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ABSTRACT 

Before the 20th century infectious ailments were a central basis for morbidity and mortality 

globally. The introduction of effective antimicrobial agents in the mid-20th century was a turning 

point in medicine. Fatal diseases such as bacterial meningitis became curable, morbidity and 

mortality rates associated with infectious diseases reduced and surgical procedures became safer. 

The success of these new antimicrobial agents led many to believe problems of dealing with 

infectious diseases could be eradicated. This confidence soon waned due to the upsurge of drug-

resistance strains. Today, rapid emergence of drug-resistance and slow introduction of new 

therapies are some of the contributing factors to high morbidity and mortality rates associated with 

infectious diseases. Consequently, to efficaciously manage drug-resistance infections, we must 

exercise stewardship over available resources and promote development of new antimicrobials.  

To aid in antimicrobial stewardship we sought to develop a rapid azole susceptibility 

testing technology for Candida albicans. Candida albicans is a prevalent cause of fungal blood 

stream infections associated with high mortality rates. Timely administration of the appropriate 

antifungal is correlated positive patient’s outcome. However, timely administration is hindered by 

the sluggish turnovers of traditional susceptibility testing methods which take up to 72 hours. 

Herein, we demonstrate glucose metabolic profiling can be used as a rapid readout of fluconazole 

susceptibility. By probing the de novo lipogenesis, we could discriminate between a fluconazole-

susceptible and fluconazole-resistant Candida albicans strain within 5 hours. 

To promote development of new antimicrobial agents we conducted phenotypic screens 

and targeted screens in efforts to identify new chemical structures with antibacterial or 

antivirulence properties. From the phenotypic screen we identified alkynyl isoquinoline as Gram-

positive specific antibacterial agents. In our targeted screen we identified an inhibitor of 

Mycobacterium tuberculosis phosphodiesterase (CdnP). CdnP facilitate immune evasion, hence 

we envision CdnP inhibitors could be developed into antivirulence agents. Lastly, to promote 

development of new antimicrobial agents we developed a facile technique for identifying 

inhibitors of cyclic dinucleotide (CDNs) metabolizing enzymes. Due the vital role of CDNs in 

bacterial physiology, CDNs metabolizing enzymes have been proposed as ideal target for 

development of new antimicrobial agents.  
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 INTRODUCTION 

1.1 Microbial Infections 

A microbial infection is the colonization of host (a living organism that harbors the microbe) 

by microbial agents. Microbes use the host’s resources to support self-replication, which often 

leads to disease formation. The principle that microbes can cause diseases is referred to as the germ 

theory. Prior to the germ theory, miasmatic theory of disease causation was widely accepted. 

Miasmatic theory postulated miasmas (poisonous vapors produced by putrefying organic matter) 

invasion of the body lead to disease formation.1 Germ theory started gaining gradual acceptance 

in Europe in the middle of the 19th century.2 Louis Pasteur and Robert Koch scientific proofs of 

the germ theory propelled the acceptance .Louis Pasteur was the first to discover microbes were 

responsible for the putrefaction.3,4 Robert Koch provided the first scientific proof of a link between 

a specific microbe and a disease.5,6 Using a microscope, Koch observed rod-shaped structures in 

the blood of a cow that had died from anthrax. Koch inoculated mice with the blood of the anthrax-

ridden cows and by the following day the mice had died. While conducting autopsy, Koch found 

the same rod-shaped structures in the spleen, blood and lymph nodes of the dead mice. Pasteur’s 

other significant contribution to germ theory is the linkage of microorganisms as causative agent 

of silk worm diseases that were devastating the textile industry.4 Two mysterious diseases (pébrine 

and flacherie) were affecting silk worms. Pasteur was able to prove two different microbes were 

responsible for the diseases, pébrine caused by a protozoa and flacherie by a bacteria. By selecting 

non-infected eggs with the aid of a microscope the diseases were contained. Today germ theory is 

globally accepted. 

Microbes which cause diseases are referred to as pathogens. Diseases caused by pathogens 

are referred to as infectious diseases because they can be transmitted to other individuals. 

Pathogens are diverse consisting of viruses, prokaryotes, and eukaryotes. Pathogens are divided 

into two categories: facultative and obligate.7 Facultative pathogens are microbes which have more 

than one replication niche, such microbes can colonize both environmental reservoirs and hosts. 

Obligate pathogens on the other hand, require a host to replicate. All viruses are obligate pathogens. 
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Bacterial and eukaryotic pathogens are mostly facultative pathogens with a few exceptions such 

as mycobacterium tuberculosis and Plasmodium falciparum which are obligate pathogens.  

Table 1.1: List of some of infectious disease epidemics and pandemics that have devastated humanity 

throughout history. Smallpox is caused by the Variola virus. Yersinia pestis bacterium is the causative 

agent for bubonic plagues. Vibrio cholerae bacterium is responsible for cholera. Spanish flu was caused 

by the H1N1 influenza virus. 

 

Infectious diseases are detrimental and sometimes fatal to the host. In fact, for centuries 

infectious diseases have been a leading cause of death. Throughout history there have been 

outbreaks of infectious diseases epidemics and pandemics which have claimed millions of lives 

(Table 1.1).8-12 Despite the global advance in medicine, microbial infections are still associated 

with high mortality rates, causing millions deaths every year.13,14 This mainly due to poverty, 

emergence of novel unrecognized microbial infections, and re-emergence of recognized microbial 

infections. A 2016 study reported more than half of the deaths in low income countries were caused 

by group 1 conditions which include communicable diseases, maternal, prenatal, and nutritional 

conditions. 13 By contrast, in high income countries only less than 7% of the deaths were a result 

of group 1 conditions. This dissimilarity can be attributed to the increased exposure to risk factors 

(unsafe sex, poor hygiene, poor sanitation and unsafe water) and sporadic supply of drugs in low 

income countries.15,16 

More than 40 new pathogens have been identified in the last the last 50 years.17-26 A subset 

of these new pathogens is listed in Table 1.2. Diseases caused by newly identified pathogens are 

referred to as emerging diseases. Some of these diseases have been devastating to humankind. For 

instance, HIV pandemic which is still ongoing has killed more than 35 million people since 1980s. 

Nearly all of the new pathogens are of zoonotic origin. In fact, the Center for disease control and 
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prevention (CDC) approximates about 75% (three out of four) of emerging infectious diseases 

comes from animals.27 

Table 1.2: A subset of infectious diseases and causative pathogens that have emerged in the last 

50 years. 

 

Re-emerging microbial infections (infectious ailments which were once associated with 

high morbidity and mortality rates globally or in a specific region, and then declined, but are now 

becoming a significant cause of morbidity and mortality28) have also contributed significantly to 

the current infectious disease global burden. Some of the factors that lead to the re-emergence of 

an infectious ailments include emergence of antimicrobial-resistant strains, lack of immunization, 

ecological changes and international travel. Emergence of drug-resistant strains particularly pose 

a considerable threat worldwide. The World Health Organization (WHO) has raised an alarm over 

the increasing number of antimicrobial-resistant infections globally. Antimicrobial-resistant 

infectious ailments are associated with higher morbidity, death rates, and hospital expenditures 

compared to microbial infections caused by drug-suspectable strains. If no action is taken to curb 

the rise of antimicrobial resistance, common infectious diseases which are easily eradicated can 

turn into devastating infections. The 2014 review on antimicrobial resistance estimates annually 
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at least 700,000 deaths are caused by drug-resistant microbial diseases, and projects the number 

escalate to 10 million by 2050 if the present trend is left unchecked.29,30 The United Nations also 

warns drug-resistance microbes threatens the accomplishment of the Sustainable Development 

Goals .31 Sustainable Development Goals (SDGs) are blueprints adapted by the United Nations 

members to ensure prosperity of people and the planet. Ensuring good health for all citizens is one 

of the key points of SDGs. 

1.2 History of antimicrobials and emergence of drug resistance 

An antimicrobial is an agent that kills or stop the growth of a microbial. Antimicrobials are 

either extracted from nature or synthesized. Archeological evidence show human exposure to 

antimicrobial dates back to 350 AD.32-34 In 1980, traces of tetracycline were detected in the bones 

of a Sudanese Nubian dated between AD 350 and 500. However, the widespread use of 

antimicrobials for management of infectious diseases did not start until the 20th century.34,35 Prior 

to the widespread use of antimicrobials, the global average life expectancy was around 47 

years.36,37 Until the 20th century, diseases such as: leprosy, cholera, typhoid fever, yellow fever, 

and smallpox were rampant and usually they were accompanied by high mortality rates.37,38 The 

widespread use of antimicrobials drastically transformed treatment of infectious diseases 

worldwide, culminating in increased life expectancy.35,39 For example, the united states life 

expectancy increased from 47 years at the beginning of the 20th century to 77 years by the end of 

the century.36 Not surprising the primary cause of mortality changed from infectious diseases to 

non-communicable diseases in most industrialized countries. In 1900, the three leading causes of 

death in the US were pneumonia, tuberculosis, and diphtheria, however by 1997 heart disease and 

cancer accounted for more than 50% of all deaths.40 These successes cannot be attributed to 

antimicrobials alone, other factors like better hygiene and safer water also contributed to the 

decline of infectious diseases. The huge achievements in management of infectious diseases 

nurtured confidence in many that infectious diseases could be eradicated. For example, in 1962 Sir 

McFarland Burnett (an Australian virologist and 1960 Nobel laureate) said: “By the end of the 

Second World War it was possible to say that almost all of the major practical problems of dealing 

with infectious disease had been solved.”38 Time would later prove this confidence to be erroneous. 

Antimicrobials used to treat bacterial infections are referred to antibiotics or antibacterial 

agents. Antimicrobials used for fungal infections are referred to as antifungals. Agents used to treat 
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viral infections are referred to as antivirals and antiprotozoal are drugs used to treat protozoan 

infections. The scope of this work covers antibacterial and antifungal agents consequently, only 

these two classes of antimicrobials will be discussed further. 

1.3 History of Antibiotics and Antibacterial agents development 

The words Antibiotic and antibacterial agents are used interchangeably today in reference 

to agents that kill or stop growth of bacteria. However, the true definitions are as follows. 

Antibiotic is agent produced by another microorganism that kills or stop the growth of bacteria. 

While an antibacterial is an agent that kills or stop the growth of bacteria that is synthetic, semi-

synthetic, derived from plants or animals.  

Pyocyanese was the first antibiotic to be used to treat human infections. Blue pigmented 

substance from Bacillus pycyaneus, (today known as Pseudomonas aeruginosa) was observed to 

inhibit growth of other pathogenic bacteria.34,41 Rudolf Emmerich and Oscar Löw in 1889 grew 

Bacillus pycyaneus in batches and used the supernantant (Pyocynase) to treat infections, the results 

were inconsistent leading to the abandonment of Pyocyanese.  

Paul Ehrlich and Sir. Alexander Fleming are considered the fathers of the modern antibiotic 

era. Paul Ehrlich based on his observation aniline dyes stained only the bacteria which they 

exterminated formulated the concept of ‘magische Kugel’ (magic bullets).34,42,43 Dr. Ehrlich 

defined magic bullet as a compound that act only on the cells that absorbs it. In regards to infectious 

diseases treatment, a magic bullet is a compound that kills the disease causing pathogen without 

affecting the host cells. Dr. Ehrlich started screening for a magic bullet for treatment of syphilis. 

By this time atoxyl, an arsenical, has been reported to have activity against trypanosomes.44 At 

that time spirochaete, the causative agent of syphilis, was not recognized to be a bacterium because 

of its corkscrew appearance under the microscope and was classified in the same group as 

trypanosome, a protozoa.45 Dr. Ehrlich in collaboration with Alfred Bertheim (chemist) and 

Sahachiro Hata (bacteriologist) synthesized hundreds of organoarsenic derivatives and tested their 

potency in treating syphilis infected rabbits. By the end of 1909, they came across compound 606 

which successful cured syphilis infected rabbits and was shown in clinical trials to be effective in 

treating syphilis patients. The drug was marketed as Salvarsan, and together with its derivative 

Neosalvarsan which was more soluble and less toxic than Salvarsan were used for syphilis 

treatment until they were replaced by Sir. Alexander Fleming’s penicillin in 1945.34  
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Perhaps the most famous account of discovery of antimicrobials is Sir. Alexander Fleming’s 

discovery of penicillin in 1928. A lucky break that transformed medicine. Fleming in his own 

words said, “When I woke up just after dawn on September 28, 1928, I certainly didn’t plan to 

revolutionize all medicine by discovering the world’s first antibiotic, or bacteria killer. But I 

suppose that was exactly what I did.”46 Fleming was sorting petri dishes after returning from a 

holiday when he came across a dish that was contaminated with mold.47,48 The peculiar thing about 

this dish was it was dotted with bacteria colonies everywhere expect the area around the mold. 

Fleming postulated the mold was secreting a diffusible substance that was inhibiting bacteria 

growth. The mold belonged to penicillium genus. He isolated the fungus and upon further 

investigations, Fleming discovered the mold juice had antibiotic activity against a wide range of 

bacteria. Isolation of the mold juice active ingredient, penicillin, proved to be a difficult task 

hindering the use of penicillin as a chemotherapy for bacterial infections. For over a decade there 

was no progress in isolation of penicillin.  Fate of penicillin was change in 1939 by a team at 

Oxford University. After coming across Fleming article on penicillin, Ernst Chain proposed to his 

supervisor Howard Florey he should try to isolate penicillin. By 1940 Florey and team had 

developed a method for purification of penicillin, and demonstrated the purified substance was 

effective against bacteria in vitro as well as in vivo.49 In 1945 penicillin was introduced for mass 

use as a chemotherapy. 

In 1932 a German pathologist Gerhard Domagk discovered Prontosil, an orange-red azo dye, 

despite lacking in vitro activity against bacteria portrayed in vivo efficacy in both animals and 

patients.47,50 The prontosil paradox (lack of activity in vitro) was solved in 1935 when Daniele 

Bovet of the Pasteur Institute discovered prontosil was in fact a prodrug with sulfanilamide being 

the active moiety.51 This unearthing led to the production of sulfanilamide and derivatives as 

chemotherapies for bacterial infections.  

The discovery of Salvarsan, Prontosil and Penicillin paved way for the innovation of other 

antibiotic and antibacterial agents. From 1950 to 1970 there was a rapid introduction of novel 

antibacterial agents, seven novel classes antibacterial are introduced in this period.34,52 This rapid 

advancement in antibacterial discovery led to widespread confidence bacterial infections would be 

eradicated.53,54 This confidence was soon diminished by the emergence of drug resistant bacteria. 
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1.4 Bacteria drug-resistance  

Bacteria is said to be drug-resistant when an antimicrobial agent that were once effective 

against the bacteria can no longer kill or halt the growth of the bacteria. Bacteria deploy different 

mechanisms to establish drug resistance. Some fundamental mechanisms include modifications of 

the antimicrobial molecule to make it ineffective, prevention of the antimicrobial from reaching 

the target by decreasing influx or by increasing efflux of the antimicrobial compound , mutation 

of antimicrobial target site  and bypassing of targeted enzymes in  biological processes.55 Drug-

resistance to some the antimicrobials emerged only a few years after the initial discovery. By 1960s, 

it was reported more than 80% of isolated staphylococcal strains were resistant to penicillin.56 

However, development and discovery of new classes of antibiotics and antibacterial agents waned 

the concern. In fact in 1962 Dr. Burnet (1960 Nobel prize laureate) wrote one of his famous quote: 

“One can think of the middle of the twentieth century as the end of one of the most important 

social revolutions in history, the virtual elimination of the infectious diseases as a significant factor 

in social life”.57,58 Yet, by 1965 there was a concern about the rise of antibiotic resistance. A group 

of international infectious disease experts and microbiologists met to discuss if new antibiotics 

were needed to deal the growing emergence of drug-resistant isolates.59 Once again new 

antimicrobials were introduced which reestablished the confidence about the conquest of bacterial 

infections. In 1978 Robert G. Petersdorf, an infectious disease expert at the time, stated: “Even 

with my great personal loyalty to Infectious Disease, I cannot conceive the need for 309 more 

infectious disease experts unless they spend their time culturing each other".60 Surely Robert G. 

Petersdorf could not have made such remark if there was a way he could have predicted the 

pandemics we are facing today and the widespread emergence of multidrug resistant infections. 

For most of us it is becoming more apparent there is no endgame with infectious diseases. 

The rapid emergence of drug resistant bacterial infections poses a substantial threat to public 

health. The CDC approximates at least 2 million people in the US alone get infected by antibiotic 

resistance bacteria culminating with 23, 000 deaths annually.61 The concern is escalated by the 

emergence of superbugs. Superbugs are bacterial strains that are resistant to all available 

antimicrobial agents. In 2016 a woman from Nevada died from an infection caused by a Klebsiella 

pneumoniae strain that was resistant to all antimicrobials available in the US.62  

The unfortunate truth about antibiotics and antibacterial agents is that, eventually with 

extensive use resistant phenotypes will emerge. Which means we must continually discover new 
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agents to keep up with resistance evolution. An alternative approach is development of 

antivirulence therapies that instead of killing the bacteria, they inhibit their ability to form an 

infection.63,64 Agents not detrimental to growth presents less selective pressure for generation of 

resistant phenotypes hence, ‘true antivirulence agents’ (agents that diminish bacteria pathogenicity 

with no effect on growth) would be less prone to development of resistance. 

1.5 Novel signaling pathways mediated by cyclic dinucleotides presents new opportunities 

for novel antimicrobial and antivirulence agents 

Cyclic dinucleotides (see Figure 1.1 for structures) are secondary messengers that play vital 

roles in both bacterial and mammalian cells.65,66 Both bacterial and mammalian cyclic dinucleotide 

acts as pathogen-associated molecular patterns, which upon recognition by germline encoded 

pattern recognition receptors a signaling cascade is triggered that induce an immune response. In 

mammalian cells, the presence of dsDNA in the cytosol leads to the production of a noncanonical 

2’3- cyclic guanosine monophosphate–adenosine monophosphate (2’3- cGAMP).67 2’3 -cGAMP 

then binds to stimulator of IFN genes (STING) to induce interferon response. Bacterial cyclic 

dinucleotides released in the cytosol also induce interferon response. In fact, several pathogenic 

bacteria including: Listeria monocytogenes, group B streptococcus spp, chlamydia spp, and 

Mycobacterium tuberculosis (M. tuberculosis) have been reported to use cyclic dinucleotides to 

mediate interferons production.68-71 C-di-AMP also binds to RECON (reductase controlling NF-

κB) and ERAdP (ER adaptor), resulting in production of pro-inflammatory cytokines.72-75 

Mycobacterium tuberculosis and group B streptococcus spp are reported to degrade c-di-AMP as 

an immune evasion strategy.76,77 

 

Figure 1.1: Structures of bacterial cyclic dinucleotides (c-di-GMP and c-di-AMP) and 

mammalian cyclic dinucleotide (2’3-cGAMP). 
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Cyclic dinucleotides also play pivotal roles in bacteria physiology. C-di-GMP is 

synthesized mainly by Gram-negative bacteria including Pseudomonas aeruginosa, Salmonella 

typhimurium, Escherichia coli, Vibrio cholerae and Caulobacter crescentus.66 C-di-AMP in 

contrast is produced mainly by Gram-positive including Staphylococcus aureus, Streptococcus 

pneumoniae, Streptococcus pyogenes and L. monocytogenes.78 C-di-GMP coordinates motility to 

sessility transition. In some bacteria species, increased levels of c-di-GMP in the cell correlates 

with sessile lifestyle whereas low c-di-GMP cellular levels correlates with planktonic lifestyle.79 

C-di-AMP is implicated in several physiological processes including cell wall and membrane 

homeostasis, DNA damage repair, biofilm formation, regulation of potassium ion channels, 

virulence and sporulation.78,80,81 C-di-AMP homeostasis is indispensable for growth in a number 

of bacteria including S. aureus, L. monocytogenes, and B. subtilis.82-84 

Due the vital roles played by bacterial cyclic dinucleotides (CDN), bacterial CDN 

metabolizing enzymes have been targeted for development of new antimicrobial and antivirulence 

agents. Several c-di-GMP synthesis inhibitors associated with reduced biofilm formation 

phenotype have been identified.85,86,87 A specific Pseudomonas aeruginosa c-di-GMP 

phosphodiesterase (RocR) inhibitor was reported to inhibit swarming.88 Several c-di-AMP 

synthesis inhibitors have been reported as well.89-91 Opoku-Temeng and colleagues reported a 

benzylidene-indolinone derivative as c-di-AMP synthesis inhibitor that has Gram-positive 

antibacterial activity, reduce biofilm formation and re-sensitize methicillin-resistant S. aureus and 

vancomycin-resistant enterococci faecalis to methicillin and vancomycin respectively.92 Dey and 

colleagues demontrated inhibition of mycobacterium tuberculosis c-di-AMP phosphodiesterase 

(CdnP) with 5'-phosphadenylyl-adenosine (pApA) analogs significantly boost IRF induction.76 

1.6 History of antifungal development  

Globally It is estimated more than 1.5 million people die annually from IFIs, with 

Cryptococcus, Candida, Aspergillus, and Pneumocystis being responsible for more than 90% of 

these deaths.93 In fact, Invasive candidiasis is  top five on the list of the most common blood stream 

infections in the US.94 The nature of the microorganism has contributed to the slow development 

of antifungal. Fungi is a eukaryotic organism hence, the similarity with the host cells make 

discovery of ‘magic bullets’ targeting the pathogen alone a bit more challenging. Also, a lesser 

market for antifungal agents also attributes to the lack interest in mycosis research. In general, 
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there are few cases of life-threatening fungal infections compared to other pathogens.  Below is a 

summary of discovery and development of antifungal agents for IFIs management. 

At the beginning of the 20th century compounds with nonspecific mode of action, and with 

low potency such as saturated potassium iodide, were used to treat superficial fungal infections. 

The first antifungal nystatin was introduced in the 1951, which coincided with the “golden era” of 

antibiotics discovery.94 Nystatin a natural product produced by Streptomyces noursei and 

Streptococcus abbidus has a broad spectrum activity against but its low solubility and toxicity 

limited it use in systemic infections.95,96  Discovery of nystatin prompted further screening of 

Streptomycete cultures for antifungal activity. In 1953 amphotericin B a polyene just as nystatin 

was discovered. Characterization of amphotericin B showed it was very similar to nystatin. 

However, amphotericin B had more inhibitory activity than pure nystatin in in vitro assays. There 

was an uproar of excitement about amphotericin B after experimental studies showed orally 

administered amphotericin B was effective in treating mice with fungal infections. Amphotericin 

B became the first significantly effective agent for management of systemic mycoses. However, 

amphotericin B is far-off from the desired ‘magic bullet’ for mycoses. Like nystatin it is associated 

with high toxicity and low solubility.  

Search for safer antifungal continued. In 1964 5-flucytosine was introduced as oral agent for 

the treatment of candidosis and cryptococcosis.97,98 However, the rapid emergence of resistance 

limited its use as a monotherapy. In 1981 ketoconazole was introduced as an oral agent for 

treatment of systemic infections.99,100 Ketoconazole was the only orally agent available for 

treatment of systemic mycoses for over a decade. The introduction of the triazoles compounds 

(fluconazole and itraconazole) in the 1990s presented another major advancement for systemic 

mycoses.101 Both fluconazole and itraconazole have a broader activity spectrum and safer 

compared to ketoconazole. Itraconazole has a broader spectrum compared to fluconazole however, 

the later has more favorable pharmacokinetics and toxicity profile. The newest class of antifungals 

the echinocandins, were introduced at the beginning of the 21st century.102 Echinocandins major 

advantages are their fungicidal activity and minimal toxicity. Azoles compounds and amphotericin 

B poses fungistatic activity. Echinocandins are limited by their low solubility, and requirement for 

intravenous administration. All the antifungal agents mentioned here are still used in clinic today.  

The fact Amphotericin B is still considered a gold standard for various IFIs despite its toxicity 

portrays the limited options for treatment of IFIs. 

https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/streptomyces
https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/streptococcus
https://www.sciencedirect.com/topics/medicine-and-dentistry/amphotericin-b
https://www.sciencedirect.com/topics/medicine-and-dentistry/ketoconazole
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1.7 Fungal drug-resistance 

Fungi is said to be drug-resistant when an antifungal agent that were once effective against 

the fungi can no longer kill or stop the growth of the fungi. Just in the case of bacterial resistance, 

emergence of resistance poses a threat in the management of fungal infections. Even though 

isolation of drug-resistant strains is not as prevalent in fungal infections as in bacterial infections, 

the arsenal of antifungal agents is limited.  Resistance to almost all clinical available antifungals 

have been documented. 103  Multidrug resistance is uncommon in medical mycology however, new 

fungal species that are resistant to multiple antifungals are emerging (Candida glabrata and 

Candida auris).104,105 Fungi has a higher predisposition to develop resistance against azole 

compounds.106 Echinocandins are normally used to treat azole-resistant fungal infections hence 

the emergence of Echinocandin-resistant strains is alarming. 

Known fungal drug-resistance mechanisms correlate with bacterial drug-resistance 

mechanisms. Fungi has been shown to development resistance by modifying the target, altering 

the biosynthetic pathway to bypass the target, overexpressing the target or increased drug efflux. 

107,108. As aforementioned, bacteria are known to employ similar tactics.  

1.8 Factors contributing to drug-resistance development 

Antimicrobial resistance is a phenomenon which occurs naturally over time following 

exposure of microbes to antimicrobials. This fact is attested by the report of genes encoding 

resistance to antibiotics used in clinic today were found in an ancient DNA sample isolated from 

a 30,000 years old Beringian permafrost sediment,109 an era thousands of years before the ‘golden 

age of antibiotic’. Antimicrobial resistance is driven by selection pressure exacted by exposure to 

antimicrobials. Its factual microbe’s development of drug-resistance is inevitable. However, 

human practices have accelerated the process.110 As early as the onset of the golden era of 

antibiotics, scientists warned of the dare consequences of improper use of the wonder drugs. In 

1945, Sir Alexander Fleming stated, “Penicillin is to all intents and purposes non-poisonous so 

there is no need to worry about giving an overdose and poisoning the patient. There may be a 

danger, though, in under dosage. It is not difficult to make microbes resistant to penicillin in the 

laboratory by exposing them to concentrations not sufficient to kill them, and the same thing has 

occasionally happened in the body”.111  Today antimicrobial resistance (AMR) is rampant. A 
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review on AMR published in 2014 estimates at least 700,000 deaths occur annually worldwide as 

a result of drug-resistant infections, and projects the number could escalate to 10 million by 2050 

if the current trend is left unchecked.29,30 Factors that have been associated with the global rise of 

AMR include misuse or overuse of antimicrobials in humans, misuse or overuse of antimicrobials 

in agriculture, environmental contamination, healthcare transmission, lack of rapid diagnostics, 

sub-optimal dosing, and travel. 110,112,113  

Globally, antibiotics are heavily over-prescribed. In several regions of the world, antibiotics 

are obtainable over the counter without a doctor’s prescription. This lack of regulation promotes 

overuse and misuse of the drugs. Another common example of misuse of antimicrobials in humans 

is the use of wrong antimicrobial agent following a misdiagnosis (there are numerous cases where 

antibacterial agents have been used to treat viral infections often following a misdiagnosis). 

Overuse and misuse increase the selection pressure for AMR development. Misuse of 

antimicrobial agents in agriculture is marked by the extensive usage of antibiotics to promote 

growth and prevent infections. The antimicrobials and or drug-resistant microbes are then 

transferred to humans when we consume the agricultural products (crops or animals) contributing 

to the development of AMR infections.  

The extensive use of antimicrobials in humans and agriculture has also contributed to the 

environment pollution with antimicrobials.114 Antimicrobials of pharmaceutical origin are found 

in sewages, waste water treatment plants, groundwater, freshwater and marine environments. 

Presence of antimicrobials in the environment results in the increase of drug-resistance microbes 

in the environment. These drug-resistant microbes and the antimicrobial pollutants can then trace 

back to humans through consumption of agricultural products or drinking of untreated water 

facilitating the continual emergence of AMR infections. 

Hospitals are said to be epicenters for AMR development.115 In the hospitals particularly in 

the intensive care unit (ICU) pressure for selection and emergence of AMR is high due to the heavy 

use broad-spectrum antimicrobials. Multidrug-resistant bacteremia is very common in the ICU, 

with the incidence rate reported to be as high as 40% in many parts of the world. 115 The lack of 

rapid diagnostics contributes greatly to the misdiagnosis of causative pathogen and sub-optimal 

dosing. Upon admission broad-spectrum antimicrobials are administered as first line therapy till 

the causative pathogen is determined which usually take days. Studies have shown this practice 

results in 30%-60% rate of inappropriate or incorrect therapy administration. Which contributes to 
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the development of AMR and high mortality rates. Timely administration of the correct 

antimicrobial agent is correlated with positive clinical outcome.116-118 Transmission from patients 

to patients also account for the higher incidence rate of AMR emergence in the intensive care unit. 

Patient to patient transmission is normally through the contaminated hands of hospital workers, 

contaminated medical apparatus.119 

We live in an era the globe has become a village. People can travel with ease to any part of 

the globe. Globalization is to be lauded for the positive impact on world economy, intercultural 

exchange etcetera. However, globalization also contributes to the spread of drug-resistant microbes. 

Several studies have shown travelers have a higher incidence rate of colonization with drug-

resistant bacteria than non-travelers.120,121  
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 INTRODUCTION TO RAMAN SPECTROSCOPY 

2.1 Discovery of Raman Effect  

Raman microscopy is based on to the inelastic scattering of light by molecules, a 

phenomenon commonly referred to as the Raman Effect. The Raman Effect was first described by 

Sir Chandrasekhara Venkata Raman (C. V. Raman, 1930 Nobel Laureate) in 1928.122-124 C. V. 

Raman interest in light scattering was sparked by the curiosity to understand the origin of the deep 

blue color of the Mediterranean Sea. He was unsatisfied by the proposed notion that the color of 

the sea was due to the reflection of the sky. C. V. Raman successfully proved the color of the sea 

was a result of the light scattering by the water molecules. C. V. Raman henceforth, unrelenting 

studied light scattering phenomenon. In 1921 while investigating light scattering by transparent 

liquids, C. V. Raman and his colleague Mr Seshagiri Rao while studying light scattering by water 

molecules, observed the depolarization of the transversely scattered light increased drastically 

following the irradiation of water molecules with a violet beam.123 Further investigations of the 

phenomenon revealed the depolarization of the scattered light was a result of the presence of a 

‘trace of fluorescence’ in the scattered beam.123 The measured depolarization depended on whether 

a blue filter was placed in the path of the incident beam or the scattered light. Depolarization was 

smaller when the filter was placed in the scattered light path. By 1924 only polar liquids were 

shown to exhibit the phenomenon.  

Although the phenomenon was referred to as a ‘feeble fluorescence’ in publications, C. V. 

Raman believed it was a distinct new type of secondary radiation. However, the belief the 

phenomenon was only exhibited by some liquids and the conjecture the ‘feeble fluorescence’ was 

unpolarized as ordinary fluorescence suppressed the idea to publish the phenomenon as a new 

radiation. However, early 1928 C. V. Raman had a strong motivation to continue the research after 

he had a conviction the effect was an optical equivalent of the X-ray scattering described by Arthur 

H. Compton. Prof. Compton while studying x-ray scattering observed two kinds of scattered x-

rays, unmodified and modified. The unmodified x-ray had the same wavelength as the incident 

beam while the unmodified had a longer wavelength. The latter is referred to as the Compton 

Effect. The first step C. V. Raman undertook was the reexamination of the universality of the 

phenomenon using a powerful beam. All the liquids (over 80 in number) examined exhibited the 
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effect. Further investigations proved the radiation was polarized differentiating it was distinct from 

fluorescence which is unpolarized. 

The striking analogy to Compton Effect was observed in the line-spectrum of the detected 

light. The scattered light spectrum consisted of narrow wavelengths separated from the incident 

beam wide wavelengths by a dark space. These narrow wavelengths would disappear if a filter 

transmitting only the incident radiation was placed in the beam path. It was evident, each 

wavelength of the incident beam gives rise to two lines in the scattered spectrum, one unmodified 

and the other shifted to a longer wavelength. C. V. Raman offered partial absorption of the incident 

quantum of radiation by the molecule, followed by the scattering of the unabsorbed part as the 

probable origin of this new phenomenon. Accepting this notion meant molecules could also add 

quantum of their own frequencies to the incident radiation resulting modified scattering at shorter 

wavelength. The latter scenario was also observed in their experiments however, the former was 

more predominant. 

2.2 Vibrational Raman Spectroscopy   

As a result of inelastic scattering, molecules can experience either a vibration state shift, or 

a rotational state shift. Raman scattering where molecules experience a vibrational state shift is 

called vibrational Raman scattering. Herein two kinds of vibrational Raman techniques will be 

discussed, spontaneous Raman scattering and Stimulated Raman scattering. 

Scattering that produces bands with the same frequency as the incident beam is referred to 

as Rayleigh scattering. As aforementioned light scattered via Raman Effect can have a frequency 

greater or smaller than the incident beam. Raman bands with frequencies smaller than the incident 

frequency are referred to as Stokes bands. While Anti-stokes bands refers to those bands with 

frequency greater than the incident beam. (Figure 2.1). The nomenclature is according to Stoke’s 

law of fluorescence, which states the frequency of the emitted light is always smaller than that of 

the exciting beam. Light scattering is not a true electronic transition process, when a photon 

collides with a molecule it is elevated to a virtual energy state instead of a discrete state as in the 

case of absorption. In Stokes scattering, the molecule initial state is the ground state and after 

interacting with a photon it relaxes to an excited state. In Anti-Stokes scattering, initially the 

molecules are in the excited state, the scattering process relaxes the molecules to the ground state. 

Stokes scattering is stronger than Anti-Stokes scattering. This is expected as under thermal 
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equilibrium the occupation of the higher vibrational state will be lower compared to that of the 

ground state. 

 

Figure 2.1: Energy level illustration of the different possibilities of light scattering. Upward 

arrows represent photon annihilation and downward arrows represents photon creation. 

2.2.1 Spontaneous Raman Scattering   

In Spontaneous Raman scattering, signal is generated just as described by C. V. Raman. 

Which involves exciting the sample with a laser and measuring the intensity of the inelastic 

scattered light (Figure. 2.2). Spectrum is obtained by plotting the intensity as a function of the 

Raman shift (Δ Ṽ R) defined as:                         

        𝛥Ṽ𝑅 = Ṽ 𝑙𝑎𝑠𝑒𝑟 − Ṽ𝑆                                                                                                   Equation 2.1 

Where Ṽ laser is the wave number of the laser beam, and ṼS the wavenumber of scattered 

light. Spontaneous Raman scattering is useful for label free analysis chemicals in biological 

samples.125,126 However, the small cross-section associated with Raman scattering which results in 

low image contrast and slow acquisition speed limiting the use of Raman scattering in chemical 

mapping samples. Nonlinear Raman scattering techniques such as stimulated Raman scattering 

(SRS) significantly enhance the Raman signal culminating in faster imaging acquisition speeds.  
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Figure 2.2 : Schematic illustration of Raman spectroscopy setup. CCD, charge-coupled device. 

2.2.2 Nonlinear Raman scattering: Stimulated Raman Scattering (SRS)   

Linearity of Raman signal is defined based on the dependence of the signal on the intensity 

of the incident radiation. Spontaneous Raman scattering is linear. SRS is an example of a nonlinear 

Raman process. For SRS process, the samples is excited with two laser beams (pump and probe). 

The energy difference for the two beams, Ω =⍵ pump-⍵ probe, is matched to the energy gap of a 

vibrational transition.127 As a result the rate of vibrational excitation is greatly enhanced compared 

to spontaneous Raman scattering. The excitation is accompanied by photons loss in the pump beam 

and photons gain in the probe beam (Figure 2.3). The loss of photons is referred to as stimulated 

Raman loss and the gain of photons is referred to as stimulated Raman gain.  

 

Figure 2.3: Stimulated Raman scattering (SRS) principle. 
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 STIMULATED RAMAN IMAGING REVEALS 

ABERRANT LIPOGENESIS AS A METABOLIC MARKER FOR 

AZOLE-RESISTANT CANDIDA ALBICANS  

Reprinted (adapted) with permission from (Karanja, C. W.; Hong, W.; Younis, W.; Eldesouky, 

H. E.; Seleem, M. N.; Cheng, J.-X., Stimulated Raman Imaging Reveals Aberrant Lipogenesis as 

a Metabolic Marker for Azole-Resistant Candida albicans. Analytical Chemistry 2017, 89 (18), 

9822-9829.). Copyright (2017) American Chemical Society. 

3.1 Introduction 

Human fungal infections have been referred to as “hidden killers”, as the impact of these 

diseases on human health is not highly appreciated.93 Medical mycology research lags behind other 

pathogen research despite the high mortality rates associated with invasive fungal infections 

(IFIs)93,128,129. IFIs are responsible for over one and a half million deaths every year worldwide.129 

Over ninety percent of fungal-related deaths results from species that belong to the following 

genera: Cryptococcus, Candida, Aspergillus, and Pneumocystis.93 Candida genus, most notably 

Candida albicans (C. albicans), is the fungi mostly associated with IFIs.130-132 C. albicans is a 

benign member of the human microbiota. However, in severely immunocompromised individuals, 

C. albicans can cause blood stream infections (Candidemia), in time developing into disseminated 

invasive Candidiasis when the infections spread to other organs.133,134 Unfortunately, life-saving 

practices such as: transplantation procedures, the use of indwelling devices, and prolonged 

intensive care stays have increased the occurrence of IFIs.135 It is projected that the incidence of 

IFIs will continue to raise due to the prevalence of immunosuppressing diseases such as cancer, 

and human immunodeficiency virus (HIV). 

Echinocandins and fluconazole are recommended as the first line therapy for IFIs.136 

Echinocandins targets the cell wall by inhibiting β-(1, 3)-glucan synthesis, a vital component of 

the cell wall. Fluconazole on the other hand affects fungal cell mem- brane integrity by inhibiting 

ergosterol biosynthesis, a major sterol component of the cell membrane. Fluconazole has several 

advantages over other antifungal drugs in terms of the cost, safety, oral bioavailability, and ability 

to cross the blood brain barrier.137 Unfortunately, the widespread use of fluconazole has resulted 

in increased antifungal resistance to the drug among different fungal strains, especially C. 

albicans.107,138 Establishment of resistance becomes a confounding factor that negatively impacts 
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patients’ outcome. Determination of antifungal resistance is therefore crucial for guiding 

therapeutic decision making. Observational studies have described a correlation be- tween early 

administration of antifungal therapy and reduced mortality in critically ill patients with fungal 

infections.117,118 However, antifungal susceptibility assessment by current gold standard methods 

is limited by slow turnaround time; usually twenty-four to forty-eight hours of incubation is 

required.139 Rapid evaluation of drug susceptibility is therefore essential for facilitating early 

administration of appropriate antifungal. 

Molecular techniques such as polymerase chain reaction (PCR) have the potential for rapid 

detection of certain resistance arising from genetic mutations.138 These methods, though robust, 

are also technically demanding and cannot detect all resistant strains. On the other hand, 

metabolism is integral to pathogenicity. In fact, metabolic adaptation has been shown to affect 

antifungal susceptibility.134,140 Eukaryotic pathogens such as Candida exhibit drug resistance by 

reducing intracellular concentration, drug inactivation, target modification, target overexpression, 

bypassing target pathway, or by sequestering the drug away from the target.141 The cell needs 

energy to maintain these defense mechanisms. One way of attaining this energy is through 

metabolic regulation. Metabolic profiling has provided deep insight into abnormalities illness such 

as cancer.142,143 Consequently, it is believed that metabolic profiles can distinguish between 

susceptible and resistant strains. The metabolomics field mainly relies on mass spectrometry 

methods to characterize metabolic profiles of biological samples owing to their high specificity 

and sensitivity.144,145 A major limitation of mass spectrometry is sample preparation, where by the 

metabolites of interest have to be extracted from the tissue or cells. 

Vibrational spectroscopy based on infrared absorption or Raman scattering offers an 

extraction-free analytical technique for metabolic profiling of biological samples.146,147 Raman 

scattering is advantageous over infrared absorption in that it is free from water interference, 

making it ideal for biological samples. Raman microscopy does, however, has a major limitation; 

the Raman effect is extremely weak, which results in slow image acquisition speed. Fortunately, 

strong signals can be achieved with coherent Raman scattering modalities, which include co- 

herent anti-Stokes Raman scattering (CARS) and stimulated Raman scattering (SRS). CARS 

suffers from non-resonant background interference, complicating the signal recovery process.148 

On the other hand, SRS is non-resonant background free, which enables direct signal 
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interpretation.127 Both CARS and SRS microscopy have the capability of mapping lipid droplets 

in yeasts149,150 and human specimens. 151,152 

Here we demonstrate the ability of SRS microscopy to rapidly detect fluconazole 

susceptibility via live cell metabolic imaging. Our SRS imaging data revealed aberrant lipogenesis 

in fluconazole-resistant C. albicans strains. Furthermore, we found that exposure to fluconazole 

only attenuates lipogenesis in the susceptible strain. By direct imaging of lipogenesis activity, our 

method can discriminate the susceptible strain from the resistant strain within five hours, which is 

more than five-fold faster than the conventional methods that require up to forty- eight hours. 

These results collectively substantiate SRS microscopy as a feasible platform for rapid detection 

of antifungal susceptibility. 

3.2 Experimental Section 

3.2.1 Chemicals and Reagents 

Yeast extract peptone dextrose (YPD), Yeast Nitrogen Base (YNB), Yeast extract, 2-

deoxy-D-glucose (2-DG), Thiazolyl Blue Tetrazolium Blue (MTT), and Oleic acid-d34 were 

purchased from Sigma-Aldrich (St. Louis, MO, USA). Yeast extract peptone (YP) was prepared 

by adding twenty grams of bacteriological peptone (Becton Dixon. Franklin, NJ) and ten grams of 

yeast extract in one liter of distilled water. Glucose-d7, and 2-deoxy-2-[(7-nitro-2,1,3-benzoxadia- 

zol-4-yl) amino]-D-glucose (2NBDG) were purchased from Cayman Chemical (Ann Arbor, MI). 

Phosphate-buffered Sa- line (PBS), and fluconazole were purchased from ThermoFisher Scientific 

(Waltham, MA). Ultrapure Agarose purchased from Invitrogen (Carlsbad, CA). 

3.2.2 C. albicans Culture  

Cells were cultured at 37oC in an incubating orbital shaker (VMR, model 3500I). C. 

albicans cells were grown overnight in YPD, pelleted, and washed three times with 1x PBS. 

Approximately, 1x 107 cells/ mL were resus- pended in fresh YPD, and grown to exponential 

phase (five- hour incubation). For glucose depletion study, cells in exponential phase were cultured 

in YPD and YP overnight. For glycolysis inhibition assay, cells in exponential phase were 

cultivated in YPD and YPD supplemented with 0.2M 2-DG overnight. For the glucose-d7 uptake 
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assay, cells in exponential phase were incubated overnight in YNB medium supplemented with 

2% glucose-d7. Fatty acid uptake assay was performed by incubating cells in exponential phase 

with YNB medium supplemented with 0.1% Oleic acid-d34 for six hours. For 2NBDG uptake 

assay, cells were first exposed to fluconazole for 3 hours, and then incubated with 100µM 2NBDG 

for thirty minutes. 

3.2.3 Glycolysis inhibition toxicity test   

Cells were grown over- night in YPD. Cells were then washed three times in PBS and 

optical density (OD) adjusted to 0.5 at 600nm. The cells were then inoculated in YPD 

supplemented with 1M 2-DG. 200 µl of the cells and YPD 1M 2-DG mixture were seeded to the 

first row of a 96-well plate. A two-fold serial dilution to a final con- centration of 0.2 M 2-DG was 

performed. The cells were then incubated at 37oC for 3 hours. Cell viability was measured with 

MTT colorimetric assay. 

3.2.4 Clinical isolates and antifungal susceptibility testing    

A total of twenty-six C. albicans clinical isolates (Table 3.1) were screened against 

fluconazole, following the Clinical and Laboratory Standards Institute (CLSI) M27-A3 guidelines 

for yeast and molds. All experiments were carried out in triplicates and repeated at least twice. 

Table 3.1: Candida albicans strains used in the study 

Candida 

albicans 

strains 

Strain ID and designation Description 

Fluconazole 

minimum 

inhibitory 

concentration 

µg/ml 

C4 NR 29436 (P34048) 

Bloodstream isolate from a person with a 

bloodstream infection collected in 

Istanbul, Turkey in 2001. 

1 

C5 NR 29435(P57072) 

Bloodstream isolate from a person with a 

bloodstream infection collected in Iowa 

City, Iowa, USA, in 2000. 

0.25 
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Table 3.1 continued 

C7 NR 29437 (P75010) 

Bloodstream isolate from a person with a 

bloodstream infection collected in 

Brussels, Belgium in 2000. 

>128 

C9 NR 29453 (P87) 
Oral isolate from an HIV+ person 

collected in Pretoria, South Africa. 
0.5 

C10 NR 29438 (P75016) 

Bloodstream isolate from a person with a 

bloodstream infection, collected in Tel-

Hashomer, Israel, in 2000 

0.5 

C12 ATCC 90028 (NCCLS 11) Bloodstream isolate, Iowa, USA. 0.25 

C14 ATCC 26790 (H-29) Pulmonary isolate >128 

C32 NR 29351 (18M) Human isolate collected in China 0.25 

C34 NR 29353 (18K) Human isolate collected in China 0.25 

C35 NR 29354 (18E) Human isolate collected in China. 0.25 

C39 NR 29358 (28H) 
Human isolate that was obtained from 

China 
>128 

C41 
NR 29360 (22O) 

. 

Human isolate that was obtained from 

China 
0.5 

C43 NR 29362 ( 11C) 
Human isolate that was obtained from 

China 
0.5 

C47 NR 29366 ( 28I) 
Human isolate that was obtained from 

China 
>128 

C48 NR 29367 (28A) 
Human isolate that was obtained from 

China 
>128 

C49 NR 29368 (28C) 
Human isolate that was obtained from 

China 
>128 

C53 NR 29446 (P94015) 

Bloodstream isolate from a person with a 

bloodstream infection collected in Utah, 

USA. 

>128 

C55 NR 29448 (P60002) 
Bloodstream infection, collected in 

Arizona, USA 
>128 

C56 NR 29450  (P37037) 

Oral isolate from a healthy person 

collected in Melwak, Wisconsin, USA, in 

1999 

0.5 
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Table 3.1 continued 

C62 ATCC MYA 573 (M4) 
Bloodstream isolate from a patient with 

AIDS, Germany 
>128 

C63 ATCC 64124 (Darlington) Mouth swab isolate >128 

C64 ATCC 90029 (NCCLS 67) Bloodstream isolate, Iowa, USA 0.5 

ERG11 10B1A3A Homozygous mutation in ERG11. 4 

UPC2 11A8A2A Homozygous activating mutation in UPC2 2 

TAC1 SCTAC1R34A 
Homozygous activating mutation in TAC1 

( Cdr1 and Cdr2 hyper expression) 
4 

MRR1 SCMRR1R34A 
Homozygous activating mutation in 

MRR1 (Mdr1 hyper expression) 
4 

3.2.5 Specimen preparation for imaging    

Agarose gel were used for live cell imaging. To prepare the gel, ten microliters of melted 

2% (w/v) agarose solution (agarose solution prepared by dissolving agarose in distilled water) was 

pipetted on a cover-glass (VMR), then immediately covered with another cover-glass. After the 

gel solidified the top slide was removed by sliding it toward one end of the other slide. Strips of 

double-sided tape were mounted around the gel to help with the sealing after the sample was 

mounted on the gel. Cells were pelleted, washed three times with 1x PBS. Two microliters of the 

cells were transferred to the agarose gel and covered with another cover- glass. Slight amount of 

pressure was applied to ensure the sample was completely sealed. 

3.2.6 Stimulated Raman loss microscopy and Two-photon fluorescence microscopy     

An ultrafast laser system with dual output (Newport, InSight DeepSee) supplied the 

excitation sources. The tunable output with a pulse duration of 120 fs was used as the pump beam. 

For C-H vibrational imaging the pump beam was tuned to 802nm, and 847nm for C-D vibrational 

im- aging. The second output centered at 1040 nm with a pulse duration of 220 fs was used as the 

Stokes beam. Stokes beam was modulated at 4.9MHz by an acousto-optic modulator. The pump 

and stokes were then overlapped before being focused into the sample using a 60x water immersion 
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objective lens (NA = 1.2, UPlanApo/IR, Olympus). An oil condenser (NA = 1.4, U-AAC, 

Olympus) was used to collect the signal. Since we detect the stimulated Raman loss (SRL), the 

stokes beam was blocked using bandpass filters (HQ825/150m, Chroma). SRL signal was detected 

using a Si photodiode integrated with a resonant circuit used in our previous paper 153. The signal 

was sent to a lock-in amplifier (Zurich instruments, HF2LI). A schematic showing SRS principle 

and SRS setup can be found in figure 2.3 and figure 2.4. 

Two-photon fluorescence microscopy was performed on the same set up; the signal was 

detected using a photomultiplier tube. 

3.2.7 Raman Spectroscopy      

A 5-ps laser (Tsunami, Spectra- Physics, Mountain View, CA) tuned to 707 nm was used 

as the pump beam. More details can be found in a previous study 126. Each spectrum was acquired 

in twenty seconds. Pump power was maintained at 74 mW. 

3.2.8 Data analysis       

Quantification of lipid droplets was performed with ImageJ software particle analysis 

function. Integral density was used to represent the amount of lipid in a lipid droplet. LD integral 

density refers to the area of the LD multiplied by the mean gray scale of LD. Mean gray scale 

correlates with the SRS intensity. 

3.3 Results and Discussion 

3.3.1 SRS imaging of fluconazole-susceptible and -resistant C. albicans 

To test the metabolic characteristic of fluconazole-resistant C. albicans, we obtained C-H 

frequency (2850 cm-1) SRS images of two randomly selected C. albicans clinical isolates, one 

susceptible and one resistant. The SRS phenomenon has a linear dependence on the concentration 

of the molecule being probed, therefore we can use the intensity of the signal to quantify the 

metabolite of interest 150,154. SRS images of the two randomly selected strains unveiled more lipids 

accumulation in the fluconazole-resistant C. albicans (Figure 3.1a-b). To test if this phenomenon 
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holds for other fluconazole-resistant C. albicans, we carried out a blinded study of twenty-two C. 

albicans clinical isolates (twelve fluconazole-susceptible and ten fluconazole-resistant) (Table 

3.1). Interestingly, we saw a huge variation in the susceptible sub-population, some strains did not 

accumulate any lipids at all, and others possessed as much lipids as the resistant strains. On the 

other hand, all resistant strains accumulated a substantial amount of lipid (Figure 3.2). For 

statistical comparison of the two sub-population, we performed Mann Whitney U test since our 

data does not assume a normal distribution (Figure 3.1c-d). Our analysis showed the two 

distribution were statistically different (P-value =5.01 E-5). These data suggest fluconazole-

resistant C. albicans accumulate more lipids than fluconazole-susceptible C. albicans. 

Our SRS imaging data showed increased lipid accumulation in fluconazole-resistant C. 

albicans. This is not surprising as several studies have shown that lipids indirectly contribute to 

antifungal tolerance. Azole-resistant C. albicans encodes drug efflux proteins belonging to the 

ATP binding cassette (ABC) family, which prefer membrane rafts for localization within the 

plasma membrane.155-157 Protein kinase C signaling, a protein activated by diacylglycerols (DAGs) 

in the presence of phosphatidylserine (PS) as a cofactor has been shown to contribute to antifungal 

tolerance in C. albicans.158-160 These studies together with our observation reveal the importance 

of lipids in establishment of azole resistance. 
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Figure 3.1: SRS imaging of fluconazole-susceptible and –resistant C. albicans. (a) C-H 

frequency (2850 cm-1) SRS images of fluconazole-susceptible and -resistant C. albicans. (b) 

Quantification of lipid signal from both fluconazole-susceptible and -resistant C. albicans 

strains. Student’s t-test was used for statistical analysis. *** p< 0.001. (c) Histogram showing 

lipid storage distribution of a fluconazole-susceptible C. albicans subgroup. (d) Histogram 

showing lipid storage distribution of a fluconazole-resistant C. albicans sub-group. Twelve 

strains were sampled for the susceptible subgroup, and ten for the resistant subgroup. Twenty 

cells were analyzed for each strain. * Data collected incorporation with Hong, W. 

 

Figure 3.2: Quantification of lipid droplets from twenty-two different strains of C. albicans. SRS 

images taken at C-H frequency. Twenty cells were analyzed and averaged for each strain. Our 

study revealed a huge variation in the susceptible sub-group lipid accumulation, some strains 

barely showed any lipid accumulation while the others accumulate as much as the resistant 

strains. On the contrary, all resistant strains accumulated a substantial amount of lipid. * Data 

collected incorporation with Hong, W. 
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3.3.2 Aberrant lipid accumulation in fluconazole-resistant C. albicans arises mostly from 

de novo lipogenesis.  

Eukaryotic cells have two sources for lipids: de novo biosynthesis and exogenous uptake. 

Excessive lipids from both sources are stored in lipid droplets (Figure 3.3a).143 Thus, we 

endeavored to determine which of the two sources was responsible for the increased lipid storage 

in fluconazole-resistant C. albicans. Cytosolic acetyl-CoA is an essential building block for lipid 

biosynthesis.161 Different carbon metabolism pathways such as: glycolysis, β- oxidation, and 

glyoxylate cycle converge on acetyl-CoA as the central metabolic intermediate.162 However, 

glucose is a ubiquitous carbon source, which is universally used as the preferred carbon source by 

most cells.163 To probe the contribution of de novo lipid biosynthesis to the increased lipid 

accumulation in fluconazole-resistant C. albicans, we examined the effects of glycolysis on lipids 

storage. Cells were grown to stationary phase, since yeast cells accumulate more lipids in the 

stationary phase.164 First we cultivated fluconazole-susceptible and -resistant strains both in 

glucose supplemented YPD medium and glucose deficient YP medium. We took C-H frequency 

(2850 cm-1) SRS images of cells grown in both mediums and quantified SRS signal from the LDs 

(Figure 3.3b and 3.3d). We found a significant decrease in LD SRS signal from both susceptible 

and resistant cells (Figure 3.3 d). However, the ∆I for the LD was higher in the resistant strain 

(∆Isusceptible=21.16, ∆Iresistant=129.23), indicating glycolysis was a major contributor of the 

accumulated lipids. Next, we used 2-Deoxy-D-glucose (2DG), a glycolysis inhibitor, to further 

confirm that de novo biosynthesis was a major donor to the elevated lipid storage in fluconazole-

resistant C. albicans. 2DG is a glucose analog which is avidly taken up by the cells, but cannot 

undergo further glycolysis since the 2-hydroxyl group in glucose mole cule is replaced by a 

hydrogen.165 To assess the effects of 2DG on lipid storage, we took C-H frequency (2850 cm-1) 

SRS images of cells cultivated in YPD medium supplement with 2DG and cells cultivated in 

normal YPD medium, and compared the intensity of the LDs signal (Figure 3.3c and 3.3e). Again 

we observed a significant decrease in both strains. Nevertheless, ∆I for the LD signal was still 

higher in the resistant strain (∆Isusceptible=9.41, ∆Iresistant=23.73). Our results so far indicated 

glycolysis inhibition was more detrimental to the resistant strain. To further confirm this, we 

performed a cell viability assay, unquestionably the resistant strain had a lower half maximal 

inhibitory concentration (IC50) (Figure 3.3f). To track de novo lipogenesis in the cell, we used 

deuterium labelled glucose (glucose-d7). Remarkably, C-D vibrational frequency is located in a 
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cell-silent region, where no other Raman signal exists (Figure 3.4), thus enabling detection of 

newly synthesized molecules with high specificity and sensitivity. We cultivated both strains to 

stationary phase in YNB medium supplemented with glucose-d7 and detected C-D vibrational 

signal as an indicator of newly synthesized lipid droplets. Perfect colocalization of LDs from C-D 

(2120 cm-1) and C-H (2850 cm-1) vibration frequencies confirmed glucose- d7 was utilized by 

the cells to synthesize lipids Figure 3.5a). Quantification of C-D signal from the LDs indicated the 

resistant strain had a higher de novo lipogenesis rate than the susceptible strain Figure 3.5b-c). 

 

Figure 3.3: De novo lipogenesis contributes substantially to lipid accumulation in C. albicans. (a) 

Schematic illustration of lipid sources in a C. albicans cell. (b) Glucose depletion attenuates lipid 

accumulation in both fluconazole-susceptible and -resistant C. albicans strains. (c) Glycolysis 

inhibition significantly reduces lipid storage. (d) Quantification of effects of glucose depletion on 

lipid accumulation. Twenty cells analyzed for each group (e) Quantification of effects of 

glycolysis inhibition on lipid accumulation. Twenty cells analyzed for each group. (f) Glycolysis 

inhibition is more detrimental to the resistant strain. All SRS images taken at C-H vibrational 

frequency (2850 cm-1). Student’s t-test was used for statistical analysis. * p< 0.05, *** p< 0.001. 

* Data collected incorporation with Hong, W. 
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Figure 3.4 : Visualization of de novo lipogenesis using deuterated glucose, glucose-d7. (a) C-D 

frequency SRS images (2120 cm-1) of cells cultivated with normal glucose and cells cultivated 

with deuterated glucose. (b) Raman spectra of lipid droplets from cells cultivated with normal 

glucose and cells cultivated with deuterated glucose. Cells cultivated in the presence of 

deuterated glucose have a peak around 2120 cm-1, an otherwise Raman silent region. Imaging at 

this frequency offers both specificity and selectivity. * Data collected incorporation with Hong, 

W. 

 

Figure 3.5: Tracking the source of increased lipid storage in fluconazole-resistant C. albicans. (a) 

Visualization of de novo lipogenesis via C-D frequency imaging. C-D and C-H SRS images were 

taken for colocalization of newly synthesized lipid with accumulated li- pids. (b) Quantification 

of lipid droplets C-D signal shows de novo lipogenesis is higher in the fluconazole-resistant 

strain. (c) Quantification of de novo lipogenesis variation with time for both fluconazole-

susceptible and -resistant C. albicans strains. Twenty cells analyzed at each time point. (d) 

Visualization of fatty acid uptake by fluconazole-susceptible and -resistant C. albicans strains 

via C- D frequency (2120 cm-1) SRS imaging. (e) Quantification of fatty acid up take by 

fluconazole-susceptible and -resistant C. albicans strains. Twenty cells analyzed for each strain. 

Student’s t-test was used for statistical analysis. ** p< 0.01. ns (not significant). * Data collected 

incorporation with Hong, W. 
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Our data so far suggested that increased lipid biosynthesis is responsible for the aberrant 

lipid accumulation in fluconazole- resistant strain. To confirm this, we compared the rate of fatty 

acid uptake of both strains. In order to trace cellular uptake of fatty acids, we cultivated cells in 

medium supplemented with deuterated oleic acid for six hours, and detected C-D signal as a 

measurement of exogenous fatty acid uptake. Fatty acid uptake by the susceptible and the resistant 

strain was not significantly different (Figure 3.5d-e). These data collectively indicate the aberrant 

lipid accumulation in fluconazole-resistant C. albicans is mainly from increased lipid biosynthesis. 

3.3.3 De novo lipogenesis as a signature for antimicrobial susceptibility   

As witnessed in the blind study (Figure 3.2) we cannot differentiate fluconazole-

susceptible and resistant C. albicans solely based on their lipid accumulations, we wondered if 

fluconazole treated induced any metabolic reprogramming and if this change could be used to 

discriminate a susceptible strain from a resistant strain. Next, we tested whether glucose-based 

metabolic activity can be used to discern between a fluconazole- susceptible and -resistant strain. 

Fluconazole is a fungistatic drug, meaning that it inhibits cell growth rather than killing the cell 

(Figure 3.6). Inhibiting growth slows down metabolic activity and this alteration can be probed 

with SRS microscopy. To validate metabolic reprogramming induced by fluconazole, we 

compared the uptake of a fluorescent glucose analog (2NBDG) 166 by cells cultivated both in the 

presence and absence of fluconazole. In the presence fluconazole, 2NBDG uptake was 

significantly reduced in the susceptible cells (Figure 3.7a-b). On the contrary, fluconazole 

treatment upregulated 2NBDG up- take in the resistant cells (Figure 3.7a-b). To further confirm 

the contrasting metabolic reprogramming in fluconazole-susceptible and -resistant cells, we used 

Raman spectroscopy to quantify the effects of fluconazole on glucose-d7 uptake. Fluconazole 

treatment resulted in substantial reduction of C-D signal in the LDs of the susceptible cells (Figure 

3.8a-b), but no significant change was detected in the resistant cells (Figure 3.8c-d). These data 

together affirmed that fluconazole exposure induced diverging metabolic adaptions in susceptible 

and resistant strains. 
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Figure 3.6: Time kill curves for fluconazole and dimethyl sulfoxide (DMSO) against C. albicans 

NR 29351. This curve shows fluconazole antifungal mechanism is not fungicidal.* data 

produced by Eldesouky, H. E. 

 

Figure 3.7: Fluconazole exposure has contrasting effects on metabolism in fluconazole-

susceptible and -resistant C. albicans strains. (a) Exposure to fluconazole downregulates 2NBDG 

(glucose analog) uptake in fluconazole-susceptible strain, while it upregulates 2NBDG uptake in 

the fluconazole-resistant strain. (b) Quantification of 2NBDG uptake alteration induced by 

fluconazole treatment in fluconazole-susceptible and -resistant C. albicans strains. (c) C-H 

frequency SRS imaging reveals exposure to fluconazole attenuates lipid accumulation in the 

susceptible strain, and no significant change in the resistant strain. (d) Quantification of lipid 

accumulation alteration induced by fluconazole treatment in fluconazole-susceptible and -

resistant C. albicans strains. (e) Visualization of de novo lipogenesis via C-D frequency SRS 

imaging reveals de novo lipogenesis is attenuated by fluconazole treatment in the susceptible 

strain, on the contrary, the lipogenesis rate is relatively the same in the absence and presence of 

fluconazole in the resistant strain. (f) Quantification of de novo lipogenesis alteration induced by 

fluconazole treatment in both fluconazole-susceptible and -resistant C. albicans strains. Student’s 

t-test used for statistical analysis. *** p< 0.001. ns (not significant). * Data collected 

incorporation with Hong, W. 
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Figure 3.8: Fluconazole exposure induce metabolic adaptation in susceptible C. albicans. (a) 

Raman spectra of lipid droplets of susceptible cells cultivated in the absence and presence of 

fluconazole. (b) Quantification of glucose incorporation in the lipid droplets of susceptible cells 

cultivated in the absence and presence of fluconazole. (c) Raman spectra of lipid droplets of 

resistant cells cultivated in the absence and presence of fluconazole. (d) Quantification of 

glucose incorporation in the lipid droplets of resistant cells cultivated in the absence and 

presence of fluconazole. C. albicans cells were exposure to fluconazole for 2 hours. Student’s t-

test used for statistical analysis. * Data collected incorporation with Hong, W. 

Our blinded study showed that some fluconazole-susceptible strains accumulate as much 

lipids as the resistant strains (Figure 3.2). To validate that lipid accumulation attenuation upon 

exposure to fluconazole was an indicator of fluconazole susceptibility, we repeated the same 

experiment with a fluconazole-susceptible strain (C4 strain) that possess high lipid accumulation 

(In our blinded study C4 was the susceptible strain with the highest lipid accumulation). Similar 

to the susceptible strain used earlier, fluconazole treatment resulted in a drastic reduction of lipid 

accumulation in the C4 strain (Figure 3.9a-b). 
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Figure 3.9: Fluconazole treatment attenuates lipogenesis in fluconazole-susceptible C. albicans. 

(a) C-D frequency SRS images of fluconazole-susceptible cells from a strain that accumulates 

high levels of lipids (C4). Lipogenesis was greatly attenuated in this strain as well, indicating 

attenuation of lipid accumulation was a sign of fluconazole susceptibility. (b) Quantification of 

lipid accumulation by C4 strain in the presence and absence of fluconazole. C. albicans cells 

were incubated overnight at 37oC. * Data collected incorporation with Hong, W. 

We then asked what would be the shortest incubation time required to comfortably 

distinguish a susceptible strain from a resistant strain. Cells were incubated in glucose-d7 

medium for three, five and seven hours in the presence and absence of fluconazole. C-D 

frequency (2120 cm-1) SRS images were then taken, and signals of the control, and treated 

groups were compared. Signal from the three-hour incubation was too weak (data not shown), 

however, we saw a significant difference in the five-hour incubation for the fluconazole-

susceptible strain (Figure 3.10a). The difference in lipogenesis was more significant in the seven-

hour group (Figure 3.10a). In contrast, no significant change in lipogenesis was evident in the 

fluconazole-resistant strain for both five-hour and seven-hour groups (Figure 3.10b). Therefore, 

we can discriminate between the two strains within five hours, which is more than five-fold 

faster than the conventional methods that require up to forty-eight hours. These studies 

demonstrate the robustness of metabolic imaging for rapid detection antimicrobial susceptibility. 
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Figure 3.10: Metabolic imaging has a potential for rapid detection of antimicrobial susceptibility 

testing. (a) De novo lipogenesis alteration induced by fluconazole treatment in fluconazole-

susceptible C. albicans is detectable with in five hours. (b) De novo lipogenesis alteration is not 

seen in fluconazole-resistant C. albicans under the same conditions. Student’s t-test used for 

statistical analysis. * p< 0.05, *** p< 0.001, ns (not significant). * Data collected incorporation 

with Hong, W. 

Molecular techniques require pre-knowledge of the target gene being probed. This makes 

it challenging to detect resistance arising from unknown mutations or non-genetic processes. To 

demonstrate our technique could easily detect resistant C. albicans regardless of mechanism of 

resistance, we repeated the experiment with four fluconazole-resistant C. albicans strains which 

varied in mechanism of resistance and compared them to the susceptible strain. Two of the mutants 

have an overexpression of the drug target (ERG11 and UPC2), and the other two have upregulated 

efflux proteins (MRR1 and TAC1). Upon exposure to fluconazole lipid biosynthesis was 

significantly attenuated in the fluconazole-susceptible (Figure 3.11), however, de novo lipogenesis 

rate remained unchanged in all the mutants (Figure 3.11). These results demonstrate the relentless 

ability of our technique to detect fluconazole resistance regardless of the genetic background, 

which is not achievable with molecular techniques 

Rodaki and colleagues independently showed glucose increases C. albicans resistance to 

fluconazole antifungal.167 Unfortunately, we cannot directly differentiate between fluconazole-

susceptible and -resistant based on their lipogenesis profiles since some susceptible strains tend to 

have a lipogenesis rate similar to the resistant strains (Figure 3.2). Nevertheless, we showed that 

by probing the metabolic alteration induced upon exposure to fluconazole, we can distinguish 

between susceptible and resistant strains. Furthermore, we illustrated that this method allows for 

rapid detection of fluconazole susceptibility; with only five hours of incubation we were able to 
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discriminate susceptible strain from the resistant strain. A major improvement to the twenty-four 

to forty-eight hours needed for the conventional methods. A major limitation of our method is 

sensitivity. In a previous study, our group showed the detection limit for glucose-d7 by SRS is in 

the mM range.154 Fortunately, such sensitivity is sufficient for us to see the difference between the 

susceptible and resistant strains. 

 

Figure 3.11: Rapid detection of resistance via metabolic imaging is independent of mechanism of 

resistance. Fluconazole treatment did not alter de novo lipogenesis in the mutants ERG11 

(homozygous mutation in ERG11), UPC2 (homozygous activating mutation in UPC2), MRR1 

(Mdr1 overexpression), TAC1 (Cdr1 and Cdr2 overexpression). Student’s t-test was used for 

statistical analysis. *** p< 0.001. ns (not significant). * Data collected incorporation with Hong, 

W. 

Here, we used single frequency SRS to demonstrate the relationship between lipids and 

fluconazole resistance, this technique does not give us any information on the composition of the 

lipids. Lipid composition is a crucial factor in governing membrane fluidity in C. albicans. In order 

to understand how lipid composition influences antifungal susceptibility we can switch to 

hyperspectral SRS imaging, which would help us to determine the ratio of saturated and 

unsaturated fatty acids in lipid droplets.152 

3.4 Concluding Remarks 

The key to successful treatment of patients with IFIs is prompt administration of the 

appropriate antifungal. In Candida infections, initiation of appropriate antifungal within the first 

twelve hours after the first positive blood culture significantly improves the patient’s outcome.118 

However, early administration of effective drugs is hampered by the slow turnover of the current 
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susceptibility testing techniques. Since only a few hours are needed to observe a full metabolic 

cycle in C. albicans, metabolic profiling provides an avenue for rapid antimicrobial susceptibility 

testing. Here we demonstrated this capability with SRS lipogenesis rate profiling. Unlike the 

molecular techniques, this method does not require extraction of metabolites or pre knowledge 

about the strains. With the continuous development of compact and low-cost lasers, we expect 

clinical translation of this method in the near future.  
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 ISOQUINOLINE ANTIMICROBIAL AGENTS WITH 

ACTIVITIES AGAINST INTRACELLULAR BACTERIA  

4.1 Introduction 

Many compounds that inhibit bacterial growth or kill bacteria have been reported since Sir 

Alexander Fleming discovered penicillin by over 90 years ago, yet the multitude of reported 

compounds with antibacterial activities have not provided an insurance against an era whereby 

high mortality due infections by multi-drug resistant will be the norm.168-170 The CDC 

approximates currently around 2 million cases of drug-resistant bacterial infections are reported in 

the US annually, with at least 23,000 fatalities from these infections.61 The financial burden 

associated with treatment of bacterial infections is estimated to be around 20 billion dollars in the 

US alone.171 The overuse of traditional antibiotics, coupled with the slow introduction of new 

classes of antibacterial agents have contributed to the rising incidences of multi-drug-resistant 

bacterial infections.172 In order to guide research and development of novel antimicrobials, WHO 

issued a priority list of drug-resistant bacteria for which novel antibacterial agents are vital for 

human health.173 Methicillin-resistant Staphylococcus aureus (MRSA), vancomycin-resistant 

Enterococcus faecium (VRE) and vancomycin-resistant S. aureus (VRSA) were the highest ranked 

Gram-positive bacteria.173 Most of the antibacterial agents used today are from the ‘golden age’ of 

antibiotics, or are analogs thereof and the indiscriminate use of these agents have led to the 

emergence of bacterial strains that are resistant to these staple drugs.174-176 Introduction of new 

classes of antibiotics such as oxazolidinones and cyclic lipopeptides have significantly improved 

treatment for resistant Gram-positive bacterial infections such as multidrug-resistant staphylococci, 

and vancomycin-resistant enterococci.177 However, the emergence of linezolid-resistance 

staphylococcus strains178 highlights the necessity of new antimicrobial classes to keep up with 

resistance evolution.  

In addition to the development of drug-resistance, survival of bacteria inside mammalian 

cells also contributes to poor clinical outcome. Intracellular bacteria are deemed to be responsible 

for clinical failures of antibiotics and infections relapse.179-182 Twaites and Gant referred to 

leukocytes as the “trojan horses” for metastatic S. aureus infections.179 Consequently, for 

successful treatment of S. aureus infections it is vital that the antibacterial agents are active against 

both extracellular and intracellular bacteria. Mammalian cells offer a protective niche for bacteria, 
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and the efficacy of many antibiotics are significantly reduced when tested against intracellular 

bacteria.182,183 This is mainly due the poor mammalian cell permeability of many antibiotics. As a 

result, several strategies have been proposed to improve intracellular accumulation of antibacterial 

agents. Lehar and co-authors used a protease sensitive antibody-antibiotic conjugate to deliver 

rifampicin  into mammalian cells.182 On the other hand, Xiong et.al used nanogels to facilitate 

vancomycin uptake by macrophages.184 While these approaches significantly increased drug 

cellular uptake, there is a poor correlation between drug accumulation and activity when it comes 

to intracellular clearance.183 This antibiotic mammalian cell permeation issue, coupled with the 

emergence of drug resistant bacteria185 calls for new molecular entities that have potent activities 

against bacteria  and are also active against intracellular pathogens. 

Our group have been developing novel isoquinoline moiety chemical libraries.186-188 

Several compounds with an Isoquinoline moiety have been reported to have antimicrobial activity 

(Figure 4.1).189-191 Compound 25 and 25 are potent against S. aureus with a minimal inhibitory 

concentration of 0.5 µg/mL.191 These findings present isoquinoline as a prime core of antimicrobial 

agents. Consequently, we screened our in-house isoquinoline library for antibacterial compounds. 

In our group we have generated numerous alkynyl isoquinolines via the Sonogashira coupling. 187-

189 Herein we present a new class of isoquinolines with activity against a plethora of Gram-positive 

bacteria, including drug resistant S. aureus. Pleasingly, these compounds exhibit low frequency of 

resistance and also clear intracellular bacteria. 

 

Figure 4.1: Structures of antimicrobial compounds with an isoquinoline moiety. 
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4.2 Experimental Section 

4.2.1 Screening against bacterial isolates 

Bacterial strains were incubated at 37oC to early exponential phase in Mueller Hinton Broth. 

Cells were then treated with 16 µg/mL compounds or DMSO for the control. Cells were incubated 

overnight at 370C. Experiment done in triplicates. 100 µl aliquots were transferred to a 96-well 

microtiter plate and optical density at 600nm (OD600) determined. Optical density at 600 nm was 

used to estimate bacterial growth in microbiology. Percent growth inhibition is determined as 

follows: 

%𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑂𝐷600 = (
𝑋𝑇 −  𝑋𝑜

𝑋𝑐 − 𝑋𝑜
) × 100 

Where XT is the OD600 of culture with the compound, 𝑋𝑜 is that of media only and 𝑋𝐶 is 

the OD600 of the DMSO control. Minimal inhibitory concentration (MIC) for compounds that 

exhibit potent growth inhibition (>90% inhibition) was then determined. Broth microdilution assay 

was used to determine the MICs as outlined by Wiegand et al. 192 Plates were incubated at 370C 

for 16-20 hours. The wells are then visually inspected for growth, the lowest concentration without 

any visible growth is defined as the minimal inhibitory concentration. 

4.2.2  In vitro cytotoxicity analysis of HSN compounds against J774 cells 

HSN compounds were assayed (at concentrations of 16, 32, 64 and 128 µg/mL) against a 

murine macrophage (J774) cell line. Experiment done as described by Elsebaei and colleagues.193  

4.2.3 Examination of clearance of intracellular MRSA present in murine macrophage 

(J774) cells  

Experiment conducted as described by Hagras and co-authors.194 

4.2.4 Florescent Imaging   

Murine macrophage (J774) cells were seeded in a glass bottom 15mm petri dish and grown 

to 80% confluence in DMEM supplemented with 10% FBS. Followed by incubation in medium 

supplement with 8 µg/mL HSN584 or HSN739 and incubated for 2 hours at 37 °C. After the 2hours 
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the cells were washed three times with 1xPBS. Cells were then incubated for 1 hour at room 

temperature in 16% formalin solution.  Following the incubation, cells were washed three times 

with 1xPBS. Then cells were covered with 1xPBS for imaging. Before imaging absorbance spectra 

for HSN584 and HSN739 were obtained with Biotek Cytation5 image reader. Excitation at the 

highest absorbance wavelength was then used to generate emission spectra for both compounds 

(Figure 4.9). Imaging done with Nikon Ti microscope with a plan Apo 20x DIC M N2 objective 

lens at Purdue Bioscience Imaging Facility. 

4.2.5 Resistance selection  

A multi-step resistance selection experiment described by Singh et al.195 was used to assess 

S. aureus ability to develop resistance against the alkynyl isoquinolines (HSN 584 and HSN 739), 

vancomycin and ciprofloxacin. MIC was determined daily over a course of 27 days using the broth 

microdilution method. 

4.2.6 Macromolecule synthesis 

To measure macromolecule biosynthesis cells were incubated in TSB supplemented with 

HSN584 or control compounds (Ciproflaxicin (DNA), Vancomycin (cell wall), rifampicin (RNA) 

and Linezolid (proteins)) for 10 minutes (DNA, RNA), or 30 minutes for cell wall and protein 

biosynthesis. 0.5μCi total concentration of radiolabeled macromolecule synthesis precursors ([3H] 

thymidine (DNA), [3H] leucine (protein), [3H] N-acetylglucosamine (cell wall),[3H] uridine 

(RNA),) were added to the growth media and cells incubated further at 37oC. For DNA, RNA and 

cell wall biosynthesis cells were incubated for an additional 10 minutes with the radiolabeled 

precursors. For cell wall, cells were incubated with [3H] N-acetylglucosamine for 30 minutes. For 

protein synthesis cells were incubated with [3H] leucine for 1 hour. The reaction was halted using 

10% trichloroacetic acid (TCA) in 1:1 ratio (reaction volume to 10% TCA ratio). Following the 

addition of TCA, cells were incubated on ice for 30 minutes to facilitate macromolecules 

precipitation. The precipitate was then collected via vacuum filtration and washed times with 5% 

trichloroacetic acid. Filter papers were dried on a 95oC hotplate. Experiment was done in triplicates. 

Then filter paper was then transferred to a scintillation vial and after addition of scintillation liquid, 

activity was determined with a liquid scintillation counter. 
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4.2.7 S. aureus growth on High salt concentration  

Exponentially growing cells were transferred to TSB media supplemented with different 

concentration of NaCl and HSN 584 and growth monitored measuring the optical density as 

described above. 

4.2.8 Global proteomics  

Exponentially growing S. aureus ATCC cells were treated with 1µg/mL HSN584 or 

DMSO for 2 hours at 37°C. The samples then washed with 1x PBS three times. Soluble proteins 

were first extracted by suspending the pellet in 500µl 20Mm Tris-HCl buffer containing 100mM 

NaCl, 1mM EDTA, 5% glycerol and 0.5mM DTT. The cells were transferred to lysis tubes and 

lysed with using Precellys® 24 Bead Mill Homogenizer (Bertin Corp., Rockville, MD, USA). The 

lysates were then centrifuged at 14,000 rpm for 5 min at 4 °C. The supernatant which contained 

the soluble proteins collected and the debris treated further to extract insoluble proteins. For 

extraction of insoluble proteins, the pellet was suspended with 8M urea and vortexed for 2hr at 

room temperature. The sample preparation for insoluble proteins proceeded as outlined in our 

previous publication.196 For soluble proteins, we skipped the precipitation step and quantified 

protein concentration of the supernatants. Reduction, acetylation, digestion and column steps were 

the same both soluble and insoluble samples. LC-MS/MS acquisition and data analysis were 

conducted described in our previous publication.196 With the exception, Inferno software was used 

to generate the heat map and origin software used to generate the volcano plot. 

4.2.9 Checkerboard assay 

Double the MIC was used the highest concentration for each drug. 4x Stock solution for 

each drug will be prepared.50µl aliquots of the 4x stock solution of drug A dispensed to the first 

column of a 96-well microtiter plate. 25µl of Muller-Hinton broth was aliquoted to the rest of wells 

and drug A serially diluted along the abscissa. Drug A is not added to column 10 as it used to 

determine individual MIC of drug B. 4x Stock solution of drug B will be serially diluted in 1.5ml 

eppendorf tubes. 25µl of the Drug B solutions then added serially along the ordinate. Drug B is 

not added to row H as it used to determine individual MIC of drug A. Compounds are not added 

to the last two columns (11 and 12) as they are used as growth control and sterility control. 
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Bacterial suspension was prepared the same as for microdilution MIC determination as outlined 

by Wiegand et.al. 192 50µl of the bacterial suspension is then added to all the columns expect the 

sterility control column. The plates are then incubated at 370C for 16-20 hours. The wells are then 

visually inspected for growth and the lowest concentration without any noticeable growth is picked 

as the minimal inhibitory concentration. The Fractional inhibitory concentration (FIC) computed 

as described below: 

𝐹𝐼𝐶 =
𝐷𝑟𝑢𝑔 𝑀𝐼𝐶 𝑖𝑛 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛

𝑀𝐼𝐶 𝑜𝑓 𝑑𝑟𝑢𝑔 𝑎𝑙𝑜𝑛𝑒
 

𝜀𝐹𝐼𝐶 ≤ 0.5 𝑠𝑦𝑛𝑔𝑒𝑟𝑠𝑡𝑖𝑐, 𝜀𝐹𝐼𝐶 > 0.5 < 2 𝐴𝑑𝑑𝑖𝑡𝑖𝑣𝑒, 𝜀𝐹𝐼𝐶 > 2 𝐴𝑛𝑡𝑎𝑔𝑜𝑛𝑖𝑠𝑡𝑖𝑐 

4.3 Results and Discussion 

4.3.1 Screening for antibacterial active alkynyl isoquinolines  

In efforts to identify a new class of antibacterial agent, we screened our alkynyl 

isoquinoline library for antibacterial active compounds against S. aureus. S. aureus cells were 

incubated at 37oC overnight with 16 µg/mL of compounds and cell viability determined via optical 

density measurements. We identified several compounds that completely inhibited bacterial 

growth (Fig. 2, Fig. 3a and b). For more precise depiction of the compounds antibacterial activity, 

minimal inhibitory concentration (MIC) was determined for those compounds with over 80% 

growth inhibition. HSN490 exhibited the most potent activity against S. aureus, and Enterococcus 

faecalis (Figure 4.2, Figure 4.3a and b). Hence, for further studies HSN490 was chosen as the lead 

compound.  

Next, we sought to determine which moieties were important for antibacterial activity. 

Replacement of the chloro group on the isoquinoline moiety with a fluoro group (HSN584) did 

not change activity (Figure 4.4, Figure 4.5 and Table 4.1). Loss of the halide group all together did 

not significantly change the bioactivity, HSN585 shows only a one-fold increase in MIC compared 

to HSN490 and HSN584 (Fig.4 and Table 1). This result indicates the halide group is not crucial 

for binding to this biological target in the selected bacterial strains. The replacement of the 

isoquinoline group with a pyridine (HSN589) resulted in loss of 50% activity (Figure 4.4 and 

Figure 4.5), indicating the isoquinoline group was vital for potency. Substitution of the 

phenylethynyl group with a pyridine (HSN736 and HSN740) led to complete loss of activity 
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(Figure 4.4 and Figure 4.5). From our structure activity relationship studies we concluded the 

isoquinoline and the phenylethynyl moieties were important for antibacterial activity. 

 

Figure 4.2: Structures of alkynyl isoquinolines with antibacterial activity 

 

Figure 4.3: Alkynyl isoquinoline inhibition of bacteria growth. a) S. aureus cell viability after 

treatment with 16 µg/mL alkynyl Isoquinolines. b) Minimal inhibitory concentrations for alkynyl 

isoquinolines compounds against various Gram-positive bacteria. MRSA= Methicillin-resistant 

S.aureus , VRE=Vancomycin-resistant E. faecalis.  
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Figure 4.4: HSN490 analogs used for structure activity relationship studies. 

 

Figure 4.5 : HSN490 analogs effects on inhibition of bacteria growth.  S. aureus cell viability 

after treatment with 16 µg/ml NN490 analogs 

Table 4.1: HSN490 analogs minimal growth inhibition concentrations (MICs) against S. aureus, 

MRSA, E. faecalis, and VRE. 

 

4.3.2 HSN584 and HSN739 exhibit Gram-positive specific bactericidal activity against 

Next, we picked three of our most potent compounds (HSN490, HSN584 and HSN739) 

and screened them against various strains to bacteria to examine the extent of their antibacterial 

activity (Table 4.2). HSN584 and HSN739 exhibited moderate antibacterial activity (MICs values 
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within 4 µg/mL to 16 µg/mL range) against a variety of gram-positive bacterial species including 

Staphylococcus epidermidis, Listeria monocytogenes, Streptococcus pneumonia, enterococcus 

faecium, clostridium difficile and enterococcus faecalis (Table 4.2). Important to note, both 

HSN584 and HSN739 also exhibited potent (4 µg/mL or 8 µg/mL) activity against the drug-

resistant strains used in the study namely: vancomycin-resistant E. faecium, methicillin-resistant 

S. pneumonia, vancomycin-resistant E. faecalis, cephalosporin-resistant S. pneumonia, Linezolid-

resistant MRSA, methicillin-resistant S. epidermidis, and MRSA USA400. HSN490 on the other 

hand displayed weak antibacterial activity (MIC>16 µg/mL ) against most of the strains expect 

methicillin-resistant S. pneumonia, cephalosporin-resistant S. pneumonia, methicillin-resistant S. 

epidermidis  and L. monocytogenes against which it exhibits moderate activity (MICs values 

within 4 µg/mL to 16 µg/mL range) (Table 4.2). All three HSN compounds showed no activity 

against wild-type Escherichia coli (E. coli) or Tolc mutant (strain lacking the AcrAB-TolC 

multidrug efflux pump) (Table 4.2). The lack of activity against Tolc mutant is an indication the 

compounds inactivity against E. coli is not a result of efflux by AcrAB-TolC pump, a relevant 

mechanism of resistance against various clinical antibiotics.197 The fact the compounds minimum 

bactericidal concentrations (MBC) is same as the MIC indicates the compounds are bactericidal 

agents. We also confirmed the alkynyl Isoquinolines bactericidal characteristic by generating time 

kill profiles (Figure 4.6). Both HSN584 and HSN739 displayed fast bactericidal activity compared 

to vancomycin, a standard treatment for MRSA infections. Bactericidal activity of some antibiotics 

have been correlated with disruption of membrane integrity either by degeneration of membrane 

polarization or via membrane lysing.198,199 Hence, we investigated the effects of HSN584 on S. 

aureus membrane polarization and permeability. We did not see a concentration dependent 

enhancement of DISC3 or Sytox green fluorescence after treatment with 2 µg/mL and 20 µg/mL 

HSN584 (Figure 4.7). These results indicate HSN584 bactericidal activity is not mediated via 

disruption of membrane potential or lysis of the membrane. 
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Table 4.2: Evaluation of alkynyl Isoquinolines against variety of bacteria isolates. MIC and 

minimum bactericidal concentration (MBC) in µg/mL. a E. coli strain ∆ AcrAB-TolC multidrug 

efflux pump, b Wild-type strain of E. coli JW55031. NT= not tested. **Data generated by Nader 

S. Abutaleb 

 

 

Figure 4.6: Time kill profiles. a) HSN584 time kill profile against MRSA USA 300. b) HSN739 

time kill profile against MRSA USA 300. Vancomycin = positive control and DMSO = negative 

control. 
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Figure 4.7: HSN584 effects on S. aureus membrane integrity. a) HSN584 effects on membrane 

polarization. Germicidin (Positive control), DMSO (negative control) b) HSN584 effects on 

membrane permeation. 1%TritonX (Positive control), DMSO and Daptomycin (negative 

control). 

4.3.3 Alkynyl Isoquinolines are active against fluoroquinoline-resistant bacteria  

Quinolones derivatives such as ciprofloxacin, levofloxacin, norfloxacin etc. are one of the 

largest class of synthetic antibacterial used in clinic today.200 Due to the structural similarities 

between quinolones and isoquinoline moieties, and the fact our structural analysis studies revealed 

the isoquinoline moiety were crucial for bioactivity (Figure 4.4, Figure 4.5 and Table 4.1) we 

sought to examine if our compounds were active against fluoroquinolones-resistant S. aureus. 

Resistance to fluoroquinolones has been reported to be significantly high in methicillin-resistant 

S. aureus (MRSA) than in methicillin-sensitive S. aureus (MSSA).201 Hence, we tested our 

compounds activity against methicillin-resistant S. aureus (MRSA), and vancomycin-resistant S. 

aureus (VRSA) strains which are resistant to ciprofloxacin, levofloxacin and norfloxacin. HSN584 

and HSN739 exhibited potent activity (4 µg/mL or 8 µg/mL) against fluoroquinolone-resistant S. 

aureus strains (Table 4.3). HSN490 on the other hand displayed moderate to weak activity against 

the fluoroquinolone-resistant strains (Table 4.3). These results indicate our alkynyl isoquinoline 

mechanism of action differs from that of fluoroquinolones. 
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Table 4.3 : MICs and MBCs values in µg/mL of HSN compounds/control drugs against 

fluoroquinolone-resistant Staphylococcus aureus isolates. VRSA=vancomycin resistant S. 

aureus. **Data generated by Nader S. Abutaleb 

 

4.3.4 HSN584 and HSN789 intracellular effects  

One of the main limitations of conventional antimicrobial agents used in clinic today is 

failure to clear Intracellular bacteria. 182,183 Ability of an antibacterial compound to clear 

intracellular bacteria is important because intracellular bacteria is responsible for infections relapse 

and metastasis. 179-182 Consequently, we investigated the ability of our lead compounds (HSN584 

and HSN739) to clear intracellular bacteria. 

First, we investigated HSN584 and HSN739 compounds toxicity against murine 

macrophages (J774 cell line). Macrophage cells were incubated with different concentration of the 

HSN compounds for 24 hours and then viability evaluated. Up to 32µg/mL the HSN compounds 

were non-toxic to the macrophages (Figure 4.8). Both of our lead molecule are fluorescent, upon 

excitation at maxima absorbance wavelength (around 400nm) they emit blue light with maxima 

emission around 450nm (Figure 4.9). Capitalizing on the fluorescent nature of the molecules, we 

utilized fluorescence microscopy to investigate if the molecule permeates macrophages. Both 

molecules localize in the cytoplasmic region of the macrophages (Figure 4.10a). Confident the 

molecules permeate the cells, we went ahead to test the alkynyl Isoquinolines’ efficacy in clearance 

of intracellular MRSA USA 400. We compared our compounds to vancomycin, the preferred drug 

for management of MRSA infections. With vancomycin we did not see a reduction in bacteria load 

(Figure 4.10b). On the other hand, HSN584 and HSN739 at the same concentration with 
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vancomycin showed a significant bacteria load reduction, an approximately 2 log fold reduction 

(Figure 4.10b).  

 

Figure 4.8: HSN490, HSN584 and HSN739 cytotoxicity against murine macrophages (J774 cell 

line). **Data generated by Nader S. Abutaleb  

4.3.5 S. aureus does not develop rapid resistance against HSN584 and HSN789  

Bacteria development of resistance against antibacterial agents is a major contributor to 

poor patients’ outcome and the antibiotic crisis we find ourselves in today. Next, we sought to 

determine how fast the S. aureus would develop resistance against the HSN584 and HSN789. We 

performed a multistep resistance selection study with vancomycin and ciprofloxacin as controls. 

Vancomycin, HSN584, and HSN739 MIC against S. aureus did not change significantly 

throughout the 27 days (Figure 4.11). A 2-fold change was the highest MIC change observed for 

these three compounds throughout the entire study. On the other hand, ciprofloxacin MIC by day 

6 increased by 8 folds, the MIC continually increased with an observed fold change greater than 

200 at the end of the study. Our results are consistent with previous reports that indicate S. aureus 

develop rapid resistance to ciprofloxacin and not vancomycin 202. 
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Figure 4.9 : HSN584 and HSN739 absorbance spectrum and emission spectrum upon excitation 

at 400 nm 

4.3.6 Elucidating HSN584 mechanism of action  

To gain insight as to how the alkynyl isoquinolines kill bacterium, we investigated the 

effects HSN584 on S. aureus macromolecule synthesis and global protein expression. Effects on 

macromolecule synthesis were determined via quantification of the uptake of isotope labelled 

macromolecule biosynthesis precursors by the cells with and without HSN 584 treatment, i.e. [3H] 

thymidine for DNA synthesis, [3H] leucine for protein synthesis, [3H] uridine for RNA synthesis, 

and [3H] N-acetylglucosamine for cell wall synthesis. Percent incorporation was calculated with 

respect to the control group (DMSO). To probe effects of HSN584 on S. aureus proteome, cells 

were treated with 1 µg/mL HSN584 or DMSO for 2 hours at 37°C, lysed and comparative global 

proteomics analysis conducted.  
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Figure 4.10: Alkynyl isoquinoline intracellular effects. a) HSN584 and HSN739 permeate 

murine macrophage cells and localize in the cytoplasm. b) **Data generated by Nader S. 

Abutaleb. HSN584 and HSN739 significantly reduce bacteria (MRSA USA400) load in murine 

macrophage cells. Significance quantified with the paired t-test (P < 0.05). *= significant 

difference HSN compounds and DMSO group.  
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Figure 4.11: Multistep resistance study of vancomycin, ciprofloxacin, HSN584 and HSN739 

against S. aureus. S. aureus was serially passaged over a period of 27 days. 

For macromolecule biosynthesis experiment, S.aurues cells were treated with three 

different HSN584 concentrations (0.25xMIC, 0.5xMIC and 1xMIC (MIC = 2 µg/mL)). HSN584 

exhibits a concentration dependent inhibition of cell wall, DNA and RNA synthesis (Figure 4.12a, 

b, and d). However, HSN584 did not exhibit a concentration dependent inhibition of protein 

synthesis (Figure 4.12 c). For cell wall biosynthesis, HSN584 significantly inhibited incorporation 

of [3H] N-acetylglucosamine only at 0.5xMIC and 1xMIC concentrations. On the other hand, 

HSN584 significantly inhibited biosythesis of DNA and RNA at all the three concentrations tested. 

To confirm the precursors’ incorporation was indeed as a result of HSN584 interference of the 

respective biosynthetic pathway and not because of reduced cell viability, we incubated the cells 

under the same conditions and measured the cell viability (Figure 4.13). For DNA and RNA 

biosynthesis, cells were exposed to the antibacterial agents for 20 minutes. This exposure did not 

significantly affect the cells viability even at high concentration (Figure 4.13a), suggesting the 

reduction of incorporation of the radiolabeled precursors was indeed due to interference with the 

biosynthetic pathways. For cell wall biosynthesis, cells were exposed to the antibacterial agents 

for 1 hour. Cell viability was only significantly affected at high concentrations (8xMIC) (Figure 

4.13b). Since HSN584 exhibits a dose dependent reduction in [3H] N-acetylglucosamine 

incorporation at lower concentration (Figure 4.12a) we can conclude HSN584 interferes with cell 

wall biosynthesis. For protein synthesis, cells were exposed to the antibacterial agents for 1.5hours. 

This exposure significantly affected cell viability at all concentration expect 1xMIC HSN584 

(Figure 4.13c). Since there was no concentration dependent inhibition of protein synthesis, we 

concluded our compound does not affected de novo protein synthesis. 



 

 

69 

 

 

 

 

Figure 4.12: HSN584 effects on S. aureus macromolecule synthesis. a) HSN584 effects on [3H] 

N-acetylglucosamine incorporation into S. aureus cell wall. b) HSN584 effects on [3H] 

thymidine incorporation into S. aureus DNA. c) HSN584 effects on [3H] leucine incorporation 

into S. aureus proteome. d) HSN584 effects on [3H] uridine incorporation into S. aureus RNA. 
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Figure 4.13: Positive controls and HSN584 effects on S. aureus cell viability. a) Cells treated for 

20 minutes with respective antibacterial agents. (Cipro= Ciproflaxicin) MIC Cipro=0.125 ug/mL, 

MIC rifampicin=7.8 ng/ml, MIC HSN584=2 ug/mL. b) Cells treated for 1 hour with respective 

antibacterial agents. MIC Vancomycin=2 ug/mL. c) Cells treated for 1.5 hours with respective 

antibacterial agents. MIC Linezolid=2 ug/mL. Experiment was done in triplicate Significance 

evaluated using the student t-test *= P-value<0.05. 

HSN584 differentially regulated S. aureus protein expression (Figure 4.14a and b). To 

narrow down the crucially regulated biological processes by HSN584 treatment, we focused on 

two group of proteins: unique proteins, and significantly regulated protein with log2 fold greater 

than 3.5. Unique proteins are those proteins only present in one sample group. Majority of the 

control group unique proteins are ATP-binding cassette (ABC) transporters (Table 4.4). 

Additionally, several ABC proteins appear in the list of significant regulated proteins list (Figure 
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4.15). ABC transporters functions either as importers, bringing nutrients, or exporters that pump 

toxins or lipids across the membrane. ABC transporters have been implicated in antibiotic 

resistance (involved in efflux on antibiotics) and bacteria virulence (required for uptake of 

nutrients crucial for bacteria colonization).203 Hence, the inhibition of ABC transporters can be 

detrimental for the cell.  One interesting ABC transporter affected by HSN584 is the 

osmoprotectant ABC transporter (Table 4.4). S. aureus has ability to survive high-salt  conditions, 

a characteristic that enable the bacteria to colonize human skin.204 To validate our proteomics data, 

we investigate the ability of S. aureus to grow in different concentrations of NaCl with and without 

HSN584 treatment. HSN584 inhibited growth of S. aureus in 0.8 M and 2M NaCl (Figure 4.16). 

 

Figure 4.14 : HSN584 effects on S. aureus protein expression. a) Heat map depicting expression 

of S. aureus proteins in the absence and present of HSN584. b) Visualization of S. aureus 

proteins regulation by HSN584 via Volcano plot. 

Table 4.4: Control group unique proteins. 
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Figure 4.15: S. aureus proteins regulated by a log2 fold greater than 3 by HSN584 treatment. 
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Figure 4.16: HSN584 effects on S. aureus growth in different concentration of NaCl. 

Another interesting group of proteins downregulated by HSN584 treatment are the cell 

wall (CW) hydrolases namely: N-acetylmuramoyl-L-alanine amidase, peptidase M23B, and 

mannosyl-glycoprotein endo-beta-N-acetylglucosamidase (Figure 4.15). During growth and cell 

division the peptidoglycan (PG) is actively remodeled to allow expansion of the PG and 

accommodation of cell shape changes, a process facilitated by the CW hydrolases.205 Consequently, 

CW hydrolases are important for cell wall maturation. CW amidases hydrolyze the amide bond 

connecting the glycan chain and the stem peptide while, CW peptidase cleave amide bond between 

amino acids in the stem peptide.205 We also see down regulation of a penicillin binding proteins 

(PBPs) D-alanyl-D-alanine carboxypeptidase and two other PBPs (Figure 4.15), PBPs are 

transpeptidase enzymes which are involved in the final step of PG synthesis i.e cross linking of 

peptides. The down regulation of CW hydrolases and a PBPs affirms our macromolecular results 

which showed HSN584 affects incorporation of isotope labelled [3H] N-acetylglucosamine into 

the PG. However, going by the proteomics data this effect is likey from inhibition of PG maturation 

rather than the inhibition of UDP-[3H] N-acetylglucosamine (UDP-GlcNAc) which happens in the 

first step of PG biosynthesis. 

Next, we looked at the expression of proteins involved in nucleic acid metabolism to see if 

our proteomics data could explain the inhibition of DNA and RNA biosynthesis exhibited by 

HSN584. Several proteins involved in DNA metabolism were overexpressed in the treated group 

namely: Nuclease SbcCD subunit C, DNA mismatch repair protein MutT, Holliday junction 

resolvase RuvX, DNA mismatch repair protein MutL, Holliday junction branch migration protein 

RuvA,DNA repair protein RadA and transcription-repair coupling factor (Table 4.5). Nuclease 
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SbcCD subunit C cleaves DNA hairpin structures which are known to halt DNA replication.206 

Overexpression of nuclease SbcCD subunit C upon treatment with HSN584 could be a mechanism 

the cell adapts to counter interact the DNA replication inhibitory effects of HSN584. MutT repairs 

mismatch during replication, while MutL is part of methyl-directed mismatch repair system which 

repairs post replicative errors.207 DNA repair protein RadA, Holliday junction resolvase RuvX, 

and Holliday junction branch migration protein RuvA are all involved in the homologous 

recombination. Homologous recombination is a vital pathway for DNA damage repair. 

Transcription-repair coupling factor terminates transcription at site of stalled RNA polymerase and 

recruits nucleotide excision repair (NER) to the site of the damage.208,209 Upregulation of 

Transcription-repair coupling factor could explain the down regulation of RNA biosynthesis as 

cells are known to shut down transcription as a response mechanism to the presence of 

transcription-blocking DNA lesions.210 

Several virulence factors are downregulated by HSN584 treatment including staphopain B, 

protein map, MSCRAMM (microbial surface components recognizing adhesive matrix molecules) 

family adhesin SdrE, gamma-hemolysin, and sphingomyelinase (Figure 4.15 and Table 4.4). 

Virulence factors allows bacterial cell to adhere to surfaces, invade host, circumvent host immune 

system and induce cytotoxicity to host cells. Staphopain B, and protein map proteins have been 

shown to regulate immune response.211-213 Gamma-hemolysin, and sphingomyelinase are 

membrane-damaging exotoxins that facilitate S. aureus pathogenesis.214  

4.3.7 HSN584 synergizes with trimethoprim against trimethoprim-resistant MRSA  

Combination of two or more drugs for treatment of bacterial infections has been adapted 

as an alternative treatment of bacterial infections. Combinational therapy advantages include: 

prevention of resistance emergence, lower toxicity and more rapid antibacterial activity.215   Next, 

we sought to find if HSN584 synergizes with any known antibacterial agent against MRSA. Using 

a checker board assay, we examined HSN584 interactions with 19 commercial antibacterial agents. 

Synergy was determined by calculating sum fractional inhibitory concentration (εFIC).216 HSN584 

did not exhibit any antagonistic interactions with any of the antibacterial agents (εFIC<2), 

importantly it exhibited a synergistic effect with trimethoprim (εFIC<0.5) (Table 4.6). 

Trimethoprim alone exhibited an MIC> 128 ug/mL against MRSA ATCC strain. In the presence 

of 1 ug/mL HSN584, trimethoprim (TMP) MIC drops to 4 ug/mL. In clinic, trimethoprim is 
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administered as a combination with sulfamethoxazole (SMX). Next, we compared the efficacies 

of TMP/ SMX and TMP/HSN584 combinations against MRSA ATTC. There was no synergy 

between TMP and SMX, bacterial growth was evident even with high concentrations of both drugs 

(Figure 4.17). On the other hand, TMP/HSN584 combination was highly synergistic (Figure 4.17).  

Table 4.5: Treated group unique proteins. 
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Table 4.6 : Individual and combination MICs of several commercial antibacterial agents and 

HSN584 against MRSA ATTC. 

 

 

Figure 4.17: HSN584 synergizes with Trimethoprim against methicillin-resistant S. aureus. a) 

Trimethoprim verses Sulfamethoxazole Checkboard assay. a) Trimethoprim verses HSN584 

Checkboard assay. c) Trimethoprim verses HSN584 isobologram plot. 
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4.4 Concluding Remarks 

The continuous emergence of drug-resistance microbes highlights the need for 

development of new antimicrobial agents to evade the probable post antibiotic era. Discovery of 

novel scaffolds with antibacterial activity is vital for successfully manage multidrug-resistant 

bacterial infections. To this end, we screened our alkynyl isoquinoline chemical library for active 

antibacterial agents and tested the ability of our potent compounds to clear intracellular bacteria. 

We identified alkynyl isoquinoline with gram-positive specific antibacterial activity, we showed 

the lead compound can clear intracellular MRSA and against which a S. aureus exhibit a low 

frequency of resistance development. Our preliminary studies show the alkynyl isoquinoline 

molecule exhibit its antibacterial activity by inhibiting three major bacterial processes, DNA 

synthesis, RNA synthesis and cell wall synthesis. In our future studies we will seek to evaluate the 

exact mechanisms by which the alkynyl isoquinoline inhibit these processes. Our Findings 

potentiates alkynyl isoquinoline scaffolds as ideal lead molecules for discovery of potent 

antibacterial agents 
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 IDENTIFICATION OF A SELECTIVE 

MYCOBACTERIUM TUBERCULOSIS CYCLIC DINUCLEOTIDE 

PHOSPHODIESTERASE INHIBITOR 

5.1 Introduction 

Cyclic dinucleotides (CDNs) have emerged as vital second messengers that regulate a 

dizzying array of processes in all kingdoms. In bacteria, c-di-GMP, 3’3’-cGAMP and c-di-AMP 

have been shown to regulate different aspects of bacterial physiology, ranging from biofilm 

formation, antibiotic resistance to adaptation to different environmental conditions.66,78,217 CDNs 

cellular levels are maintained by CDN synthesizing enzymes and degrading enzymes 

phosphodiesterase (PDEs). Metazoans also make cyclic dinucleotides, such as 2’3’-cGAMP 

(which contains one non-canonical 2’5’-phosphodiester linkage).67,218 2’3’-cGAMP (cGAMP), 

synthesized by cyclic GMP-AMP synthase (cGAS), regulates immune response via the STING-

TBK1 pathway.219 Bacterial cyclic dinucleotides also activate the STING pathway and hence 

immune cells are able to sense the presence of intracellular bacteria by either making their own 

cGAMP upon sensing bacterial DNA in the cytosol or via the binding of bacterial cyclic 

dinucleotides to STING.220 Due to the vital role that CDNs play in bacterial physiology and the 

innate immune system, bacterial CDN synthesizing and degrading enzymes have been targeted for 

the development of therapeutic agents. Diguanylate cyclase inhibitors with antibiofilm properties 

have been reported.85-87 Several diadenylate cyclase inhibitors, which have antibacterial properties 

and also potentiate existing traditional antibiotics, have been identified as well.89,90,221 Our group 

was the first to report a diadenylate cyclase inhibitor with antibacterial and antibiofilm activity.92 

In contrast to the many reported CDN synthase inhibitors, which have been reported, there is a 

paucity of identified bacterial CDN phosphodiesterase (PDE) inhibitors. 

C-di-AMP is vital for many human pathogens (mainly Gram positive bacteria and 

mycobacteria) as it regulates key processes, such as osmoregulation.78,222 For intracellular bacteria, 

especially those that infect phagocytic cells (such as MTB), the release of bacterial CDN into the 

host’s cytosol can also elicit host’s immune response via the STING-TBK1 pathway to facilitate 

pathogen clearance. Successful pathogens, such as MTB and group B streptococcus (which can 

also exist intracellularly) have developed sophisticated systems to evade regulation whiles inside 

phagocytic cells.69,76,223 MTB harbors a c-di-AMP phosphodiesterase (CdnP) that not only 
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hydrolyzes bacterial derived c-di-AMP to attenuate activation of STING but also modulates host-

derived cGAMP, the mechanism via which MTB Cdnp is attain access to host cGAMP is known 

76 (Figure 5.1a). An analogous pathogen attenuation of host signaling has also been described in 

group B streptococcus whereby bacterial cyclic dinucleotide phosphodiesterase (membrane 

anchored and extracellular) degrades any c-di-AMP that is secreted out of the bacteria, thereby 

reducing the pathogen associated molecular pattern (PAMP) level that could be sensed by the 

host.69 Recently, it was disclosed that certain viruses also harbor cyclic dinucleotide 

phosphodiesterases (such as poxins), which degrade host cGAMP224. Thus, it is appearing that one 

of the major ways that pathogens circumvent immune response is to disable the host’s STING 

signaling response. Consequently, selective cyclic dinucleotide phosphodiesterase inhibitors are 

needed as tool compounds to decipher the roles of various cyclic dinucleotide phosphodiesterases 

in bacterial and immune cell physiology. Additionally, these compounds could be developed into 

antivirulence and/or immune adjuvants or boosters. It is crucial that selective CdnP inhibitors are 

developed to avoid perturbing the dynamics of commensal or resident bacteria. 

Many compounds that inhibit mammalian cGMP or cAMP PDEs have been developed and 

some are used in the clinic for diverse diseased states, such as cardiac failure (example is PDE3 

inhibitor enoximone, half maximal inhibitory concentration (IC50) = 10 µM225), psoriatic arthritics 

(example is PDE4 inhibitor apremilast , IC50 = 74 nM226), erectile dysfunction (example is PDE5 

inhibitor sildenafil, IC50 = 5.22 nM227) and vasospasm (example is PDE10 inhibitor papaverine, 

IC50 = 92.3nM228), see Figure 5.1b for structures of PDE inhibitors. As stated earlier, only a 

handful of compounds that inhibit cyclic dinucleotide phosphodiesterases (for few reported 

examples, see Figure 5.1c) have been reported, although it is emerging that these enzymes could 

also play important roles in various disease progressions88,229,230. The Sintim group reported a 

benzoisothiazolinone derivative (Compound 1) as a selective inhibitor of c-di-GMP PDE RocR.88 

This compound could inhibit swarming motility in Pseudomonas aeruginosa. In another report, 

the Sintim group also reported that linear dinucleotides with hydrolysis resistant phosphodiester 

linkages could inhibit MTB CdnP, a virulence factor.76 A major limitation of these linear 

dinucleotide analogs is poor cell permeation. Herein, we disclose the identification of a selective 

non nucleotide-based MTB CdnP inhibitor, which does not inhibit cyclic dinucleotide PDEs from 

other bacteria. Consequently, this compound or analogs thereof could be used as tool compounds 
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to provide insights into how MTB CdnP regulates various aspects of infection and may even be 

developed into antivirulence MTB therapeutics. 

 

Figure 5.1: MTB CdnP phosphodiesterase activity inside a macrophage and structures of PDEs 

inhibitors. a) Schematic illustration of c-di-AMP and cGAMP induction of interferon response 

via the STING pathway and attenuation of this response by MTB CdnP phosphodiesterase 

(CdnP) inside a macrophage. b) Inhibitors of cyclic mononucleotide PDEs. c) Inhibitors of cyclic 

dinucleotide PDEs. ENPP1 IC50 =260 nM 229. IC50s of the commercial PDEs inhibitors 

indicated in the text. 

5.2 Experimental Section 

5.2.1 Protein expression and purification 

Overnight cultures of E. coli BL21(DE3) containing plasmid of interest were inoculated in 

1 L terrific broth media supplemented with selection antibiotics and grown to exponential phase 

(OD = 0.6) at 37 °C. MTB Cdnp plasmid was a gift from William R Bishai.76 Yybt plasmid was a 

gift from Zhao-xun Liang.231 GBS plasmid was a gift from Pierre-Alexandre Kaminski.77 Poxin 

plasmid was a gift from Philip J. Kranzusch224. RocR plasmid was a gift from Zhao-Xun Liang.232 

Cells was then supplemented with 0.5 mM IPTG to induce expression. After addition of IPTG, 

cells were incubated at 16 °C for 18 h. The cells were then centrifuged at 4 °C for 25 min and the 

pellet resuspended in lysis buffer (25 mM Tris-HCl, 20 mM imidazole and 500 mM NaCl pH = 
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8.2 for Mtb CdnP, DisA  and YybT, 20 mM Hepes-KOH, 30 mM imidazole, 400 mM NaCl, 10% 

glycerol and 1 mM DTT, 1 mM PMSF pH = 7.5 for poxin). The cells were lysed by sonication 

followed by centrifugation at 22,000 rpm (25 min). The supernatants were passed through HisTrap 

HP 5 mL columns (GE). Wash buffer (lysis buffer + 50 mM imidazole, for Mtb CdnP, GBS Cdnp 

and YybT, lysis buffer+ 30 mM imidazole for poxin) was then passed through the column. The 

wash step was repeated once. Proteins were eluted with lysis buffer supplemented with 200 mM 

imidazole for Mtb CdnP, DisA and YybT, and 300 mM imidazole for poxin. Eluted proteins were 

then dialyzed, and concentration determined via UV absorbance (280 nm).  

5.2.2 Cyclic dinucleotide synthesis 

C-di-AMP used in this study was enzymatically synthesized using DisA. 20 mL reaction 

volume containing 1 mM ATP, and 2 µM DisA was set up. The reaction was incubated at 37 °C 

overnight. The reaction was halted by denaturing (95 °C, 5 min). The reaction was then filtered 

and c-di-AMP purified using HPLC [COSMOSIL C18-MS-II Packed column (running buffers= 

0.1 M TEAA and 100% acetonitrile)]. Gradient is as follows: 0 – 16 minutes: 99 % - 87 % 0.1 M 

TEAA, 1% -13% acetonitrile, 16 – 23 minutes: 87 % - 10 % 0.1 M TEAA, 13 % -90 % acetonitrile, 

23 – 25 minutes: 10 % - 99 % 0.1 M TEAA, 90 % -1 % acetonitrile. The purified c-di-AMP was 

dried with a speed vacuum and the residue was then re-suspended in water. C-di-AMP 

concentration was quantified via UV absorbance (260 nm). 

5.2.3 IC50 Determination 

Reactions of 20 µl in volume containing 50 nM MTB Cdnp, 10 mM KI, 10 µM coralyne 

100 µM c-di-AMP, in 1x reaction buffer (50 mM Tris-HCl, 5 mM MnCl2, pH 9.0,) supplemented 

with 0.0025% Triton X-100 and varying concentrations of identified hits were set up in Greiner 

FLUOTRAC  384well plate. Experimental parameters optimized to keep hydrolysis in the linear 

range. Real time c-di-AMP hydrolysis kinetics was monitored by measuring fluorescence intensity 

at λ em = 475 nm (λ ex = 420 nm) at 2 min intervals for 10 min. Reader (Biotek Cytation 5 multi-

mode reader) chamber temperature set to 30 °C. Slope of the curve used to estimate initial velocity.  

Experiment done in triplicates. 
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5.2.4 Calibration curves generation 

10 µM coralyne in 1x MTB Cdnp reaction buffer (see above (section 5.2.3)) was mixed 

with varying concentrations of c-di-AMP or AMP and fluorescence emission measured (λ em = 475 

nm, λ ex = 420 nm).  

5.2.5 Mtb CdnP coralyne based Michealis-Menten curve  

Reactions of 100 µl in volume containing 50 nM Mtb CdnP, 10 µM coralyne, 3 mM KI, 

and varying concentrations of c-di-AMP in 1x reaction buffer ((see above (section 5.2.3)) and 

various C82 concentrations were set up in Greiner FLUOTRAC 96 well plate. Real time c-di-

AMP hydrolysis was monitored by quantifying fluorescence intensity at λ em = 475 nm (λ ex = 420 

nm) at 1 min intervals for 10 min (reaction still in linear range). Reader (Biotek Cytation 5 multi-

mode reader) chamber temperature set to 30 °C. Slope of the curve used to estimate initial velocity. 

Experiment done in triplicates. C-di-AMP calibration curve was used to estimate change in c-di-

AMP concentration at the end of reaction.  

5.2.6 High-throughput screening  

Mtb CndP reaction parameters were optimized to yield a Z-factor in 0.5-1 range (Figure 

5.4). 0.5 µM Mtb CdnP and 10 µM coralyne were used. Z-factor was computed with the following 

equation: 

 

                                                   𝑍 = 1 −
3(𝜎𝑝+𝜎𝑛 )

|𝜇𝑝−𝜇𝑛|
                                            Equation 5.1 

Where σ is the standard deviation, μ is the mean, p = positive control and n = negative control. 

HTS was conducted at the chemical genomics facility at the Purdue Institute for Drug Discovery.  

Reactions of 20 µl in volume containing 70  µM c-di-AMP, 10  µM coralyne, 10 mM KI, 5 mM 

MnCl2, 10  µM compound from the library and 0.5  µM Mtb CdnP in the Tris buffer (50 mM Tris-

HCl, pH = 9.0,) were set up. 10 µl of a reaction mix (1x reaction buffer, 2x c-di-AMP, 2x coralyne, 

2x MnCl2, and 2x KI) was dispensed into Greiner FLUOTRAC 384 plates. Compounds were then 

dispensed with a robot, and finally 10 µl of enzyme mix (2x MTB cdnp in 1x reaction buffer 

(without MnCl2)) was added to the plates. Fluorescence readings were taken immediately 

following the addition of the enzyme for kinetic-based screens. C-di-AMP hydrolysis was 
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monitored by measuring fluorescence intensity at λ em = 475 nm (λ ex = 420 nm) at 1 min intervals 

for 15 min. On the other hand, plates were incubated for 30 minutes at 37°C. The reactions were 

then quenched with 30 mM EDTA and then fluorescence emission at 475 nm determined. 

5.2.7 HPLC analysis  

Mtb CdnP reactions (70 µM C-di-AMP, 100 nM Mtb CdnP, 1x reaction buffer) were set 

up with and without 50 µM compound, incubated at 37°C for 3 hours or 12 hours. The enzyme 

was then denatured (95 °C ,5 minutes) to stop the reactions. The reaction was then and analyzed 

using HPLC as described above. 

For GBS CdnP, reactions containing 50 µM c-di-AMP, 1x reaction buffer (50 mM Tris-

HCl, 5 mM MnCl2, pH = 7.5) and 100 nM GBS CdnP were set up in the presence and absence of 

C82. Reactions were incubated for 15 minutes at room temperature. The enzyme was then 

denatured (95 °C ,5 minutes) to stop the reactions. The reaction was then and analyzed using HPLC 

as described above. 

For poxin, reactions containing 20 µM 2’3 cGAMP (Chemietek), 1x reaction buffer (20 

mM Hepes-KOH, pH = 7.5) and 5 nM poxin were set up in the presence and absence of C82. 

Reactions were incubated for 20 minutes at room temperature. The enzyme was then denatured 

(95 °C ,5 minutes) to stop the reactions. The reaction was then and analyzed using HPLC as 

described above. 

For Yybt, reactions containing 70 µM c-di-AMP, 1x reaction buffer (0.1M Tri-HCl, 20 

mM KCl, 0.5 mM MnCl2 pH = 8.0,) and 1 µM Yybt were set up in the presence and absence of 

C82. Reactions were incubated for 60 minutes at 37 °C. The enzyme was then denatured (95 °C ,5 

minutes) to stop the reactions. The reaction was then and analyzed using HPLC as described above. 

For RocR, reactions containing 25 µM C-di-GMP, 1x reaction buffer (100 mM Tris-HCl, 

pH = 8.0, 20 mM KCl and 25 mM MgCl2) and 10 nM RocR were set up in the presence and 

absence of C82. Reactions were incubated for 60 minutes at 37 °C. The enzyme was then denatured 

(95 °C ,5 minutes) to stop the reactions. The reaction was then and analyzed using HPLC as 

described above. 

For ENNP1, reactions containing 25 µM cGAMP, 1x reaction buffer (50 mM Tris, 250 

mM NaCl, pH 9.5) and 4.58 nM ENNP1 were set up in the presence and absence of C82. Reactions 
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were incubated for 60 minutes at 37 °C. The enzyme was then denatured (95 °C ,5 minutes) to 

stop the reactions. The reaction was then and analyzed using HPLC as described above. 

5.2.8 Radiolabeling experiments   

32P-c-di-AMP synthesized by incubating 0.033 µM [α32P]-ATP (Perkin Elmer), 3 mM ATP 

and 10 µM DisA in a buffer of pH 7.5 containing 40 mM Tris-HCl, 10 mM MgCl2 and 100 mM 

NaCl at 37 °C overnight. DisA reaction was stopped by heat denaturing. For the inhibition test, 

reaction contained 0.5 µM Mtb CdnP ,25 µM c-di-AMP, 3.3 nM 32P-c-di-AMP, and varying 

concentrations of compounds. The reactions were incubated for 60 minutes at 37 °C. 1 µL of 

reaction mixture was blotted on a cellulose TLC plate (EMD Millipore). The blot was dried at 

room temperature. Development of the TLC plate was done with saturated (NH4)2SO4: 1.5 M 

KH2PO4 buffer. The plates dried by using a hot plate (95 °C) before they were exposed to GE 

Storage Phosphor screen (overnight). The screen was visualized with TyphoonTM FLA 9500 

biomolecular imager.  

5.2.9 Intrinsic Fluorescence  

Solutions containing 2 µM Mtb CndP, and varying concentrations of C82 in 1x PBS were 

incubated at room temperature for 30 minutes. Fluorescence spectra then obtained by measuring 

fluorescence intensities in the 310 nm-400 nm range following an excitation at 290 nm wavelength. 

5.2.10 DRaCALA assay  

Reaction mixtures containing 20 µM MTB Cdnp, 1x reaction buffer (see above without 

MnCl2 ), 5 mM calcium chloride, 200 pM 32P c-di-AMP, and varying c-di-AMP or C82 

concentrations (total volume =20 µl) were set up and incubated for ten minutes at room 

temperature. 5 µl of the reaction was blotted onto dry untreated nitrocellulose membrane (GE 

Healthcare) and allowed to dry at room temperature. Membrane then exposed to the GE Storage 

Phosphor screen for 8 hours and then visualized with TyphoonTM FLA 9500 biomolecular imager. 
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5.2.11 Fluorescence polarization competition assay 

Reaction mixtures containing 150 µM MTB Cdnp, 1x reaction buffer (see above without 

MnCl2) 5 mM calcium chloride, 50 nM 2'-Fluo-AHC-c-diGMP (Biolog) and varying 

concentrations of c-di-AMP or C82 (total volume =20 µl) were set up and incubated at room 

temperature for ten minutes. Fluorescence polarization was determined Biotek Cytation 5 multi-

mode reader (excitation 485 nm / 20 and emission 528 nm / 20). Anisotropy was calculated using 

the Gen 5 TM microplate reader and imaging software. 

5.2.12 Cell viability 

4000 cells/ well (200 µl) were plated into a 96 well plate and incubated for 18 hours at 37 °C 

with 5% CO2. Followed by treatment with compounds or dimethyl sulfoxide for the control group. 

The cells were incubated with the compounds for 24 hours. Viability was then determined with 

the CellTiter-Blue® Cell Viability Assay as per the manufacturer specifications Cell viability 

determined by measuring fluorescence (excitation 560 nm and emission 590 nm) with Biotek 

Cytation 5 multi-mode reader.  Cells were grown with Dulbecco's Modified Eagle Medium  

supplemented with 10% Fetal Bovine Serum. Cell lines = MDA-MB-231, and MRC-5. 

5.3 Results and Discussion 

5.3.1 HTS for MTB CdnP inhibitor. 

The coralyne assay, developed by our group,233 was used to conduct high throughput 

screens for Mtb CdnP inhibitors. The assay capitalizes on the fact that c-di-AMP protects coralyne 

from iodide quenching via the formation of an inclusion complex (Figure 5.2). Following the 

formation of the complex, coralyne fluorescence emission is greatly enhanced. Since c-di-AMP 

enhance coralyne fluorescence emission in a concentration dependent manner (Figure 5.3a) while 

AMP does not (Figure 5.3b) coralyne assay is deal for tracking c-di-AMP degradation by MTB 

CdnP and therefore could be used to identify MTB CdnP inhibitors. Prior to conducting the HTS, 

the assay was optimized for both kinetics and endpoint analysis. Experimental parameters were 

adjusted to obtain an optimal screening window, and at the same time ensuring that MTB CdnP 

kinetics stayed in the linear range. The screening window was quantified using the Z-factor, a 
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screening window coefficient (Equation 5.1).234 An ideal assay for HTS ought to have a Z-factor 

between 1 and 0.5. Hence, we optimized the experimental conditions to obtain ideal assay 

conditions for the HTS assay. The Z-factors for different c-di-AMP concentrations, chosen to be 

close to the apparent Km (obtained via the coralyne assay) were computed (Supplementary 

Information, Figure 5.4a and b). The concentration of potassium iodide, KI, which is used as an 

anion quencher to reduce the fluorescence of the unbound coralyne233, was also varied and Z-factor 

computed. Optimal assay conditions for both kinetic (Z-factor =0.61) and endpoint (Z-factor =0.71) 

approaches were found to be 70 µM c-di-AMP and 10 mM KI (Supplementary Information, Figure 

5.3b). Thus, the HTS was conducted with these conditions. 90,000 compounds (Purdue Chemical 

Genomics Facility compound library), which included kinase inhibitor library, natural products, 

and diversity library, were screened for CdnP inhibition. Compounds that exhibited over 40% 

inhibition were selected as potential Mtb CdnP inhibitors (Figure 5.5 and Figure 5.6). 

 

Figure 5.2: Monitoring of c-di-AMP hydrolysis by MTB CdnP with the coralyne assay. C-di-

AMP-coralyne complex enhance coralyne fluorescence. MTB Cdnp degrade c-di-AMP to AMP 

which does not enhance coralyne fluorescence. 
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Figure 5.3: C-di-AMP and AMP effects on coralyne fluorescence emission. a) Calibration for 

coralyne fluorescence as function of c-di-AMP concentration. b) Calibration for coralyne 

fluorescence as function of AMP concentration. 

 

Figure 5.4: Optimization of coralyne assay for HTS of MTBCdnP inhibitors. a) Michealis 

menten curve for MTB CdnP determined using coralyne assay. b) Z-factor for different 

experimental parameters determined with 0.5 µM MTB Cdnp. 
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Figure 5.5: Structures of inhibitors of Mtb CdnP, which were identified from the HTS. 

 

Figure 5.6: Mtb CdnP c-di-AMP hydrolysis in the presence of identified HTS hits visualized 

with the coralyne. a) Coralyne assay profiles of Mtb Cdnp hydrolysis kinetics in the presence of 

C14, C40, and C86 molecules. b) Coralyne assay profiles of Mtb Cdnp c-di-AMP hydrolysis 

kinetics in the presence of C16, C85, and C82 molecules. * Assay parameters: 10 µM 

compounds, 0.5 µM MTB Cdnp, 10 µM, 10 mM KI, 1x reaction buffer. Experiment conducted 

in triplicates at Conducted at 30 °C. 

5.3.2 Confirmation of HTS hits. 

Next, we ran HPLC based enzymatic reactions to confirm the putative CdnP inhibitors 

identified from the HTS. MTB CdnP was incubated with and without the hit compounds, reactions 

were quenched and then analyzed via liquid chromatography. The reactions were analyzed at two 

different time points (after 3 h and 12 h incubations). All of the compounds, save C16 and C40, 

showed substantial inhibition after 3 h incubation; C86, C82, and C14 showed the most potent 
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inhibitory effects (Figure 5.7a). Only C82 retained any inhibitory effect after an overnight 

incubation (Figure 5.7b) and thus we designated it as our most potent MTB CdnP inhibitor. The 

fact that C16, the only molecule lacking the N-phenyl-6-oxo-pyrimidine-1-carboxamide moiety 

did not show any activity after 3 h incubation indicates that this moiety is important for inhibitory 

activity. The lower enzymatic inhibition by C40, compared to C14 and C86, indicates that 

substituents of the phenyl ring impacts activity and hence provides a strategy to improve inhibitor 

potency in future optimization campaigns.  

We further confirmed the inhibitory effects our hit compounds using comparative 

radioisotope thin layer chromatography (TLC). 32P-c-di-AMP was made by incubating MTB DisA, 

a c-di-AMP synthase enzyme, with hot ATP (32P-ATP) and cold ATP as previously reported.235 

MTB CdnP reactions were set up with varying inhibitor concentrations (20 to 150 µM), and c-di-

AMP hydrolysis visualized via TLC. Ethylenediaminetetraacetic acid (ETDA) was used as a 

surrogate for a potent inhibitor. MTB CdnP enzymatic activity requires Mn2+ cofactor, hence 

divalent metal chelators such as ETDA can quench the reaction. Therefore, upon treatment with 

ETDA we expected c-di-AMP cleavage to be diminished. All compounds showed a concentration 

dependent inhibitory activity with C82 exhibiting the most potent inhibition (Figure 5.8 and 

Supplementary Information, Figure 5.9). C40 and C16 were the least potent compounds. C40 was 

the only compound that did not show any inhibitory effect at 20µM concentration (Figure 5.8). 

C16 exhibited very little inhibitory effect at 20µM (Figure 5.8). From the three complementary 

assays (coralyne, HPLC and TLC) we concluded that C82 was the most potent inhibitor. To 

confirm this, we also determined the IC50 of enzyme inhibition by compounds using the safer and 

more convenient coralyne assay. Consistent with the earlier data C82 was the most potent 

compound. C82, C85, C14, C40, C16 and C86 inhibited MTB Cdnp enzymatic activity (50 nM 

MTB Cdnp and 80 μM c-di-AMP) with IC50 values of 17.37 μM, 21.4 μM, 24.5 μM, 34.6 μM, 

48.86 μM, and > 60 μM respectively (Figure 5.10). 

5.3.3 Determining C82 mode of inhibition. 

Next, we sought to determine C82 mode of inhibition. Firstly, we confirmed that C82 does 

indeed bind to MTB CdnP, using intrinsic fluorescence assay.236 MTB CdnP intrinsic fluorescence 

decayed in C82 concentration dependent manner, confirming C82 does bind to MTB CdnP (Figure 

5.11). We sought to determine if C82 could displace bound c-di-AMP from MTB Cdnp. To do 
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this, we incubated MTB Cdnp with radiolabeled c-di-AMP and tried to displace the bound cyclic 

dinucleotide with different concentrations of C82 using the DRaCALA assay .Whiles, unlabeled 

c-di-AMP could displace radiolabeled c-di-AMP from MTB Cdnp (Figure 5.12a), C82 even at 300 

μM, did not displace radiolabeled c-di-AMP from the enzyme (Figure 5.12b). We also used a 

secondary fluorescent polarization displacement assay to confirm this finding. Briefly, fluorescent 

labeled c-di-GMP was incubated with MTB Cdnp and treated with different concentrations of C82, 

or c-di-AMP in the presence of calcium to inhibit the cleavage of the bound CDN.76 Consistent 

with the DRACALA results, C82 did not displace the fluorescent labeled c-di-GMP, whiles the 

unlabeled c-di-AMP was able to displace fluorescent labelled c-di-GMP from MTB Cdnp in a 

concentration dependent manner (Figure 5.12c, d). We therefore concluded that C82 inhibits MTB 

Cdnp by binding to a non-cyclic dinucleotide binding site. Our kinetics studies reveal C82 is a 

mixed inhibitor (Figure 5.13) with an apparent inhibition constant of approximately 8 μM (Figure 

5.14). 
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Figure 5.7: Inhibition of MTB CdnP enzymatic activity by compounds, analyzed via HPLC. a) 

HPLC profiles of C-di-AMP cleavage by Mtb CndP in the absence and presence of inhibitors 

after 3-hour incubation. b) HPLC profiles of C-di-AMP cleavage by Mtb CndP in the absence 

and presence of inhibitors after 12-hour incubation.  
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Figure 5.8: Inhibition of MTB CdnP enzymatic activity by compounds, analyzed via TLC. 

Visualization of c-di-AMP cleavage by 0.5 µM MTB CdnP in the presence and absence of 

varying hit compounds concentration. ‘Ctrl’= control group treated with dimethyl sulfoxide 

(DMSO).  

 

Figure 5.9: Visualization of C-di-AMP cleavage by 0.75 µM Mtb CndP in the presence of 

varying concentration of C82.  
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Figure 5.10: Concentration dependent Mtb CdnP inhibition by HTS hits quantified with the 

coralyne assay. Curves were generated with origin in-built dose response function with the slope 

factor constrained to 1. Experiment done in triplicates. 

 

Figure 5.11: C82 effects on MTB CdnP intrinsic Fluorescence. Experiment conducted with 2 µM 

MTB CdnP in 1x PBS with varying C82 concentrations. Enzyme-compound mix was incubated 

at room temperature for 30 minutes before reading fluorescence emission in 310 nm-400 nm 

range following an excitation at 290 nm. 
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Figure 5.12: C82 does not displace c-di-AMP from MTB Cdnp. a) unlabeled c-di-AMP inhibits 
32 P-c-di-AMP sequestering by MTB Cdnp in a concentration dependent manner. b) C82 effects 

on 32 P-c-di-AMP sequestering by MTB Cdnp. c) C-di-AMP significantly attenuates fluorescent 

c-di-GMP anisotropy in a concentration dependent manner. d) C82 does not attenuate fluorescent 

c-di-GMP anisotropy. CDA = c-di-AMP. *** = p- value < 0.001. Statistical analysis conducted 

using the student’s t-test. 

 

Figure 5.13: C82 lineweaver-Burk plot. Initial velocity was determined using slope of c-di-AMP 

hydrolysis kinetics.  
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Figure 5.14: C82 Dixon plot. Initial velocity was determined using slope of c-di-AMP hydrolysis 

kinetics. 

5.3.4 C82 selectivity. 

We proceeded to investigate if C82 was promiscuous CDN phosphodiesterase (PDE) 

inhibitor. We screened C82 against three bacterial CDN PDEs (Yybt, RocR and GBS-CdnP), one 

mammalian CDN PDE, ENPP1 and poxin, a viral CDN PDE. Yybt is a Bacillus subtilis CDN PDE 

that degrades both c-di-AMP and c-di-GMP.237 RocR is a P. aeruginosa c-di-GMP PDE and GBS-

CdnP is Group B Streptococcus (GBS) c-di-AMP PDE.77,238 GBS-CdnP, just like MTB CdnP, has 

been shown to dampen STING-dependent type I interferon induction.77 Mammalian ENPP1, is 

capable of degrading both cGAMP and bacterial CDNs.76 Consequently, ENPP1 is an excellent 

target for development of immunotherapy agents for both cancer and infections management. 

Poxins (poxvirus immune nuclease) are 2′ 3′-cGAMP-degrading enzymes, whose activities result 

in dampened STING-dependent signaling.224 For selectivity studies, the assays conditions were 

optimized to ensure most of the substrate was not hydrolyzed. C82 did not inhibit any of these 

enzymes (Figure 5.15); thus C82 can be considered as MTB CdnP specific inhibitor (at least when 

compared to five other cyclic dinucleotide PDEs). 
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Figure 5.15: C82 activity against other CDN PDEs. a) ENPP1 cGAMP cleavage in the presence 

and absence of C82. b) Yybt c-di-AMP cleavage in the presence and absence of C82 c) 

GBS_CdnP c-di-AMP cleavage in the presence and absence of C82. d) RocR c-di-GMP cleavage 

in the presence and absence of C82. e) Poxin 2’3-cGAMP cleavage in the presence and absence 

of C82. 

5.3.5 C82 cytotoxicity 

Lastly, we evaluated C82 cytotoxicity against mammalian cells. Up to 100 µM, C82 did 

not significantly attenuate cell viability (Figure 5.16). This finding potentiates C82 as an ideal 

scaffold for development of MTB anti-virulence therapy.   
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Figure 5.16: C82 cytotoxicity against mammalian cell lines. a) C82 cytotoxicity against MRC-5 

cell line after 24 hours incubation with compound. b) C82 cytotoxicity against MDA-MB-231 

cell line after 24 hours incubation with compound. 

5.4 Concluding remarks 

Due to the vital roles of CDNs in bacteria cell physiology and the modulation of the innate 

immune system, CDNs metabolizing enzymes are attractive therapeutic targets. Several inhibitors 

of bacterial CDN synthase enzymes have been reported. In contrast, only one non-nucleotide 

bacterial CDNs PDE inhibitor has been described. To fill in the gap, we embarked on the search 

of a MTB CdnP PDE inhibitor, which could be used as a tool compound or potential therapeutic. 

To our knowledge, this is the first report of non-nucleotide MTB CdnP PDE selective inhibitor. 

C82 and analogs thereof, which contain the 2-(4-oxothieno [2,3-d]pyrimidin-3(4H)-yl)acetamide 

or 2-(4-oxoquinazolin-3(4H)-yl)acetamide moieties, are excellent starting compounds to develop 

novel cyclic dinucleotide phosphodiesterase inhibitors 
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 A STING-BASED FLUORESCENT POLARIZATION 

ASSAY FOR MONITORING ACTIVITIES OF CYCLIC 

DINUCLEOTIDE METABOLIZING ENZYMES 

6.1 Introduction 

Cyclic dinucleotides are important signaling molecules in both prokaryotes and eukaryotes 

and the last decade has witnessed an upsurge in research activities related to these fascinating 

molecules and the enzymes that make or degrade dinucleotides as well as receptors that bind 

them.239,240 Cyclic GMP-AMP synthase (cGAS) and stimulator of interferon genes (STING) are 

key players in the cGAS-STING pathway, and have emerged as potential drug targets for various 

disease states, such as viral and bacterial infections, ulcerative colitis, Crohn’s disease and 

cancer.241-243 The cGAS-STING pathway in higher organisms, which likely originated in 

bacteria,244 is activated when cytosolic double stranded DNA (pathogen-derived or host-derived) 

promotes cGAS liquid phase separation and enzyme activity enhancement to produce 2’3- cGAMP 

(referred to as cGAMP hereafter), which is a noncanonical cyclic dinucleotide containing one 3’-

5- and one 2’-5’-phosphodiester linkages.67,245-247 cGAMP binds to dimeric STING, causing 

profound conformational change and inducing STING aggregation/polymerization, and 

subsequent TBK1 phosphorylation and activation of IRF3.248-252 Interestingly, cGAMP also 

inhibits STING activation via a negative feed-back by triggering ULK1 phsphorylation of 

STING.253  cGAS-STING signaling has been demonstrated to be pivotal for mediation of the innate 

immune recognition of infected cells and cancer cells.254-257 Degradation of cGAMP has emerged 

as an immune evasion strategy employed by both viral and bacterial pathogens as well as cancer 

cells.76,224,258 The central roles played by host’s cGAMP synthase, cGAS, and cGAMP degrading 

enzymes (host’s ENPP1 (Mammalian ectonucleotide pyrophosphate phosphodiesterase 1) or viral 

poxins) in diseased states have increased interests in finding inhibitors of these enzymes as 

potential therapeutics. For example patients who harbor TREX1 mutations that lead to loss of 

DNase activity, and hence are unable to degrade cytosolic DNA (cGAS activator), suffer various 

inflammatory pathologies.259,260 Thus it is expected that inhibitors of cGAS could lessen cGAS-

STING pathway activation/inflammation in such patients.261,262 Inhibitors of ENPP1 or viral 

poxins are expected to boost  the effects of native cGAMP263  and could have applications in cancer 

immunotherapy9 and anti-viral therapy.8 bacterial C-di-GMP and c-di-AMP are also vital second 
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messengers regulating key various processes including virulence factor production, biofilm 

formation, resistance to antibiotics and metals, amongst many other processes.239,264Thus 

inhibitors of c-di-GMP and c-di-AMP synthases and phosphodiesterases are also highly sought 

after as potential new-generation anti-infectives.265 

Cheap and reliable assays that could be used to monitor cGAS and cGAMP 

phosphodiesterases or c-di-GMP/c-di-AMP synthases or phosphodiesterases will undoubtedly 

facilitate the development of therapeutics that target cGAS-STING pathway or c-di-GMP/c-di-

AMP mediated processes in bacteria. Thus far many strategies have been reported for the detection 

of cyclic dinucleotides or monitoring dinucleotide metabolism enzymes. For example, radioactive 

thin-layer chromatography (TLC) has been used to monitor cGAS or ENPP1 activities respectively, 

but this assay is not convenient due to cost, safety and environmental concerns.67,266 Liquid 

chromatography-mass spectrometry (LC-MS)-based methods can also be used to monitor these 

enzymes but this method is low throughput. ELISA kits that utilize antibodies to detect cGAMP 

are commercially available but are expensive. Other methods such as RNA fluorescent c-di-GMP 

or c-di-AMP or cGAMP sensors,267-269 pyrophosphatase-coupled assay,270 cGAMP-luciferase 

assay271 and BioSTING assay,272 which utilizes FRET, have been described for monitoring cyclic 

dinucleotides, highlighting the high interests in identifying convenient methods to monitor the 

aforementioned critical enzymes in the cGAS-STING pathway. Whiles these prior developed 

assays/biosensors have facilitated cGAMP research, especially the fluorescent RNA and 

BioSTING biosensors, which are ideal for in cellulo assays, we found that these methods are not 

ideal for our interest in screening medium-to-high throughput libraries for cGAMP metabolizing 

enzymes inhibitors. In the past, we had revealed simple aggregation-based assays for detecting c-

di-GMP273 or c-di-AMP,233 which we have used to identify inhibitors of c-di-AMP synthase via 

medium throughput screening.89,92 Unfortunately, our aggregation-based assay is not ideal for 

monitoring enzymes that degrade cGAMP (our current interest). Thus we sought a more 

convenient, inexpensive and universal method to monitor the synthesis or degradation of all of the 

natural cyclic dinucleotides. Herein we disclose a simple method (Figure 6.1), which can be used 

to monitor the degradation or synthesis of any cyclic dinucleotide, which can bind to STING, using 

readily available fluorescently labeled cyclic dinucleotide probe. We anticipate that others will 

find this assay useful for their screening campaigns. 
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Figure 6.1: Schematic illustration of the working principle of hSTING competitive fluorescence 

polarization assay. PDE= phosphodiesterase, FP = fluorescence polarization, CDN = Cyclic 

dinucleotide. pNpN = linear dinucleotide. NMP = nucleoside monophosphate. N= nucleoside 

6.2 Experimental Section 

6.2.1 hSTING expression and purification.  

hSTING plasmid was a gift from Pingwei Li.274 hSTING plasmid (PET28a, SUMO) 

transformed into Novagen's E.coli Rosetta™2(pLysS) cells using chloramphenicol (50 µg/mL) 

and kanamycin (50 µg/mL) as selection agents. A single colony was then inoculated in 10 mL LB 

broth supplemented with selection agents. followed by incubation at 37 °C for 12 hours. The next 

day, the 10 mL culture was inoculated into 1L terrific broth supplemented with selection agents 

and grown to exponential phase (OD 600 = 0.6) by incubation at 37 °C. 1 mM was added to the 

culture and temperature lowered to 25 °C to induce protein expression (incubated at 25 °C for 18 

hours). The cells were then pelleted by centrifugation at 5000 rpm for 20 min. The pellet was 

resuspended in 25 mL lysis buffer containing 50 mM Na3PO4 (pH=7.4), 1x Roche’s inhibitor 

cocktail, 300 mM NaCl, 1 mM phenylmethylsulfonyl fluoride, 20 mM imidazole, 10 % glycerol, 

and 5 mM mercaptoethanol, followed by lysis via sonication. The lysates were then centrifuged at 

22,000 rpm for 25 min. The supernatant was ran through a His trap Nickel column and hSTING 

protein eluted with lysis buffer supplemented with 300 mM imidazole. hSTING was dialyzed 

overnight to using a buffer containing 300 mM NaCl, 50 mM Na3PO4, 5 mM mercaptoethanol, 

and 10% glycerol (pH=7.4). Protein was quantified using UV absorbance at 280 nM. 



 

 

101 

6.2.2 Poxin expression and purification   

Poxin plasmid was a gift from Philip J. Kranzusch.224  The plasmid was transformed into 

Novagen's E.coli Rosetta™2(pLysS) cells using kanamycin (50 µg/mL) and chloramphenicol (50 

µg/mL) as selection agents. The enzyme was expressed and purified as described above. Using 30 

mM imidazole, 20 mM Hepes-KOH, 10% glycerol, 1M NaCl, and 1 mM DTT (pH=7.5) as wash 

buffer. Wash buffer supplemented with 400 mM NaCl, and 300 mM imidazole as elution buffer 

and wash buffer supplemented with 30 mM imidazole as dialysis buffer. 

6.2.3 DisA expression and purification   

DisA plasmid was a gift from Karl-Peter Hopfner.275 DisA plasmid (PET28a) was 

transformed into Novagen's E.coli BL21 (DE3) cells using kanamycin (50 µg/mL). The enzyme 

was expressed and purified as described above. Using 25 mM Tris-HCl, 10% glycerol, 500 mM 

NaCl, and 50 mM imidazole pH=8.2 as wash buffer. Wash buffer supplemented with 200 mM 

imidazole as elution buffer and wash buffer containing no imidazole as dialysis buffer. 

6.2.4 WspR expression and purification  

WspR plasmid was a gift from WspR plasmid (pVL1394) was a gift from Md A 

Motaleb.276 The plasmid transformed into Novagen's E. coli BL21 (DE3) cells using carbenicillin 

(100 µg/mL).  Wash buffer, elution buffer and dialysis buffer same as the buffers used for DisA 

purification. 

6.2.5 hSTING titration  

All four probes were purchased from Biolog. F-cGAMP-A = Cyclic (guanosine- (2' −> 

5')-monophosphate- 2'- O- (6- [fluoresceinyl]aminohexylcarbamoyl)adenosine- (3' −> 5')- 

monophosphate) sodium salt. F-cGAMP-B = Cyclic (8- (2- [fluoresceinyl]aminoethylthio)- 

guanosine- (2' −> 5')- monophosphate- adenosine- (3' −> 5')- monophosphate) ( c[8-Fluo-AET-

G(2',5')pA(3',5')p] ), sodium salt. F-c-di-GMP = 2'- O- (6- 

[Fluoresceinyl]aminohexylcarbamoyl)- cyclic diguanosine monophosphate ( 2'-Fluo-AHC-c-

diGMP ), sodium salt. F-c-di-AMP = 2'- O- (6- [Fluoresceinyl]aminohexylcarbamoyl)- cyclic 

diadenosine monophosphate ( 2'-Fluo-AHC-c-diAMP ), sodium salt. 

https://pubmed.ncbi.nlm.nih.gov/?term=Motaleb+MA&cauthor_id=20444101
https://pubmed.ncbi.nlm.nih.gov/?term=Motaleb+MA&cauthor_id=20444101
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50 nM probe was incubated with various concentrations of hSTING in 1x Phosphate 

Buffered Saline for 5 min at room temperature and fluorescence polarization (excitation 485 nm / 

20 and emission 528 nm / 20) detected with Biotek Cytation 5 multi-mode reader. Anisotropy 

was calculated using the Gen 5 TM microplate reader and imaging software. Anisotropy was 

normalized by equating measurements of the 0 µM hSTING group to zero. Experiment was done 

in triplicates using a 384 fluorometric plate. 

6.2.6 Probes displacement assays  

50 nM F-c-di-GMP was incubated with 20 µM hSTING and different concentrations of 

cGAMP for 5 min at room temperature and Anisotropy determined as described above. Anisotropy 

was normalized by equating measurements of 0 µM cGAMP group to 100. Experiment was done 

in triplicates using a 384 fluorometric plate. 

6.2.7 ENPP1 cGAMP hydrolysis tracking  

A reaction was set up containing 50 µM cGAMP, and 9.16 nM hENPP1(purchased from 

R&D Systems (Minneapolis, Minnesota)) using the reaction buffer recommended by the 

manufacturer (50 mM Tris and 250 mM NaCl, pH 9.5). At specific time points, 90 µL was drawn 

from the reaction, reaction stopped by heat denaturation and cGAMP concentration detected via 

the FP assay and HPLC analysis. For FP detection, 35 µL of the reaction was mixed with 10 µM 

hSTING, 50 nM F-c-di-GMP and topped to 70 µL with 1x Phosphate Buffered Saline. The Mix 

was incubated for 5 min at room temperature. 20 µL of the mix was aliquoted into each well of 

the 384 fluorometric plate and anisotropy determined as described above. Anisotropy was 

normalized by equating measurements at time zero group to zero. Experiment was done in 

triplicates using a 384 fluorometric plate. 50 µL of the reaction was subjected to HPLC analysis 

using a COSMOSIL C18-MS-II Packed column (mobile phase = 0.1 M TEAA, 100% acetonitrile). 

Gradient is as follows: 0 – 16 minutes: 99 % - 87 % 0.1 M TEAA, 1% -13% acetonitrile, 16 – 23 

minutes: 87 % - 10 % 0.1 M TEAA, 13 % -90 % acetonitrile, 23 – 25 minutes: 10 % - 99 % 0.1 M 

TEAA, 90 % -1 % acetonitrile, 25 -30 minutes: 10 % - 99 % 0.1 M TEAA, 90 % -1 % acetonitrile. 

Nucleotides were detected by measuring absorbance at 260nm. 
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6.2.8 Poxin cGAMP hydrolysis tracking  

A reaction was set up containing 50 µM cGAMP, and 5 nM poxin using the reaction buffer 

(50 mM HEPES-KOH, 1 mM DTT and 35 mM KCl  pH 7.5). At specific time points, 90 µL was 

drawn from the reaction, reaction stopped by heat denaturation and cGAMP concentration detected 

via the FP assay and HPLC analysis. FP detection and HPLC analysis were conducted as described 

above. 

6.2.9 WsPR c-di-GMP synthesis detection with FP assay  

A reaction was set up containing 100 µM GTP, and 11 µM WsPR in WsPR buffer (10 mM 

Tris-HCl, 5mM MgCl2, and 100 mM Nacl pH 7.5) and incubate at 37oC for 16 h. The reaction was 

stopped by incubating at 95oC for 5 min. C-di-GMP synthesis was detected using 10 µM hSTING 

and 50 nM F-c-di-GMP in a 96 well fluorometric plate. 

6.2.10 WsPR c-di-GMP synthesis detection with HPLC  

A reaction was set up containing 100 µM GTP, and 11 µM WsPR in WsPR buffer (10 mM 

Tris-HCl pH 7.5, 100 mM Nacl, and 5mM MgCl2). Incubated overnight at 37oC. The reaction was 

stopped by incubating at 95oC for 5 minutes. 100 µL of reaction was filtered in an ultrafree 

centrifuge filter and subjected to the HPLC analysis. Conditions for HPLC detection was the same 

as described in the hydrolysis tracking of ENPP1. 

6.2.11 DisA c-di-AMP synthesis detection with FP assay  

A reaction was set up containing 100 µM ATP, 1 µM DisA in DisA buffer (40 mM Tris-

HCl, 10mM MgCl2 and100 mM NaCl pH 7.5). and incubate at 37oC for 16 h. FP detection is as 

described for WsPR. 

6.2.12 DisA c-di-AMP synthesis detection with HPLC  

A reaction was set up containing 100 µM ATP, and 1 µM DisA in DisA buffer (40 mM 

Tris-HCl pH 7.5, 100 mM Nacl, and 10mM MgCl2) and incubate at 37oC for 16 h. HPLC detection 

conditions for DisA was the same as WsPR. 
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6.2.13 Emission spectrum of fluorescent probes 

F-cGAMP-A, F-cGAMP-B, F-c-di-GMP and F-c-di-AMP at a concentration of 12.5 nM 

in 200 µL 1x phosphate-buffered saline (PBS) was used for the emission spectra. The excitation 

was done at 480 nm and fluorescence detected in 510 nm - 600 nm range. 

6.2.14 Data analysis  

Curves were generated with origin software using in-built nonlinear functions or stimulated 

with equation 6.3.  

6.3 Results and Discussion 

6.3.1 F-c-di-GMP is an ideal probe for hSTING FP assay 

STING has a high affinity for cyclic dinucleotides and secondly fluorescence polarization 

has been demonstrated to be a robust technique to probe protein-ligand interactions.277-279 Thus we 

rationalized that an appropriately fluorescent-labeled cyclic dinucleotide could be used to monitor 

the presence of unlabeled cGAMP via competition for STING binding (as shown in Figure 6.1). 

STING can be readily expressed in E. coli,249 so a fluorogenic displacement assay using STING 

could be cheaper to perform than previously described assays for detecting cyclic dinucleotides 

(such as cGAMP), which use monoclonal antibodies.280 Additionally, since STING can also bind 

to other CDNs (c-di-GMP and c-di-AMP), we reasoned that a STING-based fluorescent 

polarization assay could be readily adapted to monitor CDN metabolizing enzymes whereas the 

monoclonal antibody approach would generally require specific antibodies for each dinucleotide. 

The working principle of the assay is illustrated in Figure 6.1. In the presence of STING binding 

CDNs the fluorescence polarization of the probe is low owing to the fact unlabeled cyclic 

dinucleotide displaces the probe from hSTING. However, following the addition of a cyclic 

dinucleotide degrading enzyme such as ENPP1 or viral poxin, there would be an increase in the 

fluorescence polarization as time progresses. As time progresses, the unlabeled cyclic dinucleotide 

is degraded and concentration decreases allowing the labeled probe to bind STING leading to 

increase in fluorescence polarization. The converse will be true for a cyclic dinucleotide synthase, 

which would increase the amount of cGAMP or c-di-GMP or c-di-AMP, which would compete 
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with the fluorescent probe to decrease signal. Thus, the assay is a universal one for monitoring 

enzymatic dynamins of either CDN synthase or phosphodiesterase. 

At the onset of the project, it was not clear how modification with a fluorophore would 

affect STING binding. The binding constants for the natural cyclic dinucleotides for hSTING are: 

Kd for cGAMP is 3.79 nM; Kd for c-di-GMP is 1210 nM and Kd for c-di-AMP is 1382 nM.9 

Because cGAMP has an ultra-potent affinity for STING, we rationalized that even if modification 

reduced binding affinity, there could still be some affinity for STING left for practical detection. 

Thus, we selected two labeled cGAMP probes, where the fluorescein modifications were at the 2’-

position of adenosine (F-cGAMP-A) and at the C8-position of guanosine (F-cGAMP-B) (Figure 

6.2).We were however aware that the crystal structure of cGAMP bound to STING indicates 

cGAMP makes intimate contacts with the protein residues and also the ligand is bound in the 

closed conformation whereby cGAMP is engulfed by the protein.248,281 Therefore there was a high 

probability that any modification of cGAMP would drastically reduce STING binding. C-di-AMP 

or c-di-GMP on the other hand bind to STING in the open conformation and we hypothesized that 

c-di-GMP would better tolerate fluorescein modification at the 2’-OH (see F-c-di-GMP and F-di-

AMP, Figure 6.2) than any modifications to cGAMP.282,283 This hypothesis was supported by 

literature precedence, whereby Wu et al. showed that c-di-GMP that was modified at the 2’-OH 

position with a bulky glycopeptide could still activate STING.284 
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Figure 6.2: Structures of fluorescein labeled cyclic dinucleotide used in this work 

To identify the ideal probe for the assay, we investigated which of the four fluorescein 

labeled cyclic dinucleotide probes bound hSTING best by titrating each probe (50 nM) with 

different concentrations of hSTING and measuring fluorescence polarization (FP). Fluorescence 

polarization measurements were then converted into fluorescence anisotropy using Equation 

6.1.285 

𝑟 =
𝐼∥−𝐼⊥

𝐼𝑇
                                                                                                                       Equation 6.1 

Where 𝐼 ∥  and 𝐼 ⊥  represents intensity of the parallel emission and perpendicular emission 

respectiviely and 𝐼𝑇 is total intensity. To rank the binding affinities of the probes, anisotropy was 

converted to fraction bound (equation 6.2)286 and the dissociation constant (Kd) of each probe 

evaluated. 

 𝐹𝑏𝑜𝑢𝑛𝑑 =
𝑟−𝑟𝑓𝑟𝑒𝑒

(𝑟𝑏𝑜𝑢𝑛𝑑 −𝑟)𝑄+(𝑟−𝑟𝑓𝑟𝑒𝑒)
                                                                                Equation 6.2 
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Where r is anisotropy at a specific hSTING concentration, rfree is anisotropy of free ligand, rbound is 

the anisotropy of hSTING-probe at saturation and Q is the ratio of fluorescence intensities of bound 

versus free ligand. Fraction bound versus hSTING concentration curves were generated using 

equation 3 (Figure 6.3a-d).287,288 

𝐹𝐵 =
1

1+(𝐾𝑑/(𝑅−0.5(𝐿+𝑅+𝐾𝑑)−((𝐿+𝑅+𝐾𝑑)2−4∗𝑅∗𝐿)0.5))
                                                       Equation 6.3 

Where FB is fraction bound, Kd is the dissociation constant, R and L represents protein and probe 

concentration.  

Despite possessing the lowest emission intensity, F-c-di-GMP is the best hSTING binder 

with a Kd of 3.45 ± 0.48 µM, whiles F-c-di-AMP is the weakest hSTING binder with a Kd of 29.8 

± 6.3 µM (Figure 6.3, Figure 6.4 and Figure 6.5). In spite of the fact that F-cGAMP-B binds 

hSTING slightly better than F-cGAMP-A, F-cGAMP-A exhibits a higher signal range than F-

cGAMP-B. High anisotropy is observed in the F-cGAMP-A group compared to F-cGAMP-B 

( Figure 6.4a-b). This phenomenon is likely due to guanine quenching the fluorophore in F-

cGAMP-B, which is attached to guanine via a short linker; guanine is a known fluorescence 

quencher.289 Expectedly, F-cGAMP-B emission intensity is lower than that of F-cGAMP-A 

(Figure 6.5). 

We picked F-c-di-GMP as our ideal probe since it has the highest binding affinity to STING, 

compared to the other fluorescein-labeled probes. Next, we sought to determine if unlabeled cyclic 

dinucleotides could displace F-c-di-GMP from hSTING. Displacement of the probes from STING 

would lead to a decline in anisotropy, brought about by the increase in the concentration of free 

fluorescent ligands. As expected unlabeled cyclic dinucleotides displaced F-c-di-GMP in a 

concentration dependent manner with apparent IC50 of 8.95±0.54 µM (cGAMP), 7.41±0.49 µM 

(c-di-GMP), and 7.35±0.86 µM (c-di-AMP) (Figure 6.6 a-c). These findings illustrate our assay 

could be used to track enzymatic dynamics of cyclic dinucleotide metabolizing enzymes. 

Consequently, we proceeded to investigate if our assay could track the progresses of cGAMP 

degradation by two enzymes: ENPP1 and poxin. 
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Figure 6.3: F-c-di-GMP is an ideal probe for hSTING fluorescence polarization competitive 

assay. Fraction bound versus concentration of STING of a) F-cGAMP-A; b) F-cGAMP-B; c) F-

c-di-GMP; d) F-c-di-AMP. Error bars represents the standard deviation. Experiment done in 

triplicates.  

 

Figure 6.4: hSTING titration curves in the presence of different probes. a) hSTING titration in 

the presence of F-cGAMP-A. b) hSTING titration in the presence of F-cGAMP-B. c) hSTING 

titration in the presence of F-c-di-GMP. d) hSTING titration in the presence of F-c-di-AMP.  

Curves generated with origin in-built dose response function. * Wilson W.S. Ong helped 

produce figure 6.3 d 
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Figure 6.5: F-cGAMP-A and F-cGAMP-B emission spectra. Emission spectra generated using 

12.5 nM probe in 1x PBS. Excitation: 480/20 nm. Error bars = standard deviation. Experiment 

done in triplicates. 

 

Figure 6.6: Displacement of F-c-di-GMP with unlabeled cyclic dinucleotides. a) Displacement 

using cGAMP. b) Displacement using c-di-GMP. c) Displacement using c-di-GMP. 50 nM F-c-

di-GMP and 10 µM hSTING used for all three displacement experiments. Curves generated with 

origin in-built dose response function. * Wilson W.S. Ong helped produce figure 6.6 c 

6.3.2 Monitoring ENPP1 hydrolysis of cGAMP with hSTING competitive assay 

ENPP1 hydrolyzes cGAMP into GMP and AMP, which both do not bind hSTING. Hence, 

we hypothesized that our assay could be used to monitor ENPP1 hydrolysis of cGAMP. We 

conducted a time trace experiment whereby ENPP1 reactions were stopped by heat denaturation 

after a specific time and cGAMP concentration detected with the FP assay and via liquid 

chromatography analysis (HPLC). Since ENPP1 cGAMP hydrolysis end products, AMP and GMP, 

do not bind to hSTING fluorescence anisotropy is expected to increase as a function of time. As 

expected, anisotropy increased with time (Figure 6.7a). More importantly, the assay correlated 

with the HPLC analysis (Figure 6.7b and c). At time zero, anisotropy is almost zero indicating 

probe is not binding to hSTING due to the high concentration of unlabeled cGAMP as evident in 

the HPLC trace for time zero (Figure 6.7a and b). As time progress, cGAMP is hydrolyzed by 
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ENPP1, which leads to an increase in FP and decrease of the cGAMP peak in the HPLC traces. 

After 30 minutes, there is no significant change in anisotropy, an indication that most of the 

cGAMP is hydrolyzed (Figure 6.7a). This observation roughly correlates with the HPLC traces, 

which also indicate that over 70% of the reaction cGAMP is hydrolyzed within 30 min (Figure 

6.7b).  

6.3.3 Monitoring poxin hydrolysis of cGAMP with hSTING competitive assay 

Poxin is a metal-independent nuclease conserved in most Orthopoxvirus viruses that 

cleaves cGAMP to inhibit hSTING signaling.224 Poxin degrades cGAMP into linear Gp[2′–

5′]Ap[3′], which does not bind hSTING.224 Thus poxin cleavage of cGAMP could also be 

monitored with hSTING competitive fluorescence polarization assay. To test this, poxin reactions 

were set up and after a specific time the reaction was stopped by heat denaturation and cGAMP 

concentration detected with our assay and via HPLC analysis. Just as in the case of ENPP1, the 

assay trend agreed with the HPLC analysis. Both the hSTING assay and the HPLC show poxin 

degraded most of the cGAMP within 50 min (Figure 6.8). After 50 min, there is no significant 

change in the anisotropy measurements (Figure 6.8a and c). Similarly, there is no significant 

change in both cGAMP and poxin product peaks after 50 min as visualized in the HPLC traces 

(Figure 6.8b). 

6.3.4 Monitoring the synthesis of c-di-GMP and c-di-AMP with hSTING competitive assay 

Our group is also interested in identifying compounds that inhibit c-di-GMP or c-di-AMP 

synthesis in bacteria. Thus, we sought to determine if the FP assay could also track the synthesis 

of c-di-AMP or c-di-GMP. We set up reactions with WspR (c-di-GMP synthase)290 and DisA (c-

di-AMP synthase)275 and probed them with the FP hSTING competitive assay and with HPLC. 

After incubation, reactions were stopped by heat denaturing and half analyzed with the hSTING 

assay and the other half subjected to HPLC analysis. As expected, due to presence of CDNs, 

anisotropy was significantly lower for reactions containing both WspR and DisA compared to 

reactions that did not contain the synthases (Figure 6.9). To confirm the low anisotropy was indeed 

a result of displacement by unlabeled c-di-AMP or c-di-GMP, we obtained HPLC traces of both 
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the DisA and WspR reactions. Both enzymes synthesized each respective cyclic dinucleotide 

(Figure 6.10a-b and Figure 6.11a-b). 

 

 

Figure 6.7: hSTING fluorescence polarization competitive assay can track ENPP1 cGAMP 

hydrolysis. a) Time trace anisotropy of ENPP1 reactions. Curve generated with origin in-built 

hill function. b) HPLC Time trace of ENPP1 reactions. c) cGAMP percent cleavage at specific 

time points quantified with either FP assay or HPLC analysis. cGAMP percent cleavage was 

calculated by assuming anisotropy after 50 min represented 100% cleavage for the FP assay. For 

HPLC analysis, peak area of cGAMP at time zero was used to normalize cGAMP signal in all 

the time points then percent cleavage was computed by subtracting the normalized peak area 

from 100. * Kofi S. Yeboah helped in data collection. 
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Figure 6.8: hSTING fluorescence polarization competitive assay can track poxin cGAMP 

hydrolysis. a) Time trace anisotropy of poxin reactions. Curve generated with origin in-built hill 

function. b) HPLC Time traces of poxin reactions. c) cGAMP percent cleavage at specific time 

points quantified with either FP assay or HPLC analysis. cGAMP percent cleavage was 

calculated by assuming anisotropy after 70 min represented 100% cleavage for the FP assay. For 

HPLC analysis, peak area of poxin product at 70 min was assumed to represent 100% cleavage. 

* Kofi S. Yeboah helped in data collection. 
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Figure 6.9: hSTING fluorescence polarization competitive assay can track WSPR and DisA 

synthesis dynamics. DisA –ve = Reactions containing no DisA. DisA +ve = Reactions containing 

DisA. Error bars = standard deviation. Experiments done in triplicates. * Wilson W.S. Ong and 

Kofi S. Yeboah helped in data collection. 

 

Figure 6.10: HPLC traces of DisA reactions. a) HPLC traces of DisA +ve and DisA -ve 

reactions. DisA –ve = Reactions containing no DisA. DisA +ve = Reactions containing DisA. b) 

HPLC trace of c-di-AMP standard. * Wilson W.S. Ong and Kofi S. Yeboah helped in data 

collection. 
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Figure 6.11: HPLC traces of DisA reactions. a) HPLC traces of WspR +ve and WspR -ve 

reactions. WspR –ve = Reactions containing no WspR. WspR +ve = Reactions containing 

WspR. b) HPLC trace of c-di-GMP standard. * Wilson W.S. Ong and Kofi S. Yeboah helped in 

data collection. 

6.4 Concluding Remarks 

There is an immense interest in CDNs biological research due to the central roles they play 

in various physiological processes in both bacteria and metazoans.291 Enzymes and adaptor 

proteins that sense and/or regulate these second messengers are now bona fide drug targets and 

there is a need for simpler and cheaper assays to detect these molecules for various applications.65 

In 2011 we provided one of the earliest detections of cyclic dinucleotides using homogeneous 

aggregation strategy.273 In 2012, we reported the first RNA-based detection of cyclic 

dinucleotides.269 Since then various strategies have been described to detect cyclic 

dinucleotides.268,292-296 We have since been looking for a universal and simple assay that could be 

used to detect all of the dinucleotides. Here, we present a simple assay that can facilitate cyclic 

dinucleotide research as well as provide a platform to discover compounds, which will translate 

the beautiful biology of cyclic dinucleotides into real life therapeutics. Although we have used a 

few enzymes, ENPP1, poxin, WspR and DisA, to demonstrate this concept in the manuscript, there 

is no conceptual impediment preventing the adaptation of this assay to detect any cyclic 

dinucleotide metabolism enzymes. This newly developed assay has streamlined our work 
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evaluating cyclic dinucleotide metabolism enzymes and we hope that others will also find the 

described assay useful. 
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