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NEGF with Büttiker probes (symbols). . . . . . . . . . . . . . . . . . . . 64

5.7 The GaN pn diode with an InGaN quantum well of Fig. 5.6 with a voltage
of Vsd = 4.0V applied. Conduction and valence band profiles solved in
DD+qwell (lines) and NEGF with Büttiker probes (symbols) are shown
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ABSTRACT

Wang, Kuang-Chung Ph.D., Purdue University, December 2019. Method Develop-
ment in the NEGF Framework: Maximally Localized Wannier Function and Büttiker
Probe for Multi-particle Interaction. Major Professor: Prof. Gerhard Klimeck
Prof. Tillmann Kubis.

The work involves two new method implementation and application in the Quan-

tum transport community for nano-scale electronic devices.

First method: Ab-initio Tight-Binding(TB)

As the surfacing of novel 2D materials, layers can be stacked freely on top of each

other bound by Van der Waals force with atomic precision. New devices created

with unique characteristics will need the theoretical guidance. The empirical tight-

binding method is known to have difficulty accurately representing Hamiltonian of

the 2D materials. Maximally localized Wannier function(MLWF) constructed directly

from ab-initio calculation is an efficient and accurate method for basis construction.

Together with NEGF, device calculation can be conducted. The implementation of

MLWF in NEMO5 and the application on 2D MOS structure to demystify interlayer

coupling are addressed.

Second method: Büttiker-probe Recombination/Generation(RG) method:

The non-equilibrium Green function (NEGF) method is capable of nanodevice per-

formance predictions including coherent and incoherent effects. To treat incoherent

scattering, carrier generation and recombination is computationally very expensive.

In this work, the numerically efficient Büttiker-probe model is expanded to cover

recombination and generation effects in addition to various incoherent scattering pro-

cesses. The capability of the new method to predict nanodevices is exemplified with

quantum well III-N light-emitting diodes and photo-detector. Comparison is made
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with the state of art drift-diffusion method. Agreements are found to justify the

method and disagreements are identified attributing to quantum effects.

The two menthod are individually developed and utilized together to study BP/MoS2

interface. In this vertical 2D device, anti-ambipolar(AAP) IV curve has been identi-

fied experimentally with different explanation in the current literature. An atomistic

simulation is performed with basis generated from density functional theory. Recom-

bination process is included and is able to explain the experiment findings and to

provide insights into 2D interface devices.
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1. INTRODUCTION

1.1 Motivation

Non-equilibrium Green’s function has been proven necessary for nano-scale elec-

tronic devices study. It allows us to optimize nano-device with quantum mechanics

using open boundary condition under non-equilibrium condition, in other words, with

voltage difference across the device. Two main applications of devices are pursued

in this work and explained individually in the following sections. Both of them are

devices based on pn junctions, however, different in materials, device architecture,

and the involved multi-particles interaction mechanisms. With two new methods

implemented in NEMO5, we are able to address the difficulties of simulating such

devices.

1.1.1 Optoelectronics, the last mile of efficiency boost

With lighting consuming 15 % of the electricity consumption [1], solid state light-

ing as one of the highest efficiency light source can reduce the number to 4%. It can

therefore save around $150B/year of energy and infrastructure and reduce the carbon

emission by 200M tons/year [2].

The success of GaN with LEDs [2] arises from the material nature with direct band

gap of 3.45 eV, corresponding to near-ultraviolet light. In combination with other

nitrides forming alloy, the band gap has a wide range. Since identified in 1960s as a

candidate for LED, material quality has been improved, doping technique has been

discovered, therefore, efficiency has been increased. However, mystery remains with

their conflicting high density of dislocations and startling high efficiency (more than

1010 cm−3 [3,4]). Indium fluctuation non-uniformity of the device has been proposed
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such that carrier can avoid the traps by residing in the perturbed energy landscape.

With such in-homogeneity, Urbach tail can form both in the well and the barrier

regions [5]. Furthermore, with defects in the GaN [6], tunneling current between the

well can be assisted as shown in [7]. To address those issues, the deficiency of the

existing models are shown while a new model is needed and addressed in this work.

1.1.2 2D pn junction

Since the discovery of Graphene in 2004 with high mobility and unusual physical

phenomena, 2D materials has inspired new device architectures, new characteristics

and new applications. The first advantage is the ability to combine different materials

as atomic Lego [8]. Materials not only have their unique band structures, but also are

tunable by strain, thickness, and rotations adding potential engineering dimensions.

pn junction serves as the basic building blocks for many applications, e.g. diode,

LED, transistors, logic gates,etc., and has been thoroughly studied as textbook ex-

ample. However with the emergence of 2D materials, materials of complete opposite

characteristic can be combined. p and n types can be combined to form atomic 2D

pn junctions [9] with the potential for transparent, flexible, high-efficiency electronic

and optoelectronic applications.

Different device architectures have been expereimentally demonstrated. Planar

2D pn junction is shown to have a longer depletion width [10] to reduce Fermi level

pinning. Vertical junction [11] is shown to demonstrate gate tunability and anti-

ambipolar characteristics.

Many questions remain unknown with sprouting new materials and new geome-

try. The interlayer charge transfer remains controversial. Shockley Read Hall(SRH),

Langevin processes have been proposed to dominate in the MoS2-WSe2 pn junc-

tion [9]. Band to band tunneling (BTBT) is used to explain the Esaki diode [12] in

the revert bias region.
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To explain the anti-ambipolar trend(AAP), what is the mechanism involved? Can

we quantify each contribution? Can we help optimize the device? Those are the

questions to be answered.

1.2 To achieve the goals

1.2.1 Develop new model for carrier recombination

To study the above mentioned problem, a tool with atomistic resolution is needed

for these atomically thin structures. Furthermore, as the wave nature of the particles

emerges with as device scale, a quantum mechanic picture is needed.

Current commercialized modeling tools APSYS by Crosslight Software [13], Sil-

vaco TCAD [14] and SimuLED by STR group [15] utilize drift-diffusion. The equa-

tions assume carriers as particles satisfying newton equations. It is highly efficient

however missing the wave nature of the carriers transport and therefore ignores quan-

tum phenomena such as tunneling, confinement, and interference effects. Neverthe-

less, a spatially continuous recombination and generations profile can be incorporated

satisfying the current conservation equations. The method has successfully assisted

the science community to probe the unknown territory [9].

The state of art NEGF Multi-Eqneq calculation successfully included quantum

mechanics in the formalism and demonstrated success in simulating commercialized

device of III-V LEDs [16]. The model separately models electrons and holes in the

device considering the recombination to reach current conservation. However, it suc-

cumbs to the limitation of having a barrier regions and assuming complete ther-

malizations in the well regions. With the application in mind of 2D material, with

inter-facial roughness and to tackle the band-tail in barriers, a new model is needed.

In the new model proposed here, Büttiker probe will be used in a newer fashion

with outgoing current into the probe mimicking carrier recombination for electron and

holes. More computation power is needed however with a continuous resolution and

current conservation achieved which allows us to assess novel devices performance.
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1.2.2 Ab initio tight-binding transport calculation

The concept of using basis to expand the wave function helps and enables solv-

ing Schrodinger equation. Effective mass approximation (EMA) assumes materials

with parabolic dispersion for carriers at the bandedge. Tight-binding method [17] as-

sumes atomic orbitals as basis to describe the device Hamiltonian. k.p method utilize

wavefunction at a certain k point to expand other k point information with Taylor

expansion. It is shown that more complete basis can resemble more band structure

and therefore capture the real materials more precisely, however, at the expense of

higher computational cost.

All the above have drawbacks of transferability of different materials. A fitting is

therefore required for targets either from experiment measured quantity or density-

functional theory(DFT). For novel materials, the access of experiment may be rare.

For targeting DFT band structure, the fitting process involves tens or hundreds of

parameters. In this work, maximally localized Wannier function (MLWF) [18] is

utilized for a direct mapping of the DFT to localized basis as tight-binding for probing

device applications with novel material consideration.
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2. AB-INITIO BASIS METHOD

2.1 Conventional method

2.1.1 Tight-binding method

(recapped from [19] chapter 4 ) To solve Schroedinger equation, the first assump-

tion is that the solution wave function can be expanded as a set of basis um(r) with

weighting phim

Φ(r) =
∑

m

φmum(r) (2.1)

Substituting the solution into the Schrodinger equation EΦ(r) = HopΦ(r), we can

obtain

E
∑

m

φmum(r) =
∑

m

φmHopum(r) (2.2)

Multiply both sides by u∗n(r) and integrate over all r we can get,

E
∑

m

Snmφm =
∑

m

Hnmφm. (2.3)

Note that Snm is the overlapping integral between u∗n(r) and um(r). Hnm is the

integral of u∗n(r)Hopum(r)

In the tight-binding method, the search for um(r) is ignored with the goal of

generating parameters [20] to construct Hnm directly, according to the Slater Koster

table construction rule [21] with the assumption that basis are orthogonal such that

Snm being an identity matrix.
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2.1.2 Density functional theory

The DFT starts from the following effective independent-particle Hamiltonian [22].

The first three term are kinetic energy, the electrostatic force from the nuclei, and

the electrostatic force from the electron density respectively. The fourth term is an

assumed existed functional that provide the exchange-correlation energy. Different

methods have been proposed to approximate the term, namely, GGA, LDA, and

hybrid functional..., each specialized in certain conditions.

[
− 1

2
∇2 −

∑

n

Zn
|r −Rn|

+

∫
d3r′n(r′)

1

|r − r′| + Vxc[n](r)

]
ψk(r) = εψk(r) (2.4)

It has to be self-consistently solved with the electron density with N electrons in

the system

n(r) =
N∑

k=1

|ψk(r)|2. (2.5)

In a crystal structure system, due to the symmetry and Bloch’s theorem, the

problem becomes a small cells with Bloch boundary conditions solved in the Brillouin

zone for k point sampling. The solution is composed of a periodic function with plane

waves. The advantage is for it being a complete basis, ease of implementation of

energy term with fast fourier transform.

ψnk(r) = unke
ikr (2.6)

However, with highly localized wavefuncntion, high energy waves will be needed and

worsen the computational performance. Projected augmented waves are therefore

used with smoothened pseudo-potential at the core.

2.2 MLWF flowchart

The MLWF basis’s interface with NEMO5 is shown in Fig. 2.1.
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MLWF Interface

Step 1: Calculate spread and minimize functional  Ω = ∑X Y5 − Z[
5

Wannier90:
To find unitary matrices that minimize the spread of the wave function.  

Step 2: Calculate gradient and update Unitary matrices.   

Step 3: Form new Wannier functions  and calculate step 2.  

DFT( e.g. VASP) 
relaxation + self-consistent calculation.

NEMO5
Device calculation(Electrical Gates, doping, open boundary)

Hij(r)

Bloch wave function | ⟩Ψ]^

Step 1: Hamiltonian constructed with Bloch sum

Step 2: Non-linear Poisson with subatomic resolution. (B.C. included)

WFi(r)

Fig. 2.1.: Flowchart of the MLWF interface in NEMO5.

2.3 TB vs. MLWF comparison

TB and MLWF are compared with DFT data for different layer thickness structure

in Fig.2.2. More deviation is found for TB around the Γ valley of the conduction band

when more layers are tested on.

2.4 Gaussian charge interpretation with MLWF

Two types of charge interpretation of the atomistic charge is described in Fig. 2.3.

Traditionally, delta charge interpolation method will assign the full carrier density

in the element atom resides, which becomes a delta function like distribution as we

refine the mesh. In the newly implemented Gaussian charge scheme we proposed,
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Fig. 2.2.: The band structure comparison between MLWF vs. TB basis for MoS2 of

different layer thickness.

each atom’s charge is distributed according to a Gaussian function with a broadening

factor σ which will span across multiple elements each assigned the ”share” according

an integration with the Gaussian function on the FEM cell. The value σ can be

further extracted from the ab-initio results of the Wannier function which will be

demonstrated in the next Chapter.

With ab-initio method, the device dealt with may be down to a few atoms in

dimension. This motivates a finer finite element mesh to provide a better resolu-

tion,however, at the expense of convergence and numerical stability. Fig. 2.4 shows

the convergence of Poisson for the two methods in the case of monolayer MoS2 under

gate bias with a grid size of around 0.1nm. Fig. 2.5 shows the convergence of Poisson

for the two methods in the case of 4 layers MoS2 under gate bias with refining grid

size. Gaussian charge shows convergence of potential result.
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Fig. 2.3.: Schematic showing how atomistic charge is mapped unto finite element

mesh.

Fig. 2.4.: Convergence comparison between the Gaussian charge and Delta charge

interpretation. Poisson’s L2 norm is plotted vs. Poisson’s iteration number.
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Fig. 2.5.: Convergence comparison between (a) Gaussian charge and (b)Delta charge

mapping for different grid size.
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3. CONTROL OF INTERLAYER PHYSICS IN 2H

TRANSITION METAL DICHALCOGENIDES

Reproduced from ”Wang, K. C., Stanev, T. K., Valencia, D., Charles, J., Henning,

A., Sangwan, V. K., Kubis, T. (2017). Control of interlayer physics in 2H transition

metal dichalcogenides. Journal of Applied Physics, 122(22)” with the permission of

AIP Publishing.

3.1 Introduction

Transition metal dichalcogenides (TMDs) are expected to push nanotechnology to

the ultimate scaling limit of one or a few atoms only. In contrast to graphene, these

2D materials maintain a native bandgap that is essential for most electronic device

applications. TMD based devices have excellent sensitivity to external fields [23–25].

Obvious ultrascaled applications range from sensing (e.g. Refs. [26–29]), lighting

(e.g. Refs. [30–32]), logic devices (e.g. Refs. [33, 34]) and wearable electronics (e.g.

Refs. [35, 36]).

The weak van der Waals coupling between TMD layers allows for low cost fabri-

cation (with micro-mechanical cleavage [37]) and stacking of different TMD materials

on top of each other which significantly widens the material design space [?, 38]. A

critical question for most TMD systems is the nature of the coupling between TMD

layers. Properties of TMD materials can be tuned via the number of coupled layers.

For instance, the band-gap of MoS2 varies by about 1 eV and switches between direct

and indirect when the thickness changes [25]. These features suggested to combine

TMD layers of different thicknesses and materials to improve (e.g.) tunneling field

effect transistors [39,40].
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In spite of the importance of the interlayer coupling, its detailed properties and

dependencies are not fully assessed, yet. For instance, recent experiments on ex-

citons in TMD materials raised the question whether electron hole recombinations

are predominantly within the same or between different TMD layers [41, 42]. De-

pending on the experimental setup, interlayer excitons appear in photoluminesence

measurements, while intralayer transitions yield either a finite or a vanishing Stark

effect [43,44]. Given the varying findings in literature, a comparative study of exper-

iments and realistic theoretical models is needed to conclusively assess the interlayer

coupling. This is the core purpose of this work.

Although the main focus of this work is the theoretical assessment of the interlayer

physics, the reliability of the theoretical answers is assessed with quantitative com-

parisons of predicted quantum confined Stark effects with experimental observations

in various gated MoS2 structures.

All TMD devices in this work are subatomically resolved. Ab-initio electronic

Hamiltonian operators are discretized with maximally localized Wannier functions

(MLWF) [18]. This treatment combines numerical efficiency with the best known

physical accuracy [45]. In contrast to pure ab-initio models [43], this approach allows

to realistically include the presence of electric gates, thickness dependent doping and

dielectric constants. Charge effects turn out to significantly influence the interlayer

coupling. Commonly, electronic charge distributions are interpreted point-like within

the discretization of the Poisson equation [46]. It is an important aspect of this work

that these charges are resolved in subatomic resolution as well. These features guar-

antee full transferability of the electronic model [45, 47] to device dimensions that

are computationally inaccessible to pure density functional theory (DFT) applica-

tions [48]. Note that important device aspects such as doping densities and spatially

varying gate control are beyond the scope of pure DFT applications otherwise [49].

All fabricated devices of this work consist of varying numbers of TMD layers

placed on SiO2 and highly p-doped Si that serves as gate electrode. Our calculations

show both interlayer and intralayer excitons yield Stark effects. However, intralayer
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transitions are about 2 orders of magnitude less likely. Our experimental data and

theoretical predictions for the Stark effect of intralayer transitions agree well. Both

theory and experiments do not show significant interlayer transitions.

Gate
SiO2

n-­layer  MoS2

z

x y

Fig. 3.1.: Schematics of the metal-oxide semiconductor structure considered in this

paper. The MoS2 structure varies in thickness and is limited to the right by the gate

and to the left by vacuum.

The paper is organized as follows. In the next section, details of the theoreti-

cal model and experimental setup are given. The results section first confirms the

transferability of the electronic bandstructure model to the considered devices. It

then illustrates and discusses wave function and band structure properties and their

dependence on the balance of spin-orbit interaction and interlayer coupling strength.

This balance depends on layer thickness, electronic momentum and applied gate fields.

The comparison of calculated band gap changes with experimentally observed photo-

luminesence data confirms Stark effects for both inter and intra layer direct band gap

excitons. In agreement with literature, intralayer excitons are found to be significantly

more visible.
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3.2 Method

3.2.1 Experiment

The device fabrication followed the procedure of Ref. [37]. MoS2 samples were

mechanically exfoliated from bulk MoS2 crystals and put on 285 nm thick SiO2 layers

that were grown on p-doped silicon substrates (see schematic in Fig. 3.1). Suitable

multilayer samples were identified by optical microscopy and their thickness was con-

firmed independently through atomic-force microscopy. All fabricated samples were

first annealed at 300 degrees Celsius to remove residue from the exfoliation process in

Ar/H2 environment (800/200 SCCM). The electrostatic gates were defined through

e-beam lithography on a MMA/PMMA mask, followed by 100nm deposition of Au

via thermal evaporation. Next, the devices were annealed at 200 degrees Celsius

(800/200 SCCM, Ar/H2) to clean the substrate of polymer residue from fabrication

and improve the contact between metals and semiconductor layers before being loaded

into a closed-cycle optical cryostat (Advanced Research Systems DMX-20-OM) [50]

and pumped down to high vacuum at 10−7 mbar. The devices were kept at 350 K for

about 6 hours in high vacuum while laser annealing was applied with a 5 mW beam

of a 100 µm spot size. This was meant to help remove atmospheric contaminants,

before the samples were cooled down to 10 K, i.e. the temperature at which all mea-

surements were conducted. Photoluminescence measurements were performed using

a continuous pump laser beam of 532 nm wavelength with a laser power of 40 µW

and a spot size of 2 µm. The emitted light was analyzed with an Andor Shamrock

Spectrograph [51] using a 150 lines/mm grating.

3.2.2 Model

The atomic structures of all TMD layers modelled in NEMO5 [52] (i.e. MoS2,

WTe2, WS2, WSe2, and MoSe2) are based on relaxation calculations of the respective

infinite number of layers system in trigonal prismatic polytype (i.e., in 2H symme-
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Table 3.1.: Structure parameters of all TMD materials resulting from the relaxation

and parameterization algorithm described in the main text.

u (Å) a(Å) c(Å) range(Å)

MoS2 3.12 3.18 12.48 20

MoSe2 3.34 3.32 13.14 25

WS2 3.15 3.19 12.49 23

MoTe2 3.62 3.56 14.22 26

WSe2 3.36 3.33 13.24 26

try) [25] performed in the DFT tool VASP [53] with the self-consistent electronic

model and the convergence criterion of 1× 10−8 eV. A momentum mesh of 5×5×5

Monkhorst-Pack grids and energy cutoff of 520 eV is used along with van der Waals

force included according to Ref. [54]. The lattice constants deduced from these DFT

based relaxation calculations are given in Table 3.1 and agree well with the findings

in Ref. [55, 56]. The applied DFT model is based on the generalized gradient ap-

proximation utilizing the Perdew-Burke-Ernzerhof functionals [57]. The electronic

DFT Hamiltonian is transformed into an MLWF representation using the Wannier90

software [?, 58, 59] with d orbitals for the metal electrons and sp3 orbitals for the

chalcogenide electrons as the initial projection. The spreading of the Wannier func-

tions [18] is reduced iteratively until it converges to around 2 Å
2
. Atom positions and

their corresponding electronic Hamiltonian of finite TMD structures are then cre-

ated in NEMO5 [52] as portions of the respective infinite system. As a consequence,

all TMD systems in this work are intralayer periodic (in x- and y-direction of the

schematic in Fig. 3.1) with Bloch boundary conditions applied. Nonlocal Hamilto-

nian elements are considered up to the material specific range listed in Table 3.1. All
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calculations of gated MoS2 structures sketched in Fig. 3.1 are performed with self-

consistent solutions of the Schrödinger and Poisson equations. The Poisson equation

is discretized on a finite element mesh (FEM). The resulting electrostatic potentials

converged for FEM resolutions of 0.6Å or better. The electronic density resulting of

the solution of the Schrödinger equation is transformed into real space simplifying

the MLWF basis with Gaussian functions with σ=0.68 Å (in Eq. 3.1). This sim-

plification eases the numerical burden during the iterative solution of the Poisson

and the Schrödinger equation significantly and does not noticeably alter the actual

spatial charge distribution as illustrated in Fig. 3.2. This figure shows the integrated

charge contribution function P (r0) in Eq. 3.2 solved with the charge distribution func-

tion ρ(r, θ, φ) of the MLWF and the fitted Gaussian function ρG(r, θ, φ) of Eq. 3.1,

respectively.

ρG(r, θ, φ) =
1√

8σ6π3
exp

(
− r

2

σ2

)
(3.1)

P (r0) =

∫ π
0

∫ 2π

0

∫ r0
0
ρ(r, θ, φ)r2sinφ drdθdφ

∫ π
0

∫ 2π

0

∫∞
0
ρ(r, θ, φ)r2sinφ drdθdφ

(3.2)

The MoS2 thickness of the gated structure in Fig. 3.1 is varied between one and ten

layers. In these cases, the donor doping is set to 1.5× 1018 cm−3 for MoS2 monolayers,

2× 1019 cm−3 for 6 MoS2 layers. The effective doping is induced from the atmospheric

adsorbates. Their values are deduced from experimental threshold voltages and gate

oxide capacitances [60]. The doping density is linearly interpolated for MoS2 layer

systems in between 1 and 6 layers and it is assumed to be saturated for MoS2 layers

thicker or equal to 6-layers [60]. As commonly done in device calculations [61], the

computational burden of 285 nm thick SiO2 as gate dielectric is avoided with a 12nm

dielectric slab of the same equivalent capacitance in the Poisson equation. SiO2 did

not enter the electron density calculations. The gate is considered as a Schottky

contact with a metal work function of 5.15 eV [62] for the highly p-doped Si. The

energy offset is set to the Fermi level of the device electrons. The uncapped TMD

side is considered to be exposed to vacuum, modeled with vanishing field boundary
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conditions for the Poisson equation. The MoS2 dielectric constant is assumed to be

homogeneous but linearly varying with the layer thickness following Ref. [63]. The

electronic wave functions of the conduction and the valence band states are used

to solve the optical transition matrix elements. Peaks in these optical elements are

considered as optical transition energies [64]. For all gate-independent bandstructures

and wave function assessments in this work, a constant doping of 1.5× 1018 cm−3

is assumed and the Fermi level is chosen to achieve local charge neutrality for the

respective systems. The electron hole recombination energies are extracted from single

particle bandstructures. As discussed in Ref. [65], many particle effects are expected

to have in low order no net impact on the transistion energies.
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Fig. 3.2.: Integrated charge contribution function P (r0) as defined in Eq. 3.2 as

a function of the integration radius for orbitals of molybdenum (a) and sulfur (b)

atoms in infinitely thick MoS2. The black lines show P (r0) when the orbital wave

functions are approximated with Gaussian functions of σ = 0.68Å (a) and σ = 0.6Å

(b), respectively.
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Fig. 3.3.: Comparison of mono-layer (a) and quintuple layer (b) MoS2 band diagrams

solved with MLWF in NEMO5 and the DFT functionality of VASP. The agreement

confirms the transferability of the MLWF parameters.
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Fig. 3.4.: Contour graph of the conduction band minimum of mono-layer (a) and 5-

layer (b) MoS2. The blue hexagon depicts the first Brillouin zone. Reciprocal lattice

vectors are labeled with ~b1, ~b2 and ~b3. Note that the location of the Q valley is close

to the middle between K and Γ.
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3.3 Result

3.3.1 Transferability of MLWF parameters

The NEMO5-calculated bandstructures in the MLWF representation agree well

with the ab-initio results of the VASP software [25] for any MoS2 layer thickness

(see Fig. 3.3 for the monolayer and 5-layer cases). Very similar transferability of

the MLWF representation and fitting procedure was found for all other TMD mate-

rials and layer thicknesses. This is remarkable, since MLWF parameterizations are

sometimes created for each material thickness individually [45].
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Fig. 3.5.: Valley energy differences in the conduction band (K and Q valley) (a) and

valence band (K and Γ valley) (b) as a function of the TMD layer thickness.
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Fig. 3.6.: Calculated effective masses along the ~b1 − 2~b2 direction for the conduction

band Q (a) and K valley (b), as well as for the valence band Γ (c) and K valley (d).
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3.3.2 Conduction and valence band energies and masses

The conduction band minimum in 2D momentum space for monolayer and 5-

layer MoS2 are shown in Figs. 3.4. For all TMDs considered in this work, the lowest

conduction band hosts valleys at the K points and close to the Q points, respectively.

Note that each K-point (Q-point) contributes to 3 (1) Brillouin zones and therefore

its valley is twofold (sixfold) degenerate. Similarly, all considered TMDs show two

valleys in the highest valence band at the Γ point and at the K-point [25]. The relative

energies of all these valleys depend on the layer thicknesses, as illustrated in Figs. 3.5

(a) and (b) for conduction and valence bands, respectively. Most of the TMDs show

a transition of the conduction band minimum (valence band maximum) from K to

Q (K to Γ) valley at around 2 layer thickness [66, 67]. The valley effective masses

change with layer thickness as well (see Fig. 3.6) - very similar to findings of Ref. [25]

for MoS2.

3.3.3 Band edge density of states

For a 2D system, the density of states (DOS) will be proportional to the effective

mass. Note that the Q valley conduction band DOS decreases for all TMDs with

increasing layer thickness as a direct consequence of the effective mass behavior. In

the valence band, the Γ valley effective masses decay with thickness, while the K

valley masses stay fairly constant (see Figs. 3.6 (c) and (d)). The energies of K- and

Q-valleys for two layer n-type TMDs are close enough so that both valleys contribute

to the DOS at the band edge. Once the Q-valley of n-type TMDs (i.e., MoS2 [68],

MoSe2 [69], WS2 [70]) is significantly lower in energy than the K-valley (e.g., for

more than 2 layers in the case of MoS2), the DOS at the conduction band edge reduces

with increasing layer thickness following the effective mass trend. This is exemplified

in Fig. 3.7 which shows the DOS of MoS2 with varying layer thickness.

To illustrate the DOS behavior for all considered n-type (p-type) TMDs and thick-

nesses Fig. 3.8 (a) (Fig. 3.8 (b)) shows the effective Fermi level Ef − Ec (Ev − Ef )
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Fig. 3.7.: Conduction band density of states in MoS2 layers of various thicknesses.

The 2 layer system has the largest DOS due to the alignment of K and Q conduction

band valleys. Each step in the DOS marks an onset of a higher conduction band.

The finite slope of the DOS between each step originates from a non-parabolic band

dispersion.
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Fig. 3.8.: Effective Fermi level Ef−Ec (a) and Ev−Ef (b) of n- and p-type TMD layers

with varying thickness and for a given doping density of 1.5× 1018 cm−3, respectively.
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Fig. 3.9.: MoTe2 band diagram along ~b3 starting at the Γ, Q, and K points defined in

Fig. 3.4. A, QH and H points correspond to Γ, Q, and K when shifted by π/c× ~b3/|b3|.
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(b)  CB,  Q  valley

(c)  VB,  K  valley
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Fig. 3.10.: Absolute squared valence band wavefunctions for Γ valley of the valence

band (a), Q valley of the conduction band (b) and K valley of the valence band (c) of

a 3 layer MoTe2 system corresponding to the points (a), (b) and (c) in Fig. 3.9, respec-

tively. The eigenstate energy is used to label the states. Depending on the interlayer

and spin orbit coupling strength, the wavefunctions are localized or delocalized. Note

that the lines are meant to guide the eye.
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assuming a constant electron (hole) density of 1.5× 1018 cm−3. Note that the larger

the electron (hole) DOS is around the conduction band minimum (valence band max-

imum), the lower the effective Fermi level has to be to maintain the assumed density.

All n-type TMDs except WS2 show a maximum DOS at 2 layers thickness when both

K- and Q-valleys contribute. The p-type TMDs show a maximum DOS at 2 and 4

layers for MoTe2 and WSe2, respectively. This is the situation when both the Γ and

the K valleys similarly contribute to the DOS around the Fermi level.

3.3.4 Interlayer hybridization

2H-phase TMDs consist of alternating layers with 2 different orientations of metal-

chalcogenide bonds (differing in a 60◦ rotation) [71, 72]. If the electrons are subject

to a pronounced spin-orbit interaction (e.g., in odd-layer 2H-TMD systems without

inversion symmetry [72–75]), electronic states spreading across alternating layers are

suppressed [76, 77]. In contrast, the geometrical confinement favors electronic states

that are spread across the total device if the interlayer coupling is strong enough [78].

Figure 3.9 shows the bandstructure of an infinite layer MoTe2 system at various

symmetry points of the 2D momentum space along ~b3 direction. The stronger the

interlayer coupling, the stronger curved the respective bands in Fig. 3.9 are. In

Fig. 3.9 several points in the bandstructure are labeled. They face different balances

between the interlayer coupling strength and the spin-orbit interaction: At the valence

band Γ point (labeled with (a)), the spin-orbit interaction vanishes and only the

interlayer coupling determines the shape of the electronic wave functions. Here, this

coupling is significant and gives an effective mass of -2.31m0 for the top of the valence

band. Consequently, the highest valence band states resemble typical infinite-barrier

quantum well shapes (note they are spin degenerate, see Fig. 3.10 (a)). At the Q-

point of the conduction band (labeled with (b) in Fig. 3.9) the spin-orbit interaction

is finite but smaller than the strong interlayer coupling (effective mass m∗ = 0.53 m0

at Q along ~b3 direction). Consequently, the shape of the electronic states shown in
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Fig. 3.10 (b) is still comparable with those of Fig. 3.10 (a), but the spin degeneracy

is lifted. The top-valence band states at the K-point (labeled (c) in Fig. 3.9) face

similarly strong interlayer coupling (effective mass m∗ = -1.68m0 at K along K-H

direction) and spin-orbit interaction. Consequently, the respective wave functions

avoid spreading in alternating layers. Instead, states of equivalent layers (i.e., next-

nearest neighbor layers) hybridize into bonding and anti-bonding states. In the case

of a 3-layer system, states of only two layers can follow that (depicted in Fig. 3.10 (c)

with circles for the bonding state and crosses for the antibonding state), while states

of the center layer (symbol ”+” in Fig. 3.10 (c)) are effectively isolated. In agreement

with Ref. [72] the lowest conduction band states at the K-point (labeled with (d)

in Fig. 3.9) is found to have a very small interlayer coupling (effective mass m∗ =

-699m0 at K along ~b3 direction), i.e., a coupling smaller than the respective spin-orbit

interaction. Therefore, electronic states of individual layers barely interact and are

effectively degenerate. Note that the spin-orbit interaction does not play a significant

role in systems with inversion symmetry (i.e., with an even number of layers). Very

small spin-orbit coupling effects observed in these systems can be addressed to small

p-orbital contributions of chalcogenide atoms to the conduction band [74]. Then,

wave functions are exclusively determined by the interlayer coupling strength. It is

worth to emphasize that the wave function effects discussed above are found in all

considered TMD materials.

3.3.5 Electric gate response

The effect of electric gates on TMD layers is exemplified with the absolute squared

conduction band wave functions and the self-consistently solved electrostatic potential

of a 6-layer gated MoS2 system shown in Figs. 3.11. The energies of K-valley and

Q-valley states get closer with the electric field: in the field free case, the bottom of K

and Q valleys are separated by more than 100 meV, whereas their energy difference

is about 58 meV, as seen in Fig. 3.11. Higher gate fields make it energetically more
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Fig. 3.11.: Absolute squared of several conduction band wave functions at the K point

(a) and at the Q point (b) for a 6-layer gated MoS2 device depicted in Fig. 3.1 at a

gate voltage of Vg = 100 V. The MoS2 system extends from z = 0 nm to z = 3.6 nm.

The potential profiles for various gate voltages are shown in (c). The lines in (a) and

(b) are meant to guide the eye.
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favorable to avoid state delocalization across the total device. This can be seen for

the Q-valley states in Fig. 3.11 (b) as their center shifts in the gate field direction.

The electrostatic potential profiles for several different gate voltages are shown in

Fig. 3.11 (c). In these and all other considered cases of this work, the gate field is

screened within about 1 nm penetration depth. Consequently, the thinner the TMD

system is, the larger is its response to the applied gate field. This is exemplified in

Fig. 3.12 for the effective Fermi level as a function of gate bias and layer thickness.

Note that the monolayer results of this figure still assume completely screened gate

field in the vacuum, in spite of the pronounced penetration depth. Thus the monolayer

results are given for the sake of completeness only and to ease comparison with the

effective Fermi levels shown in Fig. 3.8. For higher gate fields and TMDs thicker than

the field penetration length, the gate induced shift of effective Fermi level becomes

independent of the layer thickness (see Fig. 3.12). Since K-valley states are localized

within monolayers, they face a layer-dependent effective electric field. Accordingly,

the K-valley degeneracy gets lifted by electric gates, as illustrated in Fig. 3.11 (a)

and Fig. 3.13. Note that the Q-valley conduction band energies and Γ valley valence

band energies remain virtually unaffected by the electric gate (see Fig. 3.13).

3.3.6 Quantum confined Stark effect

Figure 3.13 also shows that the quantum confined Stark effect of the K-valley

states reduces the direct band gap at the K-point. Similar effects were observed for

direct band gap excitons in Ref. [44,80] as well as in the experiments of this work: the

photoluminesence peaks of direct band gap excitons show a red-shift with increasing

gate voltage (see Fig. 3.14). Figure 3.14 also shows an increase of the PL amplitude

with increasing gate bias. This qualitatively agrees with the bandstructure results of

Fig. 3.13: The gate field barely changes the K-valley valence band edge, but it lowers

the K-valley energy of the conduction band. This results in an increase of the K-valley

electron density with the gate bias, while the K-valley hole density is approximately
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Fig. 3.12.: Effective Fermi level of the gated MoS2 layers shown in Fig. 3.1 for

different thicknesses and applied gate voltages. For this comparison a layer thickness

independent doping density of 1.5× 1018 cm−3 is assumed.
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Fig. 3.13.: Bandstructures of a 6-layer MoS2 system as shown in Fig. 3.1 for the

field free case and when a gate voltage of 100 V is applied. The gate field lifts the

K valley degeneracy while the Γ and Q valleys remain virtually unaltered. To ease

the comparison, the energy offset is chosen to have the Fermi level set to 0 for both

voltages.
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Fig. 3.14.: Experimental photoluminescence (PL) spectra (equivalent to ”peak A”

in Ref. [79]) of a gated 6 layer MoS2 structure for various gate voltages. The increase

of the PL amplitude with the gate voltage qualitatively agrees with band structure

changes predicted in Fig. 3.13 as discussed in the main text.
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Fig. 3.15.: (a) Schematic of the interlayer and intralayer exciton recombinations.

(b) The relative change of experimentally observed direct band gap exciton energies

(symbols) as a function of applied gate bias for various MoS2 systems agrees well

with the theoretically predicted energy differences of conduction and valence band

K-valley states of identical layers (solid lines). In contrast, the calculated conduc-

tion and valence K-valley energy differences of maximally separated layers (dotted)

significantly exceed the experimentally observed Stark effects.
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constant. Since the photoluminescence amplitude is approximately proportional to

the product of electron and hole K-valley density (see e.g. Ref. [81, 82]), it increases

with the gate bias.

It had been discussed in literature (Ref. [42–44]) whether the direct band gap

excitons are recombining within individual layers or across different layers (illustrated

in Fig. 3.15 (a)). To clarify the nature of the excitons and shed more light on this

question, Fig. 3.15 (b) compares the field induced changes of the experimentally

observed exciton energies with NEMO5 results. Since the NEMO5 calculations do

not include exciton binding energies, differences of K-valley conduction and valence

band states of the same layer and of maximally separated layers are used to represent

intralayer and interlayer excitons, respectively. For comparability of experimental and

NEMO5 results, the transition energy changes in Fig. 3.15 (b) are shown relative to

the field free case. For both, the interlayer and intralayer transitions NEMO5 predicts

a finite Stark effect, but only the intralayer transition Stark effects agree qualitatively

with the experimental data. Note that NEMO5 calculations of the optical matrix

elements [83] (not in the figure) showed two orders of magnitude higher probability

for intralayer transitions then for interlayer ones. It is also worth to mention that

our experiments did not show any Stark effect for indirect band gap excitons - in

agreement with the theoretical results in Fig. 3.13 that show virtually gate field

independent Q-valley and Γ-valley energies. In summary, these results suggest that

MoS2 excitons preferably perform intralayer transitions.

3.4 Conclusion

Electronic wave functions and bandstructures in 2H-TMD structures were ana-

lyzed in the MLWF representation of the nanodevice simulation tool NEMO5. Hy-

bridization of electronic states across multiple layers was shown to depend on the

balance of spin-orbit coupling and interlayer coupling strength. This balance varies

strongly with the electronic momentum. Conduction band K-valley states are found
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to be confined in individual monolayers. In contrast, valence band K-valley states are

delocalized in equivalent layers for systems with finite spin-orbit coupling or across

the total device when the spin-orbit coupling disappears. This K-state hybridization

can be lifted with electric gate fields. The design range of the spin-orbit interaction,

the interlayer coupling, the effective Fermi levels and effective masses are carefully

assessed. Experimental data of the quantum confined Stark effect of direct band gap,

interlayer and intralayer exciton photoluminesence were reproduced with NEMO5.

Intralayer excitons were identified as the major source for photoluminesence signals -

in agreement with a previous study Ref. [44].
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4. CARRIER TRANSPORT METHODS

Carriers transport through the device can be observed as current. Different models

have been proposed depending on the interpretation of the carriers. Semiclassically,

electrons are considered as particles undergone drift force from the Couloumb force

and diffusion force due to the density gradient. In the quantum picture, electrons are

waves like entity described by Schroedinger equations. This chapter will give a brief

introduction of different models and describe the proposed novel model, the BPRG

method. A summary of different methods can be found in Fig. 4.1.

Fig. 4.1.: A summary of different methods for charge transport calculation for elec-

tronics.
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4.1 Semiclassical Drift Diffusion Model

Drift-diffusion equation [84] is derived from Boltzmann transport equations(BTE)

by taking the moments for current [85]. Electron and hole currents each has contri-

bution from the potential gradient resulted drift current, and the density gradient

resulted diffusion current.

Jn = qnµn∇V + qDn∇n (4.1)

Jp = qpµp∇V − qDp∇p

Note that µn(µp) stands for the mobility for electron(hole). n(p) is the electron(hole)

carrier density. The Dn(Dp) is the diffusion coefficient for electron(hole).

Next the 0’th moment of the BTE is assumed to be time independent, continuity

equations conserve the particles in the device given recombination(R) and genera-

tion(G):.

1

q
∇Jn −Rn +Gn = 0 (4.2)

−1

q
∇Jp −Rp +Gp = 0.

Last, Poisson equation has to be satisfied and self-consistently solved for the charge

density and the spatial potential.

∇2V = q(−n+ p−NA +ND) (4.3)

4.2 State of art MEQNEQ solver

4.2.1 Overview

Due to the difficulty of NEGF with inelastic scattering, recombination required

to simulate LED devices, Multi-scale-Equilibrium-noneQuilibrium (MEQ) has been

proposed [16] .

A device example is shown in Fig.4.2 with the total device separated into equilib-

rium and non-equilibrium regions.
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Fig. 4.2.: LED structure that consists of an n-GaN layer; a low-doped active region

made of InGaN/GaN MQW; an AlGaN electron-blocking layer and a p-GaN layer.

The equilibrium (eq–green) and non-equlibrium (neq–red) regions are marked in dif-

ferent colors. Each eq-region has a unique quasi Fermi level, for holes and electrons

as indicated by a red dashed line. [16]

Poisson equation

In the equilibrium region, carriers fill the DOS(calculated from GR) following

Fermi-distribution with quasi-Fermi levels unknown beforehand. In the non-equilibrium

region, NEGF ballistic transport is calculated with carriers injected from the neigh-

boring equilibrium regions and the carrier density is distributed as G<.

Current conservation

In the equilibrium regions, Shockley-Read-Hall(SRH), radiative, and Auger re-

combinations are relevant known as the ABC models [81]. The A is an important

paramters for the SRH process where it’s inverse, τN and τP , is the SRH lifetime.
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Jj,A =
njpj − n2

intri

τN(nj + nintri) + τP (pj + nintri)

τN = τP = 1/A(sec)

Jj,B = Bj · njpj
Jj,C = Cj · (n2

jpj + p2
jnj)

JRj,total = Jj,A + Jj,B + Jj,C

(4.4)

For the current conservation loop, a derivative over Fermi level is needed and

derived as an example:

dJj,A
dEfn

=
dJj,A
dn

dn

dEfn

=

(
pj

τN(nj + nintri) + τP (pj + nintri)
− njpj − n2

intri

(τN(nj + nintri) + τP (pj + nintri))2
(τN)

)
dn

dEfn

=
pj(τN(nj + nintri) + τP (pj + nintri))− (njpj − n2

intri)(τN)

(τN(nj + nintri) + τP (pj + nintri))2

dn

dEfn

(4.5)

In the non-equilibrium regions, ballistic currents are calculated. All current types

need to conserve the particles by adjusting the quasi-Fermi level in each equilibrium

regions as shown in Fig.4.3.

μi-1 μi
e

μi+1
e

Ji
e

JiR
J-1
e

Ji
hJi-1

h

μi+1
hμi

h
μi-1
h

e

Fig. 4.3.: Schematic diagram of various current component in a single section of LED.

Local Fermi levels need to adjust so that overall current is conserved. [16]
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4.2.2 Limitations of MEQNEQ

In the MEQ model, carriers are assumed to be fully thermalized in each equilib-

rium regions. This has been justified by calculating the tunneling rates across the

next nearest wells for some biases. However, for higher biases, the assumption can

break down and become more unreasonable.

MEQ is designed for commercialized GaN LED structures with barriers between

each well. This requires alternating equilibrium and non-equilibrium regions which

limit the study for 2D material where there is only vacuum between p and n regions.

This also prevents the addition of self-energy in the barrier where interface roughness

scattering and band tail study is required.

For the needs to complete NEGF recombination modeling and provide LED indus-

try with the proper TCAD tool, a general model without above mentioned constraints

is needed.

4.3 Novel modifications of Büttiker probe

4.3.1 Overview

NEGF equations serve the purpose to models coherent and incoherent transport

with atomic resolution however, numerically expensive in incoherent scattering pro-

cess. Büttiker method was proposed by Markus Büttiker in 1988 with a heuristic but

computationally efficient alternative to the self-consistent Born approximation [86].

Later revived and organized [87] with application on the transistor modeling [88].

The method also has application on bosonic particles like phonon regarding the heat

transport [89].

4.3.2 Büttiker probe method

The formalism of Büttiker probe [90] can be summarized in the following equations

as an alterations from the NEGF formalism from Ref. [91] chapter 8 and Ref. [92]



41

chapter 19. The index j stands for contacts including source, drains and regionally

defined probe contacts. The subscript n and p define the carrier types to be electrons

and holes. The equations are iterated such that each regional probes has a zero net

current by adjusting the quasi-Fermi levels, µnj and µpj. This ensures particles to lose

energy due to the scattering process however conserving the number of carriers [87].

The NEGF with Büttiker probe can be illustrated for electron with the following

equations. Energy resolved retarded Green’s function is a quantity proportional to

the density of states in the device with H being the device Hamiltonian

GR(E) = (EI −H − ΣR
S − ΣR

D − ΣR
η )−1. (4.6)

Energy resolved lesser Green’s function corresponds to carrier densities influenced by

contacts in their equilibrium states.

G<(E) = GR(E)Σ<(E)GR†(E) (4.7)

The lesser self-energy is implemented here as a diagonal matrix modified by a Fermi

distribution.

Σ<(E) =
1

−i
∑

j

[fj(E)Γj(E)] (4.8)

fj(E) =
1

exp(E − µnj)− 1
(4.9)

Due to the RGF formalism, device is partition into nearest coupling slab. The current

for each slide through the Büttiker probe is calculated by Eqn. (4.12) , the equivalence

of this equation but using transmission is done with [88] however utilizing the full GR

in Eq(10).

Γj(E) = i(ΣR
j (E)− ΣR†

j (E)) (4.10)

Inj(E) =
−i
h
Trace[Σ<

j (E)A(E)− Γj(E)G<(E)] (4.11)

Inj =

∫
Inj(E)dE (4.12)
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The equivalent sets of equation for holes are listed in the following.

GR(E) = (EI −H −
∑

j

ΣR
j )−1 (4.13)

G>(E) = GR(E)Σ>(E)GR†(E) (4.14)

Σ>(E) =
1

i

∑

j

[(1− fj(E))Γjj(E)] (4.15)

fj(E) =
1

exp(E − µpj)− 1
(4.16)

Γj(E) = i(ΣR
j (E)− ΣR†

j (E)) (4.17)

Ipj(E) =
i

h
Trace[Σ>

j (E)Aj,j(E)− Γj(E)G>
j,j(E)] (4.18)

Ipj =

∫
Ipj(E)dE (4.19)

Newton method is therefore used to minimize the current in each probe by ad-

justing the Fermi levels in each probe. The Jacobian matrix can be calculated where

dG< is the main contribution to the off-diagonal term.

Jjm =
dIj
dEf,m

=
i

h
Trace[

dΣ<
j (E)

dEf,m
Aj,j(E)− Γj(E)

dG<
j,j(E)

dEf,m
] (4.20)

The Jacobian and the residual vector can be multiplied to generate the difference

for next iterations’ Fermi-level.

µn,t+1 = µn,t + J−1(Ip) (4.21)

4.3.3 BP for recombination and generation (BPRG method)

By creating two types of carriers, electrons and holes are solved with traditional

BP individually. However, each probe no longer has zero net current as setting

Eqn. 4.12 and Eqn. 4.19 to zero but a finite value following Eqn. 4.22.

Inm = Ipm = JRm,total + JGm (4.22)
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This problem can be transformed into a minimization problem to look for [Rm]

such that the following equations are fulfilled.

Residual = Rm − F (n(Rm), p(Rm)) = 0 (4.23)

Rm(Efn,Efp)− F (n(Efn), p(Efp)) = 0 (4.24)

A toy example of a quantum well structure is given and shown in Fig. 4.4. The

electron is injected from the right end with a Fermi-level of 1.1eV while holes from

the right with −1.1eV. The carrier density is shown to peak in the well with a corre-

sponding higher recombination rate as shown in Fig. 4.4(b).

4.3.4 BPRG implementation

Fig. 4.5 is a flow chart showing the interactions of program implemented in

NEMO5.

4.3.5 Recursive Green’s function with adaptation of Büttiker probe

RGF is a method to solve the inverse for the the Green’s function due to the tri-

block diagonal form of the matrix. However, the inverse operation is expensive and

usually scale as O(N3). When only the diagonal is calculated, it can be reduced to

O(N). The memory consumption can be greatly reduced from O(N2) to O(N) when

only storing the diagonal part of the matrix.

Different types for RGF are used [93–95] when some are efficient but limited to

non-scattering while some requires more computation dealing with the scattering.

In order to calculate the gradient of probe current versus probe Fermi level, [96]

has derived in the paper’s Eqn.(10)-(13).
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Fig. 4.4.: A V=0 quantum well scenario with Büttiker probe recombining carriers.

(a) Ec, Ev, electron density and hole density. (b) Showing carrier recombination at

each position of the device.

4.3.6 Device self energy

In Eq. (4.6), ΣR
η is the self-energy matrix containing the imaginary η as the

Büttiker probes contacts. The η is related to the scattering rate which covers, namely,

acoustic phonons, polar optical phonons, and electron-electron interactions. The mag-

nitude of the η can be corresponded to the scattering rates as mentioned in Ref. [19].
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Semiclassical poisson

NEGF for electron:

(j,m) probe index (E −H + V +
∑

Σi)G
R = 1

G< = GR(
∑

Σ<
i )GR+

Σ<
i = −f(Efni)(Σi − Σ+

i )
Inj(E) = i

h tr[Σ
<
j (E)Aj,j(E)− Γj(E)G<

j,j(E)]

NEGF for hole:

(E −H + V +
∑

Σi)G
R = 1

G< = GR(
∑

Σ<
i )GR+

Σ<
i = −(1− f(Efpi))(Σi − Σ+

i )
Ipj(E) = i

h tr[Σ
<
j (E)Aj,j(E)− Γj(E)G<

j,j(E)]

Carriers interaction(ABC)

Newton step:

fn(Efn, Efp)=Jn-R=0
fp(Efn, Efp)=Jp-R=0

Jacn,jm= ∂fn
∂Efn

=
∫ ∂In(E)

∂Efn
dE - dR

dEfn

Jacp,jm= ∂fp
∂Efp

=
∫ ∂Ip(E)

∂Efp
dE - dR

dEfp

Efn,new = Efn,old + (Jacn)−1(Jn −R)
Efp,new = Efp,old + (Jacp)−1(Jp −R)
||Jn −R|| < Err&||Jp −R|| < Err?

Poisson eqns.

∇ε∇Φ = eND − eNA − en+ ep
converged?

complete

V V

G<, dG
<

dEfn
G<, dG

<

dEfp

R, dR
dEfn

, dR
dEfp

no

Efn

no

Efp

yes
n, p

no VnoV

yes

Fig. 4.5.: The BPRG program flowchart.

To prevent additional states created in the bandgap, the ΣR is energy dependant,

exponentially decaying in the band gap, to mimic the Urbach tail.

ΣR
η (x,k||, E) =




η · e−

EC (x,k||)−E
λ , below conduction band

η, above conduction band

(4.25)
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4.3.7 Impact of the off-diagonal Jacobian

Current conservation loop is solved iterative with Newton’s method to find the

probe Fermi levels for electrons and holes. Convergence can be quantified by the

residual of Eq. (4.23).

By retaining the Jacobian off-diagonality, the convergence rate can be improved at

the expense of more computation time and memory. The improvements are dependent

on the type of structures and the electronic properties. InGaN effective simulation,

Fig. 4.6 shows larger improvements for hole carriers due to their heavier mass.

off-diagonality Time(secs)

0 65.2727

2 151.379

6 197.1

8 241.096

Fig. 4.6.: (a) Bandstructure of the device. For the current conservation loop, conver-

gence rate of electron (b) and hole(c).
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4.3.8 Contact self energy

In Eq. (4.6), ΣR
S and ΣR

D are the contact self-energy. Sancho-Rubio [97,98] method

is used iteratively searching the surface green function. An η was in the original

paper for the stability of the iterative scheme. Due to the device self energy, we have

purposely matched the η such that a semi-infinite contact extending from the device

can be achieved.

To demonstrate the importance, a position dependant density of states is plotted

in the Fig.4.7. Having η matched contacts results in flat numerical DOS while the

other result in confined and interfered wave pattern which is the oscillation increases

as the η value increases.

Fig. 4.7.: Density of states resolved at a single energy/k point shows the effect of η

in the leads.

4.3.9 Scattering Self energy (η vs. Mobility)

With η mimicking the scattering, the carriers in the device can be scattered with

energy loss travelling through a homogeneous doped material. The quantity of η can

be further justified by matching experimentally observed mobility.
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The transport calculation should be done with small bias, 10−2eV, applied across

the device with free carriers matching doping level by finding the correct potential

by, e.g., solving Poisson equation. With R(L) = Vsd/I(L), the resistance can be

calculated for different device lengths as shown in Fig.4.8. The slope of R(L) can

deduct the resistivity(ρ) as in Eqn.5.12. Mobility can be calculated by Eqn.4.27.

ρ =
dR

dL
(4.26)

ρ =
1

q(µnn+ µpp)
(4.27)

Fig. 4.8.: Resistance vs. homogeneous resistor length(L) is plotted for electron and

holes with different scattering self-energy(η).

4.3.10 The importance of BPRG on NEGF calculation

IV curve is shown in Fig.4.9 in log and linear scale. Two types of currents exist, one

is the recombination current which is the net current from the probes, the other one

is the thermionic current flying over the barrier. A bias dependent balance between
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thermionic and recombination current is demonstrated where Itotal = Irecombined +

Ithermionic.

Fig. 4.9.: Current voltage characteristics of an pn diode in log(a) and linear (b) scale.

Three kinds of current are represented with Itotal = Irecomb + Ithermionic.

At low bias voltage, thermionic current is suppressed by a higher barrier and the

total current is then mainly given by recombination (see Fig.4.9(a) and (b)). At high

bias voltage, the recombination current increases due to increased carrier density in

the quantum well. However, the effective barrier is much lower at higher voltages and

the total current has an increasing thermionic contribution (see Figs. 4.9(c) and (d).

The relevance of recombination is larger at lower voltages.
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Fig. 4.10.: (a) Spatially resolved recombination current for the device described in the

main text for different voltages. Conduction and valence bands (lines) and contour

plot of the energy and position resolved carrier density 2.0V (b) and 4.0V (c). Arrows

indicate recombination current (green) and thermionic current (red).
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5. BPRG/DD COMPARISON ON III-NITRIDES

OPTO-ELECTRONICS SIMULATION

5.1 Introduction

State-of-the-art semiconductor device fabrication techniques allow for device de-

sign at the atomistic length scale [99]. The performance of nanodevices is equally

influenced by coherent quantum mechanical phenomena (such as confinement, tun-

neling and interference) [100,101] and incoherent scattering of electrons on device im-

perfections and lattice vibrations [86, 102]. The performance of solar cells [103, 104],

lasers [105] and light emitting diodes [2, 16] critically depend on the incoherent in-

teraction of electrons with phonons and photons and the interplay between radia-

tive, Auger and Shockley-Read-Hall (SRH) recombination. Carrier generation and

recombination affect the off-current and switching characteristics of tunneling field

effect transistors [106, 107]. The non-equilibrium Green’s function method (NEGF)

is among the most general methods to describe coherent and incoherent transport

physics [102]. Due to the large numerical load when incoherent scattering is included

in the self-consistent Born approximation [102], NEGF is typically applied in the

coherent transport limit [95]. This is particularly problematic in nanodevices with

pronounced incoherent effects [108].

There are various algorithms to include incoherent scattering in NEGF. The self-

consistent Born approximation can rigorously treat incoherent scattering [102], carrier

generation [109] and recombination [110]. However, the self-consistent Born approx-

imation involves several nonlinear and highly dimensional integro-differential equa-

tions, which yield high computational load. The multi-scale and multi-physics NEGF

implementation of Ref. 16 had been designed for modeling light emitting diodes with

low numerical load. It requires full charge carrier thermalization in each quantum
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well. Electron-hole recombination process is limited to the fully thermalized quantum

wells as well. The Büttiker-probe model [88, 111, 112] represents a good compromise

between the accuracy of NEGF and the numerical efficiency of heuristic scattering

models for devices with incomplete carrier thermalization. In this work, the Büttiker-

probes are extended to cover electron-hole recombination and generation in addition

to its traditional application space of mobility limiting intraband scattering. Current

conservation for intraband and interband scattering is ensured. NEGF predictions

with the augmented Büttiker-probes are benchmarked against the drift-diffusion(DD)

method of Atlas [113]. DD is at the core of industrial technology computer aided

design (TCAD) tools for micro-scale devices [4, 114]. DD is known for its computa-

tional efficiency, but it requires to additional correction terms for mimicking coherent

quantum effects [115–117]. The NEGF with Büttiker-probe transport predictions of

pn-junctions agree quantitatively with DD results of the ON-current density and with

results of the density in thermalized device regions. pn junctions that include quan-

tum wells can serve as solar cells [118,119] and photo-detectors [120]. Therefore, the

new method is also benchmarked against a quantum corrected DD model for carrier

recombination and light absorption. Deviations are found in cases with pronounced

tunneling and interference effects. It is worth to mention the method is compatible

with arbitrary basis representations, ranging from effective mass [121] and k.p [122]

to atomistic approaches [123–126].

5.2 Methodology of BPRG and DD

The new Büttiker probes are benchmark against state-of-the-art TCAD methods

on two devices - a GaN pn diode and a GaN pn diode including an intrinsic InGaN

quantum well centered at the p-n interface. GaN electrons and holes are modeled each

in effective mass assuming the isotropic masses me = 0.2m∗ and mh = 1.25m∗ [127].

The position dependent electron and hole recombination and generation [81] rate
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(RR/G) depends on the contributions of SRH, radiative recombination, Auger effect

and light absorption

RR/G(x)

= RSRH(x) +Rradiative(x) +RAuger(x) +RG(x).
(5.1)

The SRH recombination rate is given by Ref. [81]

RSRH(x)

=
Nn(x)Np(x)− n2

intrinsic

(Nn(x) + nintrinsic)/A+ (Np(x) + nintrinsic)/A

(5.2)

with A = 2.6 × 106s−1, the empirical parameter of the inverse recombination life-

time [114, 128, 129], nintrinsic the intrinsic carrier density [130] and Nn,p, the density

of electrons (n) and holes (p). We solve the radiative recombination rate by [81]

Rradiative(x) = B ·Nn(x)Np(x) (5.3)

with the empirical parameter [114, 128, 129] B = 1.48× 10−11cm3s−1. We determine

the Auger recombination rate with [81]

RAuger(x) = C ·
(
Nn(x)2Np(x) +Np(x)2Nn(x)

)
(5.4)

with the empirical parameter [114, 128, 129] C = 1.6 × 10−30cm6s−1. Note that we

use the same ABC parameters for all NEGF and TCAD results literature. In most

calculations, the generation current density RG(x) is set to 0. Only when explicitly

mentioned that illumination is included, the generation current density RG in the well

is determined by integrating photon numbers of the solar spectrum of energies larger

than the bandgap of In0.13Ga0.87N. Outside the well, RG(x) is assumed to vanish

RG(x) =




RG, x ∈ InGaN

0, otherwise.

(5.5)

The performance of the two devices is solved in NEGF with the new Büttiker

probes. The NEGF results are benchmarked against DD and quantum corrected DD

model (SILVACO-ATLAS [113]) results.
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For all models, the spatially resolved recombination and generation rate (RR/G(x))

is multiplied with the elementary charge and integrated along the total device to solve

for the total recombination and recombination current density JR/G.

JR/G =

∫ L

0

RR/G(x)dx. (5.6)

For each carrier type a current conservation law modified by the recombination and

generation is fulfilled

Js,n + Jd,n + JR/G = 0

Js,p + Jd,p − JR/G = 0.
(5.7)

Js/d,n (Js/d,p) defines the source/drain current density for electrons (holes). The total

measurable current density at the source is given as

Jtotal = Js = Js,n + Js,p. (5.8)

An equivalent equation holds for the drain current density.

5.2.1 NEGF with Büttiker probes

Electron and hole properties are solved within the NEGF method [87]. To limit

the computational load, the devices are partitioned and Green’s functions are solved

recursively on the resulting slabs [96]. The retarded Green’s function GR is solved by

the Dyson equation [87]

GR = [E −H − ΣR
S − ΣR

D − ΣR
BP ]−1. (5.9)

The lesser Green’s function G< is given in the Keldysh equation

G< = GR(Σ<
S + Σ<

D + Σ<
BP )GR†. (5.10)

All Green’s functions and self-energies are matrices in the discretized positions space.

Their dependency on the in-plane momentum k‖ and energy E is omitted in Eqs. (5.9)

and (5.10) for better readability. The source and drain contact self-energies are given
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by ΣR,<
S and ΣR,<

D . Scattering of electrons and holes is included with Büttiker probe

self-energies (ΣR,<
BP ) [90,93,96]. Quantities such as the density of states, the particle

density, the state occupancy and the current density can be deduced from the Green’s

functions as typical for the NEGF method [87,131].

The retarded Büttiker probe combines all intra-band scattering processes, such

as scattering on various phonons, impurities and electron-electron scattering into the

empirical scattering parameter η [16]. To resemble the Urbach tail [132,133] in GaN,

η is exponentially decaying into the band gap. For electrons in the conduction band,

the retarded Büttiker probe self-energy reads

ΣR
BP,n/p(x, x

′, k‖, E) = δ(x− x′)

×





aηn, if E ≥ Ec
(
x, k‖

)

aηn · exp
(
−Ec(x,k‖)−E

λ

)
, if Ec

(
x, k‖

)
> E ≥ Ec+Ev

2

aηp · exp
(
Ev(x,k‖)−E

λ

)
, if Ec+Ev

2
> E ≥ Ev

(
x, k‖

)

aηp, if Ev
(
x, k‖

)
> E.

(5.11)

In all NEGF calculations, the mesh size a is set to 0.259 nm.

The retarded Büttiker probe for holes in the valence band has the same formula,

but with valence band parameters. Similar to Ref. 45, the electron and hole mobility

are deduced from the respective resistivity of n- or p-doped homogeneous material

samples solved with NEGF and Büttiker probes

ρn,p =
dRΩ

n,p

dL
=

1

q(µ̃n,pNn,p)
. (5.12)

Here, RΩ refers to the resistance of GaN samples of length L, RΩ(L) = Vsd/I(L).

The applied Fermi level difference of source and drain in the mobility calculation is

set to 10 meV. I(L) is the length dependent current density for electrons or holes

and solved for L = 20 nm and L = 25 nm. The empirical scattering parameter

ηn = 0.05 eV for electrons and ηp = 0.06 eV holes are chosen such that the respective

NEGF predicted mobility agrees with µ̃e = 56.88cm2/(V s) and µ̃h = 10.0cm2/(V s)

(taken from Ref. 134). For completeness, Fig.5.1 shows the GaN hole and electron



56

mobility as a function of the respective η. The band tail parameter λ is chosen to be

55 meV for electrons according to Ref. 135. The same value is assumed for holes.

Fig. 5.1.: NEGF predicted mobility of a homogeneous semiconductor with p and n

doping density of 1020/cm3 as a function of the product of ηn,p of Eq. (5.11) with the

mesh spacing a.

The ”lesser than” Büttiker probe self-energy Σ<
BP is depending on the Büttiker

probe Fermi-levels, µn/p(x)

Σ<
BP,n/p(x, x

′, k‖, E) =




−F (µn(x), E) (ΣR(x, x′, k‖, E)− Σ†R(x, x′, k‖, E)),

if E ≥ Ec+Ev
2

−(1− F (µp(x), E) (ΣR(x, x′, k‖, E)− Σ†R(x, x′, k‖, E)),

if E < Ec+Ev
2

.

(5.13)

Here, F is the equilibrium Fermi distribution function. In this work, µn(x) and µp(x)

are solved iteratively to satisfy the overall current conservation

Rn(x) = Rp(x) = RR/G(x) (5.14)

Rn and Rp represent the net electron and hole current of the Büttiker probe at

position x, respectively. In the state-of-the-art Büttiker probe models, µn(x) and

µp(x) are solved separately which ensures both, electron and hole current conservation
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individually. Equation (5.14) agrees with the common Büttiker probe model for the

case of RR/G = 0.

The retarded source and drain self-energies ΣR
S,D are solved iteratively following

Ref. [97,98]. To guarantee smooth electron and hole transitions at the device/source

and device/drain interfaces, the retarded Büttiker probe self-energy of Eq. (5.11) is

included in the source and drain self-energy calculation [89,136]. The Büttiker probe

and NEGF equations are iterated with the Poisson equation to achieve charge self-

consistency. Piezoelectric and spontaneous polarizations are included as well following

Ref. 16.

5.2.2 Drift diffusion models

The purely semiclassical bulk drift-diffusion(DD) model [137] is applied on the

homojunction pn diode with a mesh spacing of 0.1 nm. In case of the pn diode in-

cluding a quantum well, the DD model is augmented with quantum corrections for the

bound states (DD+qwell) in the well region [113]. That heterojunction device is dis-

cretized with an adaptive real space mesh [113] with average mesh spacing of 0.16 nm.

Depending on their energy and location, electrons and holes are separated into two

groups, ”bound states” and ”bulk states”. For electronic energies below the barrier

potentials (”bound states”) at the GaN/InGaN interfaces, the Schrödinger equation

is solved assuming the wave functions vanishing at the Schrödinger domain bound-

aries (i.e. Dirichlet boundary conditions). The solution domain of the Schrödinger

equation is exceeding the InGaN quantum well by 10 nm in both directions to ac-

count for the wavefunction penetration into the barriers. Artificial bound states in

GaN that would arise from the Dirichlet boundary conditions are avoided by limiting

the lower bound of the GaN band edge to the barrier potential at the GaN/InGaN

interfaces [113]. For ”bulk states”, the DD equations are solved throughout the struc-

ture, but the InGaN band edge is shifted to the minimum of the barrier potentials at
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the unaltered GaN/InGaN interfaces [113,138]. This ensures all ”bulk states” do not

face quantum well potential confinement.

Charge carriers of the two energy sets (”bound” and ”bulk”), are coupled to each

other by a capture-escape model [113]. Capture-escape rates for electrons and holes

respectively are added to the DD continuity equations to allow transitions between

”bound” and ”bulk” particle groups [113]. Recombination-generation mechanisms

are included in the continuity equations as well (Eqs. (5.2-5.4)). Detailed balance is

ensured and all Fermi levels uniquely determined by using the same rates for carrier

gain/loss in the ”bound” and ”bulk” groups and for generation and recombination,

respectively. For charge self-consistency, the sum of the electron and hole ”bound”

and ”bulk” density is iterated with the Poisson equation.

A summary of the models described is shown in Fig. 5.2.

Fig. 5.2.: Summary of the two models described, DD and BPRG with their corre-

sponding parameters.
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5.3 BPRG vs. Drift-Diffusion with pn-diodes

Three application scenarios (a pn-diode, a pn-diode with a quantum well and an

illuminated pn-diode with quantum well) are used to benchmark the Büttiker probe

model against the semiclassical and quantum corrected semiclassical models. The

comparison shows the two methods agree very well in situations without pronounced

quantum effects. The quantum corrections of the semiclassical model capture quan-

tum effects but the results still deviate from those of a pure quantum mechanical

treatment.

The pn diode is composed of 10 nm p type and 10 nm n type doped GaN with

the doping concentration of 1020/cm3 in each region. Both regions are periodic in

the transverse directions. The pn diode with the quantum well differs from the pn

diode by a 3.0 nm thick intrinsic In0.13Ga0.87N quantum well layer. If not explicitly

mentioned otherwise, the temperature is assumed to be 350 K.

5.3.1 GaN pn junction

Figure 5.3(a) shows the position resolved band edge of the GaN pn diode solved

in DD and NEGF. Both results agree quantitatively. The charge distributions of

the two methods are depicted in Fig. 5.3(b). The majority carrier in each region

shows agreement between the two models while the minority charge from NEGF

is around 103 and 105 times higher in the depletion region for electrons and hole,

respectively. The minority carriers enter the oppositely doped area due to tunneling

- as illustrated by the contour plot of the energy resolved carrier density of NEGF in

Fig. 5.3(a). Note, the tunneling is longer ranged for conduction band states with their

lighter effective mass than for the states in the valence band. DD-based models do

not capture this tunneling effect and the state-of-the-art quantum corrections do not

apply to ”bulk states”. The energy resolved density also illustrates Urbach tails with

the additional density at energies below (above) the conduction (valence) band edge.
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It is worth to mention, decreasing λ to 5 meV in Eq. (5.11) reduced the Urbach tail

and decreases the OFF-current by 10% while the ON-current changes only marginally.

Fig. 5.3.: The GaN pn diode described in the main text with a voltage of Vsd = 3.0V

applied. (a) Conduction and valence band profiles solved in DD (lines) and NEGF

with Büttiker probes (symbols) along with contour plots of the energy resolved carrier

densities at vanishing in-plane momentum. (b) Position resolved electron and hole

densities solved in DD (lines) and NEGF with Büttiker probes (symbols).

Differences in the density entail deviations of the recombination current density

of the two models (see Eqs. (5.2)-(5.4)). This is illustrated in Fig. 5.4 (a) which

shows the various contributions to the position resolved recombination rate of DD

and NEGF with Büttiker probes for the situation in Fig. 5.3(b). For higher applied

bias, the effective barrier between n- and p-doped region reduces. Minority carrier
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tunneling becomes less relevant compared to the thermionic emission current [139].

In consequence, the densities of DD and NEGF with Büttiker probes at a higher

voltages agree better and so do the recombination rate contributions in Fig. 5.4(b).

Fig. 5.4.: Spatially resolved recombination rates (RSRH(x), Rradiative(x) and

RAuger(x)) for the pn diode of Fig. 5.3 solved in NEGF with Büttiker probes (symbols)

and DD (lines) for applied voltages of Vsd=3.0 V (a) and 3.6 V (b).

The comparison of the total current density (Eq. (5.8)) predicted with DD and

NEGF with Büttiker probes follows the same trend as can be seen in Fig.5.5. Low volt-

ages show pronounced deviations, whereas voltages above about 3.2 V yield quantitive

agreement in the total current density. The recombination current density deviates

until about 3.5 V, but its relative contribution is insignificant for voltages above 3.2 V.

Note that the slope of the IV-curve below Vsd =3.4V differs significantly between the

two models due to the different treatment of tunneling.
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Fig. 5.5.: Current-voltage characteristics of the pn diode of Fig. 5.3 predicted by

NEGF with Büttiker probes (symbols) and DD (lines). The total current density

(gray) contains the contributions from the recombination current density (black).

5.3.2 InGaN quantum well embedded in GaN pn junction

When an In0.13Ga0.87N layer is added to the center of the GaN pn junction, a

quantum well in the conduction and valence band forms (see Fig. 5.6(a)). Unaltered

DD density results follow the band profiles [137]. Consequently, the unaltered DD

calculations yield maxima in the carrier density close to the In0.13Ga0.87N/GaN inter-

faces (see Fig. 5.6(b)). In contrast, quantum corrected calculations cover quantum

confinement effects with wavefunction maxima of ”bound states” closer to the quan-

tum well center (see dashed lines for conduction Ψn,qwell and valence Ψp,qwell band

”bound states” in Fig. 5.6(a)).

Calculations of NEGF with Büttiker probes do not distinguish between confined

and continuum states but allow for smooth transitions between them. This is illus-

trated with the contour plot of the energy and position resolved density of states

(DOS) in Fig. 5.6(a).
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Confined carriers in the quantum well extend into the continuum of states. Con-

tinuum states are also modified by the interference effects at the quantum well bound-

aries. Higher order quantum well states with energies well beyond the barrier heights

are still visible in the DOS continuum (yellow lines in Fig. 5.6(a)). These effects

are missed in the quantum corrected DD model (DD+qwell) that separates ”bound”

and ”continuum” spectra. In detail, the conduction and valence band ground state

energies predicted in NEGF are approximately 0.13 eV higher than in DD+qwell. In

consequence, the local density of the three models differ (see Fig. 5.6(b)).

For an applied voltage of Vsd=4.0V the quantum well ground states of conduc-

tion and valence bands are well confined (see Fig. 5.7). In this case, a distinction

of ”bound” and ”continuum” states as done in DD+qwell is obvious. However, the

energy resolved density in Fig. 5.7 for energies above the barrier potential (i.e. ”con-

tinuum” states) still shows significant interference due to the potential change at the

quantum well. The interference pattern of the electron (hole) density are best vis-

ible in the n-doped (p-doped) region. These quantum effects add resistance to the

Büttiker probe scattering. Since the Büttiker probe scattering strength was tuned to

match the mobility assumed in the DD calculations, the total current density of the

device in Fig. 5.7 is predicted lower in NEGF than DD. This is illustrated in Fig. 5.8

which shows the total ON current is about two times smaller in NEGF than DD.

Since the density of the confined state in the quantum well of NEGF calculations is

smaller than in DD (see Fig. 5.6b), the recombination current density of NEGF is

smaller than in DD, too (see black lines and symbols Fig. 5.8).

5.3.3 Illuminated InGaN quantum well embedded in GaN pn junction

When various carrier generation rates due to solar light absorption are included in

the calculations of the InGaN quantum well system of Figs. (5.6)-(5.8), the predicted

current density is linearly shifted to negative values (see Fig. 5.9) as common for

solar cell operations [140]. The open circuit voltage for DD calculations at 350 K
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Fig. 5.6.: The GaN pn diode with an InGaN quantum well described in the main

text for an applied voltage of Vsd = 2.6V . (a) Conduction and valence band profiles

solved in DD+qwell (lines) and NEGF with Büttiker probes (symbols) along with a

contour plot of the energy resolved density of states at vanishing in-plane momentum.

The dashed lines show the squared absolute value of the ”bound” quantum well

wave functions in the DD+qwell model. For reasons discussed in the main text,

the ground state energies of DD+qwell and NEGF differ, and NEGF covers quasi-

bound states in addition (indicated with yellow lines and labeled with numbers). (b)

Position resolved electron and hole densities solved in DD+qwell (lines) and NEGF

with Büttiker probes (symbols).

temperature is smaller than in the NEGF case. This is a result of the different

quantum well densities and recombination rates discussed already in Figs. 5.6(b) and
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Fig. 5.7.: The GaN pn diode with an InGaN quantum well of Fig. 5.6 with a voltage

of Vsd = 4.0V applied. Conduction and valence band profiles solved in DD+qwell

(lines) and NEGF with Büttiker probes (symbols) are shown along with a contour

plot of the energy resolved density of states at vanishing in-plane momentum solved

in NEGF with Büttiker probes.

5.8. With a lower temperature of 100 K, the ground state energy of the quantum well

turns out to be larger than the confinement potential and the DD model does not

find any ”bound states”. Then, the quantum well density of DD calculations is lower

than in NEGF, and same holds for the recombination current density. Therefore, at

100 K, a higher open circuit voltage is observed in DD than in NEGF.

5.4 Utilize Different Basis

With basis of more atomic orbitals, higher energy bands can be captured in the

bandstructure along with non-parabolic feature included and therefore provide more

realistic simulation results. For a pn diode with single quantum well structure, 20
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Fig. 5.8.: Current-voltage characteristics of the GaN pn diode with a InGaN quantum

well of Fig. 5.6 predicted by NEGF with Büttiker probes (symbols) and DD+qwell

(lines). The total current density (gray) contains the contributions from the recom-

bination current density (black). The inset illustrates a difference of approximately

2x in the ON-current predicted with NEGF and DD.

bands(sp3d5s* with spin) tight-binding model and 2 band model are used for com-

parison.

Current voltage relationship is shown in Fig.5.10. TB results is shown to be higher

in both total and recombination currents. Fig. 5.11 provides the spatially resolved

band structure, recombination current, and carrier density for the two basis. Due

to the atomic resolved probe, Ga and N atoms are of different slabs. N atoms have

more carrier density while Ga atoms less as can be observed in the fluctuation of

Fig. 5.11(c). Carrier density tunnels more into the barrier as predicted by the TB

partially due to the flattened quantum well as in Fig. 5.11(a). Through the ABC

eqautions, the probe recombination current is predicted differently as in Fig. 5.11(b)

with more recombination occurs on the left interface of the QW with high manitudes.
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Fig. 5.9.: Current-voltage characteristics of the GaN pn diode with a InGaN quantum

well of Fig. 5.6 predicted by NEGF with Büttiker probes (symbols) and DD+qwell

(lines) with a finite electron-hole generation rate of S= 6.4 × 1022cm−3s−1 in the

quantum well. The different quantum mechanical treatment of the bound and quasi-

bound states of the two methods leads to differences in the open-circuit voltage at

350 K and 100 K as detailed in the main text.

To be noted, the ΣR in this section is not tuned to match the experimental mobility

as done in Fig. 5.1

5.5 Conclusion

This work augmented the Büttiker probe based scattering model in the nonequi-

librium Green’s function framework to efficiently model electron-hole recombination

and generation processes. Electrons and holes are modeled as separate particles that

observe particle continuity equations with explicit particle creation and destruction

rates. The combined system of holes and electrons conserves the current. These
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Fig. 5.10.: Current-voltage characteristics of the pn diode with a quantum well of

Fig. 5.6 predicted by NEGF with Büttiker probes (symbols) and DD+qwell (lines).

The total current density (gray) contains the contributions from the recombination

current density (black).

Büttiker probes are applied on transport of electrons and holes in GaN pn-junctions

with and without an embedded InGaN quantum well. The results are benchmarked

against Drift-Diffusion and quantum-corrected Drift-Diffusion calculations of Silvaco’s

TCAD tool Atlas [113]. The two methods agree quantitatively except for situations

with pronounced carrier tunneling and interference. In particular, interference effects

in the band continuum can create quasi-bound states that impact the optoelectronic

device performance. In consequence and depending on the detailed device geometry,

temperature and applied bias the open-circuit voltage of quantum well pn-junctions

is underestimated or overestimated in state-of-art TCAD simulations.
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Fig. 5.11.: pn diode with a quantum well is biased at Vsd=3.0V. (a) Conduction bands

and valence band are compared between the effective mass model(line) and 20 band

tight-binding basis(symbol). (b)Slab resolved recombination current are compared

between the effective mass model(line) and 20 band tight-binding basis(symbol).

(c)Spatially resolved carrier density of electron(red) and hole(blue) are compared

between the effective mass model(line) and 20 band tight-binding basis(symbol).
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6. ANTI-AMBIPOLAR FROM BP MOS2 2D

INTERFACIAL DEVICE

6.1 2D pn junction

pn junction is the basic building block for all semiconductor applications, e.g.

solar cell, LED [4], transistors, logic gates,etc., and has been thoroughly studied as

textbook example. With the emergence of 2D materials, new device architectures,

characteristics and applications have been inspired and require further studies. Ma-

terials of complete opposite characteristics can be combined as atomic Lego [8] while

p and n types can be combined to form atomic 2D pn junctions [9] anticipating the

potential for transparent, flexible, high-efficiency electronic and optoelectronic appli-

cations. Different morphologies have been shown, planar 2D pn junction [141, 142]

is shown to have longer depletion width [10] to reduce Fermi level pinning. Vertical

junction [11, 12, 143] has been shown to demonstrate gate tunability affecting both

doped areas and anti-ambipolar characteristics.

The anti-ambipolar(AAP) characteristic has been observed for some vertical p-n

junctions [27,144,145] and is relevant for electronic applications as frequency doubler

and phase shift keying circuits [145,146]. AAP has two off-states for either positive or

negative gate biases and an on-state in between with on-off ratio as large as 104. The

materials range from 2D to 1D and from organic to crystalline. Experimental obser-

vation [9,11,144,147–149] claimed it still a mystery [11] while some claimed to provide

explanation only with semiclassical methods [145, 150] however most missing atom-

istic resolution with bandstructure explanation. AAP in BP/MoS2 system has been

of great interest. It’s been shown to have strong interlayer recombination [151]. The

responsitivity to light has been measured to have potential opto-electronics applica-

tions. In the TCAD tool [9], drift-diffusion is used with effective mass approximation
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for the lateral direction with measured mobility. For the vertical direction, mobility

is approximated with hopping rate due to the Van der Waals inter-layer coupling.

Pronounced quantum mechanical effects are expected due to ultra-thin device size

and motivate for a thorough study on this system.

In this work, atomistic simulation is achieved with basis generated by density

functional theory relaxed structure via maximally localized Wannier function [123].

With non-equilibrium Green’s function, quantum transport with semi-infinite leads

are conducted. Furthermore, with the expanded Büttiker probe method [152, 153]

conventionally for carrier thermalization, inter-facial carrier recombination is further

addressed along with electron/hole current conservation. The origin and criteria for

AAP effect are provided and assessed.

6.2 Experiment vs. simulation setup for BP/MoS2 interface

The experimental device structure, fabrication, and characterization have been

previously reported [145]. Briefly, self-aligned contacts with controlled dielectric ex-

tensions were patterned and deposited on isolated flakes of monolayer MoS2 grown by

chemical vapor deposition on doped Si substrates with 300 nm SiO2. Mechanically

exfoliated black phosphorus flakes were dry transferred onto the MoS2, overlapping

the self-aligned contacts. Electrodes for the black phosphorus were then patterned

directly on top of the self-aligned contacts. The top gate dielectric and metal con-

tacts were patterned and deposited in the same step to cover the semi-vertical p-n

heterojunction. Electrical measurements were performed under vacuum at room tem-

perature. The devices show anti-ambipolar (Gaussian) characteristics with top-gate

bias sweeps where the peak position and heights can be further controlled by the

bottom gate biases (Fig. 6.1(a)).

To simulate with atomistic method with feasible computation requirement, a scal-

ing of the device is needed as done in Fig.6.1. Several differences deviate from the real

experimental structure. First, only mono-layer BP and MoS2 are simulated. Second,
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length scales are reduced, e.g., the overlapped region is reduced to L nm, where L

= 6, 10, 14 nm. Third, the contacts are approximated by highly doped BP/MoS2 of

1020cm−3. Fourth, the geometry is different where it becomes a fully lateral transport

structure. VTG and VBG are applied on top gate and bottom gate, respectively, with

the VSD biased at 0.6V.

Fig. 6.1.: A simplified device is constructed to assimilate the experimental setup for

NEGF calculation. Black phosphorus(upper) and MoS2(lower) layers are overlapped

and sandwiched between dielectrics of effective oxide thickness as indicated. Doping

densities are assumed for each region. The top gate and the lower gate are attached

to the dielectric.

The MoS2/BP interface constructed as in Ref. [154] was studied by first prin-

ciple calculations carried out by density functional theory (DFT), using projector-

argument waves (PAWs) as implemented in the VASP code. In these calculations, the

generalized-gradient approximation (GGA) with the Perdew-Burke-Ernzerhof (PBE)

exchange-correlation functional was used with an energy cut-off of 500eV with a con-

vergence criterion of 10−8 eV. The supercell was relaxed with an (8x8x1) Monkhorst-

Pack grid. Additionally the Van der Waals correction was included by the semi-

classical method DFT-D2) as implemented in VASP. The structure was relaxed until

a force lower than 0.01 eV/A per atom was achieved.

Wannier90 [58] is used with Gaussian charge distribution on finite element cells

[123]. Projection unto atomic basis is used for the initialization of the unitary matrix.

For Mo atoms, d orbitals are used. For P and S atoms, hybrid orbitals sp3 is used.

Disentanglement method is used to select bands and minimize spreading. MLWF

basis is produced and read in with NEMO5 to map unto the device in Fig.6.1.
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MLWF Hamiltonian from BP/MoS2 interface is mapped unto the device. Recur-

sive Green’s function is used such that the device is partitioned into slabs laterally

each attached with a Büttiker-probe. For ΣR, constant η = −i0.01eV are added di-

agonally above band edge and decay exponential in the band gap [16]. For each slab,

Eqn.6.1 is satisfied with B and s being the Langevin recombination parameters [151].

Jn,j(Jp,j) is the electron (hole) current out of the j’th Büttiker-probe. nj(pj) is the

average electron (hole) density of the j’th slab. Due to inconsistency in unit [151],

here we use s=1 and B=6× 10−11cm−3s−1 equivalent to carrier lifetime of 1ns. The

device operates in forward bias with VS=0 and VD = 0.6eV. For the two sides, a

highly doped region is assumed to mimic metallic contacts.

Jn,j = Jp,j = Bnjp
s
j (6.1)

6.3 AAP explaination

Bandstructure are plotted and compared between DFT and the MLWF basis

for BP/MoS2 interface as in Fig.6.2(a). Extracting the MLWF basis generated

from BP/MoS2 interface for monolayer BP and MoS2, bandstructure is produced

in Fig.6.2(b) and (c) compared against the DFT result. MLWF is shown to be trans-

ferable from a combined system to individual systems. This provide justification for

the whole device in Fig. 6.1 using the same MLWF basis for monolayer or bilayer

regions.

The current and voltage characteristics measured from experiment device is shown

in Fig.6.5(a) with different combination of VBG and VTG. Simulation results are

plotted in Fig.6.5(b) for simplified device Fig.6.1 demonstrating the same trend. First,

increasing VBG increases the AAP amplitudes. Second, increasing VBG shifts the peaks

of AAP toward lower VTG. The origin of the AAP can be further understood as a

serial connection of a nFET and a pFET as in Fig. 6.3(a). Fig.6.4(a)(b)(c) depicts

a pFET with holes injected from the left with the barrier height increasing with
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Fig. 6.2.: Bandstructure for (a)BP/MoS2 bilayer system, (b)BP monolayer and

(c)MoS2 monolayer are generated with MLWF Hamiltonian and compared against

DFT result. MLWF basis for (b) and (c) is extracted from the BP/MoS2 bilayer

system.

increasing VTG. Fig.6.4(d)(e)(f) depicts a nFET with electron injected from the right

with a barrier height increased with decreasing VTG. Schematic is provided for the

device in Fig. 6.3.

Conditions for AAP is summarized in the following:

1. type II junction is needed as in Fig.6.3(c) where minority carrier current density

is screened at the nFET/pFET’s on state.

2. Gate is required to induce barrier for turning off p and n FET respectively.

3. Recombination mechanisms in the overlap region, likely SRH or Langevin pro-

cesses, is critical to ensure the on current of the AAP curve.

The experiment structure has micro-meters length of the overlapped region. It is

tested here by altering the L for 6, 10 and 14 nm. As the overlapped region increases,

the amplitude of the AAP is higher with a smaller bandwidth as in Fig. 6.6(a). Due to

the uncertainty of the Langevin constant, B is altered and shows a trends of increasing

amplitude with increasing rate as in Fig. 6.6(a).
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Fig. 6.3.: (a) The AAP device is composed of a nFET and a pFET with the interface

serving as the ”+” sign. (in series ) (b) The IV curve for nFET and pFET. Depending

on the interface carrier transport mechanism, different resulting IV curve should be

observed. (c) Three types of transport mechanism can occur at the interface. Due

to the type II heterojunction, direct tunneling is not possible. But electron and hole

recombination is possible due to SRH, Langevin.

6.4 Conclusion

The principle of AAP characteristics observed in 2D pn junction is re-examined

in this work with NEGF with recombination processes in the MLWF basis. With

quantum transport, the off-current is confirmed to be turned off with type II band-

alignment. Further with the expanded Bütiker probe mode, the device can be turned

on with Langevin recombination at the 2D interface.
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Fig. 6.4.: At VBG=0, VTG is biased to be (a)(d)2.0V, (b)(e)0.0V and (c)(f)-2.0V.

The left(right) column provide the BP(MoS2) conduction and valence band profile.

Energy resolved carrier density for kx=0(kx=0.35) is overlayed with contour plots.

Spatially resolved recombination current is provided with red lines/axis.

t

Fig. 6.5.: (a) IV curve measured from device in Fig.6.1(a). (b) Simulated AAP curve

with device shown in Fig.6.1(b). The rate coefficient is set to be 6 × 10−11cm−3s−1

with L = 10 nm .
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Fig. 6.6.: (a) VBG = 0 and B=6 × 10−11cm3s−1 are set with altering overlapping

length,L. (b) VTG is sweeped with VBG=0 and L =10nm altering the Langevin re-

combination rates as labeled. The R is 2×10−11cm3s−1. (c) Band alignment between

the BP and MoS2 is altered.



REFERENCES



78

REFERENCES

[1] N. Consulting, “Energy Savings Forecast of Solid-State Lighting in General
Illumination Applications,” U.S. Department of Energy Report, no. August,
pp. 2013–2014, 2016.

[2] S. Pimputkar, J. S. Speck, S. P. Denbaars, and S. Nakamura, “Prospects for
LED lighting,” Nature Photonics, vol. 3, no. 4, pp. 180–182, 2009.

[3] R. A. Oliver, S. E. Bennett, T. Zhu, D. J. Beesley, M. J. Kappers, D. W. Saxey,
A. Cerezo, and C. J. Humphreys, “Microstructural origins of localization in
InGaN quantum wells,” Journal of Physics D: Applied Physics, vol. 43, no. 35,
2010.

[4] Y.-R. Wu, R. Shivaraman, K.-C. Wang, and J. S. Speck, “Analyzing the
physical properties of InGaN multiple quantum well light emitting diodes from
nano scale structure,” Applied Physics Letters, vol. 101, no. 8, p. 083505, 2012.
[Online]. Available: http://aip.scitation.org/doi/10.1063/1.4747532

[5] M. Piccardo, C. K. Li, Y. R. Wu, J. S. Speck, B. Bonef, R. M. Farrell,
M. Filoche, L. Martinelli, J. Peretti, and C. Weisbuch, “Localization landscape
theory of disorder in semiconductors. II. Urbach tails of disordered quantum
well layers,” Physical Review B, vol. 95, no. 14, pp. 1–12, 2017.

[6] M. A. Reshchikov and H. Morko, “Luminescence properties of defects in GaN,”
Journal of Applied Physics, vol. 97, no. 6, 2005.

[7] A. K. Reza, M. K. Hassan, and K. Roy, “Büttiker Probe-Based Modeling of
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[72] R. Akashi, M. Ochi, S. Bordács, R. Suzuki, Y. Tokura, Y. Iwasa, and R. Arita,
“Two-dimensional valley electrons and excitons in noncentrosymmetric 3R-
MoS2,” Physical Review Applied, vol. 4, no. 1, pp. 1–7, 2015.

[73] Y. Li, Y. Rao, K. F. Mak, Y. You, S. Wang, C. R. Dean, and T. F. Heinz,
“Probing Symmetry Properties of Few-Layer MoS$ 2$ and h-BN by Optical
Second-Harmonic Generation,” Nano Letters, pp. 3329–3333, 2013. [Online].
Available: http://www.ncbi.nlm.nih.gov/pubmed/23718906
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rier generation and recombination,” International Conference on Simulation of
Semiconductor Processes and Devices, SISPAD, vol. 2018-Septe, no. 1, pp. 5–8,
2018.

[153] K. C. Wang, Y. Chu, and T. Kubis, “Self-energies: Enabling multiphysics and
multiscaling in optoelectronic quantum transport modeling,” Proceedings of the
International Conference on Numerical Simulation of Optoelectronic Devices,
NUSOD, vol. 2018-Novem, pp. 49–50, 2018.

[154] L. Huang, N. Huo, Y. Li, H. Chen, J. Yang, Z. Wei, J. Li, and S. S. Li, “Electric-
Field Tunable Band Offsets in Black Phosphorus and MoS2 van der Waals p-n
Heterostructure,” Journal of Physical Chemistry Letters, vol. 6, no. 13, pp.
2483–2488, 2015.



APPENDICES



92

A. WANNIER90 AND NEMO5 INTERFACE

A.1 Installation

• compile wannier90-2.1.0

1. download from the official website

2. make lib

3. locate the path of libwannier.a which will be used next

• compile vasp.5.4.4.tar.gz with wannier90 libarary

1. cp arch/makefile.include.linux_intel ./makefile.include

2. add the following changes:

My prompt>diff arch/makefile.include.linux_intel ./makefile.include

10a11

> -DVASP2WANNIER90v2

34a36

> LLIBS += /home/wang2366/work/wannier90-2.1.0/libwannier.a

3. make all

A.2 Wannierization

1. SCF calculation:

(a) execute vasp

2. nscf bandstructure calculation. The output bandstructure can provide a bench-

mark of whether the wannier90 generated basis can reproduce the same band-

structure.

(a) copy CHG CHGCAR WAVECAR from step 1
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(b) execute vasp

3. nscf projection, wavefunction from the DFT is projected unto spherical harmon-

ics basis.

(a) copy CHG CHGCAR WAVECAR from step 1

(b) execute vasp for projection

(c) execute wannier90

A.3 NEMO5

Regression test: https://nanohub.org/tools/nemo/svn/trunk/NEMO/regression_

test/numerical_tests/readin_wannier

https://nanohub.org/tools/nemo/svn/trunk/NEMO/regression_test/numerical_tests/readin_wannier
https://nanohub.org/tools/nemo/svn/trunk/NEMO/regression_test/numerical_tests/readin_wannier
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B. DATA LOCATION

All the simulation data, associated NEMO5 input decks used to generate figures in

this thesis are provided with links in the Klimeck group SVN repository’s version.

Click here for the link. However, it is deleted in the Purdue library version due

to formatting issue.

https://nanohub.org/groups/klimeck/svn/trunk/StudentData/kuangchungwang/sphinx_log/source/Documentation/D_official_email.pptx
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