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ABSTRACT

Graph Neural Networks (GNNs) have become excessively popular and prominent deep

learning techniques to analyze structural graph data for their ability to solve complex

real-world problems. Because graphs provide an efficient approach to contriving abstract

hypothetical concepts, modern research overcomes the limitations of classical graph theory,

requiring prior knowledge of the graph structure before employing traditional algorithms.

GNNs, an impressive framework for representation learning of graphs, have already produced

many state-of-the-art techniques to solve node classification, link prediction, and graph

classification tasks. GNNs can learn meaningful representations of graphs incorporating

topological structure, node attributes, and neighborhood aggregation to solve supervised,

semi-supervised, and unsupervised graph-based problems. In this study, the usefulness of

GNNs has been analyzed primarily from two aspects - clustering and classification. We focus

on these two techniques, as they are the most popular strategies in data mining to discern

collected data and employ predictive analysis.
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1. INTRODUCTION

Plenty of modern problems can be categorized as classification and clustering tasks of

machine learning. Innovative ideas are being developed in research communities to enhance

the robustness of these techniques for development purposes. In this study, we encounter

these two categories from a graphical point of view, adopting Graph Neural Networks.

Classification is the systematic approach of recognizing, understanding, and grouping

objects into given categories. Class labels are predicted for the examples of input data.

Classification algorithms leverage input training data for anticipating the likelihood or

probability that new data fall into one or more of the respective and relevant categories.

Finally, they assign predefined tags to instances based on features. Classification algorithms

are massively used in filtering spam emails, identifying health problems, face and speech

recognition, sentiment analysis, object detection, and whatnot.

Clustering is an unsupervised learning approach for similar grouping of instances depending

on their features without using the class labels. To generate the clusters, there is no need for

a training dataset; hence, it is often less complex than classification problems. Clustering

is used in several industries, such as market segmentation, social network analysis, medical

imaging, anomaly detection, image segmentation, etc.

Even though Classification and Clustering problems have many solutions in Euclidean

space, often, the scenarios model to the non-Euclidean domain. Since graph structures best

represent such phenomena, graph analysis techniques come into the picture. Graphs are

complicated objects that are not conducive to conventional learning. To understand the

problem specification, we need to map the problem to the graph domain. Then different graph

neural network tools can be used to generate node embeddings taking care of their attributes

and edge interactions with their neighborhood. After a sufficient amount of training, the

models converge to represent the graph information best. In simple words, with proper

embeddings of graphs, the problem can be projected to the feature space to apply different

classification and clustering methods.

When dealing with graphs, they can either be static or dynamic. Static graphs do not

allow the change of the topology and attributes over time, whereas nodes and edge connections

11



and features can be altered on different time stamps in dynamic graphs. Both classification

and clustering techniques exhibit different behaviors in various types of graphs. In the case

of temporal graphs, the results can be different at different time stamps. In this research, we

apply node clustering in a static symptom graph built from Electronic Health Record (EHR)

clinical notes of patients to determine symptom clusters. Later we focus on employing node

classification on temporal graphs where node and edge features vary over time.
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2. GNN FUNDAMENTALS

2.1 A Brief Introduction to Graph Neural Network

A GNN is an optimizable representation that may be applied to all of the characteristics of

the graph while still conserving the permutation invariances, also defined as graph symmetries.

With GNN, each node uses the feature vectors of its neighbors to generate a new feature

vector in a recursive neighborhood aggregation(or message passing) method, which occurs

mainly in three phases. The network embeddings of the nodes next to a given node (or

messages) are determined. All the messages are assembled with the aid of an aggregation

operation. All of the merged data is then updated using a function. After certain iterations

of the preceding steps, the altered feature vector of a node is used to represent the node.

Message-passing GNN layers can be stacked on top of each other to provide a single node

information access from all other nodes in the graph; for instance, after four levels, a node has

the understanding of the nodes that are four layers far from it. With pooling, for instance, by

adding together feature vectors across all nodes in the graph, we can generate a representation

of the whole graph [ 1 ].

Figure 2.1. Pipeline of GNN

Figure  2.1 presents a simple overview of the GNN pipeline. A well-GNN model generates

the most accurate embedding of the nodes in the feature space. It considers the node attributes,

edge weights, and relative positions of the nodes. A successful embedding generation results

in perfect graph analysis.

13



2.2 Graph Learning Strategies

Graph Neural Networks adopt three different learning approaches in machine learning -

supervised, semi-supervised and unsupervised techniques. In supervised learning, we know

some presumptions of the target outcome. The model’s primary goal is to either map the

output with the input labels or predict the output labels given the labeled input data. These

algorithms are supervised in their work by the datasets provided. They can do so because of

the incorporated feedback systems. On the other hand, the purpose of unsupervised learning

is to explore contextual patterns in a dataset without labels. Unsupervised learners can

benefit from supervised learning because it does not rely on a feedback system to improve

results. Sometimes, we also have very few labeled but many unlabeled ones. In such cases,

semi-supervised learning comes into the picture. While supervised learning presupposes that

the whole dataset to be instructed on a task includes labels for each input, that may not

be the case. Labeling is a time-consuming processing job because input data is generally

unpaired.

2.3 Some GNN Models Used in Our Research

This study explores node clustering in a static graph and node classification on a dynamic

graph. First, we employed a weighted Node2Vec model to construct symptom embeddings

based on the symptom graph described in detail in Chapter  5 . In the second part of this

research, We develop a model to compare to some of the state-of-the-art baselines, including

GCN[ 2 ], GAT[ 3 ], GraphSAGE[ 4 ] in the field of dynamic node classification which is elaborated

in Chapter  6 . Combinations of these basic GNNs derived some other custom GNN models

like GC-LSTM[  5 ], EGCN[  6 ], RNNGCN[  7 ], TRNNGCN[  7 ] and G2B (our model) used for

dynamic node classification. Below we briefly describe these different types of popular GNNs

to provide enough background knowledge to help understand the research details.
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2.3.1 Weighted Node2Vec

Node2Vec [  8 ] is one of the most advanced unsupervised GNNs with an identity feature

matrix that can be trained to build node embeddings, i.e., each node learns its vector

representation.

P (y

c
) =


µcy

N
if ecy ∈ G

0 otherwise
(2.1)

Node2Vec utilizes breadth-first Sampling (BFS) and Depth-first Sampling (DFS) to

explore neighborhoods using a biased random walk approach. The BFS investigates the

immediate neighbors of the source node. In contrast, the DFS provides information on nodes

placed at a greater distance from the source node, providing a global perspective of the graph

structure. Node2Vec interpolates between BFS and DFS using a fixed-length random walk

algorithm.

Given a graph G = (V, E), the walk from node c to y is defined by the probability density

function P in Equation  2.1 , where µcy

N
is the transition probability between node y and c.

ecy is the edge in G that enable the connection between node y and c. N is the normalizing

constant.

A random walk for a weighted network is meant to use the edge weights to determine

the transition probabilities between two nodes. As shown in Figure  2.2 , if the random walk

came through edge (n, c) from node n to c, the transition probability µnc on edge (n, c) is

calculated as Equation  2.2 , where βpq(n, y) is determined by distance (dny) between n and a

neighbor (y) of c, and wcy is the weight on the edge between a neighbor (y) and c.

µcy = βpq(n, y) · wcy y ∈ {d, e, f, n} (2.2)

There are three types of neighbors in the calculation. Based on the graph shown as

Figure  2.2 , weights are assigned differently to each type, shown as Equation  2.3 . Both p and

q determine the pace of the walk’s investigation and departure from the beginning node’s

neighborhood. p determines whether a node may be instantly re-explored throughout the

15



Figure 2.2. Edge Weight Transition between Nodes

walk, whereas q enables the search to differentiate between inner and outward nodes. The

edge weights affect the likelihood of reaching the following node from the preceding node.

βpq(n, y) =



1
p

if dny = 0, when y = n

1 if dny = 1, when y = e

1
q

if dny = 2, when y = d or f

(2.3)

The random walks are used to construct node embeddings after sampling the maximum

number of random walks with maximum length L. The goal of the embedding generation

process is to maximize the logarithmic probability of detecting a network neighborhood Ms(u)

for a given node u, depending on its feature representation.

Equation  2.4 represents the objective function of the Node2Vec training process, whereas

P (Ms(u)
f(u) ) represents the probability of exploring neighboring nodes of node u from its embedded

space.

maxf (
∑
u∈V

log P (Ms(u)
f(u) )) (2.4)

For the training of the graph neural network, the skip-gram negative sampling model is

utilized to generate pairs of input and context nodes with a predefined window size.
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2.3.2 GCN

Graph Convolutional Networks, also known as GCNs, are extensions of graph neural

networks that use convolutional layers to learn from graph data. Each graph node in a GCN

network obtains the characteristics from its neighbors and then iteratively combines those

features utilizing an aggregation function such as the average. The aggregation function

needs to use an isotropic aggregation, meaning that each neighbor should contribute the same

amount to updating the representation of the central node. The compiled features are then

introduced into a neural network with convolutional layers. The neural network generates the

new vector representation of the node. The entire procedure is then repeated while utilizing

the newly added node characteristics. GCNs have strong performance in various contexts

regarding tasks involving node classification.

2.3.3 GAT

Graph Attention Networks (GATs) are the other subset of GNNs [  9 ]. To address the

limitations of Graph Convolutional Networks (GCNs), GATs are neural architecture networks

that process data in a graph format and include masked self-attentional layers. GAT uses

stacked layers, in which individual nodes can be constituted of characteristics that are shared

with their companions. When attention is paid to these nodes, the entire network begins

to provide distinct weights to the various nodes that are present in the vicinity only. The

neighbors of each node are given different weights in a GAT model, according to their relative

contributions, using the attention layers. As a result, in a GAT, the edges carry a greater or

lesser amount of weight depending on the importance of the nodes they link. Applying this

strategy, the network will be able to perform using just the key data of the nodes that are of

relevance to it. Attention is responsible for giving these weights, which permits us to pay

more attention to nodes that have a higher significance. We update the reflection of each

node with a weighted sum of adjacent representations.

17



2.3.4 GRAPHSAGE

The GraphSAGE [  4 ] neural network solution is a convolutional graph neural network.

The philosophy of the approach is to develop a module that builds deep node features by

sampling and averaging feature representations from a node’s surroundings. The GraphSAGE

procedure may be used to infer the embeddings of previously unseen nodes by learning a

function that can trigger the embedding of a node. It’s commonly called “inductive learning,"

when information is obtained in this way.

To explain GraphSage, let’s assume we have a graph G = (V, E), where V represents the

vertices and E represents the edges with m aggregators used to move information across

layers. Each node u collects the representation hm of nodes from its nearest neighbor N(u), a

function of the representation created in the previous iteration. If f is an input feature, then

the initial representation is h0 = f0. The aggregate function is given below in Equation  2.5 

hm = AGGREGATE(hu, ∀u ∈ N(u)) (2.5)

The representation of the vertex is concatenated with the aggregated representation

of the surrounding. In designing the representation needed for the subsequent stage, the

concatenated representation is first routed through a fully connected layer, and then a

non-linear activation function is incorporated into it [  10 ].

2.3.5 BiLSTM with Attention Mechanism on GNN

Bidirectional Long Short-term Memory (BiLSTM) models are sequence processing models

comprised of two LSTMs, one of which processes the input in a forward direction and the

other in a backward direction [  11 ]. With a regular LSTM, we can only direct the input to

move forward or backward. Forward and backward passes are made across the unfolded

network over time. This is similar to how forward and backward passes are made in a normal

network, except that BiLSTM must unfold the hidden forward states and the backward

hidden states for each time step. Backpropagation over time is used to train the BiLSTM

networks (BPTT) [ 12 ], [ 13 ]. It is well known that BiLSTM can address the issue of gradient
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vanishing problem that can happen in RNN [ 14 ]. BiLSTM is an effective technique because it

expands the amount of data available to the network and improves the contextual information

available to the algorithm. BiLSTM is used in emerging graph neural networks to process

sequences of changing duration, as seen, for instance, in dynamic graphs. It goes beyond the

limitations of conventional LSTM by making use of contextual knowledge from future data

to examine local behavior. Using bidirectionality, we can make sure that information is not

lost. In addition, the BiLSTM layers with an attention mechanism applied to them reveal

useful insights into the network.
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3. CLUSTERING AND CLASSIFICATION ON GRAPHS

3.1 What is Clustering and Classification on Graphs

It is not a simple process to maximally embed the graph structure and node attributes

into the low-dimensional feature space, which is the objective of graph clustering based on

embedding. Most current sophisticated approaches for clustering network nodes separate

graph embedding technology and clustering algorithm, ignoring their possible correlation.

For node classification and representation learning on graphs in general, various techniques

focusing on graph kernels or graph neural networks have already been made in recent years.

In node classification, a node receives a label based on its resemblance to other nodes in

the network. The similarity between nodes may be defined using several criteria, including

homophily, influence diffusion/maximization, and other node attributes [ 15 ]. Homophily

is the tendency for people to communicate effectively with those who are pretty similar to

themselves[ 16 ].

Often the objective of graph analysis is to find similar groups and separate dissimilar

ones in the network. This task is called node clustering, also known as community detection.

Here we find patterns from the available features of the nodes. The most important fact here

is that graph-based node clustering does not use labels in the training phase.

3.2 Difference between Classification and Clustering

The predictive analysis employs classification and clustering techniques to understand data

sets and split them following certain segmentation rules or the interconnections between items.

With the help of the available training data, classification assigns labels to the data. Instead

of using a single similarity metric to group data, clustering employs numerous. Objects

can be divided into classes by one or more attributes using two distinct types of learning

strategies: classification and clustering. Although deceptively similar, these procedures are

actually rather distinguishable when applied to the field of data mining. Broadly, clustering

is used in unsupervised learning to group instances with similar characteristics or qualities.

In contrast, classification is used in supervised learning to give labels to examples based on
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their properties (thus the name). Learning a model to focus exclusively on distinguishable

categories of data is known as classification. There are two important phases to the process:

training and labeling. During the learning phase, a classification classifier is developed, and

later, during the classification phase, that model is deployed to infer the class labels for the

unlabeled data.

3.3 Common Techniques for Node Clustering on Graphs

3.3.1 Hierarchical Clustering

The vertices in a graph may be arranged in a hierarchy, with smaller groups included

within bigger ones, which in turn may be contained within still-larger ones, and so on.

For example, social networks frequently have a hierarchical layout. Hierarchical clustering

methods can be useful in such situations since they expose the graph’s multi-tiered structure

[ 17 ]. The goal of hierarchical clustering is to find groups of nodes that are very similar

to one another. Determining a vertex-to-vertex similarity measure is the first step in any

hierarchical clustering technique. When a measure is selected, the similarity between any two

vertices is calculated, regardless of whether they are linked. After completing this procedure,

a new matrix, the similarity matrix, is produced. Traditionally, there is the agglomerative

method, in which clusters are periodically merged if their similarity is strong enough. In a

second variation of the hierarchical clustering algorithm, called a divisive method, clusters

are repeatedly broken up by cutting off connections between nodes that aren’t very similar.

3.3.2 Graph Partitioning

The task of graph partitioning consists of splitting the vertices into smaller groups of a

preset size in such a way that the number of edges that lie between the groups is reduced

to the smallest possible value. The term “cut size” refers to the number of edges that may

be found passing between clusters. In Figure  3.1 (a) for a network that has sixteen vertices

with two groups, whereas in Figure-  3.1 (b), the network has three clusters in its twenty-four

vertices.
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Figure 3.1. Two Networks with Graph Partitioning. The Minimum Bisection
Solution Indicated by the Dashed Lines

When creating a partition, providing the desired number of clusters is essential. The

solution is easy, with all vertices falling into the same cluster if one imposes a partition with

the smallest cut size and leaves the number of clusters unconstrained. It is also essential to

provide the size of the graph; without doing so, the most likely option would be to cut off

the vertex with the lowest degree from the remainder of the graph.

It is common practice for algorithms to “bisect” the graph. Iterative bisection is commonly

used to achieve partitions into clusters. The requirement that the clusters be of similar size is

typically imposed. The minimal bisection issue is a fairly difficult NP-hard problem. Graph

partitioning has several important uses, including in scientific computing, separating VLSI

design phases, and scheduling tasks over many processors.

3.3.3 Spectral Clustering

When traditional clustering methods like K-Means fail to provide valuable results due to

the presence of outliers, spectral clustering might be a useful alternative. However, it requires

setting the similarity threshold and the predicted number of clusters. Knowledge from the

eigenvalues of particular matrices constructed from the graph or data set is used in spectral

clustering. If there is a nonzero vector x and a positive real number such that Ax = λx, then
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x is an eigenvector of the matrix A, where λ is the eigenvalue [ 18 ]. The matrix A converts

the previous vectors into new vectors. When the A is applied to most vectors, those vectors

will almost always end up in an entirely new location. The magnitude of an eigenvector is

the only thing that changes. If a line connects the origin and the eigenvector, the eigenvector

will continue to be on the line even after the mapping has been performed. The magnitude

of the vector scaling along the line depends on the value of λ [ 19 ].

Spectral clustering is linked to random walks on graphs. In fact, one may encourage

random walkers to concentrate within clusters and less time traveling between clusters by

reducing the number of edges connecting them. In a bipartition, the normalized cut is the

product of the two probabilities of a random walker going from one cluster to the other.

Finding a partition that minimizes the frequency of interactions between clusters is what we

mean when we talk about reducing the normalized cut.

3.3.4 Edge Betweenness Clustering

Girvan and Newman concentrated on the idea of betweenness, which is the sum of all

the shortest paths between adjacent vertex pairs. It expresses the magnitude of edges’

involvement in a process, referred to as edge betweenness. It should be no surprise that

inter-cluster edges have a high value of the edge betweenness. This is due to the fact that

many of the shortest pathways linking the vertices of different clusters will cross through

these edges. Edge Betweenness is calculated as Equation  3.1 .

cB(e) =
∑

p,q∈V

σ(p,q
e )

σ(p, q) (3.1)

where V , σ(p, q) and σ(p,q
e ) are the set of nodes, number of shortest (p, q)-paths and

number of those paths passing through edge e [  20 ] respectively.

3.3.5 Partitional Clustering

The partitional clustering algorithm is also a widely used technique. Let’s suppose that

K is the predetermined number of clusters. Each vertex is a point within the metric space,
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and distances between any two points are quantified. It’s a way to quantify how different two

vertices are from one another. The objective is to partition the points into K clusters in such a

way as to maximize or minimize a cost function specified in terms of distances between points

and/or from points to centroids. The following are examples of frequently-used features:

In “Minimum K-clustering” the longest distance between any two points in the cluster

is used as the cost function. The K-cluster sizes are ordered so that the biggest one has

the shortest feasible diameter. The objective is to maintain relatively compact clusters.

“K-Clustering Sum” is similar to “Minimum K-clustering” but uses the average distance

between each pair of points in a cluster rather than the diameter. “K-Center” refers to the

process in which, for each cluster, j one determines a reference point Rj, also known as the

centroid, and then computes the maximum of the distances Dj that separate each cluster

point from the centroid. The clusters and centroids are selected in such a way as to minimize

the maximum value of Dj, which is done in a self-consistent manner. The method “K-Median”

is synonymous with “K-Center”, with the exception that the maximum distance from the

centroid is substituted by the average distance.

In the research that has been done, “K-means clustering” has emerged as the most

common partitional approach [ 21 ]. The total intra-cluster distance, often known as the total

squared error function, is the cost function as in Equation  3.2 [ 22 ] in this scenario.

k∑
j=1

∑
yj∈Sj

(yj − cj)2 (3.2)

where for j-th cluster yj represents the position of data points, cj denotes the centroid of

that cluster, and Sj denotes the subset of points that make up that cluster.

3.4 Common Techniques for Node Classification on Graphs

Deep Learning based techniques for node classification may roughly be grouped into two

classes: node classification based on (I) community membership [  8 ], [  23 ] and (II) role of the

nodes [  24 ]. When looking at networks, it is commonly seen that nodes belonging to the same

communities are more likely to be connected. In contrast, nodes with similar responsibilities
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in the network are generally found to be far from one another. Significant work has been done

in both community and role identifications, and various techniques have been established to

determine whether or not a node is a member of a certain community or plays a particular

function in a given classification. The classification of nodes based on their communities

separates this network into several cohesive groups. In contrast, the classification of nodes

based on their roles reveals that nodes performing functions analogous to one another in the

network structure are paired together. We discuss different methods for node classification

under these two subcategories.

3.4.1 Community-Based Node Classification

Recent research trends may be identified, as well as the expansion, relevance, and

inter-connectedness of research respondents, by applying community-detection practices

and principles to citation networks. Brain networks [ 25 ] expose anatomical and functional

isolation of brain areas utilizing this method [ 26 ]. This method leverages different community

detection techniques.

Graph Convolution Network-Based Strategy: Graph Convolution Networks [ 2 ] (GCNs) are

a prevalent form of graphical neural network technique [94] for learning node representations,

and their influential findings in unsupervised and supervised node classification methods

have inspired interest in the field among many academics. Multiple methods have been

developed to use its potential to extract high-dimensional data from complicated networks

for community discovery.

Auto-Encoder-Based Strategy: Auto-encoders are able to comprehend a novel network

representation through unsupervised means by combining the decoder and encoder modules.

They have a symmetrical architecture with various hidden levels where the output of one

layer is fed into the next. Their primary focus is on decreasing the variation in reconstruction

and reorganization errors.

Random Walk-Based Strategy: Word2Vector [  27 ] was constructed to efficiently represent

words as dense, compact vectors. Word2vector’s core pretense is to reconstruct a neighborhood

word vector based on the frequency with which nearby words appear together. Several random
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walk-based embedding algorithms for different networks take inspiration from Word2vector

by treating each network node as a word and the randomly generated path across them as a

sentence. Word2Vector’s model was then replicated by other network embedding technological

innovations such as DeepWalk [ 28 ] and Node2Vec[ 8 ].

3.4.2 Role-Based Node Classification

The community structure is used as the basis for most of the known methods of the node

classification scheme, which are in turn, based on the nodes’ bonding to one another. As a

corollary, they are unable to grasp the structural knowledge that is conditional on roles [  29 ].

Some of the difficulties associated with researching role-oriented node classification involve

establishing clear and appropriate job descriptions for complicated social networks in the

real world is a challenging task. Understanding the distribution of nodes with similar jobs

and the patterns of interaction between nodes with various responsibilities in a wide social

network is an extremely difficult and time-consuming endeavor. Moreover, it’s hard to define

an efficient loss function since two differentiated nodes with collaborative effort could be

geographically far apart in the network, depending on their responsibilities.

3.5 A Simple Network for Graph Analysis

In the field of community detection, a simple but widely used data set is Zachary’s Karate

club network, where Wayne W. Zachary investigated the social structure of a karate school

[ 30 ]. We will use this simple graph to easily explain the step-by-step graph analysis process

for solving classification and clustering problems.

Thirty-four people from a karate club are represented in the network, with ties between

them showing how they’ve engaged with one another. Two Club leaders had a disagreement

that ultimately resulted in the group’s division. Using their interaction information, Zachary

correctly predicted which factions the club members would join and which leader after the

split. The correct two groups are shown in Figure  3.2 based on the found ground truth

community labels.
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Figure 3.2. A Graphical Depiction of the Members of Zachary’s Karate Club
Network with Two Ground Truth Communities in Different Colors

Figure 3.3. The Loss Curve for Zachary’s Karate Club Network Converges
After 5500 Epochs
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Now, for node classification, we need to have ground truth labels of the training data.

Hence if some of the labels of the nodes of this karate club’s network are known, we can use

those to train the whole graph and predict labels of the unknown nodes. In the case of node

clustering, we try to find communities in the networks, and we are not given labels. In such

cases, we apply clustering algorithms to find groups from the network.

Figure 3.4. (a) Zachary’s Karate Club Network, (b) Corresponding Node2Vec
Embedding Representation

Figure  3.4 shows the Node2Vec embedding result while applied on the karate club’s

network. We observe that the network converges after almost 5500 epochs of node2vec

training as in Figure  3.3 . From the t-sne visualization, it is clear that even if the ground

truth had two class labels, there could be more groups in the networks. So depending on

applied clustering methods, other communities can be extracted as shown in Figure  3.5 where

we get four groups in the network presented in different colors.
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Figure 3.5. (a) Clustering Algorithms Executed on Node2Vec Embedding,
(b) Clustering Produces Four Communities in Different Colors

Thus the idea is to first encode the graph’s nodes into a feature space so that different

classification and clustering techniques can be applied to the graph problem. Sometimes the

node embedding part is explicitly done, whereas in many cases, it happens internally. Proper

embedding should also count these properties if attributes and weights are associated with

the nodes and edges.
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4. BACKGROUND AND RELATED WORKS

4.1 Graph Clustering Related Works in Clinical Domain

In nursing science, symptom clusters are defined as two or more symptoms that are

related, and that occur together[  31 ]. Symptom understanding and discovery of symptom

clusters of chronic diseases, such as cancer, are important for nursing science to enhance

scientific knowledge, facilitate communication and improve patient outcomes. Because of

the complexity of clinical note mining, the typical symptom research analyzes symptoms

through patient surveys [ 32 ]–[ 34 ]. Limitations of the patient survey approach are that it

can be costly and challenging to collect a large amount of data from a large population as

well as these surveys might not capture the various symptoms experienced in real-time by

the patients and may cause an additional burden for patients to complete. In the EHR

clinical notes, healthcare clinicians document clinical diagnosis, medication, and symptoms

during a clinical encounter. These symptoms are documented in real clinical scenarios. If

these clinician-documented symptoms can be extracted and further analyzed for nursing

and clinical research, it will greatly enhance the understanding of symptom prevalence in

different diseases and patient populations. Clinicians are also interested in gaining insight

into symptoms and clusters of symptoms to inform the development of symptom management

strategies. The need to extract clinical signs and symptoms from patient records and further

analyze them benefits many other diseases. With the advanced research in natural language

process (NLP) and AI, a systemic review [ 35 ] found that a number of studies applied NLP

techniques to clinical notes in the EHR for symptom analysis. However, most of the existing

research on symptom cluster extraction are either using statistical methods, such as factor

analysis [  36 ][ 37 ][ 38 ], PCA [  36 ][ 39 ][ 38 ], or traditional clustering methods, such as hierarchical

clustering, after modeling the occurrence of the symptoms as binary vectors [ 40 ][ 41 ]. Some

other research investigated the semantic clustering of the symptoms[  42 ] while ignoring the

symptom co-occurrence, which is the main definition of symptom clusters clinically. One

research applied graph models to identify relevant symptoms to a given symptom - symptom

expansion[ 43 ]. Our research is the first to investigate using graph neural networks to discover

symptom clusters based on clinical notes.
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4.1.1 Symptoms and Symptom Clusters Extraction

The clinicians apply symptoms or symptom clusters to analyze the etiology of many

diseases. However, identifying symptoms or symptom clusters from text or other data types

is often challenging and requires interdisciplinary domain knowledge. Researchers have

adopted qualitative and quantitative methods to detect symptoms or symptom clusters

from various data sources. Kim et al. [  44 ] described various statistical methods to identify

and quantify symptom clusters. Canonical correlation, partial correlation and structural

equation modeling were the statistical methods used to identify symptom clusters. Sondhi et

al. [  43 ] introduced SympGraph, which is a framework to expand a given set of symptoms

to other related symptoms by analyzing the underlying graph structure built based on the

co-occurrences of the symptoms. Ni et al. [  45 ] built a symptom-disease bipartite network that

can simultaneously identify and rank the disease and symptom clusters. They applied domain

network clustering and cross-network cluster ranking. Linder et al. [  46 ] used a symptom

assessment application that adolescents can use to claim temporary relationships among

symptoms themselves. Then, the researchers can find out groups of symptoms. Barsevick

[ 47 ] described different ways of identifying symptom clusters, such as through expert opinion,

group comparisons, evidence of shared variance, identification of subgroups, etc. Gu et

al. [  42 ] developed SymptomID to discover COVID-19 symptoms from news reports. The

SymptomID used several transformer-based models, such as BERT [  48 ], GPT [ 49 ], and

XLNet [  50 ], for symptom extraction. Afterward, DBSCAN is used as a clustering method

to group the symptom expressions semantically to extract the main symptom expressions.

Papachristou et al. [  41 ] applied five different clustering algorithms, including K-modes, Birtch,

Spectral, Agglomerative hierarchical clustering, and k-means, then compared to Latent Class

Analysis method for symptom clustering using patient registry records. Neijenhuijs et al. [  51 ]

performed cluster analysis with HDBSCAN[ 52 ], an extension of the DBSCAN [  53 ] clustering

algorithm and showed that symptom clusters could make specific interventions among cancer

survivors in their recent study. Chow et al. [  38 ] conducted three statistical approaches:

Exploratory factor analysis, principal component analysis (PCA), and hierarchical cluster
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analysis to detect symptom clusters in non-metastatic breast cancer patients treated by

radiation therapy (RT).

4.1.2 Graph Models and Their Application to Clinical Data

Graph clustering is a way of grouping the nodes such that similar nodes stay together

and nodes with dissimilar properties stay apart. Graph clustering has been extensively used

for community detection problems [  23 ]. In 2016, Grover et al. [ 8 ] published the Node2Vec

method to learn the continuous feature representations for nodes in networks by mapping

nodes to a low-dimensional space of features that maximizes the likelihood of preserving

network neighborhoods of nodes. Since then, the Node2Vec model has been applied in

different domains, including the clinical domain for node prediction, edge prediction, and

other tasks. Shen et al. [ 54 ] leveraged Node2Vec to generate node embeddings for the Human

Phenotype Ontology (HPO) to assist phenotypic similarity measurement. The results show

that the application of the HPO embedding on link prediction achieved 0.81 ROAUC and

0.75 F-measure. Du et al. [  55 ] built a linked graph based on the extracted clinical trial

information for registered COVID-19 clinical trials. Each clinical trial is a node in the graph.

Then, Node2Vec is applied to learn the embeddings of the clinical trials. The results show

that the learned embeddings can assist the clinical trial search and visualization. Kim et al.

[ 56 ] applied a graph model to understand complex and diverse mechanisms of the biological

pathways. The graph was built by extracting genes as nodes and identifying the co-occurrence

as edges. The Node2Vec was used to generate the embeddings of the genes. The results

showed that the graph model could extract the relationships between genes and identify the

gene-gene interactions involved in a type 2 diabetes pathway. Chen et al. [  57 ] investigated

the drug-target interactions (DTIs) by using the graph models to understand the mechanism

of drug action. They built the molecular associations network and applied Node2Vec to

generate the embeddings. Finally, they performed a random forest (RF) classifier to predict

potential drug-target pairs. Their results showed that the generated embedding helped to

obtain 87.37% accuracy. Lee et al. [ 58 ] investigated five embedding generation methods,

including Node2Vec, to learn the medical concept embedding based on the Medical concepts
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defined by the Observational Health Data Science and Informatics (OHDSI) Observational

Medical Outcomes Partnership common data model (OMOP CDM). Their results showed

that the embedding learned by Node2Vec performed better than other models when selected

parameters were used. Oniani et al. [  59 ] also used Node2Vec to analyze a COVID-19 data

set. They built the graph based on the co-occurrences among chemicals, diseases, genes, and

mutations by using a linked data set CORD-19-on-FHIR. The DBSCAN was used to identify

63 clusters using silhouette values, and five coronavirus infectious diseases were detected in

their corresponding subgroups.

To the best of our knowledge, our innovative research is the first to build a symptom

graph based on symptom co-occurrences and apply graph clustering to discover symptom

clusters using narrative EHR clinical notes.

4.2 Node Classification Related Works on Dynamic Graphs

The conventional method for solving dynamic graph classification issues involves applying

static graph classification methods to distinct time steps, merging the results for the final

prediction, or merely applying node classification to the last time step. These existing

solutions do not leverage the order of the information on the topology and features of graphs.

Recent research on dynamic graph classification has focused on either giving bigger weights

to the most recent snapshots [  60 ], [  61 ], introducing a decay rate to the edges of a changing

temporal graph [ 7 ], [  62 ], or computing the weighted average of features with exponential

decay rates to classify nodes [ 63 ]–[ 65 ]. When working with dynamic graphs, aggregated

snapshots are frequently pooled and processed as a static graph representation in order to feed

a classification model [  65 ]–[ 69 ]. For semi-supervised classification, GCN adopts a layer-wise

propagation rule based on a first-order approximation of spectral convolutions on the graph.

Even with several layers and nonlinear activation functions, GCNs can inevitably fail [  70 ].

GraphSAGE performs sampling based on the information aggregation of node neighbors in

order to provide efficient embedding for unseen nodes. In general, the aggregator architecture

consists of mean and pooling-based approaches. However, GraphSAGE-based techniques

concentrate primarily on node attributes for node classification and cannot presently take
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edge features into account [  71 ]. Some methods [ 72 ] have utilized attention mechanisms to

assign interpretable weights to node characteristics. Using masked self-attention layers, GAT

[ 3 ] permits variable attention weights and relevance for distinct nodes in a neighborhood.

However, contrary to what a number of scholars assert, historical knowledge is not worthy of

consideration [  73 ].GC-LSTM [  5 ] is a GCN-embedded LSTM model that exploits the temporal

properties of all accessible snapshots of the dynamic network, in which linkages between nodes

might form, vanish, or remain constant over time. It can learn spatial-temporal characteristics

to generate accurate predictions. EGCN [ 6 ] employs the graph convolutional networks (GCN)

model to capture the dynamic of graph sequence by updating GCN parameters using RNN.

RNNGCN [  7 ] employs an RNN layer to capture the dynamics of graphs and a GCN layer to

categorize nodes. This model applies exponential RNN decay weights to snapshots in order

to retain the historical data of the node’s characteristics. TRNNGCN [ 7 ] is an improved

variant of RNNGCN that uses a decay matrix rather than a decay rate. Both RNNGCN and

TRNNGCN are created by employing RNNs to lower the input weights gradually over time

using a learned decay rate parameter.
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5. CLUSTERING ON SYMPTOM GRAPH

5.1 Node Clustering to Solve Problems in Healthcare

Before and after treatments, cancer and other chronic disease patients typically have

varied symptoms. Physical, GI, psychological, cognitive (memory loss), or other problems

may occur. This research presents SymptomGraph to detect symptom clusters in EHR

narrative text (EHR). Utilizing a collection of natural language processing (NLP) and

artificial intelligence (AI) techniques, SymptomGraph is designed to first extract the clinician-

documented symptoms from clinical notes. Then, a semantic symptom expression clustering

technique is employed to identify a collection of typical symptoms. Symptom co-occurrences

are used to construct a graph of symptoms. Finally, a graph clustering method is created to

identify clusters of symptoms. SymptomGraph may be used to analyze symptom survey data,

notwithstanding its application to narrative clinical notes. We deployed SymptomGraph

to a data collection of colorectal cancer patients with and without diabetes (Type 2) to

identify clusters of patient symptoms one year after treatment. Our findings indicate that

SymptomGraph may detect the usual post-chemotherapy symptom clusters of colorectal

cancer patients. In addition, the results suggest that colorectal cancer patients with diabetes

frequently exhibit more significant symptoms of peripheral neuropathy, that younger patients

exhibit mental dysfunctions due to alcohol or tobacco usage, and that patients with advanced

disease exhibit higher symptoms of memory loss. Our approach may be expanded to extract

and evaluate symptom clusters of other chronic or acute disorders in addition to COVID-19.

5.2 Objective

Electronic Health Records (EHRs) have become a standard tool used in healthcare delivery.

Although the original objective of EHRs was to store patient records, the ever-growing clinical

data in the EHRs enables artificial intelligence (AI)-based clinical data mining and decision

support applications. The heterogeneous EHR data are available in both structured and

unstructured clinical notes. The diagnosis, medication, and lab tests are often recorded in

the structured fields of the EHR, whereas the symptoms and clinical evidence are usually
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written in the clinical notes. Indeed, much clinical information is written in the clinical notes,

making it valuable to analyze to understand the clinical information and their associations to

support clinical research and build clinical decision support systems.

Expanding upon the methodologies in the literature and our previous research, we

examined the following three questions in this research: 1) How to model symptom correlations

using graph models?; 2) How to discover the symptom clusters using graph clustering?; 3)

How to analyze and evaluate the discovered symptom clusters? To the best of our knowledge,

no previous work has applied unsupervised graph clustering on clinical notes to answer these

questions.

This research introduces SymptomGraph, a symptom mining system that builds a symp-

tom graph from clinical notes in order to identify symptom clusters and the clinical parameters

associated with them. A SymptomGraph is a graph consisting of extracted symptoms as

nodes and symptom co-occurrences as edges. In order to facilitate symptom grouping, the

graph learning algorithm Node2Vec is taught to offer a generic representation of symptoms.

Through a literature search in the clinical area, we compared the suggested SymptomGraph

to clinical parameters using symptom clusters discovered by our method.

The main contribution of this study includes:

• Develop a graph model based on the co-occurrences of symptoms.

• Apply graph clustering to discover the symptom clusters.

• Evaluate the symptom clusters based on medical knowledge reflected by literature.

• Demonstrate that our model can be applied to narrative text to discover the symptom

clusters of other chronic or acute diseases.

5.3 Methodology

5.3.1 Model Pipeline

Figure  5.1 depicts the four key components of the system used to detect clusters of

symptoms in clinical notes available in an electronic health record system. The first component
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Figure 5.1. System Framework of SymptomGraph

is developed to extract symptom expressions from the raw clinical notes. Since a symptom

may have several descriptive names, we developed a component to group the symptom

expressions based on their semantic meanings.

Then, each group is represented by a typical symptom of the group. Based on the identified

typical symptom, the co-occurrences of the symptoms are used to build a symptom graph.

Each symptom is a node on the graph, whereas an edge between two nodes represents the

co-occurrences of the two symptoms within a clinical note. After constructing the symptom

graph, the state-of-the-art feature learning method for network analysis, Node2Vec, is applied

to generate symptom embedding for symptom representation. The clustering algorithms are

utilized to generate symptom clusters by working on the symptom embeddings.

5.3.2 Symptom Extraction

UMLS MetaMap [  74 ] has been utilized to extract the symptoms from the narrative

clinical notes. UMLS MetaMap is an NLP tool that can map phrases in the text to different

semantic types using various language sources. The UMLS MetaMap can map phrases in

a text into 127 semantic types. This research used two semantic types - Sign or Symptom

and Mental and Behavioral Dysfunction to identify symptoms from clinical notes. Figure

 5.2 provides an example of clinical notes with highlighted terms mapped into these two

semantic types using UMLS MetaMap. UMLS MetaMap includes functions to detect negation

and Word Sense Disambiguation (WSD). Therefore, it can exclude most of the negating

symptoms. However, because some parts of the clinical notes were not written as sentences,
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Figure 5.2. Symptom Phrases Detection Using UMLS MetaMap

some negation situations cannot be fully detected by UMLS MetaMap. We developed a

pattern-based approach to remove those negation cases that UMLS MetaMap cannot detect.

5.3.3 Semantic Grouping

After identifying symptoms and extracting from the clinical notes using UMLS MetaMap,

we found that many symptoms have similar semantic meanings but are written in different

expressions. For example, ‘fatigue’, ‘exhaustion’, ‘general fatigue’, ‘generalized fatigue’,

‘lethargic’, ‘lethargy and ‘tiredness indicate the same symptom - ‘fatigue’ of the patient. These

symptoms need to be grouped together to be differentiated from other typical symptoms. To

group the extracted symptom expressions with similar semantic meanings, we used universal

sentence encoder [ 75 ] first to convert symptom expressions that include one or more words into

embedding representations. Previous research [ 76 ] demonstrated that a universal sentence

encoder performs well in identifying similar semantic expressions in clinical text narratives. We

then used a hierarchical clustering algorithm to generate clusters of the symptom expressions

to group them into different symptoms, such as ‘anxious’, ‘numbness’, ‘fatigue’ etc. The most

frequent symptom expression in each cluster represents the group. Through this process, we

reduced the various symptom expressions to a set of typical symptoms.

5.3.4 Symptom Graph Construction

This research aims to identify the symptoms co-related to each other during the progression

of diseases or after treatments. Instead of applying typical principal component analysis or

factor analysis, we investigated a graph model to understand the relations between symptoms.

We constructed a symptom graph based on the symptom expressions extracted from each

clinical note. Any extracted symptom expressions from the clinical notes are converted to the
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Figure 5.3. Graph Built Based on Clinical Notes in Table  5.1 

corresponding typical symptom expression by referring to the symptom semantic grouping.

For example, if ‘lethargic’ is described in a clinical note, ‘fatigue’ is used to represent it. It is

worth noting that we only consider it once if ‘fatigue’ is mentioned multiple times in a clinical

note. The reason is that we want to focus on the co-occurrences of different symptoms.

To construct a symptom graph, G = (V, E) be an undirected graph, V is the set of

vertices representing the typical symptom expressions, and E is the set of edges representing

the symptoms that occur together in a clinical note. After processing all clinical notes in

our data set, the symptom graph was built. Indeed, we generated a weighted graph G. The

weight on each edge indicates the number of co-occurrences between the symptoms. In order

to limit the impact of the rare co-occurrences, we removed the edges with a weight less than a

predefined threshold θ, which means if two symptoms occur simultaneously less than θ times

in the clinical notes, the co-occurrence is not considered in this research. Table  5.1 shows

snippets of five clinical notes with the extracted symptoms. Figure  5.3 shows the symptom

graph built based on these clinical notes.
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Table 5.1. Snippets of Clinical Notes and Extracted Symptoms
Clinical Report Snippets Symptoms
.... The patient has been having a lot of
tingling, numbness with discomfort in
hands and feet after each chemotherapy
dose.......Review was positive for persistent
fatigue .....Recently he has had a feeling
of continuous nausea...

fatigue, nausea, numbness, tingle

... her legs are just weak.... She
does have some numbness and tin-
gling of her fingers...Depression...OXY-
CODONE causes nausea and vomiting.

depression, nausea, numbness, tingle,
vomit, weakness

...Difficulty walking and weakness/diffuse
atrophy...and constipation...as needed
for nausea...as needed for sleepless-
ness...

constipation, nausea, insomnia, weakness

...He had complaints of vomiting after
he had eaten a breakfast about 3 hours
ago....Tobacco abuse...

tobacco abuse, vomit

5.4 Symptom Graph Clustering

5.4.1 Symptom Embedding Generation

Graph Neural Networks (GNNs) [  77 ] have been applied to many graph-based applications

for node classification or link prediction in the clinical domain [ 78 ], [ 79 ]. However, unsupervised

GNNs have not been extensively explored for clinical note analysis in the clinical domains,

although unsupervised graph clustering can be more resistant to advances in GNNs. We used

weighted Node2Vec for symptom embedding generation.

5.4.2 Symptom Clustering

Node2Vec is used to project the nodes of the symptoms into the vector space. After that,

different clustering algorithms are applied, including K-Means, Hierarchical Agglomerative,

Gaussian Mixture Models, and DBScan.

40



K-Means: In the K-Means clustering algorithm, data points are assigned to exactly one

cluster of the predefined K number of clusters. For these K clusters, there are K centroids,

and those centroids are updated in such a way that the sum of the squared distance between

the data points in a cluster and the corresponding centroid of that cluster is minimum.

Hierarchical Clustering (HC): The HC algorithm hierarchically generates bigger clusters

from single data points using the agglomerative approach. Two data points are merged into a

single cluster in each step depending on some distance criterion. The type of distance being

considered gives rise of different popular hierarchical clustering methods such as the ward,

single, average, and weighted methods.

Gaussian Mixture Models (GMMs): Gaussian Mixture Models (GMMs) presumes a

definite number of Gaussian distributions, and each of these distributions symbolizes a cluster.

GMM prefers to group the data points pertaining to a single distribution together. These

are probabilistic models which employ a soft clustering approach for distributing the points

in various clusters. For a dataset of K clusters, there should be a mixture of K Gaussian

Distributions, each having a specific mean and variance. Expectation-Maximization (EM)

techniques are used to determine these values.

DBSCAN: DBSCAN refers to Density-Based Spatial Clustering of Applications with

Noise (DBSCAN) which organize points that are close to each other depending on a distance

measurement and a minimum number of points. It has the ability to detect outliers among

the points that are in low-density regions. For a fixed minimum number of points, changing

the distance values we generate different numbers of clusters.

To evaluate the clustering methods and identify the optimum number of clusters for the

symptom graph, the Dunn Index (DI) is calculated for the different numbers of clusters. DI

is the ratio of the smallest inter-cluster distance to the largest intra-cluster distance. Given k

clusters, the Dunn Index is calculated as:

DIk =
min

1≤i≤j≤k
δ(Si, Sj)

max
1≤n≤k

∆n

(5.1)

Where the largest intra-cluster distance δ(Si, Sj) of cluster Si and Sj and the smallest

inter-cluster distance ∆n consisting of n elements can be calculated using any of the single,
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complete, average or centroid linkage distance functions. A well clustering distribution

maintains that the clusters are furthest away from each other and elements in each cluster

are closer together. Hence higher DI is expected for a satisfactory clustering result.

5.5 Experimental Results

5.5.1 Data Set

The patient cohort in this research consists of patients with a primary diagnosis of

colorectal cancer with and without diabetes who have records in a large academic medical

center’s EHR system. The colorectal cancer patients were identified using the International

Classification of Diseases (ICD). The ICD codes are 153-154 (ICD-9) and C18-C20 (ICD-10).

This research focused on investigating the symptom clusters one year after the patients

received the first chemotherapy. Through these ICD codes, we identified colorectal cancer

patients who received chemotherapy within the ten years of 2007-2017. Among these patients,

996 patients have clinical notes within one year after the chemotherapy treatment. For each

patient, we extracted clinical notes to generate a symptom graph for symptom clustering.

There are 1675 clinical notes, and over 119 types of clinical notes were included. Figure  5.4 

shows the top 10 major types of clinical notes. Discharge Summary and Progress Notes are

the major types of clinical notes. Figure  5.5 shows the gender distribution, percentage of

patients with diabetes, and percentage distribution of the patients based on the stage of

cancer. There is slightly more male in our data set. About 28.2% of patients have diabetes,

and 1.6%, 16.8%, 51.4% of patients are in cancer stage 0, II, III, respectively. The pathologic

stage of the cancer is unknown for 30.2% of patients.
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Figure 5.4. Top 10 Frequent Types of Clinical Notes

Figure 5.5. Distribution of the Clinical Parameters

43



Other than the clinical notes, we included gender, diabetes status, the pathologic stage of

cancer, and age at diagnosis as clinical parameters to understand the relationships between

those data points and symptom clusters.

5.5.2 Extracted Symptoms and Construction of Symptom Graph

After symptom extraction, 106 unique positive symptom expressions were extracted

from the data set. After applying the semantic grouping, we grouped them into 19 typical

symptoms. Table  5.2 shows the typical symptoms and the grouped symptom expression

along with their document frequency (DF - the number of clinical notes that have these

symptom expressions). The symptom extraction results show that ‘nausea’, ‘vomit’, and

‘fatigue’ are typical symptoms reported in more than 700 clinical notes within one year after

the chemotherapy. The least reported symptom within the same timeframe was ‘memory

loss’.

Figure 5.6. Symptom Graph Built Using Our Data Set

Based on the extracted symptoms and their co-occurrences within the clinical report and

the frequency of the co-occurrences, we constructed the symptom graph G, shown as Figure

 5.6 . The weights on the edges represent the frequency of the co-occurrences in the clinical
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Table 5.2. Extracted Symptoms from Clinical Notes
Symptoms DF Symptom Expressions
abdominal
discomfort

86 abdominal discomfort, abdominal, abdominal cramping,
abdominal tenderness, abdominal symptom, abdominal fullness,
abdominal cramp

abdominal
bloating

39 abdominal bloating, bloating, bloating symptom

insomnia 88 insomnia, sleeplessness
vomit 751 vomit, persistent vomit, intractable vomit
shake 35 shake, shake chill
anxious 90 anxious, nervousness, nervous, panic attack, anxious behavior
weakness 349 weakness, weak, generalize weakness, feel weakness,

general weakness, muscle weakness, generalize muscle weakness
memory loss 15 memory loss, memory problem, forgetful, forgetfulness
poor appetite 29 poor appetite, diminish appetite, reduce appetite
fatigue 731 fatigue, burning, lethargic, lethargy, tiredness, exhaust, exhaustion,

combat fatigue, extreme fatigue, general fatigue, generalize fatigue,
tire

alcohol abuse 32 alcohol abuse, acute alcoholic intoxication, alcoholism, etoh abuse
tobacco abuse 52 tobacco abuse, abuse, marijuana abuse, substance abuse, drug

abuse, medication abuse
constipation 265 constipation, chronic constipation
depression 320 depression, major depressive disorder, depression and anxiety,

anxiety and depression, chronic depression, depressive disorder,
depression symptom, minimal depression, depressive symptom,
depress mood, mental depression, reactive depression, single
episode of major depressive disorder, depressed mixed anxiety
and depressive disorder

numbness 198 numbness, leg numbness, numbness in finger, hand numbness,
numbness in foot, numbness of finger, low extremity numbness,
numbness in toe, numbness in leg, numbness of hand, numbness
of toe

tingle 112 tingle, have tingle sensation, tingle in finger, tingle finger
cramp 74 cramp, crampy, cramp sensation quality, muscle cramp, acute pain,

leg cramp
diarrhea 26 diarrhea, vomit diarrhoea, diarrhea and vomiting, severe diarrhea
nausea 1121 nausea, nausea vomiting, chronic nausea, nausea and vomiting,

postoperative nausea, symptom nausea
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Figure 5.7. t-SNE Visualization of Symptom Distribution

notes. In this research, we set the θ introduced in  5.3.4 to be 5, which means we only included

the edges with a weight of 5 or more. The symptom graph shows that some symptoms

often co-occur together. For example, ‘nausea’ and ‘vomit’ co-occur 680 times, ‘nausea’ and

‘depression’ co-occur 109 times, etc. This symptom graph provides direct visualization of the

co-occurrences of the symptoms.

5.5.3 Symptom Graph Clustering Results

To generate the symptom clusters, we first applied the weighted Node2Vec algorithm de-

scribed in Section  2.3.1 to the graph to generate symptom embeddings. The hyperparameters

of the weighted Node2Vec are optimized (shown in Table  5.3 ). In this research, we set the

size of the embeddings to 512.

After the symptom embeddings are generated, we applied t-Distributed Stochastic Neigh-

bor Embedding (t-SNE) [  80 ] - an unsupervised, non-linear technique for high dimensional

data visualizing, to visualize the symptom distribution. Figure  5.7 shows the t-SNE imaging

on the two-dimensional space. From the visualization, it can be noted that some symptoms

are closer to each other than others. For example, ‘tobacco abuse’ and ‘alcohol abuse’ are
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Table 5.3. Hyperparameters of Weighted Node2Vec
Parameter Value
Maximum length of a random walk 100
Number of random walks per root
node

10

Probability of returning to source
node (1/p)

2

Probability for moving away from
source node (1/q)

0.5

Random seed 42
Size of embedding 512
Size of window 5
Number of epochs 11000

more closely located than the other symptoms, whereas ‘memory loss’ is relatively far from

the rest of the symptoms.

We calculated the Dunn Index value of all different clustering algorithms with different

k values. As shown in Figure  5.8 , HC gains the highest DI than the rest of the methods.

To further investigate, we applied different HC methods (Figure  5.9 ) based on the distance

calculation and found that ‘ward’ is better than ‘single’, ‘average’ and ‘weighted’ distance

calculations. Hence, we determined the optimum number of symptom clusters is 9. The 9

clusters are found from the intersection of the dendrogram of the Ward HC method and

linkage threshold line at 0.85 shown in Figure  5.10 .

Figure  5.11 shows the clustered symptom graph with symptoms within the same cluster

colored the same. The t-SNE visualization also reflects these cluster distributions. There

are four clusters with only one symptom in each: ‘memory loss’, ‘shake’, ‘diarrhea’, and

‘poor appetite’. Based on the t-SNE visualization, these single symptom clusters are not

close to each other and are far from other symptoms, which infers that these symptoms have

less correlation with other symptoms based on our data set. These single symptoms reflect

either individual gastrointestinal problems or mental issues. There are two big clusters with

four symptoms in each. One of them has ‘anxious’, ‘insomnia’, ‘weakness’, and ‘depression’

that are mainly mood problems after the cancer patients start the chemotherapy [ 81 ]–[ 83 ].
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Figure 5.8. Dunn Index of Different Clustering Models

Figure 5.9. Dunn Index of Different HC Methods
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Figure 5.10. Dendrogram of HC Ward Linkage Method with Threshold at
0.85 Indicated by Dashed Vertical Line

Figure 5.11. Symptom Clustering Result
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The other big cluster includes ‘nausea’, ‘fatigue’, ‘vomit’, and ‘constipation’ which are the

typical gastrointestinal distress and physical function symptoms after the colorectal cancer

patient receives the chemotherapy [  84 ], [  85 ]. Three clusters include two or three symptoms.

‘Tobacco abuse’ and ‘Alcohol abuse’ are in the same cluster and found to be associated with

other symptom expressions, such as significantly higher pain [ 86 ]. The research also showed

that alcohol abuse is highly prevalent in patients with advanced cancer, and a subgroup of

cancer patients are more likely to have a history of chemotherapy or are actively smoking

[ 86 ]. ‘Tingling’ and ‘Numbness’ are two symptoms linked to the neuropathic side effects

commonly reported in patients receiving chemotherapy [ 87 ]. Based on the literature [  88 ],

tingling or numbness in the fingers and hands and/or toes and feet were the frequently

reported peripheral neuropathy symptoms. ‘Abdominal discomfort,’ ‘Abdominal bloating,’

and ‘cramp’ are grouped in one cluster. These are gastrointestinal symptoms often shown in

colorectal cancer patients [  89 ].

5.5.4 Statistical Analysis and Evaluation of the Symptom Clusters

To further evaluate the symptom clusters discovered in our data set, we applied statistical

analysis to the symptoms in each one of the clusters to identify the associated clinical

parameters. Table  5.4 shows the number of patients with at least one symptom in each

symptom cluster along with the mean and standard deviation of age, gender distribution,

diabetes patient percentage, and patients in each cancer stage. The colored circles in Table

 5.4 match the symptom nodes in Figure  5.11 . The t-test was used to determine the patient

age differences between patients of any two symptoms clusters. Pearson’s chi-squared test

was used to determine whether there was a statistically significant difference between the two

clusters regarding gender, diabetes status, and cancer stage. The patients in both compared

clusters are excluded when calculating the t-test and Pearson’s chi-squared test. It means

there is no overlap between compared two clusters.

The median age of patients in cluster C0 is 57.48. The t-test analysis shows that the

patients who have symptoms of ‘tobacco abuse’ or ‘alcohol abuse’ are statistically younger than

those having symptoms in either C1 (p=0.04) or C3 (p=0.03). Patients with either ‘tobacco
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abuse’ or ‘alcohol abuse’ are younger than patients who have ‘depression’ or ‘poor appetite’.

The literature also demonstrates patients with advanced cancer who have alcoholism, tobacco,

or illegal abuse are relatively younger [  86 ], which is consistent with our findings. The t-test

results also show that patients in cluster C1 are statistically older (mean aged 63.57) than

those in C6 (p<0.01). Research indicates loss of appetite is especially serious in elderly

patients who are critically ill, such as cancer patients [  90 ], taste and smell changes occur

with advancing age, which can lead to poor appetite [  91 ]. Table  5.4 shows that relatively

more patients with diabetes experience symptoms in C5, C7, and C8. The chi-squared test

results show that more patients with diabetes experienced symptoms ‘numbness’ or ‘tingling’

in fingers, hands, or lower extremities than symptoms in C1 (p<0.02), C4 (p<0.03), and

C6 (p<0.01). Although our study data set includes 996 CRC patients, it extends similar

results found in the recent research [  92 ], [ 93 ], specifically, that CRC patients with diabetes

experienced milder to severe neuropathic symptoms, such as tingling or numbness in fingers

or hands. From the cancer stage prospect, the percentage of patients in cancer stage III is

high in clusters C5, C7, and C8. The statistical analysis results show that, the number of

patients in later cancer stage in C5 is significant than those in C0 (p<0.01), C1 (p<0.01), C2

(p<0.01), C3 (p<0.01), C4 (p<0.01) and C6 (p<0.01), which means later cancer stage patients

experience neuropathic symptoms. A recent study on Korean cancer patients shows that

stage IV cancer and a history of chemotherapy were identified as predictors of neuropathic

cancer pain [  94 ]; this is similar to our finding. However, our data set only included up to

stage III cancers. The patients who experience ‘memory loss’ had mostly in stage III cancer;

the statistical analysis shows that more stage III patients experience ‘memory loss’ than

symptoms in C0 (p<0.01), C1 (p<0.01), C2 (p<0.01), C3 (p<0.01), C4 (p<0.01) and C6

(p<0.01) after the chemotherapy. Although we have not identified associated literature for

this finding based on our data set, it could be a valuable research hypothesis for further

exploration from the clinical side.
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Table 5.4. Statistics of the Patients with Symptoms of Each Cluster
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5.6 Discussion

This innovative research developed an NLP+AI system first to identify symptom expres-

sions from the EHR clinical notes. We then developed a graph network-based clustering

approach to identify the symptom clusters based on symptom co-occurrences in each clinical

note. This system is relatively easy to implement, and the graph visualization can assist

clinicians in identifying symptom co-occurrences using clinical data. Compared to other

research in symptom cluster generation, our study demonstrates how to generate symptom

graphs based on the narrative text of the clinical notes in the EHR to identify the symptom

clusters. Although this research analyzed and evaluated the SymptomGraph using a data set

of colorectal cancer patients, the system can be applied to other patient cohorts to discover

the symptom clusters experienced by patients before or after treatments. The symptom

cluster findings can assist clinicians in discovering hidden symptom clusters, and developing

and validating clinical hypotheses. Based on the symptom clusters and their associations

with the clinical parameters, personalized treatments or symptom management strategies can

be investigated by clinicians. The statistical analysis of the symptom clusters shows that the

clinical parameters, such as comorbidities like diabetes, age, or cancer stage, can be used as

predictors of symptom clusters after a treatment like chemotherapy. Our statistical analysis

results in the colorectal cancer patients show that the SymptomGraph can identify similar

findings to previous clinical research in the literature as well as new symptom clusters which

need further clinical validation and investigation.

There are a few limitations to this research. Although word sense disambiguation (WSD)

is enabled in UMLS MetaMap, due to the accuracy of the WSD of UMLS MetaMap, there

could be some symptom expressions in the clinical notes that were left out. Also, signs and

symptoms written with typos cannot be identified. The uncommon signs and symptoms that

manifest in less than five clinical notes were not included due to the fact that this research

is centered on the overall performance of the SymptomGraph on discovering the ordinary

symptom clusters.
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5.7 Summary

EHR clinical report is the main instrument for a clinician to document patient symptoms

before and after treatment. Extracting and analyzing the documented symptoms of chronic

or acute diseases is essential for improving patient care and developing personalized clinical

decision systems. We developed a system for symptom cluster identification using both

NLP and AI techniques. The system includes NLP components for symptom expression

extraction, semantic grouping, and AI components to identify symptom clusters based on

graph learning and clustering. The patients with the symptoms in a cluster can be further

analyzed with other clinical parameters, such as ethnicity, comorbidities, medication, etc. We

intend to construct a large graph containing symptoms, genotypes, and phenotypes in order

to determine their correlations. We believe that it is possible to use this model to identify

clusters of symptoms for other chronic diseases like Covid-19.
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6. NODE CLASSIFICATION ON DYNAMIC GRAPHS

While many recent efforts in dynamic graph representation learning take snapshots of the

graph into account, they often do so in isolation, missing out on the benefits that temporal

information may provide. Techniques are created to address the issue by utilizing recurrent

neural network-based solutions; nevertheless, these systems still face challenges due to the

traditional limits of vanishing or exploding gradient difficulties and convoluted training

methods. A unique graph neural architecture, G2B, is introduced to compute the node

representations using attention weights aggregated over the neighborhood, allowing us to

overcome these challenges. Based on the dynamic edges and node feature information, our

technique imposes attention weights at various time steps to categorize nodes in a supervised

manner. Based on results from an evaluation utilizing two reference datasets, the suggested

G2B model is superior to seven state-of-the-art baseline models for node categorization in

real-time networks. Furthermore, the trained model’s attention weights may be used to better

capitalize on connections between nodes in the network.

6.1 Objective

The main contributions of this research include: (1) Introducing a new model - G2B

for dynamic node classification; (2) Comparing G2B against seven different state-of-the-art

models to show the superior of our model performance; and (3) Interpreting the dynamic

edge importance using attention weights of GAT.

6.2 Methodology

6.2.1 Problem Statement

Let D = (G1, G2, G3, ........., GT ) be a dynamic graph consisting of successions of snapshots.

Here, Gt = (Vt, At, Ft, Lt) indicates the snapshot at timestamp t whereas, Vt, At, Ft, and

Lt are set of vertices, adjacency matrix, feature matrix, and class label matrix respectively

at time t. The vertices and edges are dynamic in the sense that they can either be present

or absent at different timestamps. If there are attributes associated with each vertex, Ft
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serves as the extra information besides the structure, which can be very significant in many

applications. In the absence of such information, the feature matrix can be replaced with an

identity matrix. We consider the problem as a supervised training of the dynamic snapshots.

Given the training set class label Ltrain
T , the objective is to properly classify the test class

label Ltest
T at time t.

6.2.2 G2B Architecture and Edge Importance Interpretation

After receiving the graph structure as input from a GraphSAGE Layer, including the

node characteristics of each timestamp, G2B sends the output into a GAT layer. After all of

the information corresponding to the timestamps have been fed into a BiLSTM layer, the

node embeddings of all the timestamps are then given into the layer sequentially. The final

updated node embeddings utilized for node classification may be found in this BiLSTM layer,

which supplies those embeddings. The pipeline of G2B is shown in Figure  6.1 .

G2B involves a two-layer GraphSAGE for each time stamp. In the first layer, information

is collected about the nearest neighbors of each vertex, while in the second layer, information

is used that also takes into account the neighbors from the next layer.

GraphSAGE is an isotropic representation learning technique where each neighbor con-

tributes equally towards determining the update operation. G2B uses “mean” aggregation

method in which it takes the average of the considering nodes. One purpose of using Graph-

SAGE is that it can handle large graphs efficiently. Although stacking multiple layers of

GraphSAGE involves more computational cost, the two-layer GraphSAGE balances the

trade-offs between speed and performance.

For the target node q with immediate neighborhood Nq, the Aggregated node representa-

tion aq is defined as

aq = Faggregate(
hp

p
, p ∈ Nq) (6.1)

The updated node embedding representation of node q at ith iteration,

hq
i = Fupdate(aq, hq

i−1) (6.2)
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Figure 6.1. System Framework of G2B

Faggregate and Fupdate functions of Equation  6.1 and  6.2 are placeholder for any differentiable

functions. After applying the final layer convolution operation of GraphSAGE to these

neighbors, an attention mechanism is performed to the output by applying a GAT layer. The

GAT layer substitutes the basic aggregation function of the GCN [  2 ] layer and assign different

importance to each edge through the attention coefficients calculated by Equation  6.3 .

epq = c
(
W

−→
h p, W

−→
h q

)
(6.3)

where W is the weight matrix and c is the attentional mechanism such that c = RNXRN → R
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The aggregated information from the GraphSAGE layer is passed into a GAT layer, which

assigns larger weights to the significant edges via attention coefficients, resulting in more

accurate classification of nodes. After conducting GraphSAGE and GAT convolutions on all

timestamps, the resultant node embeddings are passed to a BiLSTM layer that captures the

long-term relationships between time steps of time series or ordered data. G2B exploits the

superior performance of the BiLSTM mechanism and improves the model’s performance on

sequence classification challenges.

The graph attention layer has been used to determine the contribution of different edges

at different timestamps. GAT applies the attention mechanism as a replacement for the

statistically normalized convolution operation. The equation to get the vertex embedding

h
(l+1)
i of layer (l + 1) from the embeddings of layer l. The embeddings from neighbors are

merged and multiplied by the attention scores as Equation  6.4 .

h
(l+1)
i = σ

 ∑
j∈N (i)

α
(l)
ij z

(l)
j

 (6.4)

Where αij is the attention coefficient between node i and j. N(i) represents all the

neighbors of node i and σ is the activation function. zi is the product of the learnable weight

matrix W and lower layer embedding h as z
(l)
i = W (l)h

(l)
i .

The attention weight α for each edge indicates the importance of that edge. After the

model is trained, the edges are ranked according to the attention weights representing the

impact. Then we chose a threshold θ for each timestamp to select top-ranked edges for edge

importance interpretation. Through this process, the most important edges are determined

when they are ranked high consistently throughout the timestamps. This mechanism can

also be used to observe the changes in edge importance over time.

6.3 Experimental Results

6.3.1 Datasets and Baselines

We conducted experiments using two benchmark datasets: DBLP3 and DBLP5, as shown

in Table  6.1 . Both datasets are collected from the computer science bibliography website
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DBLP [  7 ] consisting of a collection of papers from conferences and journals in different

domains. Each author is a node in the graph, and co-authorships indicate the edges between

nodes. We created two versions of DBLP3 and DBLP5 by splitting the datasets into training,

validation, and test sets with ratios 70%, 20%, 10%, and 50%, 20%, and 30%, respectively.

To evaluate the performances, we chose the standard metrics: Area under the ROC curve

(AUC), Accuracy (ACC), and F1. The code of the baseline methods and datasets are publicly

available 

1
 .

Table 6.1. Summary of Datasets
Dataset Nodes Edges Time Steps Features Classes
DBLP3 4257 23540 10 100 3
DBLP5 6606 42815 10 100 5

6.3.2 Performance Results

Hyper-Parameter Setting: The baseline parameters are implemented using parameters

listed in paper [  7 ]. For our G2B model, the Adam optimizer with a learning rate of 0.025

was used. The dropout rate was set to be 0.5. G2B uses two dropout layers in total, one

between each of the hidden layers. Training epochs are set to be 30.

From the result, it can be observed that G2B shows better Accuracy, AUC, and F1 scores

than most of the baseline models, shown in Table- 6.2 . For both datasets, when 50% of data is

used for training, our model performs better than all baselines. G2B overcomes the limitation

of the GC-LSTM model using the BiLSTM layer instead. The performance of GraphSAGE

is consistent and competitive compared to GAT and GCN, which demonstrates that using

the GraphSAGE layer as the first layer in G2B is a better option.

6.3.3 Model Analysis

We disabled different components of our model to observe the changes in performance.

GraphSAGE-GAT is the model with the BiLSTM layer disabled. In this case, we con-

catenated all the snapshots together into one single timestamp and applied GraphSAGE

followed by GAT on the merged graph. GraphSAGE-BiLSTM is the model without the
1

 ↑  https://github.com/InterpretableClustering/InterpretableClustering  
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Table 6.2. Performance Comparison Against the Baselines
DBLP3(70%) DBLP3(50%) DBLP5(70%) DBLP5(50%)
ACC AUC F1 ACC AUC F1 ACC AUC F1 ACC AUC F1

GCN[ 2 ] 74.3 55.2 63.6 70.1 54.4 65.0 57.1 49.9 47.1 54.3 51.7 45.1
GAT[ 3 ] 67.3 53.8 54.3 73.5 54.7 64.3 62.8 50.7 51.4 63.8 52.8 52.4

GraphSAGE[ 4 ] 71.9 54.1 60.5 72.9 52.2 64.1 64.6 56.8 57.0 61.7 53.3 52.8
GC-LSTM[ 5 ] 74.4 51.3 64.2 70.5 51.7 62.2 60.5 50.8 47.6 65.6 47.7 54.0

EGCN[ 6 ] 51.2 53.2 49.9 50.8 50.9 47.5 39.8 47.8 35.0 38.4 50.6 32.9
RNNGCN[ 7 ] 70.1 46.2 58.1 71.1 52.4 65.4 57.9 49.3 51.0 62.5 49.2 53.5

TRNNGCN[ 7 ] 71.6 53.5 59.9 59.5 51.6 52.0 56.1 47.5 48.4 53.6 48.5 46.6
G2B (Our Model) 81.0 50.6 73.1 80.3 54.9 68.6 71.5 53.2 59.7 68.7 55.0 55.2

GAT layer. GAT-BiLSTM is the model without the GraphSAGE layer. All models have

been executed 30 times. The mean values of the performance metrics were calculated for

comparison. The F1, ACC, and AUC comparisons of the models are shown in Figure  6.2 ,  6.3 ,

and  6.4 respectively. We observed that G2B performs better than the others. It demonstrates

the importance of all components in our model. On the DBLP3 dataset, GraphSAGE-GAT

works better than the other two. Whereas on the DBLP5 dataset, the models with a BiLSTM

component work better.

Figure 6.2. F1 of the Model Analysis
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Figure 6.3. ACC of the Model Analysis

Figure 6.4. AUC the Model Analysis

6.3.4 Dynamic Edge Interpretation

Our G2B model has the ability to determine the significance of edges over many time

periods. After the characteristics of all the timestamps had been processed by the BiLSTM

layer, we ranked the edges according to the relative attention weights that they had at

each timestamp. We took subgraphs with highly ranked edges at each timestamp from the

DBLP5(50%) dataset to demonstrate the edge importance interpretation.
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Figure 6.5. Edge Importance Interpretation

In Figure  6.5 , we set the threshold as 0.2 for each timestamp and mark the important

edges with the solid lines. The dashed lines represent edges with relatively less importance

with lower attention coefficients. In these dynamic subgraphs, edges (499, 500), (499, 501),

and (500, 501) are included in the subgraphs corresponding to the timestamps. However, the

edge (499, 500) and (499, 501) are consistently significant throughout all three timestamps

as attention coefficients are always greater than the threshold. This analysis implies that

author 499 consistently co-author papers with authors 500 and 501 over time.

6.4 Summary

The G2B model was created in this study to facilitate the classification of dynamic network

nodes. As can be seen from the comparison to the baselines, the G2B model outperforms

the baselines, especially when less data is used during training. In addition, G2B has the

intelligence to understand the contribution of the edges at various stages.
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7. CONCLUSION

In recent years, the use of graph neural networks to analyze graph data has made significant

progress. This thesis investigated the potential real-world applications of Graph Neural

Networks. We begin with a discussion of prevalent GNN architectures used in the industry.

We attempt to explain the strategy for graph analysis using a simple network. Then We

delve into two broad areas of node clustering and classification.

The contributions of this research include: (1) we perform symptom clustering in the

clinical domain using a variety of clustering methods, compare them, and select the most

effective method based on valid reasons; (2) we conduct statistical analysis to explain the

demographics of our study cohort using the symptom clusters; (3) we analyze dynamic graphs

where we describe our model to deal with the network’s temporal behavior to solve the

problem of node classification.

The future work includes: (1) we intend to analyze symptom graphs from the dynamic

graph perspective. Symptoms extracted from new EHR clinical notes at various times will

introduce temporal behavior to the symptom graph; (2) we want to examine the emergence

and alleviation of various symptoms and their importance across different time periods by

the attention mechanism of G2B utilizing the time information associated with the conical

notes; (3) we wish to investigate further initializing the parameters with the values learnt

from previously trained models for rapid convergence while training the new symptom graph;

(4) we aim to apply G2B in clinical data to utilize time-variant attributes and properties

associated with the patient; (5) we plan to identify patients in a more vulnerable state

with the help of attention-based outputs from G2B so that they can take more preventive

steps depending on their condition and situation; (6) We hope to combine the strengths

of SymptomGraph and G2B to challenge the state-of-the-art models in the clinical domain

those deal with temporal graphs; (7) we would like to investigate GNN contributions in the

field of link prediction on graphs, which is widely used in recommendation systems; (8) we

are interested to apply these techniques to heterogeneous graphs with nodes of various types,

whereas our current work is limited to graphs of homogeneous type.
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Graph neural networks cover such a wide range of applications that they can be used to

anticipate outcomes in many fields, from medicine and agriculture to retail and transportation

to drug discovery and design. As our models perform better than many baseline models, we

hope they propose robust solutions to many critical modern problems. Given the pervasiveness

of graphs in contemporary data representation, all of these GNN applications appear highly

relevant and provide an insightful glimpse into the future.
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