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ABSTRACT

Some of the simplest molecules that are found in abundance in nature, like oxygen,

nitrogen, carbon dioxide and water can be playgrounds for complex quantum mechanical

phenomenon. Although we can calculate their static properties, like binding energies, equi-

librium geometries and ionization/decay rates with extraordinary precision, their dynamics

offer new avenues for exploration. Although analytical techniques have been successfully ap-

plied in studying single-particle and many-particle systems, few-particle systems like simple

molecules are still best understood through a combination of numerical calculations and ex-

perimental work [  1 ]. However, the small size of these molecules endows them with dynamics

that occur on timescales of a few picoseconds to a few attoseconds, making their experi-

mental study challenging. The overarching goal of this work is the study of such ultrafast

dynamics in excited state molecules/atoms, by developing and demonstrating novel optical

probes of quantum dynamics.

One way to probe ultrafast dynamics in molecules is by measuring their nonlinear optical

response. Such a measurement can potentially track the evolution of the symmetries of

excited molecules, shedding light on their transient dynamics. We start chapter 1 with a brief

discussion of the formalism behind nonlinear optical spectroscopy. Direct measurement of

ultrafast (and ultraweak) optical pulses is discussed as a useful probe of nonlinear processes.

After presenting preliminary results on direct electric field reconstruction, experimental work

on measuring emitted nonlinear electric fields from impulsively aligned molecules is discussed.

In such an experiment, however, contributions from both aligned and unaligned molecules are

present, and new experimental capabilities had to be developed to disentangle and measure

the ultraweak signal from aligned molecules. Following a detailed discussion of the developed

measurement capabilities, results from experiments done on aligned carbon dioxide and

nitrogen molecules are discussed.

Unlike solids, where electronic states can be excited with visible/UV light, binding en-

ergies in isolated atoms/molecules are on the order of electron-volts (eVs), and they need

vacuum-ultraviolet (VUV) extreme-ultraviolet (EUV) light to excite electronically. Poly-

atomic molecules, like ethylene, when excited to an electronic state with VUV light, often

13



relax back to the ground state by redistributing energy to their internal degrees of freedom

non-adiabatically. These relaxation pathways are important in many chemical and biologi-

cal systems, and control the yield of chemical reactions ranging from elementary reactions

involving few atoms to large biomolecules such as DNA and proteins. For instance, in the

photochemical reaction of the protein Rhodopsin, considered to be the primary event in

human vision. In chapter 2 we discuss progress made towards extending nonlinear response

measurements to study ultrafast dynamics in electronically excited molecules, using a high-

harmonic VUV source. Details about the design of the high-harmonic generation beamline,

and preliminary experimental data are presented. In chapter 3 we discuss preliminary the-

oretical work on the development of an EUV entangled-photon source, using two-photon

emission from the metastable 2s state in neutral Helium. Such a source, if demonstrated,

can possibly even extended to the zeptosecond regime in the future.

Following is a list of published manuscripts that have resulted from the research work

undertaken in pursuance of the requirements for this degree:

• Gao, X., Pandey, S., Kianinia, M., Ahn, J., Ju, P., Aharonovich, I., ... & Li, T.

(2021). Femtosecond laser writing of spin defects in hexagonal boron nitride. ACS

Photonics, 8(4), 994-1000.

• Wang, Y., Pandey, S., Greene, C. H., & Shivaram, N. (2022). Attosecond entan-

gled photons from two-photon decay of metastable atoms: A source for attosecond

experiments and beyond. Physical Review Research, 4(3), L032038.

• Walz, F., Pandey, S., Tan, L. Z., & Shivaram, N. (2022). Electric field measurement

of femtosecond time-resolved four-wave mixing signals in molecules. Optics Express,

30(20), 36065-36072.

• Pandey, S., Tan, L. Z., Walz, F., Makhija, V., & Shivaram, N. (2023). Ultrafast

Field-Resolved Nonlinear Optical Spectroscopy in the Molecular Frame. arXiv preprint

arXiv:2311.18230.

• Pandey, S., Walz, F., & Shivaram, N. (2023). Electric Field-Resolved Nonlinear Op-

tical Spectroscopy in Molecules with Lock-in Enabled Phase Tracking. In Preparation.
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1. ULTRAFAST TEMPORAL PHASE-RESOLVED

NONLINEAR OPTICAL SPECTROSCOPY IN THE

MOLECULAR FRAME

1.1 Introduction

Ultrafast dynamics in molecules occur on time scales ranging from attoseconds to pi-

coseconds. These dynamics are routinely studied using photoionization based spectroscopies,

ultrafast electron diffraction, and all-optical spectroscopies [  2 ]–[ 5 ]. Due to the multidimen-

sional nature of the problem, the study of ultrafast dynamics in molecules typically requires

a number of complimentary measurements to disentangle the dynamics for any given system.

An all-optical experimental observable that is sensitive to electronic symmetry could offer

important insight into ultrafast electron and electron-nuclear dynamics. Ultrafast optical

measurements, including transient absorption spectroscopy, rely on the nonlinear optical re-

sponse of the target molecule. A measurement that probes higher-order nonlinear response of

molecules can provide detailed information on the symmetry of the involved electronic states.

Further, in an all-optical measurement, completely resolving the emitted electric field (E-

field) provides direct access to the induced polarization which is intricately related to the

ultrafast evolution of the system being studied. Combining ultrafast field-resolved spec-

troscopy with nonlinear optical response measurements will thus enable tracking of transient

electronic symmetries in excited molecules. Recently, field-resolved ultrafast measurements

using attosecond streaking [  6 ]–[ 8 ], direct field sampling [ 9 ]–[ 17 ] and spectral interferometry

[ 18 ] have emerged as sensitive methods to probe ultrafast dynamics. Applying field-resolved

nonlinear optical spectroscopy to laser excited molecules is an important step towards real-

izing the full potential of nonlinear optical spectroscopy in probing ultrafast dynamics.

1.2 Theoretical Background

1.2.1 Nonlinear Optical Response

The state of a quantum mechanical system can be readily described in terms of its

density matrix. The diagonal elements of the density matrix contain the populations of the

15



various energy eigenstates, and the off-diagonal elements contain the coherences between

the corresponding levels. Let us assume that we have a quantum mechanical system, say

a molecule, represented by the density matrix ρ(t). In the interaction picture, its time-

dependence can be calculated using the relation

ρ̇I = −i[H ′
I , ρI ] (1.1)

where H ′
I is some perturbation Hamiltonian in the interaction picture. For the purposes

of this work, this perturbation will always be provided by the laser fields that interact with

the system, i.e., H ′ = µ · E. This equation has a formal Dyson series solution

ρI(t) = ρI(t0) +
∑
n=1

(−i)n
∫ t

t0
dtn

∫ tn

t0
dtn−1...

∫ t2

t0
dt1

[H ′
I(tn), [H ′

I(tn−1), ..., [H ′
I(t1), ρI(t0)]...]]

(1.2)

Denoting U0(t) = e−iH0t, we can convert back into the Schrodinger picture

ρ(t) = ρ(t0) +
∑
n=1

(−i)n
∫ t

t0
dtn

∫ tn

t0
dtn−1...

∫ t2

t0
dt1E(tn)E(tn−1)...E(t1)

U0(t, t0)[µI(tn), [µI(tn−1), ..., [µI(t1), ρI(t0)]...]]U †
0(t, t0)

(1.3)

We are interested in the induced polarization of the system, when perturbed by the

incident light fields. In the density matrix formulation, this is defined as the expectation

value of the dipole moment operator with the density matrix P = 〈µρ〉. We obtain the

following expression by suppressing the interaction subscript and ignoring the constant term

P (t) =
∑
n=1

(−i)n
∫ t

t0
dtn

∫ tn

t0
dtn−1...

∫ t2

t0
dt1E(tn)E(tn−1)...E(t1)

〈U0(t, t0)µ(t)[µ(tn), [µ(tn−1), ..., [µ(t1), ρ(t0)]...]]U †
0(t, t0)〉

(1.4)
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If we let t0 → −∞ , then U †
0(t, t0)|Ψ〉 = |ΨI〉, and the expectation value is to be taken

in the interaction picture. We can now decompose the induced polarization as P (t) =∑
n=1 P

(n), and using a different set of time variables

τ1 = t2 − t1 , τ2 = t3 − t2 . . . τn = t− tn (1.5)

we obtain the nth order induced polarization (for t1 = 0)

P (n) = (−i)n
∫ ∞

0
dτn ...

∫ ∞

0
dτ1 E(t− τn)...E(t− τn − τn−1...− τ1)

〈µ(τn + τn−1...+ τ1)[µ(τn−1...+ τ1), ..., [µ(0), ρ(−∞)]...]〉
(1.6)

This is nothing but the convolution of all fields with a response function

S(n)(τn, ..., τ1) = (−i)n〈µ(τn + τn−1...+ τ1)[µ(τn−1...+ τ1), ..., [µ(0), ρ(−∞)]...]〉 (1.7)

This response function, in the frequency domain is known as the nonlinear susceptibility,

and is a tensor. Taking the Fourier transform of the above equation gives

P (n)(ω) = α(n)(ω)E(ωn)E(ωn−1)...E(ω1) (1.8)

For instance, α(1)
ij is the usual polarizability matrix, while α(2)

ijk and α
(3)
ijkl are commonly

referred to as the hyerpolarizability and the second-hyperpolarizability. In the rest of this

thesis, we will denote the third-order response α(3)
ijkl using the symbol γ(2)

ijkl, which is a rank

4 tensor. For molecules, the (hyper-)polarizabilities are defined in some coordinate sys-

tem fixed with respect to the molecules’ symmetry axis. However, in an experiment, we

can usually only measure an effective nonlinear response, which is a function of a few of

these components. This is both due to experimental constraints, and because many of the

molecular-frame components either vanish or are identical. This nonlinear response, de-

noted χ(n), is a bulk quantity usually measured in some given lab frame. The lab-frame and

molecular-frame quantities are related by a symmetry transformation. Let’s consider the
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second-hyperpolarizability γ(2)
ijkl, which transforms like a tensor when the molecule is rotated

with respect to the polarization axis of the incoming probe beam, as

χ
(3)
k′j′i′h′ = ∂xk

∂xk′

∂xj

∂xj′

∂xi

∂xi′

∂xh

∂xh′
γ

(2)
kjih = A−1

kk′A−1
jj′ A

−1
ii′ A

−1
hh′γ

(2)
kjih (1.9)

where A is the 2D rotation matrix in the transverse plane

A =

cos(θ) − sin(θ)

sin(θ) cos(θ)

 (1.10)

In nonlinear optical spectroscopy, a set of laser beams are focused onto the target system,

which induces a transient polarization, as described by equation  1.8 . This induced polariza-

tion, which can be thought of as an oscillating charge distribution, then re-emits radiation

E(n) = iP (n) which forms the signal that forms the observable. The emitted signal thus has

a real component that is in phase with the incident radiation, and an imaginary component,

that is out of phase with it. Knowledge of the real and imaginary components of the emitted

signal are required to fully measure the response tensor, which can be complex-valued. Note

that when the direction of time is reversed in a nonlinear optical experiment, all involved

electric fields change sign. For an isotropic system, say a gas at room temperature, the

induced dipole should also change direction. When equation  1.8 is applied to isotropic sys-

tems, time reversal changes the sign of the left-hand side for all orders, but on the right-hand

side, only odd orders change sign. Thus, for an isotropic system all even-ordered nonlinear

response vanishes, and the third-order response is the first non-vanishing nonlinear response.

In symmetric top molecules, the two unique components of the (linear) polarizability

tensor, α‖ and α⊥, contain limited information compared to the multiple non-zero tensor

components of higher-order hyperpolarizability tensors. It is, therefore, conceivable that

measuring the third-order response can provide detailed information on the symmetry of

the involved electronic states. We can go one step further and calculate, for a few small

molecules, the lab frame third-order response using  1.9 . For N2 and CO2 molecules, the third-

order response as a function of the relative angle angle between the laser polarization and the

molecules’ symmetry-axis is shown in figure  1.1 . Details about the ab initio calculation of
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the second-hyperpolarizabilities are given in Appendix B. The alignment angle-dependence

of the third-order response shows remarkable similarity to the highest occupied molecular

orbital (HOMO) in both the molecules.

Figure 1.1. Magnitude of γ(2)
xxxx as a function of the relative angle between the

laser polarization and the molecules’ symmetry-axis, for CO2 and N2 molecules.
Their highest occupied molecular orbitals are also shown.

One of the most common experimental techniques to study third-order optical response

[ 19 ]–[ 22 ] is four-wave mixing (FWM). In FWM, three coherent electromagnetic fields excite a

third-order transient dipole in a sample, which then emits a fourth coherent electromagnetic

field. It is classified as degenerate four-wave mixing (DFWM) or non-degenerate four-wave

mixing (N-DFWM), depending on whether the excitation pulses have the same frequency or

not. The direction of propagation of the emitted radiation (signal) depends on the propa-

gation direction of the incident fields. If we make the paraxial approximation for the laser

fields, and set E(ωi) ∝ (ekir−ωit+e−kir+ωit), then equation  1.8 dictates that the induced dipole

emits radiation in a direction allowed by the following phase-matching condition

E(3) = iP (3) ∝ e(k1+k2+k3)r−(ω1+ω2+ω3)t + e(k1+k2−k3)r−(ω1+ω2−ω3)t + ... (1.11)

The different terms in the above expression not only result in emission in different spatial

directions, but also probe different electronic states. This becomes clear when these terms

are represented in terms of double-sided Feynman diagrams, the details of which can be
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found in any standard reference. We are only interested in the second term of the above

expansion. The emitted radiation corresponding to this phase-matching condition has the

same frequency (when ω2 = ω3) as one of the incident fields, ~E1, and travels in a direction

offset from ~k1 by ~∆k = ~k2 − ~k3. Two common FWM geometries are shown in figure  1.2 , (a)

one where ~k2 6= ~k3, and one where (b) ~k2 = ~k3.

Figure 1.2. Folded BOXCARS and planar geometries of degenerate four-
wave mixing (DFWM) are shown. Phase-matching dictates the direction of
the emitted four-wave mixing signal. Folded BOXCARS geometry has the
advantage that the emitted signal can be spatially separated from the incident
laser beams.

The third-order nonlinear optical response of a molecule has three dominant sources -

bound electronic, plasma, and rotational nonlinearity [  23 ]. Vibrational nonlinearities are

not observed in our experiments due to the limited bandwidth of typical femtosecond laser

pulses. Rotational nonlinearity, which arises from nuclear motion, is slower compared to the

(near-instantaneous) electronic nonlinearity, which arises from the distortion of the molecular

electron cloud by the intense laser field [ 24 ]. For low enough laser intensities, the plasma

nonlinearity can be ignored. When all the DFWM laser pulses have polarization along a fixed
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axis in the lab frame, say z, the emitted third-order signal (in folded BOXCARS geometry),

from a single molecule can be written as

Esignal,z(ω, θ) = iχ(3)
zzzz(ω, θ)E1,z(ω)E∗

2,z(ω)E3,z(ω) (1.12)

where θ is the relative angle between the laser polarization along ẑ and the molecules’

symmetry-axis, ω is the angular frequency, the subscripts 1, 2 and 3 correspond to the three

DFWM pulses which are assumed to be temporally overlapped with zero time delay. For

linear molecules, which will be the focus of this work, the lab frame third-order susceptibility

can be related to the molecular-frame second-hyperpolarizabilities as

χ(3)
zzzz(ω, θ) = γ(2)

zzzz(ω) cos4(θ) + 3
2γ

(2)
zzxx(ω) sin2(2θ) + γ(2)

xxxx(ω) sin4(θ) (1.13)

It is well known that molecules can be excited rotationally with intense non-resonant

laser pulses, leading to periodic rotational revivals on the time scale of tens of picoseconds

[ 25 ]–[ 28 ]. Electron dynamics, on the other hand, occur on femtosecond and attosecond time

scales after interaction with the excitation laser pulse. This separation of time scales allows

probing of femtosecond electronic response by first exciting a rotational wavepacket, and

then probing using DFWM. Once the DFWM input pulses are characterized, a measurement

of Esignal(t) from a rotational wavepacket can give direct access to molecular-frame second-

hyperpolarizability. This is essentially similar to measuring the lab-frame nonlinear response

in equation  1.13 for multiple θ to get the molecular-frame response tensor components.

1.2.2 Extraction of Molecular-Frame Response

Nonlinear spectroscopy of gas-phase molecules inevitably suffers from rotational averag-

ing. The emitted FWM signal, measured in the laboratory frame, is integrated over all the

different orientations of the molecules that interact with the FWM pulses. To be able to

measure nonlinear response in the molecule’s own frame of reference, we need to align all

the molecules in a particular orientation. In the Born-Oppenheimer approximation, linear

molecules are well represented as a quantum rigid rotor, with a slower rotational response
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due to the rotation of the entire molecule, and a faster electronic response due to dynamics

of the electronic states of the molecule [  23 ]. For instance, field-free alignment [ 25 ], [ 26 ], [ 29 ]

in CO2 molecule occurs after tens of picoseconds after laser excitation [  30 ]. But electronic

response due to non-resonant excitation lasts for only the duration of the probe pulse. This

separation of timescales makes it possible to first align the molecules impulsively, and then

measure the electronic response around a rotational revival.

A large body of work has been done in the field of impulsive alignment of gas-phase

molecules, and the characterization of their degree of alignment. Here, we first review the

theory of impulsive alignment for the special case of linear molecules, before discussing the

technique of Orientation Resolution through Rotational Coherence Spectroscopy (ORRCS)

to extract molecular-frame quantities directly from pump-probe time delay-dependent sig-

nals.

Figure 1.3. Qualitative description of multiphoton Raman excitation of the
ground state rotational manifold in a prototypical molecule.

When an intense non-resonant laser field is incident on a molecule, it can excite the

ground rotational states of the molecule through a Raman transition, as depicted in figure

 1.3 . For most simple molecules, the quantum rigid rotor, with an additional centrifugal term,
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accurately describes the rotational degrees of freedom accessible. The quantum rigid rotor

Hamiltonian is [  31 ]

Hrot = 1
2(Iaaω

2
a + Ibbω

2
b + Iccω

2
c ) = J2

a

2Iaa

+ J2
b

2Ibb

+ J2
c

2Icc

(1.14)

where a, b and c are the principal axes of the molecule. For linear molecules, like CO2 ,

Iaa = 0, Ibb = Icc = I, and the Hamiltonian simplifies to

Hrot = Ĵ2

2I (1.15)

with energy eigenvalues

Erot = ~2

2I J(J + 1) (1.16)

Since the operators Ĵ2 and ĴZ (Z is the lab-frame z-axis) commute with Hrot, the eigen-

states are the familiar scalar spherical harmonics

Ĵ2|J,M〉 = ~2J(J + 1)|J,M〉

ĴZ |J,M〉 = ~M |J,M〉
(1.17)

The treatment of a linear molecule is enough to illustrate how a coherent source of

radiation, like a laser pulse, can align molecules. The degree of alignment of a molecule is

often measured with the expectation value of cos2 θ, taken with respect to the rotational

wavefunction of the molecule. Here θ is the angle between the molecule’s symmetry axis and

the lab-frame z-axis. Suppose that an incident laser pulse excites a coherent superposition

of the rigid rotor states in the molecule given by

|Ψ〉 =
∑
J,M

aJM(t)|J,M〉 (1.18)

For simplicity we will ignore the two-photon dipole selection rules (∆J = 0,±2 and

∆M = 0), and assume that the first N rigid rotor states are excited with equal probability.
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Then the expansion coefficients aJM(t) = eiBJ(J+1)t/
√
N . The corresponding density matrix

is

ρ(t) =
∑

J,M,J ′,M ′
aJM(t)a∗

J ′M ′(t)|J,M〉〈J ′,M ′| (1.19)

The alignment parameter can be calculated as

Tr(ρ cos2 θ) = 1
N

∑
J,M,J ′,M ′

eiB(J(J+1)−J ′(J ′+1))t〈J ′,M ′| cos2 θ|J,M〉 (1.20)

On the other hand, if we had an ensemble of incoherently excited rotational states, the

corresponding density matrix would be

ρ(t) =
∑
J,M

pJ,M |J,M〉〈J,M | (1.21)

where pJ,M are the classical probabilities for the eigenstates to be populated. As is

evident, this density matrix corresponds to a mixed state. For simplicity, again assume that

the first N states are equally probable, giving pJ,M = 1/N . The alignment parameter can be

calculated as

Tr(ρ cos2 θ) = 1
N

∑
J,M

〈J,M | cos2 θ|J,M〉 (1.22)

Sample calculations, comparing the time-dependent degree of alignment 〈cos2 θ〉 in equa-

tion  1.20 and equation  1.22 are shown in figure  1.4 . For incoherent excitation, 〈cos2 θ〉 = 1/3,

which represents an isotropic angular distribution across all θ. But for a coherent excita-

tion the molecular alignment parameter suddenly increases during small windows of time,

known as rotational revivals. Near a rotational revival the rotational states add construc-

tively and cause the molecule to be strongly aligned in a particular direction (see figure  1.4 .

The summation in equation  1.22 is a subset of the summation in equation  1.20 . Indeed, it

is the off-diagonal elements of the matrix 〈J ′,M ′| cos2 θ|J,M〉 that lead to the phenomena

of impulsive alignment. These ’coherences’ are created only with coherent excitation (i.e.,

a fixed phase relationship exists between the various excited states), and have no classical

analog. Interactions due to the environment, such as collisions, can cause the various states

to dephase, and suppress impulsive alignment.
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Figure 1.4. The degree of alignment for a quantum rigid rotor is plotted
for the case of a coherent excitation (orange), and an incoherent excitation
(blue), when the first 10 states are excited with equal probability. Magnitude
of the wavefunction corresponding to density matrix Even in this simplified toy
model, only a coherent superposition of rotational states can lead to alignment.
Scaling of the x-axis to physical units of time depend on the moment of inertia
of the rigid rotor.

Figure  1.5 shows the transient birefringence experienced by a probe pulse (proportional

to 〈cos2 θ〉 [ 27 ], [ 28 ], [ 32 ]), in gas-phase CO2 and N2 , pumped by a strong near-infrared (NIR)

pulse. Note how at larger pump-probe time delays, the revival peaks in CO2 start to weaken

due to collisional dephasing. This is most noticeable at higher temperatures and densities.
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Figure 1.5. Transient birefringence induced by a strong NIR pump pulse,
probed by a weaker NIR pulse. The amount of induced birefringence is pro-
portional to the amount of probe light that passes through a crossed polarizer
placed after the interaction.

One can also directly solve for the eigenfunctions of the time-dependent Hamiltonian in

the presence of the intense laser field

H = Ĵ2

2I − ~µ · ~E(t)

~E(t) = ~E0 e−t/2τ2 cos(ωt)
(1.23)

and retrieve the rotational wavepacket launched by an incident laser pulse with known

pulse parameters. It has been shown that after exciting a rotational wavepacket in a molecule,

the time evolution of some experimental observables can be used to extract the molecular-

frame angle-dependence of the observables in question [ 33 ], [  34 ]. To see how this works

consider some observable S that depends on the molecule’s 3-dimensional (3D) orientation
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in the laboratory frame. Equivalently, we can express this quantity in the molecular frame, as

S(φ, θ, χ), with the Greek letters denoting the Euler angles of the incident laser polarization

vector in the molecule’s body-fixed axes (see [  33 ] for more details). We can expand this

function in any complete basis of SO(3). A favorable choice is the set of Wigner D-matrices:

Dj
mk(φ, θ, χ) = 〈jm|R(φ, θ, χ)|jk〉 (1.24)

where R(φ, θ, χ) is the 3D rotation matrix. A linearly polarized pump pulse excites a

cylindrically symmetric distribution of rotational states, rendering S independent of φ:

S(θ, χ) =
∑
jk
Cjk D

j
0k(φ, θ, χ) (1.25)

If S is measured in the laboratory frame, for a rotational wavepacket excited by a pre-

ceding alignment Pump pulse, its expectation value as a function of time delay is

〈S〉(t) =
∫
dΩ ρ(θ, χ, t)S(θ, χ)

=
∑
jk
Cjk

∫
dΩ ρ(θ, χ, t)Dj

0k(φ, θ, χ)

=
∑
jk
Cjk〈Dj

0k〉(t)

(1.26)

The determination of the angle-dependence of S reduces to finding the coefficients Cjk,

since the expectation values of the D-matrices can be calculated by first calculating the

rotational wavepacket, for a given set of experimental parameters. This technique has been

used to extract molecular alignment angle-dependent photoionization probabilities, from a

measurement of photoionization yields as a function of the aligning pump - ionizing probe

time delay [  35 ], [ 36 ]. The goal of the current work is to apply this technique to extract the

molecular-frame nonlinear electronic response from the measured lab-frame optical response.
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Figure 1.6. A DFWM measurement in the folded BOXCARS geometry,
where two of the excitation pulses are co-timed and co-polarized. The third
excitation pulse is time-delayed, with a relative polarization of either 45◦ or
54.7◦ (magic angle). The intensity of the emitted signal for 45◦ (dashed blue)
shows a slows rotational response, while for 54.7◦ (dashed red) the rotational
nonlinearity is suppressed, and only the electronic nonlinearity is observed (see
text). However, the temporal chirp of the emitted E-field (solid red/blue) is
higher than its nominal value only when the bound electronic nonlinearity is
non-zero, in both the cases. The chirp of the emitted signal E-field drops
back to its nominal value at later times once the rotational response becomes
dominant (solid blue).

1.3 Experimental Methods

1.3.1 Phase-resolved Nonlinear Spectroscopy

Nonlinear optical response of a material results from the coherent addition of multiple

excitation pathways [  37 ]. Multidimensional spectroscopy is often used to help disentangle

the dynamics resulting from different pathways [  38 ]. Additionally, signals from different

pathways can have different propagation direction, and can be further isolated spatially.

All such pulse-averaged measurements, however, integrate out the information contained
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in the temporal profile of the emitted signal E-field. It can be argued that time-resolved

insight into light-matter interactions can be gained equally well by temporal phase-resolved

measurements. In a nonlinear optical process, any emitted light contains an imprint of the

nonlinear interaction involved. For instance, in four-wave mixing (FWM), the emitted signal

is related to the induced third-order polarization in the medium and is determined by the

third-order nonlinear response tensor χ(3)
ijkl. A measurement of the amplitude and phase of

such emitted signal fields gives access to the maximum information that can be gained in an

all-optical measurement. It has been demonstrated that a measurement of the full E-field

of the emitted field in a degenerate four-wave mixing (DFWM) experiment can be used to

distinguish between contributions from electronic and nuclear degrees of freedom [ 18 ]. The

measured E-field consists of the amplitude E(t) and phase ϕ(t). The measured temporal

phase can be expanded as a polynomial in time t as

ϕ(t, T ) = a0(T ) + a1(T ) · t+ a2(T ) · t2 + a3(T ) · t3... (1.27)

where T is the time delay between the pulses that act as the pump/probe. The second-

order polynomial coefficient a2, which is generally the dominant nonlinear fit coefficient, is

called temporal chirp, and modulates as a function of T . Figure  1.6 illustrates the advantages

of measuring the full E-field of the emitted nonlinear signal. When the DFWM pump/probe

pulses have a relative polarization of 45◦, the measured signal intensity shows a broad rota-

tional response that lasts up to 500 fs. For linear molecules, however, ∆n‖ = −2∆n⊥ [ 39 ],

and the rotational response is exactly cancelled when the relative polarization between the

DFWM pump/probe pulses is θ = tan−1(
√

2) = 54.7◦ [ 40 ]–[ 44 ]. Note how the temporal

chirp (a2(T )) of the emitted E-field is higher than the chirp of the excitation pulses only

when the bound electronic nonlinearity is non-zero, but drops down to its nominal value at

later times once the rotational response becomes dominant. This is also corroborated with

theoretical simulations [ 18 ] of the bound electronic nonlinearity. Owing to its heightened

sensitivity to electronic nonlinearities, temporal phase-resolved E-field measurements will be

investigated further in the rest of this chapter, and applied to studying nonlinear electronic

response in aligned molecules.
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1.3.2 Lock-in Enabled Interferometry

The emitted nonlinear signal that travels in the phase-matched direction can be detected

using a square law detector, like a CCD/CMOS sensor, that only measures the intensity of

the incident light. Such a measurement does not contain any information about the phase of

the emitted radiation with respect to the incident fields. Techniques like optical Kerr effect

(OKE) spectroscopy [ 21 ], [ 45 ], [ 46 ] measure the pulse-averaged real and imaginary parts of

the signal using optical heterodyning (OHD) with a local oscillator (LO). In our experiments

we use spectral interferometry for the measurement of very weak (∼ pJ) femtosecond pulses

[ 47 ], [  48 ], using a known external reference for heterodyning. In this measurement, the signal

field is combined temporally and spatially onto a spectrometer with a known reference pulse

and the spectral interference fringes are recorded. If the two beams are mutually delayed by

a time τ the expression for the measured spectrum is

S(ω) = SR(ω) + SS(ω) +
√
SS(ω)SR(ω) cos(ϕSR(ω) + ω τ) (1.28)

The subscripts S and R stand for signal and reference, respectively. For convenience, the

slow oscillating terms in our expressions will be denoted as "DC", and the fast oscillating

terms as "AC". S(ω) is the spectral intensity, ω is the angular frequency, and ϕ(ω) is the

spectral phase. ϕSR is the difference between the spectral phases of the signal and reference.

To extract the signal phase ϕS(ω), we first Fourier transform S(ω) with respect to ω. The

first two terms on the right-hand side of equation  1.28 only have a DC component. The

last term contains the fringes between the two pulses and has fast oscillations, due to the

ωτ term in the argument of the cosine. The Fourier transform of S(ω) has a distinct non-

zero frequency peak corresponding to the fringe period. We filter and shift this peak to 0

Hz to remove the ωτ term, and then inverse Fourier transform the resulting spectrum [ 49 ]

from which we can extract ϕSR = ϕS(ω) − ϕR(ω). The reference pulse is intense enough

to be characterized (SR(ω), ϕR(ω)) separately using a Frequency Resolved Optical Gating

(FROG) device [  50 ]. Given the reference phase ϕR(ω) we can extract ϕS(ω).
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Figure 1.7. Schematic plot, inspired by experimental data, showing (a) the
total light intensity detected on the spectrometer as a function of the modu-
lation frequency and the Fourier transform variable (ω∗ canonical to angular
frequency ω). Incoherent background and other 1/f noise sources form the
low-frequency noise depicted near 0 Hz modulation frequency. The lineout
at 200 Hz represents the LI,AC terms of equation  1.31 . (a) Terms without
any interference fringes (ω∗ = 0) are shown for 0 Hz (blue) and 200 Hz (red)
modulation frequency. (b) Interference terms (ω∗ 6= 0) between the signal and
reference (red), and the background and reference (blue). (d) Schematic of
lock-in enabled imaging.

Most nonlinear optical measurements have some form of a coherent background that

co-propagates with the signal beam. With the addition of a coherent background, equation

 1.28 becomes more complicated,

S(ω) = SS(ω) + SR(ω) +
√
SS(ω)SR(ω) cos(ϕSR(ω) + ω τ)

+ SB(ω) +
√
SB(ω)SR(ω) cos(ϕBR(ω) + ω τ)

+
√
SS(ω)SB(ω) cos(ϕSB(ω))

(1.29)

where the subscript B is used to denote the coherent background. ϕBR and ϕSB are the

differences in spectral phase between background and reference, and signal and background,

respectively. Presence of the coherent background and the additional interference fringes

(additional terms in equation  1.29 ) it produces on the detector complicate the extraction of

the signal spectrum and phase. Although coherent background from the excitation pulses
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themselves can be spatially removed by using a non-collinear geometry, such separation is

not possible between ground- and excited-state signals, which usually obey the same phase-

matching.

One apparent solution to remove the coherent background is to use lock-in enabled de-

tection. The excitation beam(s) is (are) modulated using an optical chopper, such that the

signal of interest also modulates at the chopper frequency, and can be separated from any

background that does not modulate. However, any coherent background light falling on the

photodiode will interfere with the signal of interest, giving

Idiode(t) = |ES(t) + EB|2 = IS(t) + IB + ES(t) · EB cos(φ) (1.30)

The interference term here modulates at the chopper frequency (because ES is modu-

lated by the optical chopper), and will add to the detected lock-in amplitude. This is an

inescapable feature of intensity measurements in the presence of coherent background. This

heterodyning of the signal due to background light is usually ignored, since the background

is usually a constant. However, such interference can change the relative amplitudes of the

real and imaginary parts of signal intensity in a non-trivial manner. The novel aspect of

our interferometry implementation lies in the use of a home-built lock-in spectrometer that

can separate the various interference terms in the spectrum. When one of the excitation

laser beams is modulated at a given frequency (say 200 Hz) using an optical chopper, the

emitted nonlinear signal of interest also modulates at this frequency. All other light falling

on the spectrometer does not modulate at the chopper frequency. The terms in equation

 1.29 can now be separated into those that modulate (denoted LI,AC) and those that do

not (denoted LI,DC):

SLI,AC = SS(ω) +
√
SS(ω)SR(ω) cos(ϕSR(ω) + ω τ) +

√
SS(ω)SB(ω) cos(ϕSB(ω)) (1.31)

SLI,DC = SR(ω) + SB(ω) +
√
SB(ω)SR(ω) cos(ϕBR(ω) + ω τ) (1.32)

A lock-in imaging detection at the chopper frequency can separately measure SLI,AC .

The interference term of equation  1.30 is precisely the last term in the expression of SLI,AC .
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Since this term does not contain an ωτ in the argument of the cosine, it does not lead to

any detectable interference fringes and can be filtered out. The ideas discussed so far are

succinctly represented in figure  1.7 , which shows the 2D conjugate space of lock-in enabled

interferometry, with the lock-in frequency on one axis, and the frequency of spectral oscil-

lations on the other. The three labelled peaks in figure  1.7 (a) show the three interference

terms from equation  1.29 . Figure  1.7 (b) shows the typical improvement in SNR in a lock-in

measurement, compared against simply averaging. The separation of interference fringes

from different sources makes it advantageous to sample multiple points in the conjugate

space to access additional information. One application of this additional information -

passive stabilization of interference fringes - will be discussed later in this section. Analog

lock-in amplifiers require separate phase-locked loops (PLLs), mixers etc. to do simultaneous

lock-in measurements at multiple frequencies, and thus, generally only measure the signal of

interest. In a digital setting, however, multiple lock-in measurements can be done in parallel

to sample multiple points in the conjugate space of figure  1.7 .

Figure 1.8. (a) Interference fringes between the signal and reference (red),
and the background and reference (blue) are shown for two consecutive mea-
surements. Even though the fringes drift between the two measurements, they
are phase-locked relative to each other. (b) Without any drift correction, the
measured heterodyne signal phase drifts between each measurement and van-
ishes when averaged.
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Figure 1.9. (a) Phase-locked loop (PLL) showing the chopper trace acquired
by the DAQ, and the sinusoid derived from it, for subsequent phase-sensitive
lock-in detection. Note how the phase of chopper drifts over time, and the
PLL accounts for it. (b) Comparison between lock-in measurements, with and
without information about the phase of the signal relative to the chopper. (c)
Noise power spectrum of the CMOS camera, with and without balancing. The
noise floor of the balanced detection is 30% lower than that of the unbalanced
detection.

To implement lock-in enabled interferometry, an optical chopper is used to modulate

one or more of the excitation beams. The signal light is measured on a CMOS camera,

which is triggered at the laser repetition rate. Each camera frame is arranged in a time

series (see figure  1.7 (d)), where each laser trigger counts as a unit increment of time. Thus,

small drifts in the laser pulse arrival time become irrelevant and the modulation in the

signal intensity results only from the chopping, regardless of the pulse repetition rate. The

intensity of each pixel in the image time series is a 1-dimensional function of time. The

chopper trace is acquired in real time using a DAQ, and fed into a software phase-locked

loop (PLL). The chopper trace is a square wave, containing multiple harmonics. Inside the

PLL, the acquired trace is Fourier transformed, bandpass filtered around the fundamental,
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shifted to 0 Hz frequency, and inverse Fourier transformed to retrieve the phase of the

fundamental [ 51 ]. From this phase, a sinusoid/cosinusoid (see figure  1.9 ) is constructed that

are used to perform a lock-in analysis at the chopper frequency (dual-phase modulation

lock-in amplification) [  52 ]. A sinusoid/cosinusoid that is phase-locked with the laser trigger

is essential for an accurate detection of the phase of the detected signal with respect to

the chopper cycle. This phase contains crucial information about the sign of the signal, as

seen in figure  1.9 (b). As an aside, it must be noted that since the chopper modulation

follows a square wave, the signal modulates as ∼ 1 + cos(2πft); thus, a fraction of the signal

modulating at the chopper frequency also appears at 0 Hz. The noise rejection of lock-in

detection can be further improved by balancing the incident light before performing lock-in

analysis [ 53 ]. This can be done by splitting the probe beam using a polarizing beamsplitter,

and measuring the two beams separately, shot-to-shot, to subtract any common-mode noise.

The added noise suppression is evident from figure  1.9 (c), where the noise floor of the

balanced detection is 30% lower than that of the unbalanced one, at all frequencies. Similar

correlation-based enhancements have been used in other schemes as well [ 54 ].

Figure 1.10. The alignment Pump, Probe and Gate beams are focused into a
gas cell, and the emitted N-DFWM signal is spatially isolated after the interac-
tion. It is combined with the external reference in a lock-in detection enabled
spectrometer. The Reference is separately characterized using a FROG device
(not shown here).
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In contrast to single/double-channel lock-in spectrometers used with MHz repetition rate

lasers [  55 ], [  56 ], the kHz repetition rate of high-powered lasers typically used in nonlinear

optical experiments, like high-harmonic spectroscopy, makes real-time multi-channel digi-

tal lock-in analysis feasible. To demonstrate lock-in enabled interferometry, we describe a

non-degenerate four-wave mixing (N-DFWM) experiment in gas-phase molecules. In the

experiment, 60 fs near-infrared (NIR) pulses centered at 810 nm are split once and delayed.

One arm forms the alignment Pump beam, while the other is split again to create the N-

DFWM beams (see figure  1.10 ). The three N-DFWM beams are labelled Gate 1, Gate 2 and

Probe. A single Gate beam is frequency doubled using a beta barium borate (BBO) crystal

and delayed with respect to the probe beam. The Gate beam is then sent through a spatial

mask to derive the co-timed Gate 1 and Gate 2 beams. Further, a fraction of the Probe is

picked off and delayed, to form the external Reference beam. The time delay between the

alignment Pump and the Probe is denoted by T, while the time delay between the two Gates

and the Probe is denoted by τ . The polarization of the alignment Pump is set orthogonal

to the Probe using a half-wave plate (HWP). The polarization of the Gate pulses can be

rotated to measure different components of the nonlinear response tensor. All beams are

focused into a gas cell with room temperature Nitrogen gas at a pressure of 4 bar. The gas

cell is ∼ 90 mm long, with 1 mm thick UV fused silica (UVFS) windows. The time delay

between the alignment Pump and N-DFWM pulses (T) is scanned, while the time delay

between the Gate and Probe pulses (τ) is set to zero. In this folded BOXCARS configura-

tion [ 57 ], the emitted signal travels in a different direction compared to the other beams,

due to phase-matching. The Signal and Reference beams are coupled into the home-built

lock-in spectrometer. An optical chopper is placed in the path of the alignment Pump. The

experimental setup is shown in figure  1.10 .

Drifts in the optical path length between the Reference and the Signal arms of the

interferometer lead to fringe instability. Such drifts can be caused by temperature changes,

vibrations or air currents. We can model such drifts by adding an arbitrary phase offset φarb

to the argument of all the interference terms that contain ωτ . Although faster drifts (jitter)

are efficiently removed by lock-in amplification, slower drifts remain. For a lock-in sampling

rate fs, and number of acquired lock-in samples N , the spectral resolution is fs/N . For a 1
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Figure 1.11. Measured signal E-field (amplitude and phase) at three different
pump-probe time delays. (a) At negative time delay, the pulse is positively
chirped. (b) At pump-probe overlap, the intense pump pulse causes ionization,
leading to a negatively chirped signal pulse. (c) At τ = 4.26 ps, when the
molecule is anti-aligned, the chirp is lowered.

kHz repetition rate laser, the slowest drift that can be removed by lock-in amplification has

frequency:

• 1 Hz with 1 second of data acquisition

• 0.1 Hz with 10 seconds of data acquisition

Usually, such slower drifts are corrected by sending a ’tracer’ beam along the path of

the interferometer to track phase drifts between the interferometer arms in real time [  58 ]–

[ 61 ]. Interferometric stability between excitation pulses has been achieved by using lock-in
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detection, without introducing an additional tracer beam [  62 ], [  63 ]. However, this technique

is not applicable when one of the pulses acts as pump, while the other acts as probe. Lock-in

enabled spectral interferometry provides an alternative approach to removing phase drifts.

Since the signal and background travel along the same path, any environment-dependent

phase drifts will show up in both sets of fringes equally. This can be seen explicitly in figure

 1.8 (a). For each delay step, the acquired spectrometer image can be lock-in amplified at

both the chopper frequency and 0 Hz, and φarb can be removed by subtracting the phase of

the background fringes from that of the signal fringes, without needing active stabilization.

Without this phase tracking, the measured N-DFWM signal averages to zero (see figure

 1.8 (b)). On the other hand, setting the phase of each measurement to zero at the central

wavelength leads to a non-vanishing signal that contains no phase information. To accurately

measure the real and imaginary parts of the signal E-field, phase tracking is necessary. In

figure  1.11 , we show the measured signal E-field amplitude and phase, for three different

pump-probe time delays. For negative pump-probe time delays, the phase is positively

chirped, while around a rotational revival the chirp modulates [  30 ], [  64 ]. At zero time delay,

the negative dispersion caused by free electrons created by the pump leads to a negatively

chirped signal pulse [ 65 ].

Further, we can estimate the temporal resolution of our spectral interferometry scheme

as follows. Let the temporal sampling rate be Fs, and the number of acquired samples in

the spectrum be N . Then, the following relations hold

∆ν = Fs

N

∆τ = 1
Fs

(1.33)

Additionally, the spectral resolution in terms of the wavelength is

∆ν = ∆
 c
λ

 = c ∆λ
λ2

o

(1.34)
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where λo is the center frequency of the laser pulse. If the spectrometer covers the entire

bandwidth of the laser pulse (λBW ), then ∆λ = λBW/N . Then,

∆τ = 1
N∆ν = λ2

o

Nc ∆λ = λ2
o

c λBW

(1.35)

In our experiment, λo = 810 nm, and λBW ≈ 80 nm, giving ∆τ = 27 fs. This agrees with

the experimentally determined temporal resolution.

1.4 Results and Discussion

In our temporal phase-resolved alignment pump-DFWM experiment (see figure  1.12 ),

60 fs near-infrared (IR) pulses centered around 800 nm are first split and delayed. One

arm forms the alignment pump beam and the other is split again into three weaker DFWM

probe beams (folded BOXCARS geometry) using a mask. One of the DFWM probe beams is

further split to derive a reference pulse. The alignment pump excites a rotational wavepacket

which is then probed using the DFWM beams. All four pulses intersect inside a gas cell

containing the target gas at room temperature and a pressure of 4 bar, in a non-collinear

geometry. The intensity of the pump pulse was estimated from the fitting procedure to be 8

TW cm-2, while the average intensity of the probe pulses is estimated to be < 4 TW cm-2.

The crossing angles are small enough such that time-smearing is small in comparison to the

pulse duration. Time delay (T) between the alignment pump and probe pulses is varied

using an optical delay stage. The relative polarization of the pump and probe beams is set

to 0◦. The emitted nonlinear signal propagates along a separate direction, and is spatially

isolated from all other beams using a beam-stop. The emitted signal is passed through a

polarizer to remove any ellipticity and coupled into a home-built spectrometer, along with

the reference pulse, for spectral interferometry [ 47 ]. In our measurements, the DFWM signal

from aligned molecules is ∼ 1% of the signal from unaligned molecules. Since both of these

travel along the same phase-matched direction, it becomes essential to use lock-in enabled

detection, to separate the weak signal from the strong background.

For each pump-probe time delay (T), the measured E-field phase is fit to a 5th order

polynomial, as in equation  1.27 . The second-order polynomial coefficient a2 (also known
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Figure 1.12. Schematic of the experimental setup. The alignment Pump and
the time-delayed DFWM Probe beams are focused into a gas cell containing
the target gas at room temperature and a pressure of 4 bar. The emitted
nonlinear signal is spatially isolated, cleaned with a polarizer, and combined
with the external reference in a lock-in detection enabled spectrometer. The
Reference is separately characterized using a FROG device (not shown).

as chirp), which is the dominant nonlinear fit coefficient, is extracted as a function of the

pump-probe time delay (T ). Experiments that measure the absolute phase shift of a weak

probe passing through pumped media often measure the zeroth-order coefficient a0(T ) in this

expansion [  24 ], [  66 ]. Pump-probe studies in gases and solids have previously measured the

time delay-dependent frequency shifts [  64 ], [ 67 ], which corresponds to the linear coefficient

a1(T ). FWM experiments in liquids have also measured the full amplitude and phase of the

signal [  58 ], [  68 ]. Such a complete measurement of the emitted E-field phase gives access to

both the absolute phase shift and other higher-order terms, especially chirp [ 18 ], which is

used as the main observable in our study involving gas-phase molecules.
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Figure 1.13. Calculated 〈cos2(θ)〉 of the rotational wavepacket for CO2 and
N2 molecules. The calculation is done using experimentally determined param-
eters, and the rotational constants of the molecules available in the literature.

Previous studies have shown that by measuring the photoionization or high-harmonic

generation (HHG) yield from a molecular wavepacket as a function of alignment pump-

probe time delay, the yield can be retrieved as a function of the relative angle between

the pump pulse polarization and the symmetry-axis of the molecule [ 33 ], [  34 ], [  69 ]–[ 73 ].

This deconvolution method can improve angular resolution when working with molecular

ensembles having low degree of alignment, as in our experiment where 〈cos2(θ)〉 ∼ 0.35.

For obtaining the degree of alignment, we used the pulse parameters obtained from the fits

of the chirp, and the rotational temperature of the gas to simulate rotational revivals (see

figure  1.13 ). We perform such an analysis to retrieve the alignment angle-dependence of the

nonlinear signal E-field chirp from time delay-dependent measurements. We assume that the

chirp of the emitted nonlinear signal is a function of the molecular alignment angle θ. For
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Figure 1.14. (a) Temporal phase of the nonlinear signal E-field from pre-
aligned N2 molecules and (b) from pre-aligned CO2 molecules, as a function of
pulse time (t) and time delay (T). (c) A representative plot of E-field amplitude
and phase along with a polynomial fit of the phase. (d) For each pump-probe
time delay T, the measured E-field phase is fit with a polynomial in pulse time
t. The second-order fit coefficient (chirp) is plotted as a function of T for N2
and CO2. The error band represents standard error. The chirp of the input
probe pulses is 0.00017 fs−2.

linear molecules interacting with a one-color pulse, inversion symmetry implies θ ≡ π − θ, so

we can expand a2(θ) in Legendre polynomials as

a2(θ) =
∑

l

cl Pl(cos(θ)) (1.36)
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with l taking only even values. On taking the expectation value of this equation with

the pump-excited rotational wavepacket, the left-hand side becomes the experimentally mea-

sured chirp

a2(T ) =
∑

j
cj 〈Pj〉(T ) (1.37)

Figure 1.15. (a) Alignment angle-dependent molecular-frame nonlinear sig-
nal E-field chirp retrieved from the experimental data, for N2 and CO2. (b)
Theoretical calculations of the alignment angle-dependent E-field chirp for N2
and CO2. (c) alignment angle-dependent molecular-frame E-field amplitude
(pulse time-integrated). (d) same as (c) from theoretical calculations. High-
est occupied molecular orbitals (HOMO) for N2 and CO2 molecules, showing
their distinct σ and π bonding character, respectively, are shown in the bottom
panel for reference. While the molecular frame chirp does not directly corre-
spond to the shape of the HOMOs, the chirp is seen to be distinctly different
for the two molecules.

Using a suitable set of pulse parameters for the alignment pump, we simulate the time

evolution of the excited rotational wavepacket and calculate the expectation value of the

Legendre polynomials on the right-hand side of equation  1.37 which can then be inverted to
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find the expansion coefficients cj (see reference [  33 ], [ 70 ] for more details). The rotational

temperature of the gas is the same as its thermal temperature (295 K), and the pump pulse

duration is measured to be 60 fs using a commercial FROG device. In the fitting procedure,

the intensity of the pump pulse in the focal region was allowed to vary within reasonable

bounds, from 5 to 40 TW cm-2. To account for collisional dephasing of the excited rotational

wavepacket, we also include a single-exponential decay parameter in the fitting procedure

[ 74 ]. The measured signal E-field phase, as a function of pulse time (t) and pump-probe

time delay (T), is shown in figure  1.14 (a) for N2 molecules and in figure  1.14 (b) for CO2

molecules, as contour plots. Figure  1.14 (c) shows a representative plot of the pulse time (t)

dependent amplitude and phase of the nonlinear signal for a fixed time delay (T).

In the experiment, 25 independent measurements of the E-field amplitude and phase are

made for all time delays (T). For each time delay, the E-field phase is fit with a polynomial in

time (t), weighted by the normalized E-field intensity (|E(t)|2). Each measurement then gives

a T-dependent chirp (a2(T )), which is averaged over all measurements to get T-dependent

mean and standard error values for the chirp. This is then converted to angle-dependent

chirp, using the aforementioned fitting procedure. A similar procedure is used for the E-field

amplitude integrated over the pulse time (t). To estimate the uncertainty in the chirp we

use a Monte Carlo approach. Starting with the mean T-dependent chirp, we generate noisy

instances of the T-dependent chirp. The noise is assumed to be normally distributed, with a

standard deviation equal to the standard error of the experimentally measured mean chirp.

The fitting procedure is repeated for 1000 such noisy instances, from which the mean and

standard deviation of the angle-dependent chirp are calculated and plotted. Figure  1.16 

graphically shows this error analysis procedure.

Figure  1.14 (d) shows the extracted chirp as a function of T for both N2 and CO2

molecules. The alignment angle-dependent chirp in the molecular frame is retrieved by

using a fitting and inversion procedure that provides coefficients cj, as described above.

Figure  1.15 (a) shows the molecular-frame chirp of the nonlinear optical signal for N2 and

CO2 molecules. These experimental chirp plots show distinct angular dependence of the

chirp for the two molecules which have different ground state electronic symmetries. The
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Figure 1.16. Representation of the Monte Carlo uncertainty analysis: For
each delay step, the mean and standard error of the experimental data (chirp
or integrated amplitude) is used to generate random noisy instances of the T-
dependent data. These instances are fit individually, and the retrieved angle-
dependence from all these fits are used to generate the mean and uncertainty
of the angle-dependence.

corresponding highest occupied molecular orbital (HOMO) for the two molecules are shown

in the bottom panel of figure  1.15 .

To investigate the origin of the angle-dependent chirp, the nonlinear electronic response

of N2 and CO2 molecules was calculated using the DFWM pulse sequence used in the ex-

periment. From the calculated signal E-fields, the phase was fit similar to the experimental

data, to obtain the calculated molecular-frame angle-dependent chirp for a single molecule.

The details of the calculation are provided in Appendix A. The chirp of the calculated signal

field, as shown in figure  1.15 (b), shows good agreement with the experimentally determined

angle-dependent chirp (figure  1.15 (a)), with minor deviations in the maximal angle likely

arising from the coupled-cluster electronic structure methodology (see Appendix A). These

calculations support the interpretation that the angle-dependence of the signal chirp ob-

served in our experiment is electronic in origin and that propagation effects of the weak

nonlinear signal in the dense target medium are negligible. The low-intensity, non-resonant

probe pulses used in this experiment interact perturbatively with the target molecules and

the signal predominantly originates from valence electrons. The angular dependence of

molecular-frame chirp of the nonlinear signals from N2 and CO2 are thus sensitive to the

differences in their valence electronic character. Multiple previous studies have measured
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and calculated angular dependence of photoionization signals [  35 ], [ 75 ]–[ 78 ], or emission of

HHG light [  79 ]–[ 81 ] in aligned molecules. Establishing direct correspondence between the

measured angular distribution and the HOMO wavefunction is non-trivial in these studies

though molecular orbital tomography has been successful in some cases [  82 ], [  83 ]. In our

measurement, we observe sensitivity of the molecular-frame chirp to differences in electronic

symmetry in a perturbative all-optical probing scheme, even though a direct correspondence

to the shape of the HOMO for the two molecules is not seen.

We perform a similar analysis to retrieve the alignment angle-dependence of the (pulse

time-integrated) amplitude of the emitted signal E-field. Figure  1.15 (c) shows that the am-

plitude of the measured signal is not sensitive to electronic character differences between the

two molecules. The corresponding single-molecule theoretical calculations of the amplitude

agrees well with the experimental data. This demonstrates that electric field measurement

in nonlinear spectroscopy offers new observables such as the chirp that are sensitive to the

electronic character and offer information beyond measurement of the intensity of the signal.

Below, we briefly provide an explanation for the difference in sensitivity to electronic sym-

metries for the chirp and amplitude observables. We start with  1.13 (frequency dependence

is not shown), and express all tensor components as complex numbers,

|χ(3)
zzzz|eiϕ = |γ(2)

zzzz|eiϕzzzz cos4(θ) + 3
2 |γ(2)

zzxx|eiϕzzxx sin2(2θ) + |γ(2)
xxxx|eiϕxxxx sin4(θ) (1.38)

which for small phase angles (eiϕ ≈ 1 + iϕ) becomes

|χ(3)
zzzz| = |γ(2)

zzzz| cos4(θ) + 3
2 |γ(2)

zzxx| sin2(2θ) + |γ(2)
xxxx| sin4(θ)

|χ(3)
zzzz|ϕ = |γ(2)

zzzz|ϕzzzz cos4(θ) + 3
2 |γ(2)

zzxx|ϕzzxx sin2(2θ) + |γ(2)
xxxx|ϕxxxx sin4(θ) (1.39)
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In linear molecules, the magnitude of γ(2)
zzzz is generally larger than any other component of

the second-hyperpolarizability tensor, and therefore, the amplitude and phase of the probed

third-order response in the frequency domain may be approximated as

|χ(3)
zzzz(θ)| ≈ |γ(2)

zzzz| cos4(θ)

ϕ(θ) ≈ ϕzzzz + 6
∣∣∣∣∣∣γ

(2)
zzxx

γ
(2)
zzzz

∣∣∣∣∣∣ϕzzxx tan2(θ) +
∣∣∣∣∣∣γ

(2)
xxxx

γ
(2)
zzzz

∣∣∣∣∣∣ϕxxxx tan4(θ) (1.40)

It is seen from equations  1.40 that the magnitude of the frequency-domain lab-frame

nonlinear response, which is proportional to the amplitude of the measured nonlinear signal,

contains only the predominant second hyperpolarizability (γ(2)) tensor component. Whereas,

the frequency dependent phase, which is required to obtain the time-dependent phase (and

hence chirp), contains additional terms with multiple tensor components of γ(2). This pro-

vides a possible explanation for the sensitivity of the molecular-frame nonlinear signal chirp

to the valence electronic character while the amplitude shows the same angular behavior

for the two linear molecules. Although the amplitude of this nonlinear optical response is

well understood, more work is needed to better understand the origins of the phase of these

tensor components, and their relation to electronic symmetries.

1.5 Conclusions

Field-resolved ultrafast spectroscopy is emerging as a sensitive approach to measure ul-

trafast dynamics on femtosecond and sub-femtosecond time scales in various systems. While

recent studies have used field-resolved ultrafast measurement in solids [  17 ] and liquids [ 84 ],

to our knowledge, no previous work has demonstrated temporal phase-resolved perturbative

nonlinear spectroscopy in laser excited pre-aligned molecules in the gas phase. In this work,

we have shown that the angle-dependence of the measured E-field chirp corresponding to

the perturbative electronic nonlinear response in molecules can act as a probe of changes in

their valence electronic symmetry, even though a direct correspondence to the shape of the

HOMO is not observed. By comparing the angle-dependence of the measured E-field chirp

and amplitude, we have found that the phase of the emitted nonlinear E-field can be more
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sensitive than the amplitude of the emitted signal, to the electronic symmetry of molecules.

Further, we have demonstrated sensitivity of the nonlinear E-field chirp to the electronic

character in molecules with poor degree of alignment (〈cos2(θ)〉 ∼ 0.35) at room tempera-

ture, in a perturbative interaction not involving ionization, which has not been previously

possible. Our experimental data are well-supported by theoretical calculations on the single

molecule nonlinear response. A more detailed mechanistic understanding of the heightened

sensitivity of E-field chirp to electronic nonlinearities is still needed.

The experiment presented here is a first step towards applying femtosecond electric field

measurements to study electronically excited states in atoms, molecules and solids, which

opens up the possibility to disentangle complex quantum dynamics in real-time with high

temporal resolution. Additionally, the sensitivity of the E-field phase to differences in elec-

tronic symmetry, as demonstrated in the present work, provides a tool to study the transient

changes in symmetry of electronic states in molecules as they evolve on excited potential

energy surfaces. The ability to measure ultraweak fields with zeptojoule energies without

delay scanning makes spectral interferometry [ 47 ] a suitable candidate for E-field metrology

in experiments involving a low-intensity pump, such as a pulse from a HHG source, although

direct field sampling has recently been demonstrated at the sub-femtojoule level [  84 ]. In

the future, measurement of temporal phase-resolved nonlinear optical signals from electronic

states excited by a HHG source could offer new observables not previously accessible for the

study of ultrafast dynamics.
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2. MEASURING ULTRAFAST DYNAMICS OF

VUV-EXCITED MOLECULES

2.1 Introduction

Figure 2.1. UV/Visible spectra showing the resonant wavelengths for a few
molecular transitions. Note how some of the most common molecules need
vacuum-ultraviolet light for optical excitation.

As we saw in chapter 1, the timescale for rotational dynamics is on the order of many

picoseconds, owing to the small energy separation (< 1 meV) between rotational states.

Naturally, even faster dynamics involve states separated by a few eV. Typical first excita-

tion energies for some common gases, shown in figure  2.1 , put in context the wavelengths

of light that are required to excite some common diatomic/polyatomic gases. Polyatomic

molecules, like ethylene, when excited to an electronic state with vacuum-ultraviolet (VUV)

or extreme-ultraviolet (EUV) light, often relax back to the ground state through radiation-

less pathways. This generally involves the redistribution of electronic energy to the nuclear

degrees of freedom, and only occurs under certain special conditions. Although the field

of high-harmonic spectroscopy is well-established, direct measurement of emitted nonlinear

E-fields from VUV/EUV-excited molecules is a relatively unexplored direction, ripe with

surprises. Extension of our E-field resolved nonlinear spectroscopy techniques to the study

of VUV-excited molecules will give new insights into the ultrafast dynamics of such relax-

ation pathways, where theoretical calculations become computationally intractable. Attosec-

ond/femtosecond EUV/VUV pulses based on nonlinear high-harmonic generation (HHG)

form an ideal tool for exciting electronic wavepackets on excited electronic manifolds, and
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probing their ensuing ultrafast dynamics. We begin this chapter with a detailed description

of the VUV/EUV source that we have developed for studying excited-state dynamics.

2.2 Theory of High-Harmonic Generation

High-harmonic generation can be thought of as a generalization of second-harmonic gen-

eration where two photons, say of wavelength 800 nm each, are converted into a single photon

of wavelength 400 nm. As we saw in chapter 1, the nonlinear response of a system can be

expanded in a perturbative series. Perturbative harmonic generation (for small n), where

nth-harmonic generation can be understood as an nth-order process, occurs when the laser

intensity is < 1012 W cm-2. However, when the magnitude of the involved electromagnetic

fields is large (∼ 1014 W cm-2), perturbation theory is no longer applicable [  85 ]. This strong-

field regime is the birthplace of (non-perturbative) HHG. A heuristic, semi-classical model

of HHG was first proposed by Corkum [  86 ]. In this ’three-step model’, a very strong linear

electric field, from a laser, distorts the binding potential of an atom enough that a bound

electron can tunnel out. The now free electron is then accelerated by the laser field. After

half a cycle, the electric field switches direction, and the electron is brought back, where

it recombines with the parent ion, emitting the excess kinetic plus ionization energies as

higher-frequency radiation. For a 35 fs NIR driving laser pulse, focused down to a 200 um

spot, a minimum pulse energy of ∼ 1 mJ is required for HHG to take place.

Since tunneling is a probabilistic event, an electron can tunnel out of the atomic potential

at different times, during the laser cycle. So different electrons travel different trajectories,

and gain different amounts of kinetic energy before recombining with the parent ion. Thus, a

typical HHG spectrum has multiple discrete frequencies in it. Figure  2.2 shows the possible

trajectories of an electron in the presence of a linear driving field. Note that only electrons

ionized within a small time window actually make it back to the parent ion, and result in

HHG. These electrons are the ones that tunnel out of the parent atom close to a zero-crossing

of the electric field, and then recombine at the next zero-crossing. Thus, the temporal profile

of a typical HHG pulse consists of short bursts synchronized with the driving laser field. We
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Figure 2.2. Trajectories of electrons after tunneling out of the parent atom.
Dotted curves represent trajectories that result in recombination with the par-
ent ion and subsequent HHG, while solid curves show trajectories that do not.
A full cycle of the drive laser electric field (red) is superposed.

can see this more clearly by writing the generated radiation as a superposition of higher-order

harmonics as

E(t) =
qH∑

q=qL

Eqei(qωt+φq) (2.1)

where ω is the fundamental (drive laser) frequency, and qH , qL are the highest and lowest

generated harmonic orders respectively. Assuming w.l.o.g. that their phases and amplitudes

are constant

E(t) = E ei(qLωt+φ)
qH−qL∑

q=0
eiqωt (2.2)

This summation is trivial, and we can get the intensity profile by squaring the electric

field

I(t) = I0
sin2

(
( qH−qL

2 + 1)ωt
)

sin2(ωt) (2.3)
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Equation  2.3 is plotted in figure  2.3 for qH − qL = 10, and clearly shows the attosecond

pulse train (APT) that is generated through HHG.

Figure 2.3. Schematic of an attosecond pulse train generated during high-
harmonic generation. The radiation is emitted when the accelerated electron
recombines with the parent ion, which happens near a zero-crossing of the
drive laser electric field.

2.3 Design of High-Harmonic Generation Beamline

In this section, we will discuss the construction of the HHG beamline for producing VUV

radiation. A schematic of the beamline is shown in figure  2.4 . A Ti:sapphire laser amplifier

(Coherent Legend Elite Duo) provides 5 mJ, 35 fs pulses at a laser repetition rate of 1 kHz. A

portion of the pulse energy (1 mJ) is split off to form additional NIR beams. The remaining

laser power is used for driving HHG. The HHG drive beam hits a mirror with a hole drilled

at the center (holey mirror), such that the reflected beam has an annular intensity profile.

This intensity profile is useful for subsequent separation of the NIR drive from the generated

high-harmonic radiation [ 87 ], [ 88 ]. The drive beam is focused into a 1" path length gas cell

containing argon gas (see figure  2.6 ), whose Kapton windows are drilled through by the drive

beam. The HHG cell is mounted on a motorized linear stage and can be moved along the

focus of the drive beam.
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Figure 2.4. (a) Schematic of the HHG beamline. 35 fs wide pulses at a
wavelength of 810 nm are derived from a Ti:Sapphire laser amplifier system
and focused into an argon gas cell in the first vacuum chamber. The design of
the gas cell is shown in (b). In the second vacuum chamber the generated HHG
radiation is isolated from the NIR drive using an aperture and special mirrors.
Additional NIR beams are combined with the HHG beam, and focused onto
the target in the third vacuum chamber. After interaction the HHG beam
travels to the last vacuum chamber, where it is dispersed on an X-ray CCD
camera using a diffraction grating. The NIR beams are out-coupled from
vacuum, and measured using a spectrometer.

Since gas constantly leaks through the laser-drilled holes, good pumping is needed to

maintain decent vacuum conditions in the chamber, under gas load. The throughputs of the

vacuum pump and the leaking gas cell are

Qpump = Pchamber Spump

Qcell = (Pcell − Pchamber) Chole

(2.4)

The P are the pressures of the gas cell and the vacuum chamber. Spump is the flowrate

of the vacuum pump, assuming the conductance of the tube connecting the chamber to the

pump is infinite. The conductance of the laser-drilled holes in the gas cell are Chole = 0.1156A
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Figure 2.5. Intensity profile of the annular drive beam at the image plane
(black) and 200 mm before/after the image plane (red). As a result of diffrac-
tion, the central part of the beam starts to gain intensity away from the image
plane, making it essential to place the aperture close to the image plane, for
optimally rejecting the drive laser.

Figure 2.6. Pictures of the argon gas cell, with 0.002" Kapton windows, that
are drilled through by the drive beam. Rubber o-rings are used to seal the
Kapton windows. The cell is 1" long, and can hold gas at up to 150 torr of
differential pressure.

liter/sec, where A is the area of the hole in mm2 [ 89 ]. At equilibrium, the two throughputs

are equal, and Pchamber ≈ 0.1156A Pcell/Spump.
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We can estimate the ambient chamber pressure, for various pumping speeds (in liter-

s/sec), assuming 500 um laser-drilled holes, and a cell pressure of 50 torr:

• Spump = 10 l/s → Pchamber ≈ 300 mTorr

• Spump = 50 l/s → Pchamber ≈ 60 mTorr

• Spump = 100 l/s → Pchamber ≈ 30 mTorr

• Spump = 500 l/s → Pchamber ≈ 6 mTorr

Figure 2.7. VUV and UV harmonic yield as a function of backing pressure
in the argon gas cell. The yield reaches a maximum value, after which propa-
gation effects start to affect yield.

HHG yield is maximized when harmonics generated at different points along drive prop-

agation in the generation medium add up coherently. This ’phase-matching’ is achieved by

optimizing several experimental parameters, such as HHG gas pressure, Guoy phase of the

drive beam near the focus, mode quality and intensity of the drive beam, path length in the

generation medium etc [  85 ]. Figures  2.7 and  2.8 show the dependence of low-order harmonic
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Figure 2.8. VUV and UV harmonic yield as a function of the position of the
argon gas cell, relative to the focus of the drive beam. There are two distinct
maxima, for when the focus of the drive is either upstream or downstream of
the gas cell centre. We use the -25 mm position, to avoid possible drive pulse
distortion before harmonic generation occurs.

yield on argon pressure and the cell position relative to the focus of the drive beam (which

controls both the drive intensity and the Gouy phase in the focus). Note that the effect of

Gouy phase is already reduced in our loose drive focusing (f = 1.2 m) geometry. We have

found that ∼ 1" is the optimal path length for 5th- and 3rd-harmonic generation in our set

up.

A differential pumping stage after the first chamber helps reduce the gas load in the rest

of the beamline. After the focus, the drive beam expands with an annular intensity profile.

The generated high-harmonic radiation has a smaller divergence than the NIR drive, and

therefore, is spatially localized at the center of the annular drive beam [  90 ]. The generated

high-harmonic radiation travels with the NIR drive to the second vacuum chamber, where

a steel aperture blocks most of the drive laser, but allows the high-harmonic beam to pass.
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The aperture is placed at the distance where the image of the holey mirror is formed by

the focusing mirror. This minimizes the amount of NIR leakage caused by the diffraction

spot that develops in the middle of the annular beam as the beam propagates [ 87 ]. Figure

 2.5 shows the intensity profile of the annular beam at the image plane, and at distances

away from it. Additionally, the amount of NIR leakage deviates from ideal conditions due

to scattering from the Kapton windows (4x more leakage), and needs to be further filtered.

Figure 2.9. Multilayer dielectric mirror that selectively reflects 5th-harmonic,
and transmits other frequencies, showing damage from prolonged UV/IR irra-
diation.

After spatial filtering, the high-harmonic radiation is spectrally filtered using mirrors that

have high reflection for a given harmonic order, and high transmission (> 95%) for all other

wavelengths. For experiments with VUV, we use (multilayer) dielectric mirrors by Layertec

Gmbh, to filter and focus the VUV beam onto the target. The mirrors are arranged in a

z-fold configuration, with the first mirror flat and the second mirror concave. The angle of

incidence at the curved mirror is kept as small as possible to reduce spherical aberration.

Over time, these mirrors develop burnt spots due to UV/IR irradiation (see figure  2.9 ), which

leads to reduced reflectivity. However, plasma cleaning successfully cleans the mirrors and

restores their performance.

The design of the beamline also allows for use of a grazing incidence toroidal mirror

instead of the z-fold configuration, when multiple harmonic orders with energies up to 400

eV are required. Figure  2.10 shows the reflectivity of a grazing incidence mirror coated

with bare Nickel, for a 5◦ angle of incidence. In both the geometries, the harmonic beam

gets deflected at a small angle and is focused onto the target. For probing HHG-excited

molecules, an additional NIR probe beam is focused and overlapped with the VUV beam at

57



Figure 2.10. Frequency-dependent reflectivity of bare Nickel for 5◦ angle of
incidence. The reflectivity is even higher for smaller incidence angles.

the target position using a frosted YAG crystal (MSE Supplies). A camera equipped with a

400 nm filter is used to image the fluorescence produced by the harmonic (resonant) and NIR

(multiphoton) beams for spatial overlap. Temporal overlap between the NIR probe beam

and the residual NIR leakage in the drive beam are done using a BBO crystal in the focus.

Figure 2.11. Frosted YAG crystal used for spatially overlapping the VUV
and NIR beams in the focus. Inset shows fluorescence from the focal spot of
the 5th-harmonic beam.
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The target in the experiments can either be a solid sample or a gas cell with Kapton

windows that are drilled-through by the strong NIR probe beam (see figure  2.12 ). We use

a home-built vacuum feed-through to move the solid sample or a gas cell in and out of the

target position. After interaction with the gas, the NIR beams are picked off using a holey

mirror, while the harmonic beam passes through the hole in the mirror. The out-coupled

NIR beams can be used for NIR measurements out of vacuum, as discussed in chapter 1. The

harmonic beam is dispersed by a diffraction grating, and the resulting spectrum is imaged

on an X-ray CCD camera (PIXIS XO 400B). In the spectrometer chamber, the CCD camera

is mounted at a total deflection angle of 120◦ relative to the direction of the incoming beam.

To calibrate the spectrometer, we start with the grating equation

sin(α) + sin(β) = −mNλ (2.5)

where m is the diffraction order (commercial gratings are optimized for m = 1), N is the

groove density in lines/mm, λ is the wavelength in mm.

Figure 2.12. (a) Target gas cell with thin Kapton windows. (b) Two custom-
made vacuum feed-throughs consisting of two 1

2 inch quick-connect couplings
welded on either side of KF flanges.

For our diffraction grating with groove density N = 2400, we can solve the grating

equation for λ = 162 nm, by setting α + β = 120◦. This gives β = 37.1◦.
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The spectral dispersion of the grating can be found by differentiation

dx ≈ fdβ = −fNdλ
cos(β) (2.6)

where dx is the linear dispersion on the CCD, and f is the distance from the grating to

the CCD, both in mm.

Additionally, wavelength (in nm) and energy (in eV) are related by E = 1240/λ, and we

can get an analogous expression by differentiation

dE = −1240 · dλ
λ2 (2.7)

Finally,

dE = 1240 · 106 · dx cos(β)
fNλ2 (2.8)

where dE is in eV, and λ is in nm. This equation allows us to map pixel number on the

CCD to energy, for our spectrometer configuration

E [eV ] = 7.66 − 0.028 ∆x (2.9)

The calibrated spectrum of the generated VUV (5th-harmonic) is shown in figure  2.13 

and gives an estimated (bandwidth-limited) pulse duration of 18 fs. To collect the maximum

amount of VUV on the CCD, the spectrometer is used without an entrance slit. To estimate

the spectral resolution we can use the criterion that the minimum linear distance between

two resolvable wavelenghts equals the e−2 spot size of the VUV beam on the CCD, which is

∼ 60µm. The estimated resolution is 1.68 meV.

2.4 Results and Discussion

Most molecular dynamics are assumed to be amenable to the Born-Oppenheimer ap-

proximation, where the nuclear degrees of freedom (DoF) are assumed to be frozen on the
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Figure 2.13. Calibrated 5th-harmonic spectrum, as a function of (a) wave-
length, and (b) energy. The center wavelength (energy) of the harmonic is
about 162 nm (7.66 eV).

timescales of electronic motion. The wavefunction is assumed to be separable in the nuclear

and electronic coordinates

Ψ(~x) = ψ(~r; ~R) · χ(~R) (2.10)

and satisfies the full Schrodinger’s equation

HΨ =
[
Hnuc(~R) +He(~r; ~R)

]
Ψ = EΨ (2.11)

One then simply treats the nuclear DoF as a static parameter and solves the electronic

part of the Hamiltonian, with the electronic DoF as dynamic variables

He(~r; ~R)ψ(~r; ~R) = Ee(~R)ψ(~r; ~R) (2.12)

and the nuclear wavefunction is solved using

[
Hnuc(~R) + Ee(~R)

]
χ(~R) = E · χ(~R) (2.13)
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This leads to the concept of potential energy surfaces (PES) as usually seen in the

literature. This is a very simplified picture, however, and to accurately model molecular

dynamics one needs to consider a linear combination of such wavefunctions

Ψ(~x) =
∑

I

ψI(~r; ~R) · χI(~R) (2.14)

When a non-separable wavefunction of this form is plugged into the full Schrodinger

equation, additional ’vibronic coupling’ terms emerge that mix the various electronic states

[
Hnuc(~R) + EI

e (~R)
]
χI(~R) − 1

µ

∑
I 6=J

~fIJ(~R) · ∇χJ(~R) = E · χI(~R) (2.15)

As two PES come closer and closer, the characteristic timescale of the electronic dynamics

get longer and longer, until it becomes comparable to the slower nuclear dynamics. The

vibronic coupling term can be written as [  91 ]

~fIJ(~R) = 〈ψI |∇He|ψJ〉
EJ

e − EI
e

(2.16)

and becomes stronger near electronic level crossings. The Born-Oppenheimer approxima-

tion then starts to fail, and electronic dynamics start to affect nuclear dynamics. One classic

example is the Jahn-Teller distortion, where electronic energy is minimized when the molec-

ular geometry is slightly distorted, due to coupling of the vibrational normal modes to the

electronic Hamiltonian [  92 ]. The Jahn-Teller distortion results in two degenerate electronic

states having a level crossing. This coupling between electrons and nuclei may lead to the

formation of a conical intersection (CI) between PES, which provides an efficient pathway

for radiation-less decay between electronic states [ 93 ].

For a CI to occur, the energies of two electronic states must become equal. Therefore, in

some basis, the Hamiltonian governing this subspace (say with states |1〉 and |2〉) must have

vanishing off-diagonal elements (H12 = H21 = 0) and equal diagonal elements (H11 = H22).

Satisfying these conditions requires two constraints to be satisfied, and therefore CI can only

occur in polyatomic molecules. For instance, CO2 has two C-O bond lenghts and one O-C-O
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Table 2.1. Magnitude of the γ(2)
xxyy in CO2 for the ground and excited states,

calculated using DALTON software package [ 94 ]. The values are tabulated as
a function of one of the C-O bond lengths, while the other C-O bond length
is kept fixed at 2.2 a.u. This corresponds to an asymmetric stretch of the
molecule, with C∞v symmetry. Blank cells indicate that the calculation did
not converge.

C-O bond length (a.u.) Σ+ ∆ Π
2.3 13 178 746
2.5 13 160 1296
2.7 13 1767 13346

2.85 499660
2.9 13 3155
3.1 12 2506 4806
3.3 10 24 109

bond angle, leading to a 1-dimensional CI as depicted in figure  2.14 . Table  2.1 shows the

magnitude of the second-hyperpolarizability component γ(2)
xxyy for the CO2 molecule, calcu-

lated as a function of the C-O bond length. The calculation was done using the DALTON

software package [ 94 ]; further details are discussed in Appendix B. Note that when the C-O

bond length is close to 2.85 a.u., the calculation diverges or does not converge, indicating

the presence of a CI.

The probability that a wavepacket travelling on an excited state |1〉 decays to a lower

energy state |0〉 through a level crossing is given by [  95 ]

1 − τ 2

~2

[
〈1|H̄2

e |1〉 − 〈1|H̄e|1〉〈1|H̄e|1〉
]

(2.17)

where H̄e is the time-averaged electronic Hamiltonian, and τ is the time the wavepacket

takes to traverse across the CI. Note that the states |0〉 and |1〉 are the initial (time-

independent) states, and can be expressed in terms of a time-dependent basis that diag-

onalizes the (time-dependent) Hamiltonian

|0〉 = cosα |−〉 + sinα |+〉

|1〉 = − sinα |−〉 + cosα |+〉
(2.18)
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where α is a function of ~R(t). Then, the probability of radiation-less decay becomes

1 − τ 2

~2 (E1 − E0)2(cosα)2(sinα)2 (2.19)

where cosα and sinα are time-averaged values. Thus, as the speed of traversal increases

(τ → 0), or the states become degenerate (E1 → E0), the probability of a non-adiabatic

transition approaches unity. The vibronic coupling is responsible for mixing the electronic

states |0〉 and |1〉. An excited wavepacket can traverse a CI multiple times, gradually decaying

to the ground state until the wavepacket has fully decayed [  96 ].

Figure 2.14. Schematic of a 1-dimensional conical intersection (CI) between
two potential energy surfaces. When a wavepacket traveling on the higher-
lying state traverses the CI, part of the wavepacket can disperse onto the
lower-lying state, leading to radiation-less decay.

High-harmonic sources have been the favored tool for studying CIs in excited molecules

[ 97 ]–[ 100 ]. Our HHG beamline was built to probe ultrafast dynamics near a CI, using both

VUV/EUV transient absorption (TA) spectroscopy, and VUV-IR FWM.
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2.4.1 VUV Transient Absorption Spectroscopy

We performed VUV transient absorption spectroscopy (TAS) in gas-phase CO2 , which

has an absorption cross section of 0.1 Mb at 162 nm [ 101 ]. In these experiments, the role

of the pump/probe is played by either the VUV or the NIR pulse, depending on their rela-

tive time delay. Fluctuations in the VUV yield, however, are large enough that appropriate

normalization is necessary to bring the signal level above the noise floor. Unlike the FWM

experiments discussed in chapter 1, lock-in detection cannot be readily applied here because

the harmonic flux is too low, and the acquisition window needs to be 30-70 ms long. In-

stead, we employ multi-shot normalization, as is usually done in TAS. We acquire the CCD

spectrum for 70 ms with the NIR beam present, and for another 70 ms with the NIR beam

blocked. The time delay-dependent absorbance of the VUV is then calculated as

OD(E, τ) = − log10

IV UV +NIR(E, τ)
IV UV (E)

 (2.20)

Figure 2.15. Timing diagram of transient absorption spectroscopy (TAS).
The NIR beam is blocked/unblocked using an optical chopper, and consecutive
NIR ON and NIR OFF frames are recorded using an X-ray CCD triggered by
the chopper edge.
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Usually, a fast shutter is used to block the NIR pulse to acquire the VUV-only spectrum

for normalization. We use an optical chopper in the path of the NIR beam instead, to

accomplish the same result. The optical chopper is set to a frequency of 5 Hz, such that

the NIR beam is blocked/unblocked every 100 ms. The chopper is used to trigger the CCD

camera every time the chopper trace has a rising/falling edge. The chopper trace is recorded

using the DAQ to correctly label the NIR ON and NIR OFF frames, and the acquired spectra

are then divided and averaged to find the absorbance according to equation  2.20 . The timing

diagram is shown in  2.15 .

The VUV-NIR delay is controlled using an optical delay stage, and 10-20 ON/OFF

frames are collected per delay step and averaged. A single experiment consists of multiple

such averaged measurements, taken by scanning the entire delay range multiple times. There

are two main sources of noise in the experiment − laser intensity fluctuations (σlaser) and

CCD read-out noise (σread). The SNR can be improved by choosing the optimal CCD

exposure time and the number of frames averaged. Let SNR1 be the signal-to-noise ratio

when a single ON/OFF measurement is done by acquiring N laser shots. Let SNRn be the

signal-to-noise ratio when n ON/OFF measurements are done, each one by acquiring N/n

laser shots. Then, the following relation holds true

SNRn

SNR1
=

√
nσlaser + σread/

√
n

σlaser + σread

(2.21)

Thus, when harmonic yield fluctuations are the dominant noise source, multiple averages

improve the SNR, but when read-out noise is the dominant source, a longer CCD exposure

time is better. We conducted TAS experiments in gas phase CO2 , by measuring VUV

absorption as a function of the relative time delay between the VUV and NIR pulses. In the

focus, the peak NIR intensity was 30 TW cm-2, and the estimated peak VUV intensity was

∼ 0.1 GW cm-2. The VUV and NIR beams were co-polarized. Figure  2.16 and ?? show the

results of these experiments. The time delay is positive when the NIR pulse comes before

the VUV pulse, and negative when the VUV pulse comes before the NIR pulse.

Figure  2.16 (b) shows the TA spectrum, around VUV-NIR temporal overlap. There are

two distinct absorption features at 7.6 eV and 7.73 eV. Time delay-dependent cuts at these
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Figure 2.16. (b) VUV transient absorption (TA) spectrum, in CO2 , around
VUV-NIR temporal overlap. About zero time delay, the absorption maximum
shifts from 7.6 eV to 7.73 eV. (a) Time delay-dependent cuts at 7.6 eV and
7.73 eV.

energies are shown in  2.16 (a). At 7.73 eV, there is strong absorption (around ∼ 10 fs) when

the NIR pulse comes first. At the same time delay, absorption at 7.6 eV is suppressed. On

the other hand, absorption at 7.6 eV is stronger (around ∼ −25 fs) compared to that at

7.73 eV, when the VUV pulses comes first. Possibly, the strong NIR pulse excites CO2 to

a rovibrational level on the ground electronic manifold, from which absorption at 7.6 eV is
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prohibited by selection rules. Additionally, as we have seen in figure  1.6 , CO2 develops a

strong rotational response that peaks around 175 fs after NIR pumping. For time delays >

100 fs, a similar behaviour can be seen in figures  2.16 (a, b). There is increased absorption

at 7.73 eV, and decreased absorption at 7.6 eV for these time delays. This suggests that

the transition at 7.73 eV is a parallel transition, while the one at 7.6 eV is a perpendicular

transition.

To further understand the symmetry of these states better, we can also study TA of

a rotational wavepacket. Figure  2.17 (c) shows the TA spectrum, when the NIR pulse

comes much early, and initiates a rotational wavepacket. The time delays correspond to a

half revival in CO2 . Again, there are two distinct absorption features at 7.6 eV and 7.73

eV. Time delay-dependent cuts at these energies are shown in  2.17 (b), and the calculated

degree of alignment for CO2 is shown in figure  2.17 (a). Note how absorption at 7.73 eV is

increased when the molecule is aligned along the VUV polarization, but decreased at 7.6 eV.

Similar results have been previously reported [  102 ], where they were attributed to parallel

and perpendicular electronic transitions.

Above 100 nm, CO2 shows three dominant absorption features [ 105 ]:

1. A stronger band around 112 nm (11 eV) due to the Rydberg state 1Σ+
u

2. A weaker band around 133 nm (9.3 eV) due to the 1Πg state

3. An even weaker band around 148 nm (8.4 eV) due to the 1∆u state

These absorption bands correspond to vertical transitions between the ground state and

excited states of the linear CO2 molecule (with D∞h symmetry). Although a linear CO2 does

not have any electronic states below 8 eV, absorption can take place if the OCO bending angle

decreases below 170◦ [ 105 ]–[ 109 ]. Due to the Renner-Teller effect, highly excited vibrational

modes can lead to such a bent CO2 geometry (with C2v symmetry) [  107 ]. A bent geometry

lowers the excited electronic state energies, and the 1∆u and 1Πg states split into A′ and A′′

states. Figure  2.18 (a) shows the absorption cross-section of CO2 in the 7.5-7.8 eV range. The

Born-Oppenheimer and Franck-Condon approximations are expected to fail in this spectral

region, possibly resulting in non-vertical transitions [ 107 ], [ 108 ]. This makes ground-to-
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Figure 2.17. (c) VUV transient absorption (TA) spectrum around the half
revival in CO2 . (a) Calculated degree of alignment. The molecule is aligned
along the VUV polarization when 〈cos2θ〉 > 0.33, and anti-aligned when
〈cos2θ〉 < 0.33. (b) Time delay-dependent cut at 7.73 eV showing that the ab-
sorption is maximized (minimized) when the molecule is aligned (anti-aligned)
to VUV polarization. The cut at 7.6 eV shows the opposite trend.
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Figure 2.18. (a) Measured absorption cross-section of CO2 from refer-
ences [  103 ], [ 104 ]. Raw data was retrieved from  www.cfa.harvard.edu/amp/
ampdata/co296/co2.html  . (b) Schematic of a non-vertical transition from a
linear to a bent CO2 geometry.

excited transitions 1Σ+
g → A′ and 1Σ+

g → A′′ possible which are expected to be parallel and

perpendicular, respectively [  105 ], [  107 ], [  109 ]. Although these could possibly explain the 7.73

eV and 7.6 eV features, detailed theoretical work is needed to correctly identify these states.

2.4.2 VUV-NIR Four-Wave Mixing

In this section, we discuss progress towards probing dynamics of VUV-excited molecules

by measuring their nonlinear optical response. Recent FWM experiments involving a har-

monic pump have demonstrated state-selective probing of molecular dynamics [  110 ], [  111 ].

In these experiments individual quantum pathways were separated, according to their spe-

cific phase-matching conditions, providing a background-free probe of nonlinear response.

These experiments are parametric, in that the target molecule is left in the ground state

after signal emission. Correspondingly, the emitted FWM signal is in the EUV, making

advanced metrology schemes, like spectral interferometry, challenging. Alternatively, one
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can devise a scheme where the nonlinear interaction leads to emission of signal in the NIR.

This, if achieved, will make it possible to conduct a temporal phase-resolved measurement

on emitted signals from electronically excited molecules. The energy level and double-sided

Feynman diagrams illustrating such an experiment are shown in figures  2.19 (b, c). To have

signal emission in the NIR, the target molecule must be left in an excited state, making this

scheme non-parametric. The phase-matching condition is ksignal = kNIR+kV UV −k′
V UV . Sim-

ilar to figure  1.2 , two experimental geometries are possible, corresponding to kV UV = k′
V UV

and kV UV 6= k′
V UV .

When kV UV = k′
V UV , the signal is emitted along the probe beam. When the VUV is

polarized at 45◦ relative to the probe polarization, signal proportional to γ(2)
xxyy will have

orthogonal polarization relative to the probe, and can be isolated using a polarizer.

When kV UV 6= k′
V UV , the signal is emitted offset from the probe beam, and can be

detected background-free. A mask can be put in the path of the VUV beam, before focusing,

to form two collinear VUV beams that overlap on the target. The larger divergence of lower-

order harmonics (VUV/UV) makes this experimentally feasible.

Preliminary measurements were done on solid samples, using an 810 nm (fundamental)

+ 270 nm (3rd-harmonic) + 162 nm (5th-harmonic) pump, and NIR (810 nm) probe. To

distinguish excited-state dynamics resulting from the various pump wavelengths, a 500 um

CaF2 delay window was placed in the path of the harmonic beam before interaction. The

CaF2 window has a >80% transmission for all pump wavelengths, and delays different har-

monics by different amounts [ 112 ]. Figure  2.20 shows the time delay-dependent N-DFWM

signal intensity from a measurement done on 500 um thick Magnesium Oxide (MgO) bulk

crystal. In the experiment, kV UV = k′
V UV , and the pump polarization is set to 45◦ with

respect to the probe polarization. The emitted signal travels along the NIR beam, with

polarization orthogonal to the probe. MgO was chosen as the sample because of its large

absorption cross-section for 5th-harmonic [ 113 ]. In figure  2.20 we see a strong peak at zero

time delay, which we attribute to an NIR-NIR interaction. Additional features can be seen

near the expected arrival times of the 3rd- and 5th-harmonic. Reliably reproducing these

results is still an outstanding challenge, one that will take further improvement in detection

capabilities.
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Figure 2.19. (a) Example of a possible VUV-NIR four-wave mixing scheme,
where the emitted E-field is NIR. (b) Double-sided Feynman diagrams illus-
trating a Stokes and an Anti-Stokes pathway for signal emission. The VUV
fields create a broadband coherence, which is then probed by the NIR field.
(c) Energy level diagrams for the quantum pathways shown in (b). To emit
signal in the NIR, the target molecule must be left in an excited state, making
such an experiment non-parametric.

To better guide this pursuit, it is important to estimate the expected signal level and

compare it to the shot noise limit of detection. First, we calculate the maximum shot noise

per pixel. For a CMOS camera, with a typical QE of 25% at 810 nm, the minimum number

of detectable photons per pixel is 4. In terms of average power, this equals ∼ 10−18 J/pulse
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Figure 2.20. Four-wave mixing experiment in bulk MgO crystal (500 um
thick). The harmonic pump beam consists of 810 nm + 270 nm + 162 nm,
and the probe is NIR (810 nm). The measured signal intensity shows distinct
features near the expected arrival times of the 3rd- and 5th-harmonic. The
dominant peak at zero time delay is attributed to an interaction between the
probe and the residual NIR leakage of the drive.

× 1000 pulses/s = 1 fW. At this power (P̄ ), the shot noise power spectral density (/Hz) is

given by [ 114 ]

S(f) = 2hν
P̄

= 2 × 1.53 × (1.6 × 10−19)
10−15 = 4.9 × 10−4 (2.22)

The relative intensity (shot) noise can be calculated, for a 1s lock-in acquisition (band-

width = 1 Hz), using [  114 ]

δP

P̄
=
√∫

S(f)df =
√

4.9 × 10−4 ∼ 10−1.6 (2.23)

In these FWM experiments, a high-contrast polarizer is used to suppress the probe

light incident on the camera, while allowing the orthogonally-polarized FWM signal to pass
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through. The extinction ratio of the polarizer was measured to be ∼ 10−4.8. Additionally,

lock-in detection with a 1 Hz detection bandwidth, and 500 Hz Nyquist frequency further

suppresses broadband noise by 1/500 ∼ 10−2.7. Therefore, the (maximum) photon shot

noise floor is ∼ 10−9 of the incident NIR probe power. Detection of signal levels below this

threshold will require further improvements in the detection scheme.

2.5 Conclusions

We have discussed the design and construction of a versatile ultrafast VUV/EUV gener-

ation beamline. A dual-mode design allows both high-flux VUV generation in the 110 - 270

nm wavelength range, and low-flux EUV generation in the 13 - 110 nm wavelength range.

To generate and use EUV harmonics, the leaky gas cell can be replaced with an effusive

gas jet, and the z-fold dielectric mirrors can be replaced with a grazing incidence toroidal

mirror. The spectrometer chamber has multiple exit ports for mounting the X-ray CCD,

such that a grazing incidence EUV grating can be used instead of the present configuration.

The beamline can be easily adapted to incorporate electron/ion measurements in the far

future.

We have presented benchmark transient absorption spectroscopy (TAS) and transient

polarization spectroscopy (TPS) experiments, to demonstrate the versatility of the beamline.

In the near future, spectral interferometry can possibly be extended to the VUV range by

generating a pair of time-delayed VUV pulses [  115 ]. The time delay between the VUV

pulses will result in spectral interference fringes on the CCD. When a strong NIR pulse is

temporally overlapped with the first VUV pulse, absorption of the VUV pulse will modulate

due to VUV-NIR interaction. Assuming that this type of interaction lasts only for a few

tens of femtoseconds, the second VUV pulse will travel through the sample uninteracted.

The spectral interference on the CCD will have the form

|EV UV + E ′
V UV |2 = IV UV + I ′

V UV + EV UV E
′
V UV cos [∆ϕV UV + ωτ ] (2.24)

from which we can possibly measure the temporal phase shift of the first VUV pulse,

due to interaction with the overlapped NIR pulse. Experiments are currently underway to
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implement all these, and other ideas that are made possible with a coherent light source like

this.
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3. ATTOSECOND SCIENCE WITH EUV ENTANGLED

PHOTONS

3.1 Introduction

He found that he could not secure a derivation for his magic formula for the

radiation distribution unless he made an assumption which, from a philosophical

standpoint, he found all but unacceptable. - Roy J. Galuber (100 Years of Light

Quanta).

In chapter 1 and 2, the discussion of nonlinear spectroscopy assumed light to be a purely

classical electromagnetic wave, that interacts with a quantum mechanical system. However,

at very low levels, the quantum nature of light can start to affect experiments, and even

open new avenues for exploration [  116 ]. Let us first see how to quantize the electromagnetic

field. In canonical quantization, the electric field is promoted to an operator

~E(~r, t) =
∑

α

~εα

∫ d~k

(2π)3/2 Eα(~k, t)ei~k·~r (3.1)

where the summation is over all the polarizations ~εα, and both ~E(~r, t) and Eα(~k, t) are

operators. Plugging this into Maxwell’s wave equation gives

∂2
tEα(~k, t) = −(kc)2Eα(~k, t) (3.2)

with the general solution

Eα(~k, t) = a~k,αe−iωkt + b~k,αe+iωkt

ωk = |~k|c
(3.3)

Since the electric field is real, Aα(−~k, t) = A†
α(~k, t), and thus b~k,α = a†

−~k,α
, giving the

final expression

~E(~r, t) =
∑

α

~εα

∫ d~k

(2π)3/2

[
a~k,αe−i(ωkt−~k·~r) + a†

~k,α
ei(ωkt−~k·~r)

]
(3.4)
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We have now expressed the field in terms of new operators a~k,α, a
†
~k,α

. Let us now introduce

the field momentum

~̇E(~r, t) =
∑

α

~εα

∫ (−iωk) d~k
(2π)3/2

[
a~k,αe−i(ωkt−~k·~r) − a†

~k,α
ei(ωkt−~k·~r)

]
(3.5)

In the absence of charges and currents, the magnetic field is related to the electric field

by Maxwell’s equation (in CGS units)

~∇ × ~B(~r, t) = ~̇E(~r, t)/c (3.6)

If we expand ~B(~r, t) in terms of operators c~k,α, c†
~k,α

and polarization vectors ~ηα akin to

the expansion of ~E(~r, t), we find that

c~k,α ~ηα = a~k,α (k̂ × ~εα) (3.7)

We can now calculate the operator analog of energy for the electromagnetic field (in CGS

units) as

H = 1
8π

∫
d~r
(
| ~E|2 + | ~B|2

)
= 1

4π

∑
α

∫
d~k

(
a†

~k,α
a~k,α + a~k,αa

†
~k,α

)
= 1

4π

∑
α

∫
d~k
(

2 a†
~k,α
a~k,α +

[
a~k,α, a

†
~k,α

]) (3.8)

Let us now redefine the operators as a~k,α → a~k,α

√
2π~ωk, and impose canonical commu-

tation relations
[
a~k,α, a

†
~k′,α′

]
= δ(~k − ~k′) δα,α′[

a~k,α, a~k′,α′

]
=
[
a†

~k,α
, a†

~k′,α′

]
= 0

(3.9)

which finally gives

H =
∑

α

∫
d~k ~ωk

(
a†

~k,α
a~k,α + 1

2

)
(3.10)

77



The Hamiltonian now looks similar to that of the quantum harmonic oscillator, with

each unique ~k corresponding to a unique oscillator mode. The zero-point energy term is

divergent, and usually ignored. We can now define a one-photon state of this field as |~k, α〉 =
√
~ωk a

†
~k,α

|0〉, where the vacuum state |0〉 is defined via a~k,α|0〉 = 0 and 〈0|0〉 = 1. The

multiplicative factor
√
~ωk ensures that the normalization of these states is Lorentz invariant

[ 117 ]. These states obey the relations

〈~k, α|~k′, α′〉 = ~ωk δ(~k − ~k′) δα,α′

H|~k, α〉 = ~ωk|~k, α〉
(3.11)

A simple calculation now shows that

〈0| ~E(~r, t)|~k, α〉 =
(
~ωk

2π

)
e−i(ωkt−~k·~r) ~εα (3.12)

and we can draw an analogy between ~E(~r, t)|0〉 and |~r〉, the eigenstates of the position

operator. Equation  3.12 measures the value of the electric field at the position ~r and time t,

for the mode |~k, α〉.

Quantum entanglement is a general feature of any quantum mechanical system, and

carries over to this quantized description of light. A two-photon state may be written as

|Ψ2ph〉 =
∫ ∫

d~k d~k′ F (~k, α ;~k′, α′)|~k, α〉|~k′, α′〉 (3.13)

If the coefficient F (~k, α ;~k′, α′) cannot be factored as G(~k, α) · H(~k′, α′), then the two

photons are said to be entangled. We shall refer to the quantum state with such a non-

separable wavefunction as a bi-photon.

3.2 Generating bi-photons using 1s2s 1S0 metastable helium

Typical sources of entangled photons use the process of spontaneous parametric down-

conversion (SPDC) in nonlinear crystals in the visible and infrared region of the spectrum

[ 118 ]. These sources generate energy-time entangled photons with correlation times on the
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femtosecond time scale which has been only recently directly measured [  119 ]. SPDC has

also been demonstrated in the hard X-ray regime where the correlation times are expected

to be attoseconds or smaller [  120 ]. Recent experiments using nanophotonic chips for SPDC

have demonstrated entangled photon generation with broad bandwidth of 100 THz (0.41

eV ) with a high generation efficiency of 13 GHz/mW [  121 ]. Here we propose a method

to generate entangled photon pairs in the extreme-ultraviolet (EUV) regime with energy

bandwidth large enough to create correlation times on the attosecond scale.

It is well known that the 1s2s 1S0 metastable state of helium atom, its isoelectronic

ions and the 2s 2S1/2 metastable state of the helium ion decay predominantly by two-photon

emission [ 122 ]–[ 126 ]. The emitted photons are energy-time entangled with a correlation time

related to the energy spacing between the 2s and 1s levels which is 20.62 eV and 40.81 eV for

the helium atom and ion respectively. This large energy bandwidth of the emitted entangled

photons corresponds to correlation times in the attosecond domain, thus opening up the

possibility of attosecond time scale pump-probe experiments using these photons.

We can better understand this correlation time by studying the decay of an excited

atom via two-photon emission. Assume that the excited state has energy ω0 and a narrow

linewidth, which we will model using a Dirac delta function. Without loss of generality, we

will consider only one spatial dimension and assume that both the photons are emitted in

one direction (say along +ẑ). Additionally, we will consider only one polarization (say ~ε).

With these assumptions, the two-photon state has the simpler form

|Ψ2ph〉 =
∫ ∞

0

∫ ∞

0
dk1 dk2 F (k1 ; k2) |~k1〉|~k2〉 (3.14)

where ~k1 and ~k2 both are along +ẑ. To achieve an analytic expression, we will make the

additional assumption that the emitted photons have a total bandwidth ω1 −ω2 = ±Ω. This

can be easily understood as an experimental constraint, for instance, when the maximum

detectable energy of the detector is (ω0 + Ω)/2, or when the transmission window of some

optic in the experiment is (ω0 ± Ω)/2. Then, the momentum-space wavefunction is given by

F (k1 ; k2) = δ(k1 + k2 − ω0/c)
2 Ω/c Π

(
k1 − k2

2 Ω/c

)
(3.15)
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and Π is the rectangular function defined as

Π
(
x

a

)
=

 1, |x| ≤ a/2

0, |x| > a/2

 (3.16)

A two-point field correlation can be defined analogous to equation  3.12 as 〈Ω| ~E1(~r1, t1)⊗
~E2(~r2, t2)|Ψ2ph〉. Here, |Ω〉 = |0〉p ⊗ |0〉q ⊗ . . . is the tensor product of the vacuum states

corresponding to each single-particle operator ap, aq, . . . , and thus represents the many-

particle vacuum state of the electromagnetic field. Operators E1(~r1, t1) and E2(~r2, t2) act on

particles 1 and 2, respectively. For ~r1 = ~r2 = 0, this two-point correlation can be calculated

as

〈Ω| ~E1(0, t1)⊗ ~E2(0, t2)|Ψ2ph〉 =
∫ ∞

0

∫ ∞

0
dk1 dk2 F (k1 ; k2) 〈0| ~E1(0, t1)|~k1〉〈0| ~E2(0, t2)|~k2〉

= ~2

c2

∫ ∞

0

∫ ∞

0
dω1 dω2 F (ω1/c ;ω2/c)ω1ω2 e−i(ω1t1+ω2t2) (~ε⊗ ~ε)

= ~2

2Ωc

∫ ∞

0

∫ ∞

0
dω1 dω2 δ(ω1 + ω2 − ω0) Π

(
ω1 − ω2

2Ω

)
ω1ω2 e−i(ω1t1+ω2t2) (~ε⊗ ~ε)

= ~2

2Ωc

∫ ∞

0

∫ ∞

−∞
dω+ dω− δ(ω+ − ω0) Π

(
ω−

2Ω

)
(ω2

+ − ω2
−) e−iω+

(t1+t2)
2 e−iω−

(t1−t2)
2 (~ε⊗ ~ε)

= e−iω0T ~2

2Ωc

∫ Ω

−Ω
dω− (ω2

0 − ω2
−) e−i ∆T

2 ω− (~ε⊗ ~ε)

(3.17)

where T = (t1 + t2)/2 and ∆T = t1 − t2, and we introduced w± = (w1 ±w2) to solve the

integral. Finally, if we consider Ω << ω0, the above expression simplifies to

(~ω0)2

c
e−iω0T sinc

(Ω∆T
2

)
(~ε⊗ ~ε) (3.18)

Thus, the temporal correlation of the emitted photon pair is controlled by the two-photon

bandwidth Ω, and not by the linewidth of the excited to ground transition. The linewidth of

the excited state can be extremely narrow, and still lead to the emission of bi-photons that

have strongly correlated arrival times.
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For this experiment, we chose helium for the robustness of its metastable state, and the

simplicity of its electronic structure. Another candidate for generating entangled photon

pairs could be the hydrogen atom. Two-photon emission in hydrogen would give entangled

photons of wavelength 243 nm, which can propagate in free space, and would not require

high vacuum for propagation. However, calculations of the Stark shift in the n = 2 level

of hydrogen (see figure  3.1 ) show that even in the presence of very weak electric fields, the

state with predominantly 2s character has enough 2p character to decay to the ground state

through single photon emission. Such a quenching, for helium, will require much higher

electric fields because of the larger energy gap between the 2s and 2p states in helium.

Femtosecond laser pulses with a central wavelength of 240 nm (5.16 eV) can be used

to excite helium atoms to the 1s2s excited state (20.61 eV) via a four-photon transition

(see figure  3.2 (a)). However, the 1s2s metastable state has a narrow linewidth of ∼ 50

Hz, and multiphoton excitation to this state requires intense lasers with a linewidth smaller

than 50 Hz. For comparison, typical femtosecond pulses have a bandwidth of ∼ 20 THz.

While excitations of multiphoton metastable states with narrow lindewidth lasers have been

previously demonstrated [ 127 ], achieving a significant fraction of metastable atoms with a

240 nm laser is currently challenging. With a 240 nm femtosecond laser, with a typical

bandwidth of ∼ 5 THz, a bi-photon generation rate of ∼ 1011 s−1 can be expected (see

section  3.3 ).

An alternative scheme using a lambda-type transition between the 1s2, 1s2p, and 1s2s

states could be used to achieve significant excitation. The energy levels of the latter two are

21.22 eV and 20.62 eV above the ground state, respectively. A two-step sequential excitation

to first excite the 1s2 → 1s2p transition and then the 1s2p → 1s2s transition could be used.

To achieve this two-step sequential excitation, a high photon flux helium lamp source can

be used in the first step to excite 1s2p and a 2059 nm laser can transfer population to the

1s2s state (see figure  3.2 (b)). The ∼ 1 GHz linewidth of the 1s2p state makes transitions

to the 1s2s state using a broadband laser more feasible in comparison to direct multiphoton

excitation. Currently available helium lamp sources are capable of generating ∼ 1015 photons

s−1. Using a high pressure helium target, nearly all of these photons could be absorbed to

generate helium atoms in the 1s2p state. A high repetition-rate pulsed laser source at 2059
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Figure 3.1. One-photon decay rates for the DC Stark-shifted 2S1/2 state with
mF = 0,±1, as a function of the applied electric field. The Stark-shifted states
are labelled using the

∣∣∣∣[(L S) J I
]
F mF

〉
convention. The two-photon decay

rate of the unperturbed 2S1/2 state is also shown for comparison. Since the
one-photon decay rate of the 2P1/2 and 2P3/2 states is 6 × 108s−1, even a small
amount of mixing quenches the metastable 2S1/2 state.

nm, could transfer nearly all these excited helium atoms to the 1s2s state. Using this method,

a bi-photon generation rate of ∼ 1013 s−1 can be expected (see section  3.3 ).

Another alternative approach to achieve significant population of the 1s2s singlet metastable

state is to use Stark-chirped rapid adiabatic passage (SCRAP), previously proposed to excite

the 2s metastable state in a hydrogen atom [ 128 ], [ 129 ]. In this technique, a pump pulse
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excites the metastable state via a multiphoton transition in the presence of a Stark pulse

that Stark shifts the 1s2s state across the bandwidth of the pump pulse (see figure  3.2 (c)).

The combined effect of the two pulses results in a Landau-Zener-type adiabatic passage that

can significantly populate the 1s2s state.

A simple to follow description of rapid adiabatic passage for a two-level system is as

follows. Let us assume a two-level system with states |0〉, |1〉. The presence of an electric

field mixes the two states, giving the new eigenbasis

Ψ− = cos Θ(t)|0〉 − sin Θ(t)|1〉

Ψ+ = sin Θ(t)|0〉 + cos Θ(t)|1〉

tan 2Θ(t) = Ω(t)/2∆(t)

(3.19)

where Ω(t) is the Rabi coupling between the two states, and ∆(t) is the detuning (includ-

ing Stark shifts) of the excitation laser with the frequency of the transition. On adiabatically

sweeping ∆(t), from a large negative value to a large positive value through the resonance,

the eigenstate Ψ− adiabatically evolves into the state Ψ+, leading to complete population

transfer from the |0〉 to the |1〉 state. At the intensities required for a four-photon transition,

multiphoton ionization will reduce the amount of 1s2s excited helium atoms created. The

SCRAP technique [  129 ] can also suppress ionization loss by laser-induced continuum struc-

ture (LICS) [  128 ], [ 130 ], [ 131 ]. If we ignore ionization loss, for a typical femtosecond laser

pulse-width of 50 fs with a bandwidth of 8.8 THz, rapid-adiabatic passage can excite nearly

all atoms in the focal volume. At a femtosecond pulse repetition rate of 100 kHz currently

available, this results in a bi-photon generation rate of 1016 s−1 (see section  3.3 ). Among the

three methods discussed here to excite helium to the singlet 1s2s state, the SCRAP method

is expected to provide the highest excitation rate and hence the highest bi-photon generation

rate.

3.3 Excitation rates for the helium 1s2s 1S0 state

In this section, we give estimates for the rate of bi-photon generation from the helium

1s2s state under realistic experimental conditions, for the aforementioned schemes. For a
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Figure 3.2. (a) Generation of bi-photons in the EUV via two-photon decay
of the 1s2s 1S0 state excited by four-photon excitation using a broad band 240
nm laser. (b) Two-step sequential excitation of the 1s2s state via the 1s2p
state using a high photon flux helium lamp and a 2059 nm coupling laser.
(c) The SCRAP technique to populate the 1s2s state using a multiphoton
pump pulse and a Stark shifting pulse which enable rapid adiabatic passage
and ionization suppression by LICS (LICS not shown). The estimated bi-
photon generation rate is also shown for each scheme in (a) - (c). (d) Proposed
experimental scheme to generate EUV entangled photons and utilize them in
an attosecond pump-probe photoionization experiment. (e) An attosecond
pump-probe photoionization scheme in molecules using bi-photons.

helium gas pressure of 1 bar, the number density N ∼ 1019 atoms/cm3. Such gas densities

are easily achievable in static gas cells. In the following calculations, we will assume a pump

focal spot diameter d ∼ 10 um (unless specified otherwise), and interaction length L ∼ 1

mm.
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3.3.1 Four-photon excitation using a 240 nm broad-band laser

The multiphoton absorption coefficient is related to the transition rate by the relation

α(n) = n~ωR(n)N

In
(3.20)

where I is the intensity of the incident radiation, R(n) the n-photon transition rate, and

N is the number density in atoms/cm3. The variation in the intensity of radiation with

distance is then given by

I(z) = I0e−α(1)z (3.21)

for single-photon absorption, and

I(z) = I0(
1 + (n− 1)α(n)zIn−1(0)

) 1
n−1

(3.22)

for multiphoton absorption. The per atom four-photon transition rate for the 1s2s state

in helium at 240 nm can be calculated as

R(4) = 2π δ(∆eg − 4ω0)
∣∣∣∣∣
(eE0

2~

)4
D(4)

eg

∣∣∣∣∣
2

(3.23)

where D(4)
eg =149 a.u. [  132 ]. For a pump intensity I0 = 1014 W cm-2(electric field strength

of 0.053 a.u.) in the focus and a narrow laser bandwidth of < 50 Hz (width of the helium

1s2s 1S0 state), the excitation rate is ∼ 4 × 106 a.u., or ∼ 1023 s−1 per atom. For the case of

a broadband laser, equation  3.23 needs to be integrated over the spectrum of the laser and

can be written as

R
(4)
br =

∫
dω0ρ(ω0)2π δ(∆eg − 4ω0)

∣∣∣∣∣
(eE0

2~

)4
D(4)

eg

∣∣∣∣∣
2

(3.24)

where R(4)
br is the four-photon excitation rate with a broadband laser and ρ(ω0) is the

normalized spectrum. For a broadband 240 nm laser with a bandwidth of 5 THz, an excita-
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tion rate R(4)
br ∼ 1012 s−1 per atom is obtained. The absorption coefficient (in S.I. units) is

given by

α
(4)
br = 4~ω0R

(4)
br N

I4 = 3.3 × 10−43 W−3cm5 (3.25)

and the absorption fraction is given by

I0 − I(L)
I0

= 1 − 1
(1 + 3α(4)

br LI
3
0 )1/3

∼ 0.031 (3.26)

Typical femtosecond lasers at 240 nm are composed of ∼ 1012 photons per pulse. Using

the above absorption fraction, ∼ 1010 excited helium atoms per pulse are expected. At a laser

repetition rate of 100 kHz currently available, ignoring ionization loss, an excitation rate and

hence a bi-photon rate of ∼ 1015 s−1 is obtained. Under realistic conditions of multiphoton

ionization loss, it is reasonable to expect a bi-photon generation rate of ∼ 1011 s−1.

3.3.2 Sequential excitation using helium lamp and 2059 nm laser

We consider a two-step sequential excitation to first excite 1s2 → 1s2p and then 1s2p →

1s2s. The oscillator strengths for one-photon excitation processes are f1s2→1s2p = 0.28

and f1s2p→1s2s = −0.36 for the two steps [  132 ]. The corresponding transition rates can be

calculated using

R(1) = πf

~ω0µ
e2E2

0 δ(∆eg − ω0) (3.27)

where f is the oscillator strength, µ is the reduced mass, ω0 is the photon angular

frequency, E0 is the electric field, and the delta function is to be replaced by the lifetime

of the excited state. Incoherent lamp sources that can generate ∼ 1015 photons/s, resonant

with the 1s2 → 1s2p transition, and with a spot size of 100 um are commercially available

(SPECS GmbH, µSIRIUS). For the 2059 nm excitation laser, we assume a realistic photon

flux of 1020 photons/s. Assuming a 100 um spot size for both the beams, the intensities are

∼ 40 W cm-2and 105 W cm-2for the lamp and the laser, respectively. The transition rates

are R1s2→1s2p ∼ 109 and R1s2p→1s2s ∼ 1021 per second per atom.
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If we denote the lifetime of the 1s2p state by τ , we can calculate the steady-state number

density of excited atoms after the first excitation step using [ 133 ]:

Nexc

N
= 1

2

1 − 1
1 + (2σ(1)τ/~ω0)I

 = 1
2

1 − 1
1 + 2R(1)

lampτ

 ∼ 0.4 (3.28)

where Nexc and N are the number of excited atoms and total number of atoms in the

focal volume, σ(1) is the one-photon absorption cross section, I is the photon flux density

and R
(1)
lamp is the excitation rate for a lamp source. At a pressure of 1 bar, the focal volume

contains ∼ 1014 neutral atoms, 40% of which are excited to the 1s2p state. Note that the

number of 2059 nm photons is much larger than the number of excited atoms in the focal

volume. It is possible to saturate the 1s2p → 1s2s transition and all the atoms in the 1s2p

state could be promoted by the 2059 nm laser to the 1s2s state. This gives a bi-photon

generation rate of ∼ 1013 per second. Note that for a sufficiently strong pulsed 2059 nm

laser at high repetition rates, both the number of photons per second in the focal volume

and the excitation rate per atom will satisfy the above mentioned criteria, and thus, give a

similar rate of bi-photon generation.

3.3.3 Four-photon excitation using SCRAP

We consider a scenario where rapid adiabatic passage is used to transfer population from

the 1s2 to the 1s2s state via a four-photon coupling. Neglecting ionization leakage from the

1s2s state, the transfer efficiency is limited only by non-adiabatic transitions between the

adiabatic states, which will be estimated in this section. The single-photon Rabi frequency

Ωeg = 〈 ~µeg · ~E〉/~ can be generalized for a four-photon transition as

Ωeg =
(eE0

2~

)4
D(4)

eg (3.29)

for linearly polarized light. If we consider the 1s2, 1s2s (1S0) subspace as a two-level

system, the four-photon Rabi frequency at a 240 nm laser intensity of 1014 W cm-2becomes

Ωeg = 7.35 × 10−5a.u. = 1.9 × 1013s−1 (3.30)
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Let us assume that a Stark pulse sweeps the transition energy across the entire bandwidth

of a pump pulse of duration τ seconds and bandwidth δ Hz. We will further assume a static

detuning δ/2 for the four-photon pump pulse, such that the Rabi frequency Ω =
√

Ω2
eg + δ2/4.

The rate of leakage due to non-adiabatic transitions can be calculated using the Landau-

Zener formula [  134 ]:

Γ(t) = Ω2 γ

∆2 + γ2/4 (3.31)

where γ ∼
√

∆̇/4π. Assuming a linear Stark sweep, ∆(t) = t (δ/τ) Hz (−τ/2 ≤ t ≤ τ/2),

and γ =
√
δ/4πτ . The corresponding transition rate is

Γ(t) =
Ω2
√
δ/4πτ

t2 (δ/τ)2 + δ/16πτ
(3.32)

For a pulse of duration τ = 50 fs and bandwidth δ = 8.8 THz, the probability of population

transfer to the excited state, neglecting ionization leakage, is

1 − exp
−

∫ τ/2

−τ/2
Γ(t)dt

 = 1 − exp(−10.1) = 0.99996 (3.33)

This shows that nearly all atoms in the focal volume can be excited. The SCRAP

technique also involves ionization suppression by laser-induced continuum structure (LICS).

Thus it is reasonable to assume that when ionization loss and LICS are considered, at least

0.1% of the atoms in the focal volume are excited to the singlet 1s2s state for every pair of

pump and Stark pulses. With ∼ 1014 atoms in the focal volume corresponding to a 100 µm

spot size and 1 mm path length at 1 bar target pressure, this results in ∼ 1011 atoms excited

per pulse. At a femtosecond pulse repetition rate of 100 kHz currently available, this results

in a bi-photon generation rate of 1016 s−1.

3.4 Detecting attosecond entangled bi-photons

The excited helium atoms relax by emitting correlated photons with a lifetime of ∼

19.7 ms [  135 ]. The correlation time of the emitted entangled photons is ∼ 200 attoseconds,

corresponding to a bandwidth of 20.61 eV [  132 ]. This correlation can be experimentally
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measured using a Hanbury Brown-Twiss setup, where the two entangled photons are sent

to two separate detectors with a controllable mutual delay τ . The width of their intensity

correlation, g(2)(τ), should then give access to their correlation time, provided that the

experimental accuracy is sufficient [  136 ].

Let the rate of bi-photon generation be λ. And let the probability that a pair of arbitrarily

chosen photons reach separate detectors be p. Assuming a detection window of duration τ ,

the number of entangled photon pairs that reach separate detectors in coincidence will be

p · λτ (3.34)

On the other hand, the number of random (not entangled) photon pairs, emitted from

two different atoms, that reach separate detectors in coincidence will be

p · λτC2 = p · (λτ)(λτ − 1) (3.35)

for λτ ≥ 2. Thus, the ratio of coincidence counts from entangled photons to background

coincidence counts will be
1

λτ − 1 (3.36)

This coincidence-to-accidental ratio (CAR), as a function of detection window τ , is plot-

ted in figure  3.3 for different excitation rates λ. By lowering the number of helium atoms

excited per pulse, the CAR can be increased for detection of the bi-photons.

The bi-photons from the decay of the 1s2s state are emitted in all directions with an

approximate distribution given by 1 + cos2(θ) [ 126 ], where θ is the relative angle between

the entangled photons. The photons that are emitted in a direction orthogonal to the

excitation laser propagation direction can be collected within a large solid angle and sent

along independent time-delayed paths towards a pump-probe target. Figure  3.2 (d) shows

a schematic of a proposed experimental setup for generation of these entangled photons

and their utilization in an attosecond pump-probe experiment. In this scheme, a grazing

incidence toroidal mirror collimates the emitted photons which are then split into two halves

using a grazing incidence split mirror that introduces a controllable time-delay between the
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Figure 3.3. Coincidence-to-accidental ratio (CAR), as a function of detection
window τ , for various bi-photon excitation rates. CAR measures the number
of true coincidence counts, compared to the number of background coincidence
counts, and is a form of SNR.

two halves of the beam. Collecting bi-photons emitted along the same direction within a

large solid angle (as opposed to those emitted in opposite directions), ensures that no time-

smearing is introduced in the arrival times of the bi-photons. The split beams are then

focused using a second toroidal mirror onto the target gas jet. A pump-probe experiment

with attosecond time resolution can be performed by measuring a photo-ion or photo-electron

signal arising from the absorption of bi-photons by an atom or molecule (see figure  3.2 (e)).

Such entangled photon pump-probe experiments will extend the capabilities of attosecond

science, where currently attosecond pulses from high-order harmonic generation [  137 ] or free

electron laser [  138 ] sources are used.

3.5 Conclusions

In conclusion, an unconventional approach is presented here for generating attosecond

entangled bi-photons in the EUV using two-photon decay in helium atoms. Multiple al-

ternative schemes can be used to excite the 1s2s 1S0 metastable state in helium for which

excitation rates have been estimated and an experimental scheme is suggested to collect and
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use the emitted EUV bi-photons in attosecond pump-probe experiments. The entangled

photon generation scheme discussed here can be extended to the soft X-ray (SXR) regime

using helium-like ions. In one possible scheme, strong laser field ionization could generate

Ne8+ ions in the ground state and an FEL could excite them to the 1s2s 1S0 state by two-

photon excitation which then generate highly broadband bi-photons at SXR energies. This

approach can open doors to using EUV/SXR entangled photons in quantum imaging and

attosecond quantum spectroscopy of atomic, molecular and solid-state systems.
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A. THEORETICAL CALCULATION OF EMITTED

NONLINEAR E-FIELD

Electronic structure models of CO2 and N2 molecules were constructed using coupled-cluster

singles and doubles (CCSD) method, with the 6-31G(d,p) Gaussian basis set, and solved us-

ing the DALTON software package [  94 ]. These models were constructed by selecting "bright"

states which have finite transition dipole moments to the ground state, and energetically low-

lying states which have finite transition dipole to those bright states. All the bright states

in these models have Bu symmetry. The CO2 model consists of the ground state together

with the excited state singlet molecular orbitals of following symmetries: B1g (13.38 eV),

B2g (10.69 eV), B3g (10.69 eV), B2u (15.33 eV), B3u (15.33 eV), two B1u orbitals (9.26 and

13.14 eV), and two Au orbitals (9.18 and 9.26 eV). The N2 model consists of the ground

state together with the excited state singlets: B2g (9.74 eV), B3g (9.74 eV), B1u (17.07eV),

B2u (14.01 eV), B3u (14.01 eV). Since we do not expect significant ionization at the laser

intensities used in the experiment, higher-lying ionic states were not included in the model.

The input files used to calculate all the dipole moments for CO2 are reproduced below:

Content o f the . mol f i l e

−−−−−−−−−−−−−−−−−−−−−−−−−−−−

BASIS

6−31G∗∗

CO2 us ing 6−31G∗∗

Using automatic symmetry de t e c t i on

Atomtypes=2

Charge=6.0 Atoms=1

C .0000000000 .0000000000 .0000000000

Charge=8.0 Atoms=2

O_a .0000000000 .0000000000 2 .1977

O_b .0000000000 .0000000000 −2.1977
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Content o f the . da l input f i l e

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗∗DALTON INPUT

.RUN WAVEFUNCTIONS

∗∗INTEGRALS

.DIPLEN

∗∗WAVE FUNCTIONS

.CC

∗CC INPUT

.CCSD

.NSYM

8

∗CCEXCI ! c a l c u l a t e e x c i t a t i o n e n e r g i e s

.NCCEXCI

1 1 1 2 2 2 2 2

∗CCFOP ! ground s t a t e moments/ p r o p e r t i e s

.NONREL

.DIPMOM

∗CCEXGR ! exc i t ed s t a t e moments/ p r o p e r t i e s

.DIPOLE

∗CCLRSD ! ground−exc i t ed s t a t e t r a n s i t i o n moments and OS

.DIPOLE

∗CCQR2R ! ground−exc i t ed s t a t e t r a n s i t i o n moments and OS

.DIPOLE

∗∗END OF DALTON INPUT
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We performed theoretical calculations of the emitted signal E-field using Lindblad equa-

tion simulations in the time-domain, solving

ρ̇(t) = − i
~

[H(t), ρ(t)] + LDρ(t) (A.1)

with the Hamiltonian

H(~r, t) = Ω + ~µ · ( ~E1(~r, t) + ~E2(~r, t) + ~E3(~r, t)) (A.2)

In these simulations, we use DFWM pulses ~E1(~r, t), ~E2(~r, t), ~E3(~r, t) with frequencies,

durations, intensities, chirp, and polarizations that are the same as the experiment. The

alignment pump is not included in the simulations as its only purpose was to align the

molecules; alignment effects were captured in the simulations by rotating the DFWM pulses

in the molecular frame. Excited state energy levels Ω and transition dipole moments ~µ are

obtained from CCSD calculations. We included population relaxation and dephasing times

of 1 ps in the Lindbladian LD, however, the results were insensitive to these values as the

signal is non-zero only during the duration of pulse overlap, which is much shorter than the

dephasing and relaxation times. The Lindblad equation was numerically solved using the

Euler method with fixed time step of 0.1 fs, using the UTPS simulation package [  139 ].

The result of solving equation  A.1 is the time domain polarization ~P (~r, t) = Tr[~µρ(~r, t)].

To extract the third-order signal E-field, we impose phase matching conditions by selecting

only wavevectors parallel to the signal propagation direction

~Psig(t) =
∫
d3r e−i~k·~r ~P (~r, t) (A.3)

with ~k = ~k1 − ~k2 + ~k3 being the signal wavevector corresponding to the phase matching

conditions of equation  1.12 . These calculations were repeated for 100 alignment angles of

the molecules between 0◦ and 180◦. Signal amplitude and chirp from these simulations were

fit using the same methodology as for the experimental data.
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B. NUMERICAL CALCULATION OF

SECOND-HYPERPOLARIZABILITIES

To calculate excited-state second-hyperpolarizabilities using DALTON [ 94 ], we need to first

calculate the desired excited state of the molecule. There are multiple methods of varying

capability and complexity to accomplish this:

Hartree-Fock (HF)

HF is a standard method for calculating wave functions in multi-electron systems. The

wave function is expressed as a Slater determinant of atomic orbitals (in some chosen basis).

The interaction between electrons is handled using a mean-field approximation. But we can

do better with other post-HF methods. In DALTON, we need to specify the number of

doubly occupied orbitals of each symmetry at the HF level. These HF levels are then used

as the starting orbitals for other post-HF methods. Sometimes the results of HF calculations

can be improved by accounting for interactions using perturbation theory (Møller-Plesset).

Configuration Interaction (CI)

CI builds on top of the molecular orbitals (MOs) calculated using HF. Instead of using a

single Slater determinant as in HF, configuration-interaction accounts for electron-electron

correlation using a linear expansion in Slater determinants

|Ψ〉 = c0|φ0〉 +
∑
a,r

cr
a|φr

a〉 +
∑

a,b,r,s

crs
ab|φrs

ab〉 + ... (B.1)

where |φ0〉 is the usual HF Slater determinant, and |φr
a〉 is the Slater determinant formed

by replacing orbital a in |φ0〉 with orbital r, and so on with double and other higher excita-

tions. The coefficients crst...
abc... are then found variationally. When the expansion is truncated

after double excitation terms, it is denoted as ’configuration interaction singles and doubles’

(CISD). The states included in the sets [a,b,c...] and [r,s,t...] are picked from a subset of

accessible MOs. This subset is called the complete active space (CAS).
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Table B.1. Calculated second-hyperpolarizability γ(2)
zzzz for the potassium

atom [1s22s22p63s23p64s1], for various complete active spaces (CAS). Note
how the calculated values can change drastically for different CAS.

CAS γ(2)
zzzz

3p 4s 3d 4p 222.8764
4s 222.8764
3s 3p 4s 3d 4p -11.7369
2p 3s 3p 4s 3d 4p 3.0449
2s 2p 3s 3p 4s 3d 4p -0.0127

One might think that the CAS should only include the HOMO and LUMO, since the

core orbitals are doubly occupied. This however is not true. In multi-electron systems, the

core electrons are also correlated (among themselves and) to the valence electrons. Thus,

to fully account for Fermi/Coulomb correlations, the CAS should include most of the core

orbitals. The following table shows how including the core orbitals drastically changes the

calculated second-hyperpolarizability γ(2) for the potassium atom [1s22s22p63s23p64s1].

Figure B.1. Flowchart showing the order of steps for calculating excited-state
properties in DALTON, using MCSCF.
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Multi-Configurational Self-Consistent Field Theory (MCSCF)

MCSCF can be considered a combination between configuration interaction (where the

MOs are fixed and the expansion coefficients are varied) and HartreeFock (where the MOs

are varied). The orbitals and coefficients are both calculated variationally. In this appendix

we will use MCSCF to calculate the second-hyperpolarizabilities of excited states of CO2.

The progression of such a calculation is shown in figure  B.1 .

In all these methods, we need to first specify a basis set. The various basis sets differ in

the number and properties of the basis functions used. For instance, the following basis sets

grow in size successively: STO-nG, 3-21G, 6-31G, 6-311G. Details about these basis functions

can be found in the literature. The additional ∗ and ∗∗ in front of a 6-31G basis indicates

improved accuracy variants (by adding polarization functions). A single asterisk adds more

atomic orbitals at each heavy atom, whereas two asterisks add more atomic orbitals at both

heavy and light atoms.

For calculating excited-state properties, we also need to specify the symmetry and spin

multiplicity of the desired state. Spin multiplicity of a given state can be found as follows:

1. One doubly-occupied orbital →1

2. One singly-occupied orbital →2

3. Two singly-occupied orbitals →1 or 3

For instance, the ground state in a molecule is usually a 1Σ+
g state. This state is com-

pletely symmetric and has a spin multiplicity of 1. Similarly, the state for a molecule with

the configuration (1σg)2...(1πu)1(1πg)1 can be any of Πu × Πg = Σ+
u + Σ−

u + ∆u, with multi-

plicity either 1 (paired e−) or 3 (unpaired e−). Core orbitals that are to be excluded from

the CAS are denoted as inactive in DALTON.
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Example DALTON calculations

The atomic constituents of CO2, and their geometric arrangement are specified in the

DALTON .mol file.

Content o f the . mol f i l e

−−−−−−−−−−−−−−−−−−−−−−−−−−−−

BASIS

6−31G∗

CO2 us ing the 6−31G∗ b a s i s

Using automatic symmetry de t e c t i on

Atomtypes=2

Charge=6.0 Atoms=1

C .0000000000 .0000000000 .0000000000

Charge=8.0 Atoms=2

O_a 2.2109794066 .0000000000 .0000000000

O_b −2.2109794066 .0000000000 .0000000000
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We have specified two atomic species, and their relative positions in atomic units. For

this calculation we will use the 6-31G* basis. The MOs of linear CO2 can be easily found

in the literature. In DALTON, we need to specify every MO according to its symmetry.

Although linear molecules like CO2 have a D∞h symmetry, DALTON can at maximum

handle D2h symmetry. DALTON therefore breaks the symmetry artificially, without lifting

any degeneracy.

We first need to classify all orbitals according to their corresponding irreps. For instance,

σ-bonds belong to A, and π-bonds belong to B. Once the molecular geometry has been

specified, we need to specify the details of the calculation in the .dal file. The code is

segmented into three blocks:

1. **INTEGRALS: All atomic integrals that might be used in the response calculations

are numerically evaluated in this block. In our calculation, these will be the dipole

length operator integrals.

2. **WAVE FUNCTIONS: By default, DALTON calculates all response functions for

the ground state. For calculating excited-state response functions, we need to first

explicitly calculate the excited-state wave functions. We do this by first doing a HF

calculation, then using those orbitals as starting orbitals for MCSCF.

3. **RESPONSE: Here we specify the property that we wish to compute. In our case,

we are calculating the third order non-linear optical response with a 800 nm laser

excitation.
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Let’s focus on asymmetric bond stretching in (linear) CO2. The relevant symmetry

group now is C2∞, which is artificially reduced to C2v inside DALTON. The decomposition

of irreducible representations (irreps.) of C2∞ into those of C2v can be found in standard

references on group representation theory. In DALTON, the irreps. of C2v need to be listed

in the following order: A1, B1, B2, A2

Content o f the . da l input f i l e

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗∗DALTON INPUT must s t a r t a l l input f i l e s

.RUN RESPONSE run i n t e g r a l s , wave func t i on and response

∗∗INTEGRALS

.DIPLEN d ipo l e l ength i n t e g r a l s f o r the chosen b a s i s

∗∗WAVE FUNCTIONS wave func t i on input

.HF

.MCSCF

∗SCF INPUT HF input

.DOUBLY OCCUPIED

7 2 2 0 A1 i n c l u d e s 3 1 s AO, 2 2 s AO, 2 sigma MO

∗OPTIMIZATION

.STATE

2 choose second ( f i r s t ex c i t ed ) s t a t e o f symmetry 1

∗CONFIGURATION INPUT

.SYMMETRY

1 symmetry o f the de s i r ed s t a t e

. SPIN MULTIPLICITY

1 m u l t i p l i c i t y o f the de s i r ed s t a t e

. INACTIVE

3 0 0 0 A1 i n c l u d e s only 3 1 s AO

.CAS SPACE

5 2 2 0 i r r e p . o rde r ing : A1 B1 B2 A2
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.ELECTRONS

16 no . o f va l ence (2 s & 2p) e l e c t r o n s in CO2

∗∗RESPONSE

∗CUBIC cubic re sponse func t i on c a l c u l a t i o n

.DIPLEN

.BFREQ frequency o f the 1 s t f i e l d

1

0.00908 f requency in a . u .

.CFREQ frequency o f the 2nd f i e l d

1

0.00908

.DFREQ frequency o f the 3 rd f i e l d

1

0.00908

∗∗END OF DALTON INPUT
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For comparison, let us now see how the same calculation is done for linear and symmetric

CO2 in its ground state. Now, the relevant symmetry group is D∞h. The .mol file remains

unchanged, but since the symmetry is now changed, we need to modify the .dal file. The

irreps. of D2h need to be listed in the following order: Ag, B3u, B2u, B1g, B1u, B2g, B3g, Au

Note that the total number of doubly occupied orbitals is the same as in the asymmetric

case.

Content o f the . da l input f i l e

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

∗∗DALTON INPUT must s t a r t a l l input f i l e s

.RUN RESPONSE run i n t e g r a l s , wave func t i on and response

∗∗INTEGRALS

.DIPLEN d ipo l e l ength i n t e g r a l s f o r the chosen b a s i s

∗∗WAVE FUNCTIONS wave func t i on input

.HF

.MCSCF

∗SCF INPUT HF input

.DOUBLY OCCUPIED

5 1 1 0 2 1 1 0 i r r e p . o rde r ing : Ag B3u B2u B1g B1u B2g B3g Au

∗OPTIMIZATION

.STATE

1 choose the f i r s t ( ground ) s t a t e o f symmetry 1

∗CONFIGURATION INPUT

.SYMMETRY

1 symmetry o f the de s i r ed s t a t e

. SPIN MULTIPLICITY

1 m u l t i p l i c i t y o f the de s i r ed s t a t e

. INACTIVE

3 0 0 0 0 0 0 0 Ag i n c l u de s only 3 1 s AO

.CAS SPACE
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3 2 2 0 3 1 1 0 a l l 16 non−core MOs inc luded

.ELECTRONS

16 no . o f va l ence (2 s & 2p) e l e c t r o n s in CO2

∗∗RESPONSE

∗CUBIC cubic re sponse func t i on c a l c u l a t i o n

.DIPLEN

.BFREQ frequency o f the 1 s t f i e l d

1

0.00908 f requency in a . u .

.CFREQ frequency o f the 2nd f i e l d

1

0.00908

.DFREQ frequency o f the 3 rd f i e l d

1

0.00908

∗∗END OF DALTON INPUT
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