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A combined experimental and computational study has been performed in order to understand the 

effect of interface chemical composition on the shock induced mechanical behavior of an energetic 

material (EM) system consisting of Hydroxyl-Terminated Polybutadiene (HTPB) binder and an 

oxidizer, Ammonium Perchlorate (AP), particle embedded in the binder. The current study focuses 

on the effect of interface chemical composition between the HTPB binder material and the AP 

particles on the high strain rate mechanical behavior. The HTPB-AP interface chemical 

composition was changed by adding cyanoethylated polyamine (HX-878 or Tepanol) as a binding 

agent. A power law viscoplastic constitutive model was fitted to nanoscale impact based 

experimental stress-strain-strain rate data in order to obtain the constitutive behavior of the HTPB-

AP interfaces, AP particle, and HTPB binder matrix. An in-situ mechanical Raman spectroscopy 

framework was used to analyze the effect of binding agent on cohesive separation properties of 

the HTPB-AP interfaces, AP particle, and HTPB binder matrix. In addition, a combined 

mechanical Raman spectroscopy and laser impact set up was used to study the effect of strain rate, 

as well as the interface chemical composition on the interface shock viscosity. Finally, high 

velocity strain rate impact simulations were performed using an explicit cohesive finite element 

method framework to predict the effect of strain rate, interface strength, interface friction, and 
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interface shock viscosity on possible strain rate dependent temperature rises at high strain rates 

approaching shock velocities.  

 

A modified stress equation was used in the cohesive finite element framework in order to include 

the effect of shock viscosity on the shock wave rise time and shock pressure during impact loading 

with strain rates corresponding to shock impact velocities. It is shown that increasing the interface 

shock viscosity, which can be altered by changing the interface chemical composition, increases 

the shock wave rise time at the analyzed interfaces. It is shown that the interface shock viscosity 

also plays an important role in determining the temperature increase within the microstructure. 

Interface shock viscosity leads to a decrease in the overall density of the possible hot-spots which 

is caused by the increase in dissipation at the shock front. This increase in shock dissipation is 

accompanied by a decrease in the both the maximum temperature, as well as the plastic dissipation 

energy, within the microstructure during shock loading. 
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INTRODUCTION 

Prediction of the impact induced temperature rise in a hydroxyl-terminated polybutadiene 

(HTPB) - Ammonium Perchlorate (AP) energetic material (EM) requires knowledge of several 

material models to simulate the deformation behavior, such as the relevant strain rate dependent 

constitutive model, fracture failure model, the shock viscosity at the HTPB-AP interface level, and 

various thermal properties. In this work, a combined computational and experimental study is 

performed to investigate the effect of interface chemical composition on high strain rate impact 

induced deformation and associated temperature rise behavior in a HTPB-AP EM. The 

aforementioned thermomechanical properties are measured experimentally. The HTPB-AP 

interface chemical composition was altered by adding cyanoethylated polyamine (HX-878 or 

Tepanol) as a binding agent. A cohesive finite element method (CFEM) based computational 

framework that incorporated experimental properties was used to simulate impact induced failure 

and associated temperature rise in an idealized HTPB-AP microstructure.  

Chapter 1 details the experiments that were conducted on the HTPB-AP interfaces to obtain 

the constitutive and interface separation behavior with varying amount of binding agent Tepanol. 

Dynamic impact experiments were performed to obtain constitutive model for the HTPB phase, 

the AP phase, and the HTPB-AP interface with and without binding agent Tepanol. An in-situ 

mechanical Raman spectroscopy (MRS) setup was used to analyze the effect of Tepanol on 

interface level stress variation and the corresponding interface delamination strength and interface 

fracture energy. The measured cohesive separation parameters capture the effect of interface 

chemical composition variation.  

Chapter 2 details an experimental method to measure HTPB-AP interface level shock 

viscosity with and without a binding agent. Shock induced material behavior of interfaces was 
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investigated. It was observed that in order to obtain the upper bound on interface shock viscosity, 

an in-situ measurement of interface level shock induced stress under direct interface impact can 

be performed. Based on this observation, a pulse laser induced particle impact experiment was 

setup in combination with in-situ MRS measurements. A high-speed streak camera was used to 

measure the particle velocity as particles impact the sample interface. In-situ MRS measurements 

were used to measure the stress at the material interface due to impact. It was shown that altering 

the interface chemical composition changes the interface shock viscosity which then leads to an 

increase in the shock wave rise time at the interface. 

Chapter 3 details a Raman thermometry based technique to measure HTPB-AP interface 

thermal conductivity. The experimentally measured thermomechanical properties were then used 

in a CFEM framework to simulate local temperature rise in a HTPB-AP EM microstructure under 

shock induced impact. The effect of interface chemical composition, through a change in interface 

shock viscosity, on the deformation behavior and temperature rise was investigated. The increase 

in the interface shock viscosity led to a decrease in both viscoplastic and frictional dissipation. 

This resulted in a decrease in the maximum temperature in the investigated microstructure. HTPB-

AP interface regions with high density of particles were found to be more susceptible to local 

temperature rise due to the presence of viscoplastic dissipation, as well as frictional heating. A 

power law relation for the decrease in viscoplastic energy dissipation, temperature rise, and the 

density of the local temperature rise with the interface shock viscosity was obtained. 

Chapter 4 summarizes the key findings of this work.
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ABSTRACT 

In this work, the interface mechanical strength of a set of Hydroxyl-terminated polybutadiene 

(HTPB)-Ammonium Perchlorate (AP) interfaces is characterized using dynamic microscale 

impact experiments at strain rates up to 100 s-1. The experiments were conducted on the interfaces 

with varying amounts of the binding agent Tepanol with an impacter of radius 1 µm. 

Measurements of strain rates and plastic-residual depths were correlated to obtain the interface 

level strains and stresses. A power law viscoplastic constitutive model was fitted to the stress-

strain-strain rate data in order to predict rate dependent constitutive behaviors of the interfaces, 

particle, and matrix. An in-situ mechanical Raman spectroscopy (MRS) setup was used to analyze 

the effect of binding agent on interface level stress variation at different temperatures. The MRS 

setup was also used to obtain cohesive fracture separation properties in the analyzed samples 

including interface delamination strength and interface fracture energy. The measured cohesive 

fracture parameters capture the effect of interface chemistry variation. The cohesive parameters 

and the viscoplastic model obtained from the experiment were implemented in a cohesive finite 

element scheme to simulate dynamic crack propagation, as well as delamination, in model 

energetic material samples. The presented results quantify the influence of the rate of loading and 

interface binding agent variation on rate dependent fracture. The results show that the time at which 

the interface delamination starts increases linearly with the increase in cohesive strength and 

decreases exponentially with an increase in loading rate. 

 

KEYWORDS: Energetic Material, Interface, Binding Agent, HTPB, AP, NMRS, CFEM 
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1.1 Introduction 

Energetic materials are used in a large number of applications, such as, explosive, 

propellant, and pyrotechnic formulations. An example of such a material is a crystalline oxidizer 

(e.g., ammonium perchlorate-AP) embedded in a polymeric binder (e.g., Hydroxyl Terminated 

Polybutadiene-HTPB). A typical industrial solid propellant consists of ~70% AP, ~10% HTPB 

and around 20% Al by weight, [1]. These materials are sensitive to heat and mechanical shock, 

which may be triggered by fire or by impact with bullets or fragments. The complex mechanical 

behavior of these materials is due to complicated microstructure and physical processes occurring 

at multiple length scales. Accurate prediction of the mechanical behavior of an energetic material 

can be made based on an understanding of their physical properties and their response under impact 

or shock. The main failure mechanisms in energetic materials have been identified as particle 

fracture, interfacial failure, and cavitation in the binder [2]. The effect of interface on the failure 

of these materials have been studied in literature both experimentally and numerically. Polymer 

bonded explosives (PBXs) under tensile loading have shown that interface debonding was the 

dominant failure mode [2] indicating that interfaces are weaker than the main phases. The 

macroscopic crack propagates mainly along the particle-matrix interface [3, 4]. The fracture 

resistance of such materials has been shown to be strongly affected by the toughness of the 

interface between the constituents. Interface strength depends on the constituent material, i.e., 

particle, matrix and/or binding agents, [5, 6]. Rae et al. [3] as well as other experimental efforts [3, 

7-10] have shown a particle size effect on the performance of energetic materials. Drodge et al. 

[10] showed that increasing the particle size decreases the yield strain. Chen [11] used a digital 

image correlation technique combined with scanning electron microsope (SEM) imaging system 

to measure the displacement and strain fields at the micro-scale in PBX-9501. Their analyses 

showed that the trans-granular cracking is the most dominant fracture mode. Yeager [12] has 
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shown the effect of interface chemical structure and the microstructure on the mechanical behavior 

of PBX. Interfacial structure was altered by adding a plasticizer. The plasticizer inhibited the 

formation of a large interface/interphase. The difference in interfacial properties had a significant 

effect on the crack initiation and explosive sensitivity in such materials. The present work focuses 

on in-situ measurements of interface level rate dependent mechanical properties as well as the 

cohesive fracture properties of model AP-HTPB interfaces and on using such measurements for 

material behavior prediction under high strain rate loading. 

Numerical studies based on cohesive zone models (CZMs) [13-31] have been performed 

to analyze particle/matrix interface debonding. Several studies [32-41] have used CZM for 

particle/matrix debonding analyses in energetic materials using a nonlinear three stage cohesive 

law to simulate the debonding, e.g., see the work of Tan and coauthors [37]. The approach makes 

use of the minimum potential energy principle with respect to interface displacement jump. It has 

been shown that small particles in energetic materials lead to hardening behavior while large 

particles soften the composites. The debonding of large particles is unstable and may lead to 

catastrophic failure. The effect of interface debonding on a PBX sample containing an elastic 

particle and a viscoelastic matrix [35] has shown that the strain rate strongly affects the mechanical 

behavior of the composite. However, such studies assume a cohesive law for particle/matrix 

interfaces based on the macroscopic behavior of the material, which may not accurately represent 

the local microscopic behavior. Atomistic simulations have also been performed in order to 

examine the deformation behavior, mainly under shock, in energetic materials [42-45] with some 

simulations providing good guidelines for developing interface level constitutive behavior 

descriptors. 
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In this work, the effect of local rate dependent interface level strength and the strain rate 

on the rate dependent failure and debonding in model HTPB-AP composites is analyzed. A strain 

rate dependent viscoplastic constitutive model is developed based on dynamic high strain rate 

experiments performed on a set of analyzed HTPB-AP interfaces. A mechanical Raman 

spectroscopy (MRS) setup [46] is used to obtain cohesive fracture separation properties in the 

analyzed samples including interface delamination strength and interface fracture energy. The 

measured cohesive fracture parameters capture the effect of interface chemistry variation. The 

cohesive parameters and the viscoplastic model were implemented in a cohesive finite element 

method (CFEM) scheme to simulate dynamic crack propagation, as well as delamination, in 

simulated HTPB-AP samples. A qualitative validation of the delamination with the Kolsky bar 

experiment has also been considered. 

The chapter is organized in the following manner: Section 2 describes the details of 

experimental setup. The CFEM modeling approach that incorporates the material model 

parameters obtained using the experiments is also discussed. Section 3 analyzes the results 

obtained using the CFEM model and experiments.  Finally, a summary discussion of the results 

and concluding remarks are presented in Section 4. 

1.2 Experimental Methods 

In this section, the experimental methods used in this work are explained. First, the steps 

to fabricate samples are explained. There are two separate types of mechanical property 

measurement experiments: (1) A dynamic impact setup to measure the rate dependent stress-strain 

relations that are used to calibrate a viscoplastic constitutive model; and (2) Interface de-cohesion 

experiments using MRS that are used to measure the interface cohesive separation properties for 

the CFEM model used in this work. In the following subsection, first the dynamic impact 
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experiments used to obtain the viscoplastic constitutive model parameters is discussed. Finally, 

the MRS setup to obtain the CFEM model parameters is described.  

The samples used in the experiments consist of AP particles embedded in an HTPB binder. 

Two types of samples: the first type with a binding agent (cyanoethylated polyamine (HX-878 or 

Tepanol)) and the second type without any binding agent; were prepared to analyze the effect of 

interface chemistry. Spherical AP particles (supplied by Firefox Enterprise Inc.) in the size range 

of 600-800 µm were manually selected. HTPB was fabricated using a mixture of R-45M liquid 

polybutadiene (Firefox Enterprise Inc.) and isophorone diisocyanate (IPDI) at an OH index ratio 

of 1.05. In both sample types, AP particles were carefully placed, one by one, in the binder so that 

many single particle samples could be cut from the cured mixture. The largest available particles 

were chosen so that during experimentation, visual inspections of the AP particle and the AP-

HTPB interface could be performed. In the second sample type, a surface binding agent (Tepanol) 

was added to the binder at a mass ratio of 0.5 % to fabricate samples with higher surface adhesion, 

while keeping the same index ratio. The constituents were manually mixed and degassed in 

vacuum for 30 minutes. They were poured into PTFE molds with a depth of 1 mm and the particles 

were added. The samples were cured at 60o C in a convection oven for 7 days. After the cure, they 

were removed from the molds and cut into the desired dimensions for testing, [47]. 

1.2.1 A Dynamic Impact Experiment Setup for Rate Dependent Property Measurements 

The mechanical properties of solid propellants have been shown to depend upon the size 

and type of filler material (oxidizer) used [48]. In order to understand the underlying mechanisms 

along with their mechanical strength, characterization techniques with sufficient resolution are 

needed.  
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Figure 1 Nanoscale dynamic impact experimental setup. 

 

The experimental procedure for measuring the interface level dynamic properties involves 

impacting the surface of the material being tested by an impacter (Fig. 1). The strain rates in such 

a setup is typically up to 100 s-1 [49, 50]. The experimental data includes information of depth of 

penetration (or the position of the impacter) during impacts with respect to time (Fig. 2). The 

derivative of depth versus time gives the information of velocity during impacts (Fig. 2). 
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Figure 2 Representative depth versus time obtained from dynamic impact experiment and 

calculated velocity versus time data. 

 

The dynamic impact experiments were performed using a modification of the high strain 

rate impact schedule of Micro Materials, UK [46-49]. Similar high rate compressive impact 

techniques have been successfully applied to model site specific behavior such as at the interface 

between two materials at high strain rates [45]. The novelty of the experiments lies in the fact that 

impacts are precisely at the interfaces in the precision range of nanometers to micrometers. The 

impacter tip impacts at the analyzed interfaces precisely thus making sure that the energy from the 

impact is delivered at the interfacial region. The experimental set up consists of a 3D stage to 

mount the sample that allows it to move in x, y, and z Cartesian directions. The interface impact 

measurements were performed with a spherical impacter of radius 1 µm. The impacter is mounted 

on a pendulum that is hanging vertically on frictionless springs to let it move freely. The force on 

the pendulum is applied through the electromagnets as shown in Fig. 1. From its initial stationary 

solenoid position, the impacter position is monitored continuously as a function of time t, including 

the initial impact trajectory and the initial rebound from the material surface [49]. During single 

impact experiments, a typical depth versus time history is shown in Fig. 2. The depth in this case 
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corresponds to the position of impacter with respect to the sample surface. The velocity of the 

impacter can be calculated as the first derivative of the response marked with V in Fig. 2. The 

maximum depth (hmax), the initial contact velocity (Vin), the outgoing velocity (Vout) and the 

residual depth (hres) are obtained as shown in Fig. 2. The residual depth is the position at the point 

of detachment from the sample on the first rebound which is the depth corresponding to the 

outgoing velocity as shown in Fig. 2. The strain rate, εɺ, of the impact changes with the depth of 

impact. An average strain rate characterizing the impact can be approximated by the expression,                  

                                                 
max

,inV

h
ε ≈ɺ                                                                         (1) 

where hmax is the maximum depth and Vin is the maximum velocity. The strain and stress are 

given by [49, 50], 
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where hres and hmax are defined in Fig. 2. The strain rate was in the range of 10 to 100 s-1. The strain 

rates in the current experiment depends on the maximum load applied at the impact points. The 

highest load was applied to observe the behavior of material under the highest deformation state. 

The impacts were conducted at the interface of HTPB-AP and in the bulk phase of both materials. 

The impact stress-strain data from the experiments are fitted to power law viscoplastic constitutive 

model to define the material mechanical behavior. 
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1.2.1.1 Fitting a Viscoplastic Constitutive Model to Dynamic Impact Experiment Data 

Heat dissipation during impact has been discussed in literature using theories similar to the 

work of Clayton [51]. However, in this work, since experiments cannot measure the heat 

dissipation directly or indirectly, the viscoplastic model neglects the heat dissipation. We use the 

standard assumption for finite strain inelastic problems: the multiplicative decomposition of the 

deformation gradient F into an elastic and an inelastic part Fe and Fvp, i.e., 

                                                              
e vp= ⋅F F F .                                                               (3) 

The plastic deformation gradient tensor Fvp maps a material tangent vector from the 

reference configuration to the relaxed configuration, which is obtained from the reference state by 

a pure plastic deformation and rotation. Subsequently, the elastic deformation gradient tensor Fe 

maps this material tangent vector from the relaxed to the current configuration, which is obtained 

from the relaxed configuration by purely elastic deformation and rotation. The relaxed 

configuration is not completely defined, since an arbitrary rigid rotation can be superimposed on 

it and leave it unstressed. The velocity gradient tensor L in the current configuration is defined by, 

                                                           1−= ⋅ = +ɺL F F D W ,                                                         (4) 

where D and W are the rate of deformation and material spin tensors, respectively, defined as, 
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Taking into account Eq. (4), the tensor L is accordingly given by, 

                                            1 1 1

1
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which can be written as 

                                                

1

1 1

,e e e e

vp vp e vp vp e

−

− −

+ = ⋅

+ = ⋅ ⋅ ⋅

D W F F

D W F F F F

ɺ

ɺ
                                            (7) 

In the region of finite deformations, the elastic strain is generally assumed to be smaller 

than the plastic one. The deformation rate tensor D requires constitutive laws for De and Dvp. The 

constitutive law for Dvp is the flow rule under finite deformations, while the constitutive law for 

De is related to the theory of hypoelasticity. The general form of the objective stress-rate and strain-

rate relation, according to Rivlin [52] and Truesdell [53], is given by, 

                                                          ( )ˆ , ef= Dτ τ ,                                                                      (8) 

where τ  is the Cauchy stress tensor, De is the elastic part of the deformation rate tensor D, and τ̂

is an objective rate of the stress tensor. There are a number of objective rates that can be defined, 

leading to different results. The selection of a specific type of the objective rate that will be used 

is still an open problem, as is also mentioned by Khan and Huang [54]. In our work, the objective 

rate of the Cauchy stress tensor is taken to be as, 

                                                        ˆ = − ⋅ + ⋅ɺ W Wτ τ τ τ .                                                             (9) 

Following Eqs. (7) and (9), the definition of the sub-structural spin W requires a 

constitutive equation for Wvp, which appears in the objective rate and, as a consequence, in the rate 

type constitutive equations. Therefore, according to Dafalias [55], under finite plastic deformations 
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constitutive laws for both tensors Dvp and Wvp are required. Based on the linear form of 

hypoelasticity, 

                                                         ˆ :[ ]vp= −C D Dτ ,                                                               (10) 

where C is a fourth order tensor. In the case of an isotropic material, it is given by 

                                                      '
1 1 2

E
I
 = + ⊗ + − 

ν
ν ν

C I I .                                                (11) 

Here, E is the Young’s modulus, ν is the poisson ration and I is the 3x3 identity matrix. 

For an isotropically hardening viscoplastic solid, Dvp is given by, 
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                                                          (12) 

where f is the Mises yield function, λɺ is the equivalent viscoplastic strain rate given by [56],  

                                                     
ελ ε σ
σ

= =ɺ ɺɺ
vp

vp d

d
,                                                                  (13) 

                                            ( )3 1
,  

2 3
σ τ τ′ ′ ′= = −ij ij trτ τ τ ,                                                        (14) 

and vpε  is the equivalent viscoplastic strain, which is given by, 

                                                       ( ) ( )ε χ ε σ= ɺ
m nvp vp

.                                                        (15) 

Using Eq. (13) and (15), λɺ  is calculated and substituted back into Eq. (12) to obtain the 

viscoplastic rate of deformation. σɺ  is the effective stress rate obtained by differentiating Eq. (14) 

with respect to time, 
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3

2

σσ τ τ
σ

′ ′= =ɺ ɺ
ij ij

d

dt
,                                                           (16) 

where ɺijτ is the time rate of change of Kirchoff’s stress, which is obtained by substituting Eq. (10) 

into Eq. (9).  Here, we assume the viscoplastic spin rate Wvp = 0 as suggested by Boyce et al. [57]. 

In other words, a relaxed configuration which is not spinning is chosen.  Eq. (10) and Eq. (11) give 

the material rate of Kirchoff’s stress as, 

                                                ˆ :[ ]vp= − ⋅ + ⋅ = −ɺ W W C D Dτ τ τ τ ,                                           (17) 

which results in                     

                                                        ˆ e e= + ⋅ − ⋅ɺ W Wτ τ τ τ .                                                   (18) 

The updated Kirchoff’s stress at t+∆t is then given by, 

                                                             
t t t

ij ij ijτ τ τ+∆ = +∆ ,                                                         (19) 

where      ∆ = ⋅∆ɺ tτ τ . 

 

1.2.2 Mechanical Raman Spectroscopy Measurements of Interface Decohesion 

Micro-Raman spectroscopy is a technique by which stress in microscale structures can be 

extracted based on Raman shift measurements [49]. The first experimental investigation of the 

effect of external stress on the Raman modes was done by Anastassakis et al. [58] on silicon. 

Raman scattering measurements in the presence of externally applied stress have been performed 

by a large number of investigators on different kinds of samples [59]. Raman shifts are typically 

reported in wavenumbers, which have units of inverse length, as this value is directly related to 
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energy. Raman spectroscopy of AP and polybutadiene has been reported in literature, [60-68]. The 

pressure dependence of internal mode frequency in AP was studied [60, 67], and it was reported 

that as the pressure increases, the Raman shift of internal mode frequency of NH4
+ and ClO4

- both 

increases. However the N-H stretching mode Raman shift decreases with an increase in pressure, 

[64]. The temperature dependence of Raman active modes in the single crystal AP has also been  

investigated, [62]. Nallasamy et al. [65] analyzed the Raman spectra of cis- and trans-1,4-

polybutadiene and assigned the vibration modes to the observed frequency. McNesby et al. [63] 

used the Fourier transform Raman spectroscopy to characterize different samples of energetic 

materials and propellant formulations. Raman spectra of several energetic materials were 

measured to be in the range of 100 to 3000 cm-1. 

In the MRS approach [46], in-situ measurements of Raman shifts in a material are 

performed during loading. Based on a separately performed calibration under identical boundary 

conditions, the Raman shifts are converted to stresses. In the current study, Raman shifts are 

calibrated on samples under uniaxial tensile loading. A Deben loading stage was used to load the 

sample at a rate of 0.1 mm/min until the failure. A HORIBA Xplora Plus micro-Raman 

spectrometer was used to obtain the Raman spectra of the scan area at an excitation wavelength of 

532 nm and a grating size of 2400. The resolution of the micro-Raman spectrometer near the CH2 

stretching zone is 1.4 cm−1. Raman shifts were observed and recorded in the CH2 stretching zone, 

see Fig. 3(a), as a function of applied stress. Peaks on the spectra corresponds to different vibration 

modes are also indicated as reported in [65]. Raman shifts were measured and the shift versus 

stress at a cross-section was plotted, as shown in Fig. 3(b). A linear relation between the stress and 

Raman shift was then obtained as [69]  

                                                                 ,C wσ = ∆                                                                  (20) 
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where ∆w is the shift in wavenumber due to loading and C is a constant which is the slope of the 

Raman shift versus stress curve as shown in Fig. 3(b). This calibration constant is then used to 

obtain stress around the interface in a one particle HTPB-AP sample for the two types of samples: 

one without the binding agent and other with binding agent. 

 

Figure 3 (a) A typical Raman spectra observed in an AP-HTPB sample of type 1 and (b) the 

corresponding stress versus shift calibration curve. 

 

MRS measurements are used to measure stresses during delamination of the particle-binder 

interface as outlined in the results section. The combination of stresses and energy spent in 

delamination is used to derive cohesive zone parameters as shown in Section 3 later. The cohesive 

zone parameters are used in the cohesive finite element framework described in the next section 

to predict interface property dependent material behavior. 

1.2.2.1 Cohesive Finite Element Method Framework 

The dynamic behavior of the composite material system is modeled using the explicit 

cohesive finite element method (see e.g. [70, 71]). The cohesive finite element method (CFEM) 

provides a means for quantitative analysis of fracture behavior through explicit simulation of 
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fracture processes. The cohesive crack approach dates back to the work of Barenblatt [72] for 

brittle materials and the work of Dugdale [73] for elastoplastic materials. It has been extensively 

used to model crack growth in concrete, ceramics, polymers, composites, and metals. It has also 

been used to analyze fracture along interfaces, [74].  

An explicit time-integration scheme based on the Newmark β-method is employed. The 

time step ∆t needs to be small enough to ensure that the increment of the cohesive separation ∆ be 

sufficiently small in each numerical step to avoid numerical instability. Based on the material 

properties and the Courant–Freidrichs–Lewy criterion with material-related numerical stability 

considerations, the average time step is of the order of 1 ns in our current research, [75]. The single 

particle sample shown in Fig. 4 were modeled using CFEM. The weak form of the CFEM model 

is given by, 

                                                             (21) 

 

Figure 4 (a) Finite element mesh used and (b) mesh convergence analysis. 
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In the cohesive model used, the traction T applied on material points coinciding at and 

occupying position x on the cohesive surface in the reference configuration is work-conjugate to 

surface separation ∆. In the reference configuration, the cohesive law is given by, 

                                                                  ( ) [ ( )]= ∆T x T x ,                                                         (22) 

and the work of separation under this traction at any stage of deformation is [76] 

                                                          

0

0
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∆
= ∆ ∆∫ ∫ isep

S

T x d d  .                                               (23) 

Here, we have assumed that cohesive traction-separation relations are locally determined, 

i.e., the cohesive traction at one point is fully determined by the separation at the point itself. 

Several constitutive relationships of the cohesive zone model have been developed based on an 

effective separation (∆) and an effective traction (T). The relation between effective separation 

and traction are defined by various cohesive relations such as cubic polynomial, trapezoidal, 

smoothed trapezoidal, exponential, linear softening and bilinear softening functions [74]. In this 

work we have used an irreversible bilinear cohesive zone model [74]. In order to prevent the 

penetration due to the large deformation, a penalty traction is used to apply sufficient normal 

traction. The penalty traction is taken to be of the form [20], 

                                                       ( )max
exp /= ∆ ∆n n cT T ,                                                         (24) 

where Tn is the normal traction, Tmax is the cohesive strength, ∆n is the normal penetration and ∆c 

is the critical displacement. 
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The CFEM simulations are carried out under plane strain assumptions. To track complex 

crack/microcrack patterns, and crack branching, cohesive surfaces are specified along all of the 

finite element boundaries as an intrinsic part of the finite element model. All of the cohesive 

surfaces serve as potential crack paths in the microstructure; therefore, fracture inside each 

microstructural phase and along interphase boundaries can be explicitly resolved, [74, 77]. 

Accordingly, the analyses are able to take into account the matrix/particle failure, as well as 

interfacial fracture. The finite element meshes used have a uniform structure with ‘‘cross-triangle” 

elements of equal dimensions arranged in a quadrilateral pattern, see Fig. 4. This type of 

triangulation is used since it gives the maximum flexibility for resolving crack extensions and 

semi-arbitrary fracture patterns, [78]. 

1.3 Results And Analyses 

In this section, we analyze the effect of interface chemistry and strain rate on the failure 

behavior of a single particle HTPB-AP sample using CFEM. First, parameters for a viscoplastic 

constitutive model fitted to dynamic impact experiments are obtained. The viscoplastic 

constitutive model is then validated by comparing results from an AP-HTPB sample deformation 

experiment. Cohesive fracture parameters are then obtained using the MRS experiments. Together, 

all of the parameters are used in a rate dependent CFEM formulation to qualitatively validate the 

used CFEM framework with the existing results from a Kolsky bar tensile experiment [47]. 

Thereafter, predictions from the CFEM formulation are analyzed. 

1.3.1 Viscoplastic Model Parameters Measured using the Dynamic Impact Experiment 

Energetic material mechanical behavior has been modeled using viscoelastic [79, 80] as 

well as elasto-viscoplastic [81, 82] constitutive models. For high strain rate loading, viscoplastic 
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models are used frequently [83-85].  Kalayciogly [82] et al. modeled an HTPB/AP composite 

propellant using Perzyna’s viscoplastic model. In this work, following Tsai and Sun [86], we 

assume an effective stress-effective viscoplastic strain curve by a power law model 

                                                             ( ) ,
nvp Aε σ=                                                             (25) 

where and  are the equivalent strain and equivalent stress respectively. A is a power law 

function of effective plastic strain rate, given as [86],  

                                                             ( ) .χ ε= ɺ
m

vp
A                                                             (26) 

The viscoplastic model then can be given as,  

                                                         ( ) ( ) .ε χ ε σ= ɺ
m nvp vp

                                                 (27) 

Figure 5 (a) shows amplitude A as a function of effective plastic strain rate on the log–log 

scale for the HTPB binder. Multiple impacts were done to obtain several stress-strain-strain rate 

data in order to fit a power law model as shown in Fig. 5. The parameters χ and m are then 

determined from these plots as the intercept and the slope, respectively. Once m and χ are 

determined, this model can be extrapolated to predict the material behavior at different strain rates. 

Using this fitting procedure on the experimental data for different strain rates, we obtain the 

corresponding stress-strain curves shown in Fig. 5 (b).  

 

vpε σ
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Figure 5 (a) log-log plot for the viscoplastic parameters and (b) stress-strain curve-fitting using 

the power law model for HTPB binder in the case of the HTPB-AP sample as a function of strain 

rate and (c) fitted curve with the current model to the experimental stress-strain data for HTPB 

obtained from an Split-Hopkinson pressure bar (SHPB) test performed by Cady and co-workers 

[88]. 

 

In order to show the validity of the values of parameters χ, n and m found from the fitting 

of the stress strain data obtained during nano-scale impact test, these values were used to fit the 

stress strain data obtain from an SHPB test done by Cady and coworkers [88], as shown in Fig. 5 

(c). The power law viscoplastic model is also fitted to the experimental data as shown in Fig. 6 for 

the AP phase and the HTPB/AP interface. 
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Figure 6 Stress-strain response of (a) AP phase and (b) AP-HTPB Interface in HTPB-AP sample 

as a function of strain rate. 

 

 

Table 1 Viscoplastic model parameters for AP, HTPB and the HTPB/AP interface. 

Parameter χ (MPa)-n m n 

HTPB 0.54 -0.18 1.8 

AP 3.7E10 -9.8 5.9 

HTPB/AP 

Interface 

Sample 1 1.0E5 -5.0 2.5 

Sample 2 1.0E4 -4.2 2.0 

 

Table 1 shows the viscoplastic model parameters for the interface, the matrix (HTPB) and 

the particle (AP) for the two sample types. Sample 1 corresponds to the HTPB-AP sample and 

Sample 2 corresponds to the HTPB-AP-Tepanol sample. Figure 8 shows the stress-strain curves 

obtained from the impact experiment for HTPB, AP and the HTPB/AP interface for the two 
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samples. As can be seen from Fig. 7, the effect of binding agent Tepanol is the most significant on 

the stress-strain curve for interface. This shows that the interface properties can be altered using a 

binding agent. 

 

Figure 7 Stress-strain model fitted to the dynamic impact experiment data for (a) HTPB binder, 

(b) HTPB-AP Interface, and (c) AP phase for different sample types. Sample 1 is without 

Tepanol and Sample 2 is with Tepanol. 

 

In order to evaluate the validity of the power law viscoplastic stress-strain model proposed 

above, a 2-dimensional plane strain finite element simulation is carried out in ABAQUS to model 

the dynamic impact experiment, as shown in Fig 8. The impacter is chosen to be a spherical 

impacter of radius 1 µm, Fig. 8 (c), which is the size used in the experiment. The viscoplastic 

constitutive power law model parameters given in Table 1 are used. The cohesive zone model 

parameters given in Table 2 is used for the bilinear cohesive zone model in ABAQUS. A 

quadrilateral plane strain element (CPE4) was used for both the HTPB and the AP phases. The 

impacter is given an initial velocity equal to the maximum velocity obtained in experiment with 

1mN load. The simulation was run for the time 0.24 s which was the time at which the residual 

depth was reached in the experiment. The resulting depth-time curve obtained from the simulation 

is compared to that from the experiment. Here the depth corresponds to the impacter position with 
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respect to the sample surface. The result in Fig. 8 (d) show the comparison of depth profile obtained 

from experiment and simulation qualitatively validating the viscoplastic material model. 

 

Figure 8 (a) Schematic of dynamic impact finite element model, (b) impact velocity (from 

experiment), (c) spherical  Impacter profile and (d) comparison of depth-time output obtained 

from  experiment (sample type 1) and simulation. 

 

1.3.2 Interface Separation Parameters Measured using MRS 

Cohesive zone parameters for the AP and HTPB phases can be obtained based on surface 

energy and maximum tensile strength values. Due to the lack of experimental data for AP, the 

tensile strength is assumed to be E/10 [74], where E is the Young’s modulus of AP. Critical 

separation for AP is taken to be equal to 5 µm [20]. To obtain cohesive parameters for HTPB, a 

tensile specimen with an edge crack was loaded untill failure [89]. The maximum stress required 

to propagate the crack through the specimen was taken to be the cohesive strength. The cohesive 

energy is calculated from the area under the load-displacement curve. In order to obtain the 
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cohesive zone parameters for the AP-HTPB interfaces, delamination experiments at AP-HTPB 

interfaces in the analyzed samples are performed. The experiments start with an initial crack at the 

analyzed AP-HTPB interfaces in samples loaded in tensile loading Fig. 9. As load and 

displacement are applied, the interface crack further extends. The crack extension energy can be 

calculated based on the load displacement relation, see Fig. 9 (c). The stresses at the crack tip 

during crack extension are calculated using MRS. A combination of these measurements is used 

to derive cohesive law parameters.  

 

 

Figure 9 (a) Sample configuration used for the MRS based measurements of interface 

delamination, (b) sample dimensions and (c) the load-displacement curve obtained during 

loading for HTPB-AP-Tepanol (type 2) sample (shaded area shows energy spent in the observed 

crack extension). 

 

The stress distribution around one such HTPB-AP interface obtained using MRS scanning 

is shown in Fig. 10 as a function of load change during crack propagation. The stress distribution 

around the interface was plotted by interpolating the stress evaluated at the scan points, as shown 

in Fig. 9. As can be seen from the load-crack opening curve, see Fig. 9 (c), the delamination starts 

at just after 0.6 N load. The area under the load displacement curve, see Fig. 9 (c), between the 
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point where the crack reaches the interface and the point where interface delaminates is the total 

energy required for delamination [49], which is taken as the cohesive energy at failure. Here, it is 

assumed that once the crack reaches the interface, a simple brittle fracture takes place. In the future, 

detailed measurements done in combination with electron microscopy will focus on local heat 

dissipation in order to develop more complex thickness dependent ductile interface fracture 

models.  

 

Figure 10 Stress distribution around the HTPB-AP interface for different load until failure for 

HTPB-AP-Tepanol (type 2) sample. Red dots are the positions where Raman spectra are 

recorded. 
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The strength of the interface was evaluated from the stress map obtained using MRS by 

assuming the strength to be equal to the stress at the start of the delamination. The strength of the 

interface in sample type 2 is found to be 2.91 MPa and for sample type 1 is equal to 1.1 MPa. 

Cohesive zone parameters used in the simulation are given in Table 2. 

 

Table 2 Cohesive zone parameters for the constituents of the HTPB/AP composite obtained using 

MRS. 

Material/Interface Cohesive Strength 

(MPa) 

Critical Displacement 

(mm) 

Cohesive Energy 

(N/mm) 

HTPB 0.8 0.5 0.2 

AP 2x103 5x10-3 5.0 

Interface Sample 1 1.1 0.12 0.065 

Sample 2 2.91 0.11 0.16 

 

1.3.3 Validation of Constitutive and Cohesive Parameters 

As shown in Fig. 11, the samples were loaded in tension at a loading rate of 0.1 mm/min 

untill fracture. During the loading, a set of points on the sample near interface can be scanned to 

get Raman shifts and the corresponding stresses based on Eq. (26). These Raman shifts can be 
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obtained at different loads until the interface debonding occurs. A stress map around the HTPB-

AP interface obtained by interpolating these values are shown in Fig. 11 for sample type 2. 

 

Figure 11 Stress distribution around the interface at different load for sample type 2. 

 

In order to validate the stress map obtained from the MRS measurements a 2-dimensional, 

plain strain, finite element simulation was carried out using a cohesive element model that 

incorporates the obtained material property relationships in ABAQUS. The power law viscoplastic 

model obtained in previous section was used as material model. Cohesive zone properties were 
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used based on the bilinear cohesive model obtained from the MRS measurements as discussed in 

the Section 3.1.  

 

Figure 12 (a) A schematic of the finite element model used in simulation and (b) comparison of 

load-displacement curve with that obtained from experiment for HTPB-AP-Tepanol sample. 

 

Figure 12(a) shows the model used to simulate the experimental loading in Fig. 10. The 

goal of this simulation is to compare with the stress map obtained in the MRS experiments. Hence, 

the displacement is applied in order to reach a load for which the stress map from MRS is available. 

As shown in Fig. 12(b), the resulting load-displacement curve closely follows the experimentally 

obtained curve, with less than 5% error. In order to maintain the stress level at the positions where 

Raman spectra are recorded while obtaining the Raman maps, loads were kept constant. Figure 

13(a) shows the stress maps obtained from finite element simulation and Fig. 13(b) shows that 

obtained from MRS at corresponding loads. Figure 13 shows a good match between the stress 
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profile obtained from experiment and simulation, which provides a validation of experimental 

approach used in this paper. 

 

Figure 13 A comparison of stress contour obtained from (a) finite element simulation and (b) 

from MRS for HTPB-AP-Tepanol (type 2) sample. 

 

1.3.4 Prediction of Interface Property Influence on High Rate Deformation Behavior 

Dynamic failure of the one particle sample was simulated using a cohesive finite element 

method. A two dimensional numerical simulation is carried out for the AP-HTPB specimen with 

a single AP particle embedded in HTPB binder to simulate the separation observed in the Kolsky 

bar experiment [47]. Figure 4 illustrates the geometry and boundary conditions employed in the 

numerical simulation. The length and width of the specimen is set to be L = 3 mm and W = 2 mm, 

respectively. The AP particle is idealized as a circle with diameter D = 1 mm. While the particle 
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geometry in the experiment deviates from this approximation, the region of initial debonding 

observed in the experiments does not contain observable stress concentrations due to irregular 

shape. The loading condition in the Kolsky bar tension test is idealized as the step-wise-increasing 

displacement as shown in Fig. 14 [47]. The simulation model and the boundary conditions are 

shown in Fig. 4 (a). All of the material properties and model parameters used in the simulation are 

obtained from the experiment as discussed in the previous section. Mesh sensitivity study is 

performed to ensure that further refinement of mesh does not significantly affect the results.  

 

Figure 14 Kolsky bar simulation sample and load-profile [47] used in experiments. 

 

The loading rate of 1000 s-1 is used based on the first ramp in the experimental loading 

profile (see Fig. 14). In order to investigate the mesh size effects on the total energy of the system, 

the sample without pre-loading and with only elastic properties of HTPB and AP is used. The size 

of the element was chosen such that it satisfies the bounds given in [74], which is equal to 25 µm. 
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Figure 15 Interface separation evolution in the (a) Kolsky bar tension experiment [47] and (b) in 

the simulation as a function of time (sample type 1). 

 

Figure 15 (a) shows the experimentally observed deformed state of the specimen during 

the loading process, compared with stress contours from the simulation, Fig. 15 (b). The time of 

debonding shown in the figure corresponds to the simulation. A complete comparison with the 

experiment cannot be made here as the loading profile in the experiment and simulation are 

different. Although the time required in each step shown in Fig. 15 were not equal in two cases, a 

qualitative comparison can be made here. The debonding initiates at a small interface region at an 

angle of -45o from the positive X-axis (see Fig. 15 (a)) first in the experiment while the remainder 

of the interface remains fully bonded. In the simulation (see Fig. 15(b)), we observe that the 
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debonding simultaneously initiates at 45o and 135o from the positive X-axis due to the symmetry 

of the geometry. Figure 16 shows the similarity in the opening mode of delamination observed in 

both numerical and experimental observations. The small delamination near the fixed end in the 

simulation is due to the reflected wave generated at the fixed end. However we do not see this in 

the experiment because it is a quasi-static tensile experiment. 

 

Figure 16 Validation of delamination mode obtained using CFEM with quasi-static experimental 

measurements (sample type 1). 

 

The strain rate effect on deformation of the one particle samples were also investigated. 

Strain rates of 100, 200, 800, 1000, 2000, 3000 s-1 were applied in terms of the velocity boundary 

condition at the top boundary. Figure 17(a) shows the effect of strain rates on the cohesive energy 

of the system. Cohesive energy increases with time as the deformation increases, even when the 

cohesive zone parameters are constant. This is due to the fact that the material model used is a rate 

dependent viscoplastic material. 
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Figure 17 (a) Cohesive energy and (b) cohesive energy at failure with time for different strain 

rates (sample type 1) predicted using CFEM simulation. 

 

Figure 17 (b) shows the effect of strain rates on the cohesive energy at the time when 

delamination starts. The delamination initiates when the cohesive energy at the interface reaches 

the critical value. As can be seen in the Fig. 17 (b), the time, at which the delamination initiation 

occurs, decreases with increasing strain rates. The rate at which the cohesive energy increases also 

increase with strain rate. Failure modes at each strain rates are shown in Fig. 18. The color map 

shows a failure index, IFAIL, which is a ratio of cohesive energy at the current time step and the 

critical cohesive energy. Delamination starts near the fixed boundary at low strain rates (800 s-1 

and 1000 s-1). However, as the strain rate increases the delamination occurs on the loading side 

(3000 s-1).   
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Figure 18 (a) HTPB-AP sample (type 1) tensile model for dynamic failure simulation and 

delamination mode at time t = 0.4 µs for strain rates of (b) 800 s-1 (c) 1000 s-1 (d) 2000 s-1 (e) 

3000 s-1. IFAIL is the damage parameter used to represent fracture with a value of 1 indicating 

full separation and a value of 0 no separation [74]. 

 

The reason for this can be explained from the stress profile shown in Fig. 19, where the 

position of maximum stress is different for different strain rates. Both the normal (S22) and shear 

(S12) stresses are shown. The delamination initiation occurs due to the maximum shear stress at 

that position as shown in Fig. 19. Maximum shear stress occurs at 45o from the load axis (vertical 

axis, Fig. 18 (a)). The reason for different delamination position at high and low strain rates is due 

to the difference in the time rate of change of the material properties of the two constituent 

materials. The position of the delamination changes at different strain rates due to the difference 

in stress wave speed, which is a function of strain rate in the viscoplastic material region.  
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Figure 19 Stress contour for sample type 1 at strain rates (a) 800 s-1 (b) 1000 s-1 (c) 2000 s-1 (d) 

3000 s-1 at time t = 0.4 µs. (First row- normal stress and Second row- shear stress) 

 

The effect of interface chemistry is studied next. A series of single particle HTPB-AP 

models loaded in tension was simulated by changing the cohesive strength of the interface between 

the particle and matrix. In the previous section, it has been shown that the change in the interface 

chemistry changes the interface strength. In this work, the HTPB-AP interface cohesive strength 

used to study the effect is given in Table 3. Figure 20 (a) shows the effect of cohesive strength on 

the interface failure. 
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Table 3 Cohesive zone parameters for constituents of HTPB-AP composite for dynamic 

simulation. 

Material/Interface Cohesive Strength 

(MPa) 

Critical Displacement 

(mm) 

Cohesive Energy 

(N/mm) 

HTPB 0.8 0.5 0.2 

AP 2x103 5x10-3 5.0 

Interface 0.5-6 0.11 0.02-0.33 

 

 

 

Figure 20 (a) Cohesive energy with time and (b) cohesive energy near the initiation of 

delamination for different cohesive strengths predicted using CFEM simulation. 
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As the cohesive strength increases, the time at which delamination starts increases. 

However, it is noted from Fig. 20 (b) that the rate at which the failure occurs also increases with 

the increase in cohesive strength. Figure 21 shows the effect of cohesive strength and strain rate 

on the time at which interface delamination starts. The time at which the HTPB-AP interface starts 

to delaminate increases linearly with the increase in cohesive strength (Fig. 21(a)). An exponential 

decrease is observed in the same with an increase in strain rate (Fig. 21(b)). 

 

Figure 21 Effect of the (a) cohesive strength and (b) strain rate on the initiation time of 

delamination predicted using CFEM simulation. 

1.4 Conclusions 

A combined computational-experimental study of the fracture behavior of AP-HTPB 

energetic material under dynamic loading conditions is presented. The study considered the 

viscoplastic constitutive models of the composite constituents, which are obtained using nano-

impact experiments. Quasi-static simulation was done in ABAQUS using a surface based cohesive 

zone model. The dynamic fracture behavior is simulated for the HTPB/AP sample with CFEM and 
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is qualitatively compared with the Kolsky bar tension experiment. The CFEM simulation 

accurately captures the initiation and mode of delamination. This has been confirmed by 

comparing it qualitatively with a quasi-static tensile experiment. Strain rate effects are considered 

and shown to affect the delamination in the sample. The effect of interface chemistry on 

delamination mode can eventually effect the possible hot-spots in the material as has been 

suggested by Yeager [12]. Further study would be needed to quantify this effect in multi-particle 

energetic materials. An important area of further investigation is the dynamic behavior of realistic 

energetic composite microstructures that incorporate many particles, which requires the use of 

multiscale approaches [89-91]. 
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ABSTRACT 

Experimental measurement of interface shock viscosity in a Hydroxyl-terminated polybutadiene 

(HTPB)-Ammonium Perchlorate (AP) material system are performed using mechanical Raman 

spectroscopy combined with laser pulse shock loading. First, HTPB-AP interface level shock wave 

propagation is studied using the cohesive finite element method (CFEM). The difference in the 

shock behavior of the analyzed HTPB-AP interfaces from that of the bulk AP and HTPB material 

is highlighted by numerical simulations of impacting a single AP particle in a HTPB-AP sample 

in three different ways: (1) a flyer plate is used to impact the whole HTPB-AP sample, (2) a flat 

impactor is used to impact the middle of AP particle embedded in HTPB matrix directly, and (3) 

a HTPB-AP interface is directly impacted with an impacter of radius 1 µm. Shock wave rise time 

at the interface is shown to differ for the three different impact modes. Based on the simulation 

results, a combined mechanical Raman spectroscopy and pulse laser induced particle impact test 

is used for measuring shock viscosity at HTPB-AP interfaces. It is observed that by changing the 

chemical composition of the interface, shock viscosity can be altered. A modified finite element 

model with viscous stress based on shock viscosity values added to the stress equation is then used 

for the shock impact simulation of a HTPB-AP material system. A power law relation was obtained 

between shock wave rise time and the shock viscosity. It is shown that the interface shock wave 

rise time increases with increasing interface shock viscosity. 

 

KEYWORDS: HTPB; AP; Interface; Shock Viscosity; NMRS; CFEM 
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2.1 Introduction 

Shock and vibration sensitivity of energetic materials (EM), such as high-energy 

explosives and propellants, has become an issue of increased concern. When a high-velocity 

impact launches a shock wave into an EM, a part of the mechanical energy gets converted into 

heat, which creates complex temperature and pressure profiles within the EM [1]. Due to the 

inhomogeneity (cracks, voids, interfaces etc.) present in the EM microstructure, shock energy gets 

accumulated near certain regions within the EM which leads to an increase in temperature. These 

regions of high energy spots are called hot-spots. In order to understand the mechanisms behind 

the hot-spots creation, a clear understanding of shock propagation in EM microstructure is required. 

Shock compression related temperature increase can be attributed to both compression and 

dissipation [2]. Solids, when compressed at high pressure, deform in a manner similar to fluids, 

which is considered to be a result of the concomitant motion of defects [3]. On the other hand, 

dissipative processes in the material in the shock regime are governed by material viscosity, called 

shock viscosity [4]. The shock viscosity is responsible for energy dissipation that control the rates 

of shear deformation as well as affects the temperature increase in the shocked material. 

Chhabildas et al. [5] have shown that the shock wave rise time can be used as a measure of shock 

viscosity. Many researchers have used experimental techniques such as VISAR [5-8], for shock 

wave rise time measurements in order to indirectly determine the shock viscosity. Kanel et al. [7]  

have observed from a VISAR experiment that the shock viscosity is significantly affected by the 

applied strain rate. Swegle and Grady [8] observed that for certain solids, the maximum strain rate 

in the plastic wave is proportional to the fourth power of the peak shock stress. Although such 

behavior in the case of steady shock waves has not been established [7]. Several researchers [7, 9, 

10] have shown the dependence of the exponent in the power law relation between strain rate and 

shock stress on material properties, such as density, viscosity etc., as well as porosity, particle size 
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[9], the material heterogeneity [11] and the interface impedance mismatch [12]. The shock 

viscosity affects the shock wave rise time and a careful study of the wave profile at the interface 

can provide insights into the interface level shock wave behavior. 

Several review articles [2, 13-17] have summarized experimental techniques for measuring 

dynamic yielding, index of refraction, and shock viscosity from the shock wave analysis data. Most 

of these properties can be related to shock velocity versus particle velocity behavior, as plotted as 

a Hugoniot relation. A large amount of literature is available for the study of shock wave 

propagation in bulk homogenous materials [1, 2, 5, 14, 18-23], as well as in composites [13, 24-

31]. Zhuang et al. [12] have shown that in a layered structure, the role of the interface is to delay 

the shock stress to reach its maximum value. However, an explicit study of the shock behavior of 

the interface in composites has not yet been completed. In the previous studies, the authors have 

shown that the interfaces chemistry plays an important role in determining the overall mechanical 

behavior [32-34], as well as the failure of energetic materials [35, 36].  

In this work, our goal is to propose an experimental technique to measure interface shock 

viscosity in a HTPB-AP material and use the measurements to analyze the influence of shock 

viscosity on interface level chemical composition dependent shock response. Constitutive 

behavior is obtained using interface level dynamic impact tests. Chemical composition dependent 

HTPB-AP interface separation properties are measured using in-situ mechanical Raman 

spectroscopy (MRS) experiments [35-37]. First, HTPB-AP interface level shock wave propagation 

is studied using the cohesive finite element method (CFEM). The difference in the shock behavior 

of the analyzed HTPB-AP interfaces from that of the bulk AP and HTPB material is highlighted 

by numerical simulations of impacting a single AP particle in a HTPB-AP sample in three different 

ways: (1) a flyer plate is used to impact the whole HTPB-AP sample, (2) a flat impactor is used to 
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impact the middle of AP particle embedded in HTPB matrix directly, and (3) a HTPBAP interface 

is directly impacted with an impacter of radius 1 µm. Shock wave rise time at the interface is 

shown to differ for the three different impact modes. Based on simulation results, a combined 

mechanical Raman spectroscopy and pulse laser induced particle impact test is used for measuring 

shock viscosity at HTPB-AP interfaces. It is observed that by changing the chemical composition 

of the interface, shock viscosity can be altered. A modified finite element model with viscous stress 

based on shock viscosity values added to the stress equation is then used for the shock impact 

simulation of HTPB-AP material system.  

The remaining part of this chapter is arranged as follows: Section 2 describes in brief, the 

nanoscale dynamic impact experiment and the in-situ MRS experiment. The CFEM approach 

including the details of the implementation of the material model are discussed in Section 3. In 

Section 4, the shock compression model validation and the results obtained from the simulations 

are described. Section-5 describes the details of the experimental technique based on a combined 

pulse laser and MRS. Thereafter, a summary of the results is presented in Section 6. 

2.2 Experimental Methods 

Two different types of experiments were performed: (1) dynamic impact to measure the 

strain rate dependent viscoplastic constitutive relations; and (2) in-situ MRS to measure the 

interface delamination properties [35, 36]. Energetic material samples consisted of single AP 

particle embedded in HTPB binder. The fabrication of single particle samples for the experiments 

are explained in detail in earlier work [37, 38]. Two types of HTPB-AP samples were fabricated: 

one without a binding agent (Sample 1) and other with a binding agent Tepanol (Sample 2). Several 

researchers have used viscoelastic [39, 40] as well as elasto-viscoplastic [41, 42] constitutive 

models for energetic materials. Especially, viscoplastic models are used frequently [43-45], 
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including Perzyna’s viscoplastic model [42] for high strain rate loading conditions. In this work, 

the constitutive mechanical behavior of the materials, HTPB, AP and the HTPB-AP interface were 

modeled using a strain rate dependent power law viscoplastic model. 

In order to characterize the rate dependent stress-strain behavior of material interfaces, 

experimental techniques with sufficient length and time scale resolution are needed. In this work 

a nanoscale impact experiment was used to obtain the high strain rate (up to 100 s-1)  stress-strain 

behavior of HTPB, AP and HTPB-AP interface. The nanoscale dynamic impact experiment used 

in this work is capable of performing precise impacts at the interfaces [46]. A detailed explanation 

of the experimental procedure and the analysis of the results are given in Prakash et al. [36]. Here, 

a brief overview of the procedure is outlined. This technique has been successfully used to obtain 

the mechanical properties of specific sites in the material such as at the interfaces at high strain 

rates [47]. An average strain rate for the impact is defined, in terms of the maximum depth (hmax) 

and the initial velocity (Vin), by the expression,                  

                                                                .in

max

V

h
ε ≈ɺ                                                                         (28) 

The strain (ε ) and stress (σ ) are then given as [37, 48], 

                                                               

2

2

max

2

max

            and

,

res
h

h

P

h

ε

σ
π

=

=
                                                       (29) 

 

where P is the applied load and hres is the residual depth after the impacter leaves the sample. 

Several impact experiments were performed to obtain multiple stress and strain relations as a 
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function of strain rates. The stress, strain and strain rate data is then fitted to define the material 

constitutive behavior [36], given by a power law viscoplastic constitutive model,  

                                                     ( ) ( ) .ε χ ε σ= ɺ
m nvp vp

                                                        (30) 

Here, vpε  is the effective viscoplastic strain and σ  is the equivalent stress.The parameters χ, m 

and n for the above viscoplastic model is given in Table  for HTPB, AP and the interface for the 

two sample types. Here, Sample 1 is the HTPB-AP sample and Sample 2 is the HTPB-AP-Tepanol 

sample. Table 4 shows that the interface properties can be altered using a binding agent. 

 

Table 4 Constitutive model parameters for bulk and interface obtained from nanoscale dynamic 

impact experiment [36]. 

 

As described in the next section, the impact induced failure is modeled using a bilinear 

cohesive zone model in the CFEM framework. A detailed explanation of the experimental 

procedure and the analysis of the results are given in Prakash et al. [36]. In order to obtain the 

interface cohesive zone parameters, Raman shifts in a HTPB-AP sample are measured, in-situ, 

using a Raman microscope with 532 nm laser wavelength using a 2400 grating size with a 

resolution of 1.4 cm-1 (HORIBA Xplora Plus) [49]. TABLE 5 shows the cohesive zone parameters 

obtained from the in-situ MRS experiment of a single particle HTPB-AP tensile specimen loaded 

Parameter χ (MPa)-n m n 

HTPB 0.54 -0.18 1.8 

AP 3.7E10 -9.8 5.9 

HTPB/AP 

Interface 

Sample 1 1.0E5 -5.0 2.5 

Sample 2 1.0E4 -4.2 2.0 
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until failure. The cohesive zone model parameters were obtained from a combination of stresses 

and energy spent in HTPB/AP delamination using a procedure outlined in [50].  

 

Table 5 Cohesive zone model parameters for bulk and interface obtained from MRS experiment 

[36] 

Material/Interface Cohesive Strength 

(MPa) 

Critical Displacement 

(mm) 

Cohesive Energy 

(N/mm) 

HTPB 0.8 0.5 0.2 

AP 2x103 5x10-3 5.0 

Interface Sample 1 1.1 0.12 0.065 

Sample 2 2.91 0.11 0.16 

2.3 Cohesive Finite Element Method Framework 

The CFEM model for the analysis of dynamic failure dates back to the work of Barenblatt 

[51] and Dugdale [52]. The current numerical framework is based on the framework of Prakash et 

al. [36] which uses an irreversible bilinear cohesive zone model to simulate fracture behavior. The 

cohesive zone model has been extensively used to model impact induced failure behavior in several 

materials, such as, polymers, metals, composites and fracture along interfaces [53]. As mentioned 

in the previous section, in-situ MRS is used to obtain the local cohesive zone parameters of the 

HTPB, AP and the HTPB-AP interface [36]. A CFEM model is created, Figure 22(a), for a single 

AP particle embedded in HTPB. The weak form of the cohesive finite element model is given by, 

                                                              (31) 
2

:δ δ δ δ ,
2

V S S Vextint

dV dS dS dV
t

τ ρ ∂− ⋅ = ⋅ − ⋅
∂∫ ∫ ∫ ∫

u
F T ∆ T u u 
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Here, τ  is the Kirchhoff’s stress, F is the deformation gradient, u is the displacement, t is the time, 

V is the volume, S is the surface area, T is the applied traction and ∆ is the surface separation, in 

the reference configuration, on material point on a cohesive surface. The cohesive zone parameters 

used in this study were obtained from the MRS experiment as explained in Section 2. The average 

time step in the simulation was taken to be of the order of 1 ns based on the Courant–Freidrichs–

Lewy condition, which is a material dependent numerical stability criterion. This time step was 

considered in order to approximate the time in which the longitudinal wave traverse the smallest 

bulk element in at least ten steps as has been used in shock wave modeling by other researchers 

[54, 55]. In order to explicitly resolve the fracture path inside of the bulk material as well as at the 

interfaces, all of the element boundaries were considered to be cohesive surfaces, [53, 55]. The 

triangle elements were used in the mesh which enabled the model to be flexible for resolving crack 

pattern, Figure 22(a), [56].                
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Figure 22 (a) Finite element mesh of a single particle AP-HTPB impact model and (b) mesh 

convergence analysis and (c) the element deformation near the interface at a strain rate of 105 s-1 

at 0.5 µs. 

 

Mesh sensitivity study for dynamic deformation of a single particle HTPB-AP model was 

also performed under dynamic loading conditions, as shown in Figure  22(a). The size of the 

element in the interface region was taken to be 0.25 in order to include 4 elements along the 

thickness of the interface phase. By varying the number of elements in the bulk HTPB and AP 

phase, based on the convergence study, as shown in Figure  22(b), an average mesh size of 25 µm 

was chosen for the bulk HTPB and AP phases to ensures that the results obtained from the 

simulation remains independent of mesh size. A frictional cohesive contact model developed by 

Baek et al. [57] for large deformation impact is used to prevent the penetration between elements 
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due to impact. As can be seen in Fig. 22(c), the element penetration is insignificant even at 0.5 µs 

and impact strain rate of 105 s-1. 

2.3.1 Viscoplastic Constitutive Model 

The utilized viscoplastic model is largely based on the work of Anand et al. [58-60]. 

However, in order to incorporate shock loading, a Mie-Gruneisen equation of state [61] is added. 

In this work, a standard multiplicative decomposition of the deformation gradient F is used, i.e. 

                                                  
e vp= ⋅F F F .                                                                  (32) 

Here, Fe is the elastic deformation gradient and Fvp a viscoplastic part of the deformation gradient. 

Also, since the heat dissipation cannot be measured experimentally, the viscoplastic model used 

in the current work neglects the heat dissipation. The velocity gradient tensor L is decomposed 

into a rate of deformation, D, and the spin tensor, W, as, 

                                                         
1−= ⋅ = +ɺL F F D W ,                                                              (33) 

where D and W are defined as, 

                                                     
( )

( )

1
,   and    

2

1

2

D L L D D

W L L W W

= + = +

= − = +

T e vp

T e vp

.                                                   (34) 

Here, De is the elastic deformation rate related to the theory of hypo-elasticity and the constitutive 

law for Dvp under finite deformations is given by the flow rule. The Jaumann objective rate is used 

in the model and the rate of Cauchy stress tensor is given as, 

                                                        ˆ = − ⋅ + ⋅ɺ W Wτ τ τ τ .                                                              (35) 

Based on the linear form of hypo-elasticity, 

                                                        
ˆ :[ ]vp= −C D Dτ ,                                                                     (36) 
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where C is the stiffness tensor. For an isotropic material, the stiffness tensor is given by, 

                                              

'
1 1 2

E
I
 = + ⊗ + − 

ν
ν ν

C I I

.                                                           (37) 

Here, E is the Young’s modulus, ν is the poisson ration and I is the 3x3 identity matrix. The 

constitutive laws for the viscoplastic part of both Dvp and Wvp are required for a finite plastic 

deformations [62]. The flow rule for large deformation for an isotropic hardening solid, Dvp, is 

given by, 

                                                       
'3

,
2

vp

ij ij

ij

f
D

∂= =
∂
ɺ ɺλ τ λ

τ σ
                                                        (38) 

where f is defined as the Mises yield function [63] and λɺ is equal to an effective viscoplastic strain 

rate, given by,  

                                               
2

3

vp
vp vp vp

ij ij

d
D D

d

ελ ε σ
σ

= = =ɺ ɺɺ ,                                                   (39) 

                                                    
3

,  
2

σ τ τ′ ′ ′= = −ij ij pIτ τ ,                                                        (40) 

and vpε  is the effective viscoplastic strain and is given by Eq. (32) as [36], 

                                                       ( ) ( )ε χ ε σ= ɺ
m nvp vp

.                                                        (41) 

The parameters in Eq. (41) are evaluated by fitting the data obtained from the dynamic impact 

experiment given in Table . Using Eq. (40) and (41), substituting λɺ  into Eq. (11), the viscoplastic 

deformation rate Dvp is obtained. The time rate of change of effective stress, σɺ , given by 

differentiating Eq. (13), 

                                                      
3

2

σσ τ τ
σ

′ ′= =ɺ ɺ
ij ij

d

dt
,                                                               (42) 
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where '

ij
ɺτ is the time rate of change of the deviatoric part of Kirchhoff’s stress. The Kirchhoff’s 

stress,
ijτ , is composed of a deviatoric part '

ij
τ , and a dilatational part (pressure) p, as given in Eq. 

(43). The pressure is calculated from a polynomial form of the Mie-Gruneisen equation of state as, 

                                                  2 3 (1 )p K A B eφ φ φ γ ϕ= + + + +                                                 (43) 

where                                        
0

1 1
1 1 1

det( )J F

ρφ
ρ

= − = − = − , 

e is the Internal Energy per unit Volume, γ is the Gruneisen parameter, K is the Bulk Modulus and, 

A, and B are parameters obtained by fitting a Hugoniot curve [31]. 

The time rate of change of the deviatoric part of Kirchhoff’s stress, '

ij
ɺτ , is obtained by equating 

Eq. (35) and Eq. (36), as, 

                                                  ' ' ' ' ' 'ˆ :[ ]vp= − ⋅ + ⋅ = −ɺτ τ τ τW W C D D ,                                           (44) 

which results in                     

                                                         
' ' ' 'ˆ e e= + ⋅ − ⋅ɺτ τ τ τW W .                                                   (45) 

Here, it is assumed that the material is in a relaxed configuration which is not spinning, i.e., the 

viscoplastic spin rate Wvp = 0, [64].  The deviatoric part of Kirchhoff’s stress at the next time step, 

t+∆t, is then obtained from, 

                                                             
' ' '

ij ij ij

t t t
tτ τ τ+∆ = + ⋅ ∆ɺ .                                                         (46) 

2.4 CFEM Model Validation and Rise Time Prediction As a Function of Impact Position 

First, the shock compression model is quantitatively validated by comparing the impact 

simulation results from a bulk AP sample impact experiments in literature [25]. After the model 

validation, the CFEM model is used to predict and identify the difference in interface shock 
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behavior by impacting HTPB-AP interfaces in three different ways: (1) a flyer plate is used to 

impact the whole HTPB-AP sample, (2) a flat impactor is used to impact the middle of AP particle 

embedded in HTPB matrix directly, and (3) a HTPB-AP interface is directly impacted with an 

impacter of radius 1 µm. Shock wave rise time at the interface is shown to differ for three different 

impact modes. Based on the simulation results, a combined mechanical Raman spectroscopy and 

pulse laser induced particle impact test is used for measuring the shock viscosity at the HTPB-AP 

interfaces. Based on the results of these three cases, an experimental method to characterize the 

interface shock viscosity is proposed. Next, this experimental setup is used to measure the interface 

shock viscosity of a single particle HTPB-AP sample with and without tepanol binding agent. 

Thereafter, a modified finite element model with viscous stress based on shock viscosity values 

added to the stress equation is used for the shock impact simulation of the HTPB-AP material 

system. 

2.4.1 Shock Compression Model Validation 

A CFEM model is developed to simulate the shock compression of HTPB-AP material as 

shown in Figure 233 (a). Mie-Gruneisen equation of state (EoS) parameters, given in Table 6, are 

used to calculated pressure using Eq. (33).  

 

Table 6 Parameters used for Mie-Gruneisen equation of state [31] 
 

K (10
5

MPa) A(10
5

MPa) B (10
5

MPa) 
γ ρ

0
 g/cm3 

HTPB 0.02 0.294 0.0196 0.7 0.9 

AP 0.15 0.225 0.1863 1.0 1.95 
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Figure 23 (a)  Shock compression model and (b) comparison of the Hugoniot-curve obtained 

from experiment (Boteler et al., 1996) [25] and CFEM simulation. 

 

As shown in Figure 233 (b), a close match between the experimental and simulated shock 

Hugoniot of AP validates the used CFEM model. The stress jump across the shock front was 

examined as a function of applied strain rate. Stress in the examined material varies with the strain 

rate following a power law relation as shown in Figure 24. The manner of the stress jump in the 

material due to the shock is consistent with the experimental results in literature [10], further 

providing the validation of the current shock compression model. Next, the shock compression 

model is used to study the interface shock behavior in a single particle HTPB-AP sample. 
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Figure 24 Stress-strain rate relation for AP 

 

2.4.2 Interface Shock Wave Rise Time Prediction 

The interface shock wave rise time behavior in the single particle HTPB/AP shock 

compression model is studied. A single particle sample model is shown in Figure 25. Three 

different cases are analyzed: particle impact (see Figure 25 (a)), interface impact (see Figure 25 

(b)) and flyer plate impact (see Figure 25 (c)). The samples are impacted with velocities varying 

in the range of 0.3 m/s to 3000 m/s. The constitutive model parameters used in these simulation 

have been shown to be valid over this range in the case of AP in the previous section. The 

parameters for the HTPB and the HTPB-AP interface is also assumed to be valid over this range. 

In the simulations, parameters of shock wave propagation are recorded by monitoring the velocity 

and pressure histories at the HTPB-AP interface.  
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Figure 25 A single particle impact model for shock Hugoniot prediction with (a) a flat punch 

impact at the particle, (b) a flat punch impact at the interface, and (c) a flyer plate impact. 

 

Figure 26 shows the shock wave propagation as a function of time in the analyzed HTPB-

AP sample for the three different cases. As shown, stress concentration occurs at the interface in 

all of the cases. However, in Case a and Case c, the concentration is symmetric due to the symmetry 

of loading. In the interface impact Case b, stress wave follows the curved interface path.  

 

Figure 26 Shock stress wave profile for a strain rate of 1000 s-1 for (a) a flat punch impact at the 

particle, (b) a flat punch impact at the interface, and (c) a flyer plate impact. 

 

Figure 27 shows the effect of impact position on the shock pressure. It can be seen that the 

pressure at the interface is low when impacted directly at the interface. As shown in Figure 28, the 

particle velocity at the interface increases with time and stays maximum in the case of interface 

level impact only. This is because the interface between HTPB and AP acts as a barrier to the stress 
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wave. When the shock wave reaches the interface, due to the mismatch between the impedances 

of HTPB and AP, a fraction of the shock bounces back from the interface. However, since a higher 

magnitude stress wave is approaching the interface from the top boundary (Fig. 26) and the stress 

being transmitted towards HTPB is limited due to the interface, a stress localization occurs. As 

can be seen in Fig. 26, stress is concentrated at the HTPB-AP interface in all of the cases. Due to 

the high stress localization, the shock energy gets localized at the interface which increases the 

possibility of higher interface dissipation and requires careful consideration.  

 

 

Figure 27 Shock pressure profile at the HTPB-AP interface at different time steps (0.01 µs-0.12 

µs) with an impact velocity of 300 m/s for (a) a flat punch impact at the particle, (b) a flat punch 

impact at the interface, and (c) a flyer plate impact. 

 

Pressure at the interface is maximum when impacted by a plane wave, however the stress 

localization occurs over the entire interface. In the case of localized interface impact, the local 

stress is concentrated in only a particular section of the interface. This observation suggests that 

the interface is a critical position in the shock regime where stress localization is high. 
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Figure 28 Interface particle velocity profile at the HTPB-AP interface at different time steps 

(0.01 µs-0.12 µs) with an impact velocity of 300 m/s for (a) a flat punch impact at the particle, 

(b) a flat punch impact at the interface, and (c) a flyer plate impact. 

 

The variation of the shock wave rise time with the strain rate occurs due to shock energy 

dissipation in the material. The shock wave rise time is related to the shock viscosity, which affects 

the energy dissipation [5]. Shock wave rise time is calculated from the particle velocity profile as 

the time required for the velocity to reach a maximum value from the rest [8, 9]. Several 

researchers [5, 8, 10, 22] have used shock wave rise time for indirectly calculating the shock 

viscosity in solids. However, in this work, the focus is on the shock viscosity of the interfaces. As 

shown in Fig. 28, the interface particle velocity changes with the impact and so it is important to 

analyze the corresponding effect on the shock wave rise time. A representative interface particle 

velocity profile for a flyer plate impact on an HTPB-AP sample is shown in Fig. 29 (a) at different 

applied strain rate. The shock wave rise time is then calculated from this particle velocity profile. 

A corresponding interface shock wave rise time, Fig. 29 (b), shows a decrease with increasing 

applied strain rate.  

 



82 

 

 

Figure 29 (a) A representative interface particle velocity at different applied strain rates and (b) 

shock wave rise time as a function of applied strain rate for flyer-plate impact on an HTPB-AP 

sample. 
 

The shock Hugoniot relation is an important consideration as it provides a quantitative 

measurement of shock behavior, in the form of an equation of state. An equation of state with 

pressure (P) as a function of specific volume (v) in the form of P=f (v) can be formed using the 

conservation of mass, energy and momentum principles to lead to a Hugoniot relation. The 

Hugoniot relation can be formed by relating any two of the following variables: Pressure (P), 

Shock velocity (Us), Particle velocity (up) and the specific volume (v). In this work, the Hugoniot 

relation in the form of P-up and Us-up relation is used. Interface level Hugoniot curve for different 

impact positions, described and discussed earlier in Fig. 25, is shown in Fig. 30. A linear relation 

between Us and up is found (see Figure 30 (a)) and P is a quadratic function of up as shown in 

Figure 30 (b). Since the pressure is a function of volumetric strain as well as of the strain energy, 

as can be seen in Fig. 30 (b), the difference in strain energy localization at the interface due to 

impact position changes the pressure. Similarly shock velocity also changes due to the limited 

shock wave transmitted at the interface. The pressure and shock velocity at the interface with the 
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impact velocity, see Fig. 30, indicates that the shock behavior of interface is dependent on the 

impact position. 

In the previous Section 2.2 (TABLE 5), it was shown, that the interface chemical 

composition changes the interface strength. In the following, the influence of shock loading on 

shock wave rise time with interface strength varying in the range of 0.5 MPa to 100 MPa is 

analyzed using the CFEM incorporating equation of state described earlier. 

 

Figure 30 (a) Shock velocity as a function of the impact velocity and (b) shock pressure as a 

function of impact velocity as a function of impacter position analyzed earlier in Fig. 4. 

 

As shown in Figure 31, the shock wave rise time decreases with an increase in the strain 

rate as well as with an increase in the cohesive strength. A high cohesive strength increases the 

speed at which the shock wave passes through the interface and therefore decreases the shock 

viscosity. Figure 31 (a) shows that an increase in cohesive strength leads to a decrease in the shock 

wave rise time linearly. Clearly the higher interface strength decreases the time required for the 

shock induced interface level stress to reach the maximum value. This is due to the fact that a 

higher interface strength means a lower mismatch in the interface level impedance of the two 

material and therefore the shock wave can pass rapidly through the interface. Figure 31 (b) shows 
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the rise time as a function of applied strain rate which follows the same trend observed in bulk 

HMX by Sheffield et al. [9]. However, it is noted here that the impact position within the material 

changes the shock behavior at the interface. In case of a flyer plate impact the contribution of 

whole sample affects the shock behavior at the interface. Whereas, when impacted precisely at the 

interface, only the interface strength plays a role in the corresponding shock behavior.  

 

Figure 31 Shock wave rise time as a function of (a) cohesive strength and (b) strain rate as a 

function of impacter position analyzed earlier in Fig. 4. 

 

As discussed, the interface shock wave rise time depends on the mode of impact. The flyer 

plate impact and the particle impacts were found to give a lower shock wave rise time as compared 

to the direct interface impact. This means that the interface shock viscosity measured based on 

different impact modes will be different. What is important here is that most methods so far have 

not measured the stress required for interface viscosity measurements. Rather, the measurements 

have been indirect. Based on the observations made, it is clear that direct interface impact will lead 

to the highest impact energy localization at interface and the resulting dataset can be used for an 
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upper bound on the interface shock viscosity values. Therefore, in the next section a direct stress 

measurement based interface impact setup is described for measuring the shock viscosity.  

2.5 Interface Shock Viscosity Measurement and its Effect on the Interface Rise time 

2.5.1 Experimental Measurement of Interface Shock Viscosity  

Shock viscosity is the ratio of the maximum stress to the applied strain rate [7]. In order to 

obtain the shock viscosity, direct measurements of localized stress and strain rate are required. In 

the previous section it was observed that for interface shock viscosity, a direct interface impact 

setup is required. In this section the required experimental setup and the measurement techniques 

are described.  

 

Figure 32 Experimental Setup for shock viscosity measurement. (a) Streak camera, delay 

generator and CMOS camera used for particle velocity measurement, (b) a combined pulse laser 

and MRS setup used for stress measurement and (c) a representative sample used in the particle 

impact experiment. 
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Shock viscosity, η , is given by [7], 

                                                                
ση
ε

=
ɺ

                                                                         (47) 

whereσ is the maximum stress that occurs in the material across the shock wave and εɺ  is the 

strain rate applied. The velocity of the accelerated particles, V, is measured using a streak camera 

and the strain rate is calculated as, 

                                                              
V

h
ε =ɺ .                                                                          (48) 

Here, h is the thickness of the sample. In the current experimental setup, a streak camera 

(IMACON 790), Fig. 32 (a), is used to measure the velocity of the particle used to impact the 

HTPB-AP interface. A pulse laser (1064 nm, 2.5 mJ pulse energy and 9 ns pulse width by Opto-

engine LLC) setup is used to accelerate a Si particle that precisely impact HTPB-AP interfaces, 

Fig. 32 (c). Figure 33 (a) shows a schematic of the particle impact experiment. The pulse laser is 

focused on a glass substrate, on which an HTPB substrate is attached. A Si spherical particle of 

approximately ~1 µm diameter (procured from Alfa Aesar) is placed on the HTPB substrate layer. 

When the laser is focused on the glass, the HTPB layer absorbs the energy and transfers it to the 

particle which then flies with a certain velocity (ranging from 1048 m/s to 1468 m/s) toward the 

sample. A local, in-situ stress at the interface where the impact occurs is measured using MRS as 

explained earlier in Section 2. 



87 

 

 

Figure 33 (a) Schematic of pulse laser induced particle impact and velocity measurement, (b) 

streak images and (c) velocity measurement from the streak images. 

 

As shown in Fig. 33 (a), a high speed streak camera (IMACON 790) is used to collect the 

images of the particle flying towards the sample. The camera is continuously triggered by a delay 

generator (DG 535) and a CMOS camera attached with a zoom lens (Navitar 700). The images 

acquired by the CMOS camera is automatically saved on a computer using Thorcam software. 

Streak images of the particle, Fig. 33 (b), represents particle position as a function of time which 

is used to obtain the velocity V of the particle as the slope of the position vs. time line as shown in 

Fig. 33 (c). This procedure is repeated for different values of the laser pulse energy for the same 

size of particles in order to obtain different strain rates for precise impact of particles at HTPB-AP 

interfaces. Each experiment was repeated 5 times. 
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Figure 34 (a) Representative HTPB-AP impact sample, (b) particle velocity and strain rate at 

different pulse energy, (c) Stress obtained in the scan area using MRS and (d) shock viscosity in 

the scan area for HTPB-AP-Tepanol sample. Red dots are the positions where Raman spectra 

were recorded. 

 

As shown in Fig. 32, the MRS setup is used in combination with the impact setup in order 

to measure stress in-situ at the HTPB-AP interfaces. Figure 34 (a) shows a representative interface 

impact setup of the HTPB-AP sample and the corresponding scan area near the interface. The 

velocity obtained from the streak camera images and the corresponding strain rates for increasing 

pulse energy used are shown in Fig. 34 (b). Figure 34 (c) shows the stress map obtained near the 

interface at two such strain rates. The interface shock viscosity is calculated using Eq. (47). It is to 

be noted here that the shock viscosity measured in this experiment is based on the stress 

measurement using an in-situ MRS setup, which is limited by the speed (1 ms/spectra) at which 

the Raman spectra is recorded whereas the shock period is only a few nanoseconds [65]. Within 

this time period, stress relaxation occurs and the measured stress will be lower than the value of 
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stress during shock. Because of this limitation the shock viscosity measured in this work will be a 

lower limit of the interface level shock viscosity. Shock viscosity measured in this work is also 

assumed to be independent of temperature. This is because the temperature increase due to Raman 

incident laser and that due to shock cannot be separated in the current experimental setup. 

 

Figure 35 A qualitative comparison of (a) the interface shock viscosity measured using the 

current experimental setup for both samples (Sample 1 is without Tepanol and Sample 2 is with 

Tepanol) and (b) the shock viscosity for Al determined using the wave profile data obtained from 

VISAR (Reprinted with permission from [22]. Copyright (2018) AIP Publishing). 

 
Based on the maximum stress obtained from the stress map in Fig. 34 (c) and the 

corresponding strain rate, a plot of the interface shock viscosity with respect to the applied strain 

rate is obtained, Fig. 35 (a). For both samples, with and without the binding agent, the shock 

viscosity is found to be in the range of 2 to 6 Pa.s. Since there is no available measured value of 

interface shock viscosity, a qualitative comparison of the current trend of shock viscosity as a 

function of strain rate is performed with that of the shock viscosity obtained for Al [22], as shown 

in Fig. 35 (b). The value for shock viscosity of HMX, as used by Benson et al. [61], is taken to be 

in in the range of 0-30 Pa.s.  However the shock viscosity values for metal are found in the range 
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of 0-500 Pa.s [65]. Kanel et al. [7] have also shown a similar trend of shock viscosity in Titanium 

with applied strain rate. The values for shock viscosity were observed to be in the range of 100-

1000 Pa.s as a function of applied strain rate. D. E. Grady [10] has reviewed the shock behavior 

of several different materials, such as granular materials, composites, metals, etc., and have 

established an empirical power law relation between shock viscosity and the strain rate. However, 

the analysis used in these studies, to obtain shock viscosity, do not consider any local variation in 

the shock wave behavior because of the limitation in their experimental measurements. Also, in 

order to obtain shock viscosity, stress is calculated either from the shock Hugoniot relation or taken 

to be equal to the applied pressure [10]. These assumptions are not be valid in case of composite 

materials where impedance mismatch among constituent material will affect the shock wave 

propagation, as well as the local stress. The current work focuses on measuring the interface stress 

and the corresponding shock viscosity. As can be seen in Fig. 35 (a), interface shock viscosity 

shows a clear variation as a function of chemical composition. Next, the CFEM framework is used 

to predict effect of chemical composition dependent interface viscosity change on the resulting 

shock induced mechanical behavior of analyzed samples.  
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Figure 36 Single particle finite element model and corresponding mesh for the impact 

simulation. 

 

2.5.2 Effect of Interface Shock Viscosity 

The HTPB-AP model analyzed using the CFEM framework is shown in Fig. 36. The 

sample is impacted by a flyer plate and the interface shock wave is recorded as a function of time. 

The interface shock wave behavior is simulated using the viscoplastic constitutive model explained 

earlier in Section 2.1. However, now the total Kirchoff stress is modified to include viscous stress,   

as described earlier in the Eq. (40) as,  

                                                   ′= v pIτ τ + τ −                                                                 (49) 

where, η=v

ij ijDτ  [61] and the pressure p is taken to be of the same form as shown earlier in Eq. 

(43). The interface shock viscosity was varied in the range from 0 Pa.s to 50 Pa.s [61], in order to 

understand the effect of shock viscosity term in the Eq. (49). The effect of strain rate variation on 

the interface shock behavior was also investigated by keeping the shock viscosity at a constant 

value equal to 6 Pa.s. 
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Figure 37 Shock pressure history at the interface as a function of (a) shock viscosity and (b) 

strain rate. 

 

As shown in Fig. 37, the shock pressure recorded at a material point at the interface of 

HTPB-AP sample increases with increasing shock viscosity and strain rate. The material point, at 

which the pressure is plotted, is located at the left boundary (X = 0 µm) in the middle of the 

interface (Y = 500.5 µm). Pressure is a function of volumetric compression and the strain energy. 

An increase in strain rate increases the rate of compression which in turn increases the pressure. 

In the case of an increase in shock viscosity, the Kirchoff stress increases (Eq. (49)), which 

increases the strain energy at the interface as well as the pressure. The effect of interface shock 

viscosity and strain rate on the interface, shock wave rise time is shown in Fig. 38. The rise time 

increases with an increase in the interface shock viscosity (Fig. 38 (a)). For a given value of 

interface shock viscosity (6 Pa.s), the shock wave rise time at the interface shows a decrease with 

increasing strain rate (Fig. 38 (b)) as was observed in case of flyer plate impact without the viscous 



93 

 

stress model as well. However, the shock viscosity increases the rise time further as the shock 

stress becomes larger due to the increase shock front width. 

 

Figure 38 Shockwave rise time at the interface as a function of (a) shock viscosity at a constant 

strain rate of 100,000 s-1 and (b) strain rate at a constant shock viscosity of 6 Pa.s. 

2.6 Conclusions 

This work establishes a novel experimental technique to measure interface shock viscosity 

in composite materials. Strain rate dependent viscoplastic power law model and the cohesive zone 

parameters obtained from the dynamic impact experiment and the in-situ MRS experiment, 

respectively, were used in a CFEM framework to simulate the shock loading. First the shock 

induced material behavior of interfaces under different impact conditions in a HTPB-AP EM is 

investigated. The interface shock wave rise time is obtained from the impact simulations at 

different strain rates. It was observed that a high cohesive strength leads to an increase in the speed 

at which the shock passes through the interface and a decrease in the shock wave rise time. It was 

also shown that the impact position changes the shock behavior of the interface and in order to 

obtain the interface shock viscosity, a standard flyer plate impact test may not be the best option. 



94 

 

Instead, a more suitable experiment would be to impact the interface directly and observe the 

interface level shock induced stress profile. Based on this observation, a pulse laser induced 

particle impact experiment was setup in combination to in-situ MRS measurements. A high-speed 

streak camera was used to measure the particle velocity as it impacts the sample interface and in-

situ MRS was used to measure the stress at the material interface due to impact. A power law trend 

of the interface shock viscosity variation with strain rate was observed and a qualitative 

comparison with the shock viscosity of Al and other materials available in literature validated the 

experimental setup. A limitation of the current experimental setup is that the stress measurement 

is delayed due to the lower speed of Raman spectra being recorded by the spectrometer. This 

results in the measurement of only a lower limit of interface level shock viscosity. This limitation 

will be addressed in a future work. Next, a modified stress equation was used in order to include 

the effect of shock viscosity on the shock wave rise time and shock pressure in the CFEM 

framework. It was shown that increasing the interface shock viscosity increases the shock wave 

rise time at the interface. 
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ABSTRACT 

In this work, shock induced failure and local temperature rise behavior of a hydroxyl-terminated 

polybutadiene (HTPB) - Ammonium Perchlorate (AP) energetic material is modeled using the 

cohesive finite element method (CFEM). Thermomechanical properties used in the model were 

obtained from four different experiments: (1) dynamic impact experimental measurements for 

fitting a viscoplastic constitutive model, (2) in-situ mechanical Raman spectroscopy (MRS) 

measurements of the separation properties for fitting a cohesive zone model, (3) pulse laser 

induced particle impact experiments combined with the MRS for measurement of the interface 

shock viscosity, and (4) Raman thermometry experiments for measurement of HTPB, AP, and 

HTPB-AP interface thermal conductivity. The increase in the interface shock viscosity lead to a 

decrease in both the viscoplastic and frictional dissipation. This resulted in a decrease in the 

maximum temperature and the density of local regions with maximum temperature rise within the 

HTPB-AP microstructure. HTPB-AP interface regions with a high density of particles were found 

to be more susceptible to local temperature rise due to the presence of viscoplastic dissipation as 

well as frictional heating. A power law relation for the decrease in viscoplastic energy dissipation, 

temperature rise, and the density of the local temperature rise with the interface shock viscosity 

was obtained. 

 

KEYWORDS: Energetic Material, CFEM, Interface, Shock Viscosity 
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3.1 Introduction 

Energetic materials are composites which consist of an oxidizer material embedded in a 

polymer binder. A mixture of Hydroxyl terminated polybutadiene (HTPB) and Ammonium 

Perchlorate (AP) is one example that is mostly used in solid rocket propellant [1]. These materials 

are susceptible to failure due to external impact or temperature change and thus, initiation and 

subsequent detonation can occur at unintended times. Energetic materials are known to initiate at 

regions of sufficient size and temperature that could cause detonation [2]. One key factor that may 

result in this type of mechanical and thermal behavior of is the heterogeneous nature of energetic 

material microstructure. In order to determine causes and possible prevention mechanisms, a 

proper understanding of the underlying mechanisms involved in hot-spot formation under high 

strain rate impact is necessary.  

Several researchers have attempted to identify the critical size, temperature, and time span 

of hot spots necessary to cause initiation of detonation, which in many cases are found to occur 

due to cracks, voids or other mechanisms, [1, 3]. There have been attempts to identify different 

mechanisms for hot spot formation in microstructure, such as, the adiabatic compression of trapped 

gases, heating at crack tips, viscous heating of material between impacting surfaces, friction 

between sliding or impacting surfaces, and friction during mechanical failure [1]. Temperature 

increase due to frictional energy dissipation within the microstructure at contact between failed 

surfaces is an important consideration. A few of the several reasons of microstructural failure in 

energetic materials have been found to be; particle failure, particle-binder debonding, and 

cavitation and pore collapse [4]. However any combination of the three can be found to occur 

simultaneously. Among the above listed failure mechanisms, the most dominant failure has been 

found to be the particle-binder interface debonding [5] for hot spot formation as cracks have been 
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found to propagate mostly along such interfaces [6]. Subsequent studies have shown that the 

fracture resistance of these materials is highly dependent on the strength of the interfaces [7]. This 

strength, in turn, has been found to be dependent on the material constituents and their relative 

sizing. Drodge et al. [8], studied the effect of particle size on the mechanical behavior of energetic 

materials, which showed a decrease in yield strain caused by an increase in particle size. 

Experimental observations, by Rae et al. [6], also showed that the failures starts around larger 

particles with cracks preferentially propagating along interfaces.  

A physical property that has been critical in predicting the influence of mechanical loading 

on the temperature rise in the energetic material microstructures is the shock viscosity [2]. Benson 

et al. [2] have shown that the temperature increase due to impact is higher in the inviscid case than 

when the shock viscosity is taken into account. The shock viscosity is responsible for the energy 

dissipation that accompanies the local rate of shear deformation and affects the temperature 

increase in the material undergoing shock loading. Many researchers have used experimental 

techniques such as VISAR, [9-12], for the shock wave rise time measurements in order to 

determine shock viscosity. Kanel et al. [10],  have observed that the shock viscosity is significantly 

affected by applied strain rate. Several researchers [10, 13, 14] have shown the dependence of the 

exponent in the power law relation between strain rate and shock stress on material properties, 

such as density, viscosity etc., as well as microstructural parameters such as porosity, particle size 

[13], the material heterogeneity [15] and the interface impedance mismatch [16]. Recently Prakash 

et al., [17], have used a novel experimental approach based on particle impact and MRS to measure 

the interface shock viscosity for an HTPB-AP material interface and showed that the value of 

interface shock viscosity changes with the interface chemical composition.  
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In this work, the mechanical response of an HTPB-AP energetic material microstructure 

under shock loading for different interface chemical compositions of HTPB-AP interfaces is 

modeled using the cohesive finite element method (CFEM). The chemical composition of the 

HTPB-AP interface is altered by adding binding agents which has been shown to change the 

mechanical properties, such as stiffness, failure strength [18] , as well as the interface viscosity 

[17]. CFEM is based on the cohesive zone approach which uses a micro-scale level local failure 

behavior based damage model. This technique can be implemented to model fracture in individual 

components as well as the interface separation behavior of the microstructure. Cohesive zone 

models (CZMs) have been used by many researchers [19-22] to simulate the interface debonding. 

Barua et al. [19, 20, 23, 24] have studied the microstructural level response of various idealized 

PBXs under shock induced impact loading using CZM. However the numerical models used in 

the literature, [25-28], do not include shock viscosity, especially the interface shock viscosity, as 

well as the strain rate dependent interface constitutive model. 

For the purposes of this work, cohesive parameters are obtained experimentally through 

in-situ mechanical Raman spectroscopy (MRS) measurements [18, 29, 30]. As high strain rates 

are used, the material is modeled using viscoplastic constitutive behavior, [17, 18, 30]. The 

remaining part of the paper is arranged as follows: Section 2 briefly describes the sample 

preparation and experimental procedures for measuring the material mechanical properties based 

on work in [18]. Section 3 describes the CFEM method used to simulate the impact behavior of 

the HTPB-AP samples. Section 4 presents the results obtained from experimental measurement of 

thermal conductivity along with the numerical simulation  of the impact of EM composites. Section 

5 presents summary and conclusions. 
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3.2 Experimental Methods 

In this section, the experimental methods that were used to obtain mechanical properties 

are explained in brief. These methods have been explained in detail in earlier publications [18, 30, 

31]. In order to create samples, AP particles were embedded manually into a HTPB binder. The 

HTPB binder was created by mixing R-45M liquid Polybutadiene and Isophorone Diisocyanate 

(IPDI) at an index ratio of 1.05. The mixture was then poured into a Teflon-plated mold. The AP 

particles were embedded with a structured and predetermined amount of spacing, and the samples 

were cured in a 60ºC oven for 7 days. When fully cured, the sample is carefully cut down to an 

appropriate diameter and thickness. In order to study the effect of chemical composition, two types 

of samples were created: Sample 1 consisted of HTPB and AP without binding agent and Sample 

2 consisted of HTPB, AP and a binding agent Tepanol. 

Table 7 Constitutive model parameters for bulk and interface [18] 

Parameter χ (MPa)-n m n 

HTPB 0.54 -0.18 1.8 

AP 3.7E10 -9.8 5.9 

Interface Sample-1 1.0E5 -5.0 2.5 

Sample-2 1.0E4 -4.2 2.0 

3.2.1 Constitutive Model for HTPB, AP and Interface 

The constitutive material model and the cohesive zone model parameters were obtained 

using a nanoscale dynamic impact experiment and in-situ mechanical Raman spectroscopy (MRS) 

experiment, respectively. A strain-rate dependent stress-strain law was obtained using a nanoscale 

dynamic impact experiment [18]. The stress-strain data obtained from the impact tests was fit to a 
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viscoplastic power law model to define the constitutive behavior of the material [31]. The 

viscoplastic model parameters for HTPB, AP and interface are shown in Table 7 [18].  

3.2.2 Cohesive Zone Model Parameters for HTPB-AP Interface 

In this work, in-situ mechanical Raman Spectroscopy tests, as proposed by Prakash et al. 

[18], were performed in order to obtain the cohesive zone parameters. Cohesive zone parameters 

for bulk HTPB, AP and different interfaces are given in Table 8 [18]. 

Table 8 Cohesive zone model parameters for bulk and interface [18] 

Material/Interface Cohesive Strength 

(MPa) 

Critical Displacement 

(mm) 

Cohesive Energy 

(N/mm) 

HTPB 0.8 0.5 0.2 

AP 2x103 5x10-3 5.0 

Interface Sample 1 1.1 0.12 0.065 

Sample 2 2.91 0.11 0.16 

 

3.2.3 Shock Viscosity for HTPB-AP Interface 

Interface shock viscosity was obtained using a combined pulse laser induce impact 

experiment and MRS [17]. Table 9 lists the value of shock viscosity for HTPB, AP and the HTPB-

AP interface used in this work. 
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Table 9 Shock viscosity of the HTPB, AP and HTPB-AP interface (Sample 1 is without Binding 

Agent and Sample 2 is with Binding Agent: Tepanol) 
 

HTPB [32]  AP [2] Sample 1 Sample 2 

Viscosity (Pa.s) 1.5 30 4.8 6 

3.2.4 Thermal Conductivity for HTPB-AP Interface 

In order to model the thermal behavior of the HTPB-AP energetic material, thermal 

conductivity values of the individual constituents are needed. For the HTPB and AP phases, 

thermal conductivity values are readily available in literature [33, 34]. However, there are no 

available thermal conductivity values for the HTPB-AP interface. In this work, an in-situ MRS 

method is used to experimentally measure the thermal conductivity at HTPB-AP interface. The 

experimental method has been explained elsewhere [35-40]. Here a brief summary is presented. 

Perichon et al. [41] were among the first researchers who developed and explored the 

relation between Raman peak position and temperature change in order to measure temperature 

distribution and thermal conductivity measurements using Raman spectroscopy. Since then several 

researchers have shown this method to be an effective and accurate tool in the temperature 

distribution measurement as well as the thermal conductivity measurement [35, 37]. In order to 

measure the temperature distribution around an interface, first a correlation between the changes 

in Raman shift due to known externally applied temperature needs to be obtained. The 

experimental setup to obtain the calibration relation between Raman shift and the temperature 

change is shown in Fig. 39(a). The sample is mounted on a hot-stage where a temperature detector 

is attached to one end of the sample and the other end was heated using electric coils. An Ar+ laser 

beam (Modu-Laser Inc., UT) of wavelength 514.8 nm was directed at the sample as the sample 

was being heated. The backscattered laser beam was collected back by an objective and directed 

to a spectrometer (Acton SP2500; Princeton Instruments Inc., NJ). A low power laser beam (~5 
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mW) was used to measure the Raman shift so that the temperature change due to the laser beam 

remains less than 1 K [35]. In this work, a correlation between the Raman shift of the CH2 

asymmetric stretching mode (Fig. 39(b)) and the sample temperature was obtained. The Raman 

shifts at different temperatures were obtained as plotted in Fig. 39(c). A linear relationship between 

the Raman shift and the temperature change from the reference value of the sample was fitted to a 

linear relation, which is given by, 

                                                              ∆ = ∆w C T                                                                      (50) 

where the value of C is obtained from the slope of the linear correlation curve in Fig. 39(c), which 

is equal to 0.121 cm-1/K. This calibration constant is then used to calculate the temperature change 

of the samples by measuring the change in Raman shift values. 
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Figure 39 (a) Experimental set-up for Raman shift versus temperature change calibration, (b) a 

representative Raman spectra of HTPB and (c) calibration curve for Raman shift versus 

Temperature change. 

3.3 Cohesive Finite Element Method Framework 

CFEM has been used extensively for simulating the impact induced damage behavior of 

different composite materials [42, 43], including energetic materials [19-21, 44]. CFEM 

application to a material with unknown crack path can be approached in two ways; the first is to 

dynamically insert cohesive surfaces into the model as fracture develops and the second is to define 

all bulk element boundaries as cohesive surfaces. For the purposes of this work, the second 

approach is employed [17, 18, 45]. The finite element mesh for the modelled microstructure was 

generated with ‘cross triangle’ elements and cohesive surfaces at all element boundaries, as shown 

in Fig. 40. The rectangular mesh size for all of the models, which contains four ‘cross triangle’ 
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elements each, was 1 µm, creating 250,000 elements in the domain. The mesh size was chosen 

based on the criterion outlined by Tomar et al. [46]. The interface was modeled as a 0.5 µm thick 

bulk element. 

 

Figure 40 The finite element model of HTPB-AP microstructure (50% AP density) showing 

boundary conditions, and the mesh details as well as cohesive surfaces. 

 

For the continuum elements, a viscoplastic constitutive model is used to govern the stress-

strain relations while the irreversible bilinear cohesive law for tensile separation is used to govern 

the separation at the cohesive surfaces. The large deformation viscoplastic model has been 

described in an earlier work by the authors [17]. The pressure is calculated by a polynomial form 

of the Mie-Gruneisen equation of state for which the parameters are given in Table 10 for HTPB 

and AP [47].  The parameters in Table 10 are defined as follows: K is the Bulk Modulus, γ is the 
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Gruneisen parameter, A, and B are parameters obtained by fitting a Hugoniot curve, ρ0 is the initial 

density, E is the Young’s modulus and ν is the Poisson ratio. 

Table 10 Mie-Gruneisen parameters for bulk HTPB and AP [47]. 
 

K  

(105 MPa) 

A 

(105 MPa) 

B 

(105 MPa) 

γ ρ0 

g/cm3 

E 

(MPa) 

ν 

HTPB 0.02 0.294 0.0196 0.7 0.9 2.5 0.45 

AP 0.15 0.225 0.1863 1.0 1.95 20000 0.23 

 

In order to prevent the interpenetration of bulk elements, an acceleration correction term is 

used that is obtained based on a frictional cohesive contact model developed by Baek et al. [48] 

for large deformation impact simulation. As was shown in a previous work by the authors [17], 

the element penetration in this model is insignificant for the total time of the simulation.  

In order to identify the local temperature rise within the microstructure, a threshold temperature 

increase from the reference temperature was chosen. Temperature increase, ∆ = − refT T T , was 

calculated from [2], 

                                                        
ρ
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                                                                     (51) 

where Tref  = 298 K, e is the internal energy density of the system, ef is the frictional dissipation 

energy density, ec is the cold compression energy density, ρ is the material density and cp is the 

heat capacity at constant pressure. The cold compression energy density, ec is given as [2], 
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where F is the deformation gradient, p is the pressure and a is the first order volume correction 

factor for γ. In this work, the value of a is taken to be equal to zero for all of the materials [2]. The 

rate of heat generation (h) by the frictional forces at the bulk element interfaces were obtained 

from [42], 

                                                             � �= ⋅h T v                                                                        (53) 

where T is the contact traction acting at the interface and � �v  is the jump in velocity of the surfaces 

in contact. This frictional heat (h) is then distributed among the contacting bulk elements (element 

1 and element 2) based on ratio of heat supply given by Camacho and Ortiz [42] as,  
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where κ is the thermal conductivity and c is the specific heat at constant pressure of the bulk 

element involving the interface. The simulations were done for a very small period of time (~0.1 

µs) in order to avoid the element distortion.  

3.4 Results and Analysis 

3.4.1 Experimental Measurement of Thermal Conductivity 

By measuring the laser energy absorbed by the sample and corresponding temperature 

increase of the laser spot on the sample, the thermal conductivity of the sample can be derived 

with a heat transfer model. It has been shown that the isothermal conditions can be assumed and 

the interface between sample and the substrate can be assumed to be hemispheric, if the thickness 

of the sample is more than one magnitude larger than the laser spot size [19]. In this work, a 1.2 

mm thick HTPB-AP sample was loaded under tensile load. Since the thickness of the sample is 

much larger (1.2 mm) than the laser spot size (~1 µm), a linear relation between thermal 
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conductivity and laser power is used as suggested by Nonnenmacher et al. [49]. A Horiba Xplora 

Plus Raman spectroscope was used to measure the Raman shift during loading. A 532 nm 

wavelength laser with a laser power of 20 mW was used and the laser spot size (d) was found to 

be of approximately 1 µm. By measuring the laser power (P) and corresponding temperature 

change (∆T) thermal conductivity of the sample can also be calculated using [35], 

                                                            
2P

πd∆T
κ =                                                                         (55) 

Here, ∆T is the change in temperature of individual scan points, shown in Fig. 41(b), from the 

initial bulk temperature [41]. Then, Eq. (55) directly relates the thermal conductivity to the change 

in temperature of each individual scan points. In this work, since the laser diameter is ~1 µm, it is 

assumed that the heat generated by the laser source is responsible for the increase in the local 

temperature only, which when used in Eq. (55) results in the local thermal conductivity. 

Using Eq. (53) for the temperature change in Eq. (54), the thermal conductivity can be written as, 

                                                          
2PC

πd∆
κ

ω
=                                                                       (56) 
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Figure 41 (a) HTPB-AP tensile sample, (b) sample dimensions, boundary conditions and the 

scan area and (c) thermal conductivity near the HTPB-AP-Tepanol interface. Red dots are the 

position where Raman spectra were recorded. 

 

In this work, a tensile load is applied to a single particle HTPB-AP sample as shown in Fig. 

41(a) and the change in Raman shift near the HTPB-AP interface in the scan area (see Fig. 41(b)) 

was obtained. Thereafter, Eq. (55) was used to calculate thermal conductivity of the scan area near 

the HTPB-AP interface. As can be seen from Fig. 41(c) for different tensile load, a slight decrease 

in the thermal conductivity is observed and an average value of 0.175 W/m.K was taken to be the 

interface thermal conductivity for HTPB-AP-Tepanol interface. Similarly, the value of thermal 

conductivity for HTPB-AP interface, without binding agent, was found to be equal to 0.16 W/m.K. 
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3.4.2 Numerical Simulation of Shock Behavior of HTPB-AP Energetic Material 

The CFEM simulation model described in [17, 18], is used in predicting the effect of 

interface shock viscosity on the overall microstructure dependent impact behavior and temperature 

increase due to impact in multi-particle HTPB-AP sample (see Fig. 40). Strain rate dependent 

power law viscoplastic stress-strain model, as given in Table 7, was used for HTPB, AP and the 

HTPB-AP interface [18]. The cohesive zone model parameters, as given in Table 8, obtained 

experimentally through mechanical Raman spectroscopy, were used for modeling cohesive 

separation behavior [31]. The interface shock viscosity is shown in Table 9 [17]. Thermal 

conductivity and heat capacity of the HTPB, AP and the HTPB-AP interface used in the simulation 

are given in Table 11. The value of heat capacity for the HTPB-AP interface was obtained as the 

average value of AP and HTPB phase values as suggested by Hu et al. [49].  

Table 11 Thermal properties of HTPB, AP and the HTPB-AP Interface. 
 

HTPB AP HTPB-AP Interface 

Thermal Conductivity (W/m.K) 0.28[50] 0.4[50] 0.175[17] 

Heat Capacity (kJ/Kg.K) 2.5[34] 1.1[33] 1.8 

  

The impact induced local temperature rise in an idealized HTPB-AP EM microstructure 

(see Fig. 40), with circular AP particles, were simulated. The circular AP particles had radii 

varying from 5 µm to 15 µm, [51], with 50% area fraction. In order to understand the effect of 

individual constituents (HTPB, AP and the HTPB-AP interface) of the microstructure, first the 

impact behavior of the microstructure was analyzed for a strain rate of 100,000 s-1. The boundary 

conditions are shown in Fig. 40. Pressure waves passing through the microstructure is analyzed 

and the corresponding normal compressive and shear stresses are investigated at different time 

steps. 
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Figure 42 Pressure map in the HTPB-AP microstructure (for loading conditions shown in Fig. 2) 

at time (a) 0.001 µs, (b) 0.002 µs, (c) 0.004 µs and (d) 0.006 µs. 

 

Figure 42 shows the pressure wave propagating through the microstructure at different time 

steps. As shown in Fig. 42(b), pressure distribution profile near top and bottom surfaces are 

different, under equal impact velocity of 250 m/s, due to the difference in the AP particle 

distribution. As the pressure wave propagates inwards, the interface phase between bulk AP and 

HTPB phase acts as a barrier and reflects the pressure wave. This creates a lower pressure in larger 

AP particles as shown in Fig. 42(c). However, the amount of pressure wave reflection, when 

propagating from bulk AP phase to HTPB-AP phase is lower than the reflection when propagating 

from HTPB-AP interface phase to bulk HTPB phase, Fig. 42(d). This creates a high stress 

concentration at the HTPB-AP interface phase which leads to deformation and energy localization. 
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The pressure waves are transmitted, without significant reflection, through the interface of HTPB 

and the AP particles when the particle density is high, i.e. when the amount of bulk HTPB phase 

separating the particles is small. This can be explained by observing the stress profile along a cross-

section with varying AP particle distribution. 

 

Figure 43 Normal stress profile in the microstructure along a selected cross-section at two 

different time steps. 

 

The normal compressive stress distribution along a selected cross-section is shown in Fig. 

43. The specific section, Fig. 43(a), is chosen because of the continuously varying local particle 

size and density distribution. The position marked A, corresponds to the position at the HTPB-AP 

interface phase where two particles are separated only by 2 µm which is covered by HTPB-AP 

interface phase. The position marked B, corresponds to the position inside an AP particle. The 

position marked C, corresponds to the position inside an AP particle but close to the HTPB-AP 

interface. As shown in Fig. 43(b), maximum stress occurs close to the HTPB-AP interfaces around 

larger AP particles (position A and C). It is observed that initially (at time 0.003 µs) only the 

interface around large AP particles where particles are closely packed, experiences a higher stress 
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concentration. This is due to the increase in the interaction between AP particles and the stress 

concentration at the HTPB-AP interfaces as was also reported earlier by authors [17] for a single 

particle HTPB-AP sample. As time progresses, the normal stress inside the particle (position B) 

increases but remains below the value at the HTPB-AP interface (position A or C).  

 

Figure 44 Normal stress distribution in the (a) microstructure at the HTPB-AP interface near 

position A shown in Fig. 5, (b) HTPB, (c) AP and (d) the HTPB-AP interface at t = 0.006 µs. 

 

In order to understand the mechanism responsible for the maximum stress at the interface, 

the normal stress distribution near the HTPB-AP interface is plotted. Figure 44 shows a normal 

stress distribution, where AP particles are close to each other (near position A shown in Fig. 43), 

in individual constituents (HTPB, AP and HTPB-AP interface) of the microstructure. It is observed, 



120 

 

that the stress wave reflection is insignificant at interfaces where AP particles are separated only 

by the HTPB-AP interface phase and the stress wave gets transmitted further. This is because the 

reflection coefficient (calculated from the equation given by A. Garbacz [52]) of HTPB-AP 

interface phase with the AP phase is low (R = 0.24) as compared to that between HTPB and AP 

phase (R = 0.98) or between HTPB and HTPB-AP interface phase (R = 0.97). 

 

Figure 45 Shear stress distribution in the HTPB-AP microstructure at time (a) 0.001 µs, (b) 0.002 

µs, (c) 0.004 µs and (d) 0.006 µs. 

 

Shear stress plays a dominant role in determining the interface failure behavior in the 

material as well as the temperature rise due to frictional heat dissipation [53]. The shear stress 

distribution in the HTPB-AP microstructure is shown in Fig. 45. It is observed that the shear stress 

propagates along the HTPB-AP interface phase only. It can also be seen that the shear stress is 
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highly localized near the HTPB-AP interface and remains concentrated at these positions. This can 

be further analyzed by studying the shear stress localization in the interface region.  

 

Figure 46 Shear stress distribution in the (a) microstructure at the HTPB-AP interface near 

position A shown in Fig. 43, (b) HTPB, (c) AP and (d) the HTPB-AP interface at 0.006 µs. 

 

The shear stresses distribution near a HTPB-AP interface region where particles are in 

close vicinity is shown in Fig. 46. Shear stress in the bulk HTPB (see Fig. 46(a)) and AP (see Fig. 

46(b)) are negligible and are concentrated in the HTPB-AP interface phase only, see Fig. 46(c). 

This is because the interface boundaries can act as a source, as well as a barrier, to the shear wave 

[53], depending on where the shear localization starts. In this case, since the localization starts at 

the interface, as shown in Fig. 45(a), the shear stress remains concentrated along the interface itself 

and does not propagate further into the bulk, Fig. 45(b-d). This shear localization behavior then 
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results in an increased viscoplastic and frictional dissipation near the HTPB-AP interface region 

which leads to a local increase in the temperature.  

 

Figure 47 Effective viscoplastic strain distribution in the (a) microstructure at the HTPB-AP 

interface near position A shown in Fig. 43, (b) HTPB, (c) AP and (d) the HTPB-AP interface at 

0.006 µs. 

 

Internal energy, in Eq. (51), consists of elastic strain energy and viscoplastic dissipation 

energy.  Viscoplastic dissipation is directly proportional to the magnitude of viscoplastic strain 

and the stress. The distribution of effective viscoplastic strain within the HTPB-AP microstructure 

is plotted in Fig. 47 as shown at different time steps. It is observed that the effective viscoplastic 

strain in the HTPB-AP interface phase is higher than the AP particles. Similarly, the value of 

effective viscoplastic strain is higher in the HTPB near the HTPB-AP interface phase where the 

particle density is high. This occurs because of the higher stresses observed in the HTPB-AP 

interface phase, as shown earlier in Fig. 43 and Fig. 45, which leads to an increase in the 
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viscoplastic deformation. This results in a higher viscoplastic energy dissipation in the HTPB-AP 

interface phase, which leads to an increased temperature in this phase as shown next. 

 

Figure 48 Temperature distribution in the HTPB-AP microstructure at (a) 0.001 µs, (b) 0.002 µs, 

(c) 0.004 µs and (d) 0.006 µs. 

 

Figure 48 shows the temperature increase in the microstructure. Because of the high stress 

condition at the top boundary, which is under constant compression, a higher value of temperature 

is reached much earlier than the bulk. However, as the stress wave propagates further into the 

microstructure, due to the variation in the AP particle distribution, stress and strain inside the 

microstructure vary significantly which leads to significant variation in energy dissipation. 

Increase in temperature within the microstructure occurs due the energy dissipation in the form of 
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viscoplastic dissipation and the frictional heat dissipation as evident from Eq. (51). It is observed 

from Fig. 48, that the temperature increase is localized at the HTPB-AP interface phase. The 

temperature localization is greater at positions within the microstructure where particle density is 

high. This can be explained based on the stress and viscoplastic strain distribution shown earlier. 

As shown in Fig. 46 and Fig. 47, the shear stress and the viscoplastic strains are maximum in the 

HTPB-AP interface phase. This contributes to the higher viscoplastic dissipation at the HTPB-AP 

interface. Also, the normal stresses show a jump in the value near the position of high density AP 

particles. This stress concentration at the HTPB-AP interface phase, increases the strain energy 

density in this phase which results in the increase in temperature.  

 

Figure 49 (a) Effective normal compressive stress and (b) effective shear stress history as a 

function of shock viscosity in the HTPB-AP microstructure. 

 

The effect of interface shock viscosity on the impact behavior and the corresponding local 

temperature change in the HTPB-AP microstructure is studied next. First the deformation behavior 

and the effect of interface shock viscosity is studied. Figure 49 shows the values plotted for 

effective normal stress (see Fig. 49(a)) and effective shear stress (see Fig. 49(b)) history in the 
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HTPB-AP microstructure. As shown in Fig. 49 both the normal and shear stress increases with an 

increase in the shock viscosity. This is due to an increase in the shock stress within the 

microstructure that occurs due to increase in viscous effect within the microstructure, especially at 

the HTPB-AP interface phase. Shear stress shows a more significant effect of interface shock 

viscosity. This is because the shear stress, as was shown in Fig. 44, was found to be concentrated 

only at the HTPB-AP interface whereas all three phases (HTPB, AP and the HTPB-AP interface) 

show a significant contribution to the effective normal stress. This is illustrated next by plotting 

the normal and shear stress in all three phases separately, Fig. 50. 

 

Figure 50 Normal stress (a, b, c) and shear stress (d, e, f) history in HTPB, AP and HTPB-AP 

interface phase as a function of interface shock viscosity. 

 

Normal stress and shear stress in HTPB, AP and HTPB-AP interface phases are plotted in 

Fig. 50. Normal stress values are significant in all three phases; however, the HTPB-AP interface 

phase has the highest concentration as was observed in Fig. 43 as well. Normal stress concentration 
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in the HTPB-AP interface is twice of that in the HTPB phase. Similarly, shear stress is concentrated 

in the HTPB-AP interface phase and the other two HTPB and AP bulk phases have very low 

amount of shear stress present. The shear stress value in the HTPB-AP phase is 20 times greater 

than that in the HTPB phase. This trend was observed in the entire HTPB-AP microstructure, 

shown in Fig. 44 and Fig. 45 earlier. The interface shock viscosity affects both normal and shear 

stress and the most significant effect is observed on the shear stress value in the HTPB-AP interface 

phase. It can also be seen that the normal and shear stresses increases with the increase in interface 

shock viscosity in the HTPB-AP interface phase, whereas both stresses decrease in the HTPB 

phase. This is because, as the interface shock viscosity increases, the stress concentration in the 

HTPB-AP phase increases which results in a decrease in stress in the HTPB phase. Normal stress 

in the AP phase increases with increasing interface shock viscosity, but the increase is insignificant 

(~0.5 MPa increase) as compared to HTPB-AP interface phase (~50 MPa). 
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Figure 51 (a) HTPB-AP microstructure, (b) normal stress, (c) shear stress and (d) temperature 

profile as a function of interface shock viscosity along the selected cross-section at t = 0.006 µs. 

 

The effect of interface shock viscosity on the local impact behavior and temperature change 

in an HTPB-AP microstructure along a horizontal cross-section (same cross-section as Fig. 43(a)), 

shown again in Fig. 51(a), is discussed next. This cross-section contains different sizes and density 

of AP particles as well as the HTPB and HTPB-AP interfaces. The distribution of normal stress 

(see Fig. 51(b)), shear stress (see Fig. 51(c)) and temperature (see Fig. 51(c)) as a function of 

interface shock viscosity is plotted. The variation in the stress profile of both normal and shear 
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shows the stress concentration in the HTPB-AP interface phase. The magnitude of the stress 

concentration however changes with the interface shock viscosity. The temperature profile, see 

Fig. 51(d), shows that the temperature jumps to a higher value in the HTPB-AP interface phase 

and drops again inside the HTPB and AP phase. Also, as the interface shock viscosity increases, 

the temperature decreases significantly at the HTPB-AP interface positions where particle density 

is low. However, near the HTPB-AP interface phase, where the particle interaction is high, the 

effect of interface shock viscosity is low. Also, as can be observed from Fig. 51(d), the temperature 

shows a decrease in the value with increasing interface shock viscosity when transitioning from 

HTPB to AP phase due to the presence of the HTPB-AP interface phase. This occurs due to the 

fact that the energy dissipation at the shock front increases with the interface shock viscosity which 

leads to a decrease in the temperature.  

 

 

Figure 52 (a) Viscoplastic and (b) frictional energy dissipation history in the HTPB-AP 

microstructure as a function of interface shock viscosity. 
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The temperature change in the microstructure is a function of the plastic and frictional heat 

dissipation as given in Eq. (51). The viscoplastic deformation was observed to have a higher value 

within the HTPB-AP interface phase and the bulk HTPB near the interface than that in the AP, as 

was shown in Fig. 50. A plastic dissipation and frictional dissipation energy history as a function 

of interface shock viscosity is shown in Fig. 52(a) and Fig. 52(b) respectively. As shown in Fig. 

52, both energy dissipation decreases with increase in interface viscosity. It has been discussed 

earlier, [17], that the interface shock viscosity leads to an increase the energy spent at widening 

the shock front, which leads to a decrease in the heat dissipation and the temperature near the 

interface.  

 

Figure 53 (a) Maximum temperature in the microstructure and (b) the hot-spot density history as 

a function of interface shock viscosity. 

 

Impact induced temperature may increase to, or greater than, a certain threshold value, 

within the microstructure, at several position simultaneously. A measure of such local temperature 

rise can be taken to be equal to the number of elements per unit area within the HTPB-AP 

microstructure which rises above a threshold temperature value. In this work, this number density 
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is assumed to be the ‘hot-spot’ density. The maximum temperature that occurs in the HTPB-AP 

microstructure and the hot-spot density in the corresponding time interval is shown in Fig. 53(a) 

and Fig. 53(b) respectively. A cut-off temperature was selected for hot-spot density calculation 

based on the decomposition temperature of HTPB and AP. Decomposition of HTPB binder starts 

at around 673 K whereas at 513 K a phase change occurs in the AP crystals [55]. In this work the 

maximum temperature for comparison is taken to be 500 K, which is the temperature after which 

AP phase change starts to occur [55]. It is observed that the maximum temperature, within the 

microstructure, decreases by more than 20 K by adding interface shock viscosity in the model. 

This is in agreement with the effect of shock viscosity obtained by D. J. Benson [2] in a shocked 

granular HMX. Correspondingly, the hot-spot density in the microstructure also decreases. Fig. 

54(a-c) shows the plastic dissipation, the maximum temperature in the microstructure and the hot-

spot density as a function interface shock viscosity. It is to be noted that in the current work only 

6% area fraction of the microstructure is modeled with HTPB-AP interface phase properties. The 

stress, dissipation energy and the temperature decrease in the microstructure was found to be 

significant and in order to predict the temperature increase accurately in EM composites, numerical 

simulation models should account for the shock viscosity and the effect of interfaces.  

 

Figure 54 (a) Plastic dissipation energy, (b) maximum temperature and (b) the hot-spot density in 

the HTPB-AP microstructure at t = 0.01 µs as a function of interface shock viscosity. 
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3.5 Conclusions 

In this work, the effect of interface shock viscosity on the shock induced deformation and 

local temperature rise behavior of HTPB-AP EM microstructure were studied. It was shown that 

the interface shock viscosity plays an important role in determining the local temperature rise 

within the microstructure and should be included in the simulation models. Experimentally 

obtained mechanical properties such as the strain rate dependent constitutive model, irreversible 

bilinear cohesive model, interface thermal conductivity and interface shock viscosity were used to 

model the shock induced deformation behavior using CFEM. Temperature maps showed that the 

HTPB-AP interfaces, in the energetic material, are the critical positions where the local 

temperature rise is maximum and are the position where shock initiation may start. Regions with 

a high density of particles were found to be more susceptible to local temperature rise due to the 

presence of viscoplastic dissipation, as well as frictional heating. The viscoplastic dissipation were 

found to be most significant in the HTPB-AP interface phase. The bulk HTPB showed a lower 

viscoplastic dissipation than the HTPB-AP interface phase but is higher than that in the AP particle. 

The increase in the interface shock viscosity lead to a decrease in the viscoplastic and frictional 

dissipation which was caused by the increasing energy dissipation at the shock front. This resulted 

in a decrease in the maximum temperature achievable within the HTPB-AP microstructure. Finally, 

a power law relation between viscoplastic energy dissipation, temperature rise, and the density of 

the local temperature rise as a function of the interface shock viscosity was obtained. The 

microstructure in this work was idealized as having a 50% AP particles of circular shape having 

radius from 5 to 15 µm. For a more realistic model of the temperature rise and deformation, a 

varying shape and density of AP particles needs to be studied. 
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 CONCLUSION 

 

The main objective of this work has been to perform a combined experimental and 

computational investigation to study the effect of interface chemical composition on the high strain 

rate impact induced temperature rise in energetic materials, especially HTPB-AP material. A 

cohesive finite element method was used to simulate the high strain rate impact behavior of the 

HTPB-AP EM microstructure. Four different experimental methods were used to measure 

thermomechanical properties: (1) dynamic impact experimental measurements for fitting a 

viscoplastic constitutive model of HTPB, AP, and the HTPB-AP interface, (2) in-situ mechanical 

Raman spectroscopy (MRS) measurements of separation properties for fitting a cohesive zone 

model, (3) a pulse laser induced particle impact experiment combined with the MRS for 

measurement of interface shock viscosity, and (4) Raman thermometry experiments for 

measurement of HTPB, AP, and the HTPB-AP interface thermal conductivity. Two different 

interface chemical compositions, one with a binding agent Tepanol and other without binding 

agent, of an HTPB-AP material was used to investigate the mechanical behavior under dynamic 

loading conditions. The key findings from the present study are summarized below. 

1. A nanoscale dynamic impact experiment was used to obtain the constitutive model for 

bulk HTPB, AP as well as the HTPB-AP interface. A strain rate dependent power law 

viscoplastic model was fitted to the measured stress, strain and strain rate. It was 

observed that the interface constitutive behavior can be altered by adding a binding 

agent. Heat dissipation during impact has a significant effect on material constitutive 

behavior. However the current experimental setup cannot measure heat dissipation 
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directly or indirectly. In this work, effect of heat dissipation on the high-strain rate 

constitutive model is neglected. 

2. The interface delamination experiment under a quasi-static tensile loading combined 

with an in-situ MRS technique was used to obtain a cohesive zone model parameters 

for the HTPB-AP interface. A tensile test was performed on a single particle edge crack 

sample with and without binding agent until failure. Crack propagation along the 

interface was monitored and the corresponding interface cohesive energy was obtained 

from the load displacement curve.  

3. Local stress near the interface during loading was obtained from MRS. It was observed 

that the stress near the interface increased by adding a binding agent. The maximum 

stress at the onset of interface failure was taken to be the interface cohesive strength. It 

was observed that the interface strength increases with the addition of a binding agent. 

The cohesive zone model used in this work was assumed to be independent of strain 

rates. This is because the interface level stress during applied loading is measured using 

an in-situ MRS. The applicability of the current MRS setup is limited by the speed (1 

ms/spectra) at which Raman spectra is recorded. 

4. In order to simulate the impact induced temperature rise in an energetic material, a 

shock viscosity is required in order to take into consideration of all dissipation 

mechanisms involved. For composites, there are no experimental technique available 

which can resolve the interface shock behavior explicitly. In this research a novel 

experimental setup was proposed based on impact simulations done for a single particle 

HTPB-AP sample. It was found that in order to measure interface level shock initiation, 
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a direct interface impact set up was most appropriate. Also, an in-situ stress 

measurement was required.  

5. A laser induced particle impact combined with MRS was used to measure the shock 

viscosity at an interface. It was shown to be effective in measuring the interface level 

shock viscosity for both type of samples. Interface shock viscosity of the HTPB-AP 

interface was observed to be in the range of 2 to 6 Pa.s. A limitation of this  

experimental setup is that the stress measurement is delayed due to the lower speed of 

Raman spectra being recorded by the spectrometer, which gives a lower value of stress 

than the value during shock due to stress relaxation. This results in the measurement of 

a lower limit of the interface level shock viscosity. However, the interface shock 

viscosity as a function of strain rate obtained from the current experiment was found to 

be qualitatively comparable with shock viscosity of different materials found in 

literature. This information was then used to modify the shock model and was observed 

that the interface shock wave rise time, which is associated with the dissipation in the 

material under shock, increases with increasing the shock viscosity. 

6. Thermal conductivity of HTPB-AP interface was obtained using Raman thermometry 

and was used for the evaluation of temperature change in the overall microstructure. 

Thermal conductivity for the HTPB-AP interface was found to be equal to 0.16 W/m.K 

and that for HTPB-AP-Tepanol was equal to 0.175 W.m.K. The thermal conductivity 

used in this work was assumed to be independent of temperature because the Raman 

shift vs temperature calibration could not be successfully identified in the higher 

temperature region. This is due to extremely low signal-to-noise ratio in the recorded 

Raman spectra for HTPB/AP interface at temperature greater than 75 oC. 
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7. The experimentally obtained material properties were then used in a cohesive finite 

element method framework and the model was validated against experimental 

observation available in literature. A few material model parameters, such as, equation 

of state, Gruneissen coeficient, heat capacity etc were not available for the HTPB-AP 

interface phase and were assumed to be an average of the values for HTPB and AP 

phase. These parameters affect the stress condition, energy dissipation and 

consequently the temperature rise behavior of the interfaces. 

8. Impact induced temperature rise, for an idealized HTPB-AP EM microstructure 

consisting of circular AP particles, was simulated considering viscoplastic, frictional 

and shock viscosity induced dissipation. It was observed that the interface shock 

viscosity leads to a decrease in the viscoplastic dissipation and the maximum 

temperature within the microstructure. With a 6% area modeled as HTPB-AP interface 

phase, a decrease of 20 K in the maximum temperature was observed. It was also 

observed that the hot-spot density decreases with increasing shock viscosity. 

9. It was proposed that in order to predict the impact induced deformation behavior and 

the corresponding temperature rise in an EM microstructure, interface level properties 

should be considered in the model. Interface shock viscosity was found to be an 

important parameter that influences the temperature prediction. Interface chemical 

composition was found to have significant impact on the overall deformation and 

temperature rise in the EM.  

10. The microstructure in this work was a 2-dimensional model and idealized as having a 

50% AP particles of circular shape. This presents a few limitation in the prediction of 

local deformation and temperature rise behavior. One of the main factor that affects the 
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prediction is the accurate representation of the contact conditions near the interfaces. 

Particle of different shapes and sizes have different contact force distribution at the 

surface. This will lead to a stress distribution in and around the particle that is quite 

different than the one simulated here. This will affect the local deformation and 

subsequent temperature change behavior around the particle. Shape of the particle also 

determines the interaction behavior among particles which will generate a local as well 

as non-local deformation and stress distribution which are significantly different than 

the one presented in this work. For a more realistic model of the temperature rise and 

deformation, a varying shape and density of AP particles needs to be studied using a 3-

dimensional model.  
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 FUTURE WORK 

The present research has brought forth a better understanding of the importance of 

interfaces in energetic materials. It underscores the importance of special characterization 

techniques needed for interface level properties measurement. A key finding of the current work 

has been that the local in-situ stress measurement techniques are vastly helpful in understanding 

the dynamic deformation behavior of composite materials. Some proposed future research is 

summarized below: 

1. A more comprehensive study with several different types of binding agent in varying 

amount will be undertaken in order to properly quantify the effect of chemical 

composition.  

2. As mentioned in the previous chapter, one of the limitation with the experimentally 

obtained paramters were that the stress using MRS was not measured in shock duration. 

In order to understand the mechanisms responsible in high-speed dynamic deformation 

of composite materials, a local in-situ stress measurement technique at high velocity 

impacts are required. This can be achieved by using a high speed Raman spectroscopy 

combined with high speed imaging in order to have both stress and deformation data 

to obtain a more detailed material models. 

3. The temperature effect on the material constitutive behavior, specially in the shock 

induced deformation regime, is important and needs to be included in the constitutive 

model. 

4. The equation of state for the interface phase (e.g. HTPB-AP interface) and the effect of 

chemical composition needs to be experimentally measured and included in the 

computational model. 
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5. A more realistic 3-dimensional microstructure with a varying concentration of different 

oxidizers and metal particles of varying shape, size and density need to be studied for 

accurate prediction of deformation and temperature rise. 

6. Numerical method based on arbitrary Lagrangian and Eulerian technique should be 

used to simulate large deformation problems without worrying about the element 

distortion. 
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