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ABSTRACT

Vankayala, Shanmukesh Ph.D., Purdue University, December 2018. INVESTIGA-
TION OF WALL-MODELED LARGE EDDY SIMULATIONS FOR JET AEROA-
COUSTICS. Major Professor: Gregory A. Blaisdell.

In recent years, jet noise has been an active area of research due to an increase

in the use of aircraft in both commercial and military applications. To meet the

noise standards laid out by government agencies, novel nozzle design concepts are

being developed with an aim to attenuate the noise levels. To reduce the high costs

incurred by experiments, simulation techniques such as large eddy simulation (LES)

in combination with a surface integral acoustic method have received much attention

for investigating various nozzle concepts. LES is utilized to predict the unsteady flow

in the nearfield, whereas the surface integral acoustic method is used for the compu-

tation of noise in the farfield. However, Reynolds numbers at which nozzles operate

in the real world are very high making wall-resolved LES simulations prohibitively

expensive. To make LES simulations affordable, wall-models are being used to model

the flow in the near wall region. Using a highly scalable, sixth-order finite-difference-

based, in-house LES code, both wall-resolved and wall-modeled simulations of jets

through the baseline short metal chevron (SMC000) nozzle were carried out earlier

using an implicit LES (ILES) approach. However, differences exist in noise levels

between the two simulations. Understanding the cause and reducing the differences

between the two methodologies, while at the same time improving the fidelity of the

wall-modeled LES is the main aim of the present work. Three new wall-models are im-

plemented in the in-house LES code. A generalized equilibrium wall-model (GEWM)

is implemented along with two wall-models that can account for non-equilibrium

effects. First, a series of preliminary SMC000 wall-modeled LES simulations were

performed and analyzed using the GEWM. The effect of turbulent length scales and
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velocity fluctuations specified at the inflow, wall-model formulation, and wall-normal

grid refinement are analyzed. The adjustment of the fluctuations levels at the inflow

proves to be useful in producing flowfields similar to that of the wall-resolved simula-

tion. The newly implemented wall-models are validated for non-canonical problems

such as an accelerating boundary layer developing over a flat plate and flow through

a converging-diverging channel. It is noticed that the Reynolds number should be

high enough for the non-equilibrium wall-models to be effective. At low Reynolds

numbers, both equilibrium and non-equilibrium models produce similar wall shear-

stresses. However, the wall shear stress boundary conditions supplied by the wall-

models do not affect the mean velocity, turbulent kinetic energy, and Reynolds shear

stress. Since all the wall-models produce similar results, and the GEWM is the most

economical among the implemented wall-models, it is used in performing two wall-

modeled LES SMC000 nozzle simulations for noise predictions. The inflow velocity

and density fluctuations are varied between the simulations. The first SMC000 simu-

lation uses similar inflow conditions as the previous wall-resolved SMC000 simulation.

The second wall-modeled simulation was carried out by reducing the density and ve-

locity fluctuations added to the mean flow at the inlet by 65%. The flowfield and

acoustics agree reasonably well in comparison with the wall-resolved LES and similar

experiments. Lowering of the velocity and density fluctuations in the wall-model LES

improves the agreement of the far-field noise predictions with the wall-resolved LES

at most observer locations. However, the preliminary SMC000 simulations performed

using a higher Reynolds number and Mach number than that of the previous case

show that the approach of adjusting the velocity and density fluctuations added to the

mean flow have minimal impact on the developing flowfield which in turn affects the

farfield noise. Thus, unless a more effective wall-modeling method is developed, pos-

sibly employing an explicit SGS model, the postdictive process of using a wall-model

while adjusting the velocity and density fluctuations, seems to be an affordable tool

for testing various nozzle designs, subject to the Reynolds number and Mach number

being used.
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1. INTRODUCTION

1.1 Motivation and Background

Jet noise is one of the significant sources of noise generated during the flight of

an aircraft that could constrain the natural growth of the air transportation system.

With air transportation becoming more widely available, jet noise has reached levels

such that it not only affects the passengers and crew of an aircraft but also others

who are in the close vicinity of an aircraft that is in operation. The ever-increasing

levels of noise have adverse impacts on humans, from annoyance to hearing loss. With

these, government agencies, such as the Federal Aviation Administration (FAA), that

regulate several aspects of civil aviation started to impose stricter rules for certifying

new aircraft. The certification of new aircraft types requires them to follow the noise

standards prescribed by Federal Aviation Regulations (FAR), Part 36. The FAA

through FAR, Part 150 has laid out recommended guidelines for the maximum noise

exposure levels that are acceptable for people living in the vicinity of airports. For

residential areas, acceptable noise levels are less than 65dB. These restrictions could

impact the airport and airspace operations, such as arrival or departure flight paths,

the maximum number of airplanes that the airports or airspace can handle at any

point of time, etc. The government spends huge sums of money on sound insulation

programs, medical claims, etc. For example, between 1977 and 2006, the Navy spent

about $8.4 billion for noise related disability medical claims of carrier deck personnel

who work in the harsh noise environment of military aircraft [1]. The above factors

have motivated many researchers to have a better understanding of the generation

and propagation of noise and to develop new technologies that reduce noise levels.

The interaction of jet exhaust with the surrounding air generates jet noise. Both

fine and large-scale turbulent structures present in the jet contribute to noise gener-
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ation [2]. For subsonic jets, large-scale turbulent structures play a dominant role in

noise generation. Unlike subsonic jets, both fine and large-scale turbulent structures

play an essential role in noise generation in supersonic jets. Various parameters such

as acoustic Mach number, temperature of the jet, etc., influence the jet and in-turn

affect the noise spectrum of the jet. The complexity of noise generation mechanisms

have made it very difficult to understand from the limited data that can be obtained

through experiments. With the advent of computers having higher processing and

parallelization capabilities, computational aeroacoustics (CAA) has become one of the

important tools to analyze noise generation mechanisms as more detailed information

about the acoustic field and flowfield can be obtained. Most CAA methodologies used

today employ a two-step process. First, the flowfield data is computed by solving the

governing equations of fluid dynamics. Samples of time-dependent flowfield data are

collected over a surface that encloses the nonlinear acoustic source region. Then,

these acoustic sources are used as input to predict the propagating noise by using an

analytic solution of the governing acoustic wave equation.

The computational fluid dynamics (CFD) techniques available to compute the

nonlinear flowfield usually fall into one of the three categories: direct numerical sim-

ulation (DNS), large eddy simulations (LES) and Reynolds averaged Navier-Stokes

(RANS). However, when simulating high Reynolds number turbulent flows, a wide

range of length and time scales are present, which requires very fine meshes to solve

and makes DNS computationally very expensive. It has been estimated that com-

putational cost increases as the cube of the Reynolds number [3]. This makes DNS

infeasible for solving high Reynolds number turbulent flows of practical interest as

tremendous resolution requirements are necessary that are far beyond the capability

of even the fastest supercomputers available today. On the other hand, RANS uses

less computational time and resources, but the accuracy of the flowfield is compro-

mised due to time averaging. Also, RANS does not provide a time-dependent solution.

Therefore, noise cannot be computed directly, and RANS-based approaches rely on

noise models, which have been shown to be inaccurate except for the simple round jet
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for which they have been tuned. This makes LES a good option to solve high Reynold

number turbulent flows with lower computational cost. In LES, the flow problem is

solved by only considering the larger three-dimensional turbulent motions which are

represented by the Navier-Stokes equations filtered in space and a turbulence model

is used to represent the residual subgrid scale (SGS) stress tensor.

The advantages of LES over other computational approaches for flowfield pre-

diction have increased the use of LES for noise predictions [4]. In recent years,

LES along with surface integral methods are extensively used to propagate noise

to the farfield [5]. The surface integral methods include Kirchhoff’s [6] and porous

Ffowcs Williams-Hawkings (FWH) [7] methods. However, the robustness of the FWH

method in the placement of the surface over which time-dependent flowfield data are

collected gives it an added advantage [5]. Therefore, in the current work, LES in

combination with FWH are used to simulate the flowfield and predict the farfield

noise.

Various jet parameters, such as the perimeter of the jet, length of the potential core

and mixing rates in the shear layer, have suppressed noise levels. This led researchers

to look into different nozzle designs that affect the aforementioned jet parameters

and reduce jet noise.Various noise-reducing design ideas, such as chevrons [8], lobed

mixers [9], beveling [10], hard-wall corrugations [11] and fluidic injectors [12, 13],

have been tested. But simulations including nozzle walls are expensive due to the

formation of the turbulent boundary layer along the nozzle walls. The boundary

layer development depends on the Reynolds number. For a turbulent boundary layer,

Larsson et al. [14] defines the inner layer as y/δ < 0.2 and the outer layer as y/δ ≥ 0.2.

Table 1.1 summarizes the estimates of grid points necessary to resolve the inner and

outer layers for wall-bounded flows by various authors. Chapman’s [15] estimates

were based on the wall-resolved simulation of a flat plate turbulent boundary layer,

whereas the estimates of Larsson et al. [14] were based on a practical example of a

NACA0012 airfoil. These estimates show the necessity of a highly refined grid and

its scaling with Reynolds number to capture the dynamics of the small-scale motions
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of a wall-bounded flow. At the same time, the time-step size has to be decreased due

to the stringent Courant-Friedrichs-Lewy (CFL) condition where ∆t ∝ ∆x
U

. These

factors increase the overall cost of the simulation, and with current computational

capabilities it is not feasible to run simulations for practical applications that operate

at very high Reynolds numbers. For example, Dhamankar et al. [16] utilized a total of

2.7 million core-hours to perform a wall-resolved large eddy simulation of a Mach 0.9

isothermal jet through a short metal chevron (SMC) baseline nozzle [8,17] operating

at a Reynolds number of 105 using 3792 cores on the Kraken supercomputer at the

National Institute for Computational Sciences to collect flowfield and acoustic data.

The grid used in the simulation of Dhamankar et al. [16] consists of 125 million grid

points.

Table 1.1. Estimates of Reynolds number scaling for number of grid
points required for wall bounded flows.

Author Grid points in inner layer Grid points in outer layer

Chapman [15] Re1.8 Re0.4

Larsson, et al. [14] Re2.16 Re0.58

Due to the high costs involved in resolving the inner layer which accounts for

less than 20% of the entire boundary layer, researchers have developed alternatives

to bypass the computation of the inner layer. The contribution of the eddies in the

inner layer to the momentum transport is modeled. The simulations with inner layer

modeling use a coarse grid in the near-wall region along with an increased time-step

size, which helps to significantly reduce the simulation cost. However, when coarse

grids are used, the velocity gradient at the wall due to the imposed no-slip condition is

underpredicted, leading to an underprediction of the wall-shear stress. Therefore, the

inner layer modeling should be robust enough to supply approximate boundary con-

ditions to the resolved LES in the outer layer by modeling the momentum transport
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of the under-resolved small-scale eddies near the wall dictated by the grid resolution.

In 1970, Deardorff [18] formulated one of the first wall models neglecting viscosity

and making the model valid for infinite Reynolds number. Second order derivatives

of the mean flow are included in the boundary conditions imposed on the wall such

that the mean flow follows the logarithmic law of the wall. This formulation also

assumes that the turbulence is isotropic in the near-wall region. With the widespread

use of LES in engineering applications involving high Reynolds number flows, many

new wall-models have been developed.

A comprehensive review of wall-models is given by Piomelli and Balaras [19],

Piomelli [20] and Larsson et al. [14]. There are subtle differences in how different

researchers categorize these wall models. We follow the categorization based on [14]

and give a brief description of various wall-models. Wall-modeled LES can be catego-

rized based on how the LES is defined. The approaches in which LES is defined in the

entire flow field is classified as wall-stress models and approaches in which the LES

is defined above a certain height from the wall is classified as Hybrid LES/RANS.

The wall-stress models are formulated to estimate the wall shear stress from the

flow variables at a grid location specified above the wall. The wall shear stress can

be written as

τw,i = f(ui, ρ, ν,
dp

dxi
), (1.1)

where f is a function that can relate the flow variables with the stress in the wall

tangential direction. The function f can be an algebraic expression, such as the

logarithmic law, which can be solved by root-finding methods or an ODE, such as

the equilibrium model [21], in which the convection and pressure gradient terms are

balanced in the axial mean-momentum equation and solved numerically. PDE based

methods also fall under this category of wall-stress models, which some researchers

classify as zonal methods.

The approximate boundary conditions suggested by Schumann [22] is the first

successful application of a wall-model. The wall-model is used in the simulations

of channel and annuli flows at finite Reynolds numbers. Schumann uses algebraic
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expressions to relate the instantaneous wall stresses with the velocity obtained from

the first grid point off the wall. The streamwise wall shear stress is also dependent

on the mean streamwise velocity averaged in the plane parallel to the wall and the

mean wall shear stress which should be known a priori. For example, in channel

flows, the imposed pressure gradient can be used to specify the mean wall shear

stress. For flows in which the mean wall shear stress cannot be obtained a priori, the

logarithmic law can be solved iteratively to compute the mean wall shear stress [23].

Alternatively, the wall shear stress can also be obtained from a RANS simulation

[24]. A linear velocity profile assumption along with constant eddy viscosity is used

to approximate the spanwise component of the wall shear stress. Grotzbach [23]

relaxed the a prior requirement of mean wall shear stress in Schumann’s formulation.

Grotzbach computed the friction velocity by iteratively solving the logarithmic law

and obtained the wall shear stress. Piomelli et al. [25] modified Schumann's model

by introducing a streamwise displacement in its formulation. The use of streamwise

displacement is found to increase the correlation between the wall shear stress and

velocity which in turn improves the accuracy of Schumann's model [26]. The wall-

models discussed so far rely on the space and time averaged velocity at the sampling

grid location. Mason and Callen [27] used the instantaneous velocity such that the

logarithmic law is satisfied both locally and instantaneously.

The wall-stress models discussed so far rely on the logarithmic law. However,

there are other models like the model proposed by Werner and Wengle [28] which

computes the instantaneous wall shear stress assuming the instantaneous velocity

at the sampling grid location satisfies a power law. The logarithmic law can also be

replaced by a unified law such as the Spalding’s law [29] which extends the logarithmic

law’s applicability to the viscous sub-layer and buffer layer. Several modifications have

been made to the logarithmic law to account for the effects of local acceleration and

pressure gradients [30–33].

In another class of wall-stress models, instead of using an algebraic expression,

governing equations are solved numerically to obtain the wall shear stress. The tur-
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bulent boundary layer equations are solved on an embedded grid placed between the

wall and the first grid point to capture some of the non-equilibrium effects. Such a

method was first implemented by Balaras et al. [34] for plane channel flow, square

duct and rotating channel flow. Unlike the use of a Prandtl mixing-length model

used in reference [34] for the computation of eddy viscosity, Diurno et al. [35] used

the Spalart-Allmaras model [36] for calculation of the eddy-viscosity present in the

turbulent boundary layer equations and found improved results in their simulations

of the backward-facing step flow. Wang and Moin [37] used a dynamically adjusted

mixing-length eddy viscosity for flows past asymmetric trailing-edge and found good

agreement with resolved LES results. Building upon the work in references [34, 37],

Kawai and Larsson [38] suggested an improved wall-model which takes into account

how the turbulence length scale changes with wall distance in the logarithmic region,

grid resolution, and the resolution-characteristics of the numerical method. By dy-

namically computing the eddy viscosity parameter, κ, Kawai and Larsson [38] found

better skin-friction predictions for both equilibrium and non-equilibrium flows.

All the wall-stress models discussed so far are based on physics. Another set

of wall-stress models were developed based on non-physics-based arguments. An

example of such a method is the one based on suboptimal control strategy by Nicoud

[39], who uses instantaneous wall stress as a control to force the outer LES towards

a log law solution.

Hybrid LES/RANS methods are a group of methods in which the domain is split

into a near-wall region and an exterior region, and different turbulence models are

applied in each of the regions. Some methods use the same turbulence model, such

as detached eddy simulations (DES) [40], whereas others use LES in the exterior

region and different choices of RANS models in the near-wall region. Larsson et

al. [14] classified these models based on how the near wall region height is defined,

whether set by the user, called zonal methods, or set by the grid or solution, called

seamless methods. Researchers have developed many zonal methods by altering the

RANS models. The works of Baurle et al. [41] for the simulation of cavity flows and
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Temmerman et al. [42] for the simulation of high Reynolds number fully developed

channel flows utilize zonal methods. More examples of such zonal methods can be

found in references [14,20,43].

There is no single method which can be deemed as accurate. There are several

challenges involved, and some errors plague all the methods. For example, a stan-

dard error is the logarithmic law mismatch error [44] where the mean velocity profile

in viscous units ends up above the log-law called a positive mismatch or below the

log-law called a negative mismatch. The algebraic wall-stress models relying on the

equilibrium assumption are known to not perform well with flows subjected to shallow

separation, or with strong pressure gradients [34]. Although PDE based wall-stress

models perform better for non-equilibrium flows, their requirement to have an embed-

ded grid makes them not practical for realistic and complex geometries [14]. Moreover,

the need for the embedded grid to be refined in the wall-normal direction on which

PDEs are to be solved increases the simulation costs. On the other hand, Hybrid

LES/RANS methods require a separate grid in the near-wall region with grid points

located in the viscous-sublayer over which governing equations need to be solved.

This adds additional costs and also requires the use of different numerical techniques

in each of the regions. Damped velocity fluctuations were observed in the crossover re-

gion of RANS and LES [43] causing a reduction of turbulence in the LES region. With

already high simulation costs involved in simulating high Reynolds number flows, it

is necessary to choose a wall model which does not add more cost to the already

expensive simulations. Among the different wall model formulations, the algebraic

wall stress methods are the least expensive. Moreover, they are easy to implement

and can be used with the underlying numerical methods avoiding complications of

programming. For example, LES/RANS methods require the implementation of a

RANS model and an implicit time advancement scheme. An implicit time advance-

ment scheme facilitates the use of a large time step with fine grid resolution required

by RANS models in the wall-normal direction. Because of the above advantages, the
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algebraic wall stress methods are a viable choice for use with already expensive jet

simulations.

(a) Normal Reynolds stresses.

(b) OASPL at R = 144Rj .

Figure 1.1. Comparision between wall-resolved and wall-modeled cases [45].
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Martha [46] and Situ [47] developed an in-house LES solver initially to simu-

late subsonic jets, which was extended by Dhamankar [48] by incorporating various

wall, inflow and outflow boundary conditions. Aikens [45] added the capability of

shock capturing for handling supersonic flows along with an equilibrium wall model.

More recently, Dhamankar [49] implemented immersed boundary methods, which ex-

tended the ability of the code to handle complex nozzle shapes. Several wall-resolved

and wall-modeled simulations have been carried out using the in-house LES solver.

The wall-resolved simulations of subsonic converging nozzles [16, 46] and supersonic

converging-diverging nozzles [50] performed with the in-house LES solver showed

good accuracy of the results. The wall-model implemented into the solver has been

validated for both quasi-incompressible [51] and compressible [45] flat plate boundary

layers. It has also been used to evaluate the noise benefits of a chevron nozzle oper-

ating at a subsonic test condition [49], the impact of beveling [52] the nozzle exit for

converging-diverging nozzles operating under typical takeoff conditions (supersonic

overexpanded), and the effectiveness of fluidic injection [53–55].

The wall-resolved [48] and wall-modeled [45] cases simulated for a Mach 0.9

isothermal jet through a baseline short metal chevron (SMC) nozzle [8] operating

at a Reynolds number of 105 using the in-house LES solver showed some discrepan-

cies. The operating conditions are referred to as SP12 by Tanna et al. [56]. There

are considerable differences between the normal Reynolds stresses at the nozzle exit

which in turn affects the noise levels obtained in the farfield. Due to the higher

turbulence levels for the wall-modeled case, the noise levels in the farfield are lower

compared with the wall-resolved case. The normal stresses at the nozzle exit and the

overall sound pressure level (OASPL) at an observer location of 144 jet exit radii for

these cases can be seen in figure 1.1. These trends are consistent with the findings of

Bogey et al. [57]. They carried out numerical simulations of an isothermal round jet

operating at Mach number 0.9 and Reynolds number ReD = 105. Bogey et al. found

that with an increase in initial turbulence levels, the vortex roll-ups and pairing that

usually take place in laminar-turbulent flow transition disappear in the shear layer
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causing it to develop more slowly than with lower turbulence levels, which indeed

lengthens the jet’s potential core and also contributes to the lower noise levels. Given

the above discussion, the primary objective of the current research is to improve the

fidelity of the current wall-modeled simulations for jet noise predictions by assessment

and development of the capabilities of the current in-house LES code.

1.2 Objectives

To this end, the research can be decomposed into the following parts:

1. Preliminary wall-modeled simulations of the SMC000 nozzle using a

short domain.

(a) In the previous wall-modeled simulation [45], at the matching point loca-

tion, y+ < 50, and it is typically between 8 and 12. The wall-model utilized

is valid for y+ < 10.8 or y+ > 50. In between, the predicted wall shear

stress is not accurately modeled. So, a simulation utilizing a generalized

equilibrium wall model (GEWM) [29], which is valid for 0 < y+ < 0.3δ+,

is carried out. The GEWM is implemented as part of this work.

(b) There are differences between the wall-resolved [16] and wall-modeled [45]

simulations in the specification of turbulent length scales in the axial and

azimuthal directions at the inflow boundary. They are given in table 1.2.

The impact of this difference is unknown on the flowfield. So, simulations

are carried out using length scales that are consistent with the wall-resolved

case.

(c) To understand the impact of the velocity fluctuations specified at the in-

flow, simulations are carried out by reducing the magnitude of the fluctu-

ations.

(d) Finally, one case is simulated to test the sensitivity of grid-refinement in

the wall-normal direction.
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Table 1.2. Turbulent length scales used in previous simulations

Simulation Axial (δ99) Radial (δ99) Azimuthal (δ99)

Wall-Resolved [16] 1.2 0.4 0.4

Wall-Modeled [45] 1.6 0.4 0.8

2. Implementation and validation of non-equilibrium wall-models in the

in-house LES code.

The equilibrium wall-model implementation has been previously validated for

the canonical turbulent boundary layer generated over a flat plate with zero

pressure gradient for both quasi-incompressible [51] and compressible [45] cases.

The quasi-incompressible case was simulated to obtain a Reynolds number based

on momentum thickness of Reθ = 13, 000, whereas the compressible case oper-

ates at Mach 1.69 and obtains Reθ = 31, 000. Results of both simulations agree

well with experiments at matching Reynolds numbers. Various grid resolutions

were tested with good accuracy of the results.

However, due to discrepancies noticed in the wall-modeled SMC000 simulations,

there is a need for the current implementation to be throughly investigated for

flows involving favorable pressure gradients (FPG) as their effects are neglected

in the equilibrium-stress models used in the previous implementation. Flows

subjected to acceleration tend to re-laminarize making the wall-model inac-

curate. Depending on the severity of the acceleration, accelerating boundary

layers that are turbulent initially may deviate from the standard laws valid

for a turbulent boundary layer. An accelerating boundary layer exhibiting

this kind of behavior is said be in a laminarescent state. On further accelera-

tion, the boundary layer completely re-laminarizes and attains a laminar state.

Thorough reviews of the boundary layers that are undergoing re-laminarization

(laminarescent), re-laminarized and retransitioning are given by Narasimha and
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Sreenivasan [58] and Sreenivasan [59]. Accelerating boundary layers are said to

be in a re-transition state when they transition from laminar back to a turbulent

state. This occurs when the source of the acceleration is cut off.

Due to the multitude of flow dynamics of accelerating boundary layers, there

is a need for wall-models that account for pressure gradients effects. For this

purpose, two non-equilibrium wall models by Shih et al. [33, 60] and Yang et

al. [61] are implemented in the in-house LES code. These new wall-models

along with the generalized equilibrium wall-model are validated using two test

cases involving accelerating flows. The test cases are flow through a converging-

diverging channel and a spatially developing accelerating boundary layer.

3. Aeroacoustics of jets through an SMC000 nozzle.

Finally, the SMC000 nozzle flow simulations are carried out to gather both

the near field turbulent statistics and farfield acoustics. The simulations are

carried out using the wall-model which is best capable of accurately predicting

the Reynolds stresses for flows involving accelerating boundary layers. Based

on the results of the preliminary SMC000 simulations, first, the simulations are

carried out for jets operating at the SP12 condition. However, due to the lack

of available experimental flowfield data at the SP12 operating condition, the

operating condition referred to as SP07 by Tanna et al. [56] is also used for the

SMC000 simulations. At the SP07 operating condition, both experimental [62]

and acoustic data [8] are available. The SP07 operating conditions correspond

to an unheated jet operating at a Mach number of M=0.9832 and Re = 106.

These simulations help in demonstrating the capabilities of the wall-modeled

LES for flowfield and acoustic predictions.

1.3 Dissertation Organization

The dissertation is organized as follows. Chapter 2 gives a brief description of

the LES and acoustic methodologies used in this work. The governing fluid flow
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equations, boundary conditions, subgrid-scale modeling and the numerical methods

used to solve these equations are described along with the Ffowcs Williams-Hawkings

surface integral acoustic method. Chapter 3 presents the various wall-model boundary

conditions used in the current work. Both the formulation and implementation details

are provided. Chapter 4 discusses the SMC000 preliminary simulations that were

performed to understand the cause of differences between the wall-resolved [48] and

wall-modeled [45] simulations described in section 1.1. The validation results of the

accelerating boundary layer developing over a flat plate and flow through a converging-

diverging channel using the newly implemented wall-models are presented in Chapter

5. The near field turbulent statistics and farfield acoustics for the jet through an

SMC000 nozzle are given in Chapter 6. Finally, in Chapter 7, a summary of the

current work is given along with a few suggestions for future work.
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2. LARGE EDDY SIMULATION AND ACOUSTIC

METHODOLOGY

This chapter gives a brief description of the LES and acoustic methodologies used in

this work. The methodologies have been incorporated into a 3-D solver by Uzun [63] to

study the jet noise of flows in subsonic regime. Lo [64] incorporated shock-capturing

schemes and extended the solver capability to handle supersonic flows. Building

upon this work, a more robust, higher efficiency parallel solver has been developed by

Martha [46] and Situ [47]. This version of the solver is utilized in the present work

and referred to as the modular-LES code hereafter. Dhamanakar [48,49] implemented

various boundary conditions and immersed boundary methods into the modular-LES

code for more realistic jet flow simulations and simulations which can handle complex

nozzle geometries. The wall-modeling and shock capturing capabilities have been

added into the modular-LES code by Aikens [45].

First, the governing equations that describe the fluid flow are presented in sec-

tion 2.1. Section 2.2 describes the various numerical methods used for solving the

governing equations. The boundary conditions and subgrid-scale (SGS) modeling is

presented in sections 2.3 and 2.4 respectively. It is then followed by a brief overview

of the parallelization strategy and is given in section 2.5. Lastly, the details of the

acoustic methodology utilized in the current work are covered in section 2.6.

2.1 Governing Equations

In LES, the turbulent flowfield is decomposed into a large-scale component f̄ and

a subgrid-scale component fSGS. The large-scales are defined such that they are sup-

ported by the grid resolution and are solved explicitly. The unresolved subgrid-scales
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and their impact on the large-scales are modeled. Hence, any arbitrary parameter f,

when filtered by a low-pass filter, can be written as

f = f̄ + fSGS. (2.1)

For compressible flows, the large-scales are written in terms of Favre-filtered variable

f̃ =
ρf

ρ̄
. (2.2)

When the filtering operation is applied, additional terms appear in the energy and

momentum equations. They are the unresolved terms that represent the impact of the

small-scales on the resolved large-scales and require modeling. An explicit or implicit

approach can be followed to model the SGS terms. In the explicit approach, subgrid-

scale models such as the classical Smagorinsky model [65], Dynamic Smagorinsky

model (DSM) [66], Wall-Adapting Local Eddy-viscosity (WALE) model [67], etc.,

can be used to model the SGS terms. Multiple studies [68–72] used a spatial filter

associated with the numerical method (described below in section 2.2) as an implicit

SGS model and noticed results on par with the results of simulations carried out

using an explicit SGS model. In the implicit approach, the physics of the small-

scales are assumed to be represented by the dissipation provided by the grid and the

spatial filter. The DSM formulation has also been implemented into the modular-

LES code by Aikens [45] for meshes with Cartesian topologies. The details about the

DSM formulation is given in section 2.4. The simulations using DSM were found to be

more expensive than those simulations performed using the implicit approach [45,71].

Moreover, the use of DSM was found to be dissipative for jet noise studies [63, 71].

So, in most of the current work, the SGS terms are modeled implicitly, unless DSM

is otherwise mentioned. The modeling of the SGS terms using the implicit approach

is referred as ILES in this work.

The final conservative form of the three-dimensional compressible Favre-filtered

Navier-Stokes equations in generalized coordinates that are to be solved numerically

are
1

J

∂Q

∂t
+

∂

∂ξ

(
F− Fv

J

)
+

∂

∂η

(
G−Gv

J

)
+

∂

∂ζ

(
H−Hv

J

)
= 0. (2.3)
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These equations are nondimensionalized using the quantities at the chosen reference

location. They are: length, R∗ref , density, ρ∗ref , velocity, U∗ref , pressure, ρ∗refU∗2ref ,

time, R∗ref/U
∗
ref and temperature, T∗ref . Generally, for nozzle flow simulations, the

conditions at the nozzle exit are chosen as the reference quantities, with the radius

of the nozzle at the exit usually chosen to be the reference length scale. However, for

the simulations of the flat plate boundary layer, accelerating boundary layer and flow

through the converging-diverging channel, the conditions at the inflow are chosen as

reference quantities. For boundary layer flows, the inlet boundary layer thickness

is used as the reference length scale, whereas the channel half-height is used as the

reference length scale for simulations involving channel flows. The reference Reynolds

number used in the modular-LES solver is also computed using the reference condi-

tions that are considered depending on the problem type.

In equation 2.3, Q is the vector of conservative flow variables, F, G and H are

the inviscid flux vectors, Fv, Gv and Hv are the viscous flux vectors, J is the Jaco-

bian determinant of the transformation between physical (x, y, z) and computational

coordinates (ξ, η, ζ) and t is the time. The quantities Q, F, G, H, Fv, Gv and Hv

are given as

Q = [ρ̄ ρ̄ũ ρ̄ṽ ρ̄w̃ ρ̄ẽt]
T , (2.4)

F =



ρ̄Ũ

ρ̄ũŨ + ξxp̄

ρ̄ṽŨ + ξyp̄

ρ̄w̃Ũ + ξzp̄

(ρ̄ẽt + p̄)Ũ


G =



ρ̄Ṽ

ρ̄ũṼ + ηxp̄

ρ̄ṽṼ + ηyp̄

ρ̄w̃Ṽ + ηzp̄

(ρ̄ẽt + p̄)Ṽ


H =



ρ̄W̃

ρ̄ũW̃ + ζxp̄

ρ̄ṽW̃ + ζyp̄

ρ̄w̃W̃ + ζzp̄

(ρ̄ẽt + p̄)W̃


, (2.5)

Fv =



0

ξx(τxx −Ψxx) + ξy(τxy −Ψxy) + ξz(τxz −Ψxz)

ξx(τyx −Ψyx) + ξy(τyy −Ψyy) + ξz(τyz −Ψyz)

ξx(τzx −Ψzx) + ξy(τzy −Ψzy) + ξz(τzz −Ψzz)

ũFv2 + ṽFv3 + w̃Fv4 − [ξx(qx +Qx) + ξy(qy +Qy) + ξz(qz +Qz)]


, (2.6)
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Gv =



0

ηx(τxx −Ψxx) + ηy(τxy −Ψxy) + ηz(τxz −Ψxz)

ηx(τyx −Ψyx) + ηy(τyy −Ψyy) + ηz(τyz −Ψyz)

ηx(τzx −Ψzx) + ηy(τzy −Ψzy) + ηz(τzz −Ψzz)

ũGv2 + ṽGv3 + w̃Gv4 − [ηx(qx +Qx) + ηy(qy +Qy) + ηz(qz +Qz)]


, (2.7)

Hv =



0

ζx(τxx −Ψxx) + ζy(τxy −Ψxy) + ζz(τxz −Ψxz)

ζx(τyx −Ψyx) + ζy(τyy −Ψyy) + ζz(τyz −Ψyz)

ζx(τzx −Ψzx) + ζy(τzy −Ψzy) + ζz(τzz −Ψzz)

ũHv2 + ṽHv3 + w̃Hv4 − [ζx(qx +Qx) + ζy(qy +Qy) + ζz(qz +Qz)]


, (2.8)

respectively.

In equation 2.4, ρ̄ẽt is the total energy per unit volume given as

ρ̄ẽt =
1

2
ρ̄ũiũi +

p̄

γ − 1
, (2.9)

where p̄ can be computed using the ideal gas law given in nondimensional form as

p̄ =
ρ̄T̃

γM2
ref

. (2.10)

In the above expression, the Mach number, Mref corresponds to the value at the

reference location.

In equation 2.5, Ũ , Ṽ and W̃ are the contravarient velocity components in the

generalized coordinate system and are computed using
Ũ

Ṽ

W̃

 =


ξx ξy ξz

ηx ηy ηz

ζx ζy ζz



ũ

ṽ

w̃

 . (2.11)

The grid metric terms arising due to the coordinate transformation between the phys-

ical and computational space are evaluated by writing the metric terms in the conser-

vation form as done in references [73–76]. The use of the conservative form of metric
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terms and computing their derivatives using the same derivative scheme as employed

for the evaluation of fluxes were found to reduce the metric evaluation errors and

preserve a uniform freestream [75]. Hence, following the references, the metric terms

are evaluated using
ξx ξy ξz

ηx ηy ηz

ζx ζy ζz

 = J


(yηz)ζ − (yζz)η (zηx)ζ − (zζx)η (xηy)ζ − (xζy)η

(yζz)ξ − (yξz)ζ (zζx)ξ − (zξx)ζ (xζy)ξ − (xξy)ζ

(yξz)η − (yηz)ξ (zξx)η − (zηx)ξ (xξy)η − (xηy)ξ

 , (2.12)

where the Jacobian J is

J =

∣∣∣∣∂(ξ, η, ζ)

∂(x, y, z)

∣∣∣∣ = [xξ (yηzζ − yζzη)− xη (yξzζ − yζzξ) + xζ (yξzη − yηzξ)]−1 . (2.13)

In equations 2.6, 2.7 and 2.8, the terms τij and qi are the resolved stress tensor

and heat flux. Whereas ψij and Qi are the stress tensor and heat flux representing

the subgrid-scales. They are given as

τij =
µ̃

Reref

(
2S̃ij −

2

3
S̃kkδij

)
, (2.14)

qi =
−µ̃

(γ − 1)M2
refRerefPr

∂T̃

∂xi
, (2.15)

ψij = ρ̄(ũiuj − ũiũj), (2.16)

Qi = ρ̄(ũiT− ũiT̃). (2.17)

In equation 2.14, S̃ij is the Favre-filtered strain rate tensor defined as

S̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
. (2.18)

Sutherland’s law is used to compute the dynamic viscosity,

µ̃ =
µ̃∗

µ∗ref
= T̃ 3/2 1 + S

T̃ + S
, (2.19)
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where S is the Sutherland constant which is equal to 110K/T ∗ref and µ∗ref is the

reference dynamic viscosity. The Mach number, Mref and the Reynolds number,

Reref are given as

Mref =
U∗ref√
γR∗T ∗ref

, (2.20)

Reref =
ρ∗refU

∗
refR

∗
ref

µ∗ref
. (2.21)

In these expressions, the ratio of specific heat, γ = 1.4 and the specific gas constant,

R∗ ≈ 287J/kg −K. The Prandlt number, Pr in equation 2.15 is fixed to be 0.7.

As mentioned earlier, in most of the work, ILES is used. So, the SGS stress

(equation 2.16) and the SGS heat flux (equation 2.17), ψij and Qi are set to zero.

2.2 Numerical Methods

This section describes the spatial discretization, spatial filter and additional nu-

merical methods used in the modular-LES code for solving the system of govern-

ing equations. Additional numerical methods include the schemes used for handling

cylindrical grids and time discretization. The details of the schemes are given in the

following sections.

2.2.1 Spatial Discretization

The discretized governing equations are solved using finite-difference schemes.

In order to capture the relevant scales that are essential for noise predictions, a

high order compact finite-difference scheme has been used. The non-dissipative sixth

order compact difference scheme developed by Lele [77] is used to calculate spatial

derivatives at the interior grid points away from boundaries. It is given as

1

3
f ′i−1 + f ′i +

1

3
f ′i+1 =

7

9∆ξ
(fi+1 − fi−1) +

1

36∆ξ
(fi+2 − fi−2) , (2.22)
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where f ′i is the derivative of the quantity f at the ith grid point with respect to the

computational coordinate ξ. In computational space, uniform grid spacing is used.

Therefore, the grid spacing in the ξ direction is set to ∆ξ = 1.

For nodes at the left and right boundaries, third-order one-sided compact schemes

given by

f ′1 + 2f ′2 =
1

2∆ξ
(−5f1 + 4f2 + f3) , (2.23)

f ′N + 2f ′N−1 =
1

2∆ξ
(5fN − 4fN−1 − fN−2) , (2.24)

are used. Similarly, fourth-order-central compact schemes given by

1

4
f ′1 + f ′2 +

1

4
f ′3 =

3

4∆ξ
(f3 − f1) , (2.25)

1

4
f ′N−2 + f ′N−1 +

1

4
f ′N =

3

4∆ξ
(fN − fN−2) , (2.26)

are used for nodes located next to the left and right boundaries. The same dis-

cretization schemes are utilized in the other two computational coordinates η and ζ

as well.

2.2.2 Spatial Filtering

Numerical instabilities could arise during the solution of the governing equations.

If not suppressed, these instabilities could eventually cause the simulations to fail.

Therefore, a spatial filter is used to keep the simulations stable. The sixth-order

central tridiagonal spatial filter by Gatinode and Visbal [78] given by

αf f̄i−1 + f̄i + αf f̄i+1 =
3∑

n=0

an
2

(fi+n + fi−n) (2.27)

is used to damp out the unwanted spurious instabilities that arise from the bound-

ary conditions, unresolved scales, and mesh non-uniformities. Additionally, the non-

dissipative properties of the compact scheme used add to the growth of the insta-

bilities. In equation 2.27, f̄ is a filtered conservative flow variable and f is the cor-

responding unfiltered value. The filtering parameter αf can take any value between
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−0.5 and 0.5. The amount of damping can be controlled by adjusting αf . Higher

values of αf make the filter less dissipative. The coefficients a0,...,a3 used in equation

2.27 are listed in table 2.1.

At the boundary points, no filtering operation is carried out. But, sixth-order

one-sided spatial filters by Gatinode and Visbal [78] are used for the first two points

away from the boundaries. Near the left boundary, the spatial filter equations at the

first and second point away from the boundary are given as

αf f̄1 + f̄2 + αf f̄3 =
7∑

n=1

anfn, (2.28)

αf f̄2 + f̄3 + αf f̄4 =
7∑

n=1

anfn, (2.29)

respectively. The coefficients a1,...,a7 used in the above equations are also given

in table 2.1. Near the right boundary, expressions analogous to equation 2.28 and

equation 2.29 are used.

As mentioned earlier, in the absence of an SGS model, the spatial filter is used as

an implicit SGS model to remove the unresolved turbulent scales. The spatial filter

is applied after each time step. As in the previous works [45,46,49,63,64], the spatial

filter parameter αf is usually set to 0.47.

2.2.3 Additional Numerical Methods

The simulations of jets through various nozzles utilize cylindrical grids. The cen-

terline singularity that arises by the use of cylindrical grids is handled by the radial

treatment suggested by Mohseni and Colonius [79]. The radial points are shifted by a

distance from the pole, thereby avoiding the singularity when computing the deriva-

tives. The fine azimuthal grid spacing near the centerline restricts the time-step

specification to a lower value due to the Courant-Friedrichs-Lewy (CFL) condition.

The use of smaller time-steps increases the simulation time considerably. This issue

is addressed by utilizing the point-skipping method of Bogey et al. [80]. The point-
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skipping method coarsens the grid artificially near the centerline. The implementation

details of these methods can be found in [45,46].

For time-advancement, the four-stage fourth-order classical Runge-Kutta method

is utilized. The details of the method can be found in [63].

2.3 Boundary Conditions

The governing equations given by equation 2.3 are to be supplied with additional

constraints to close the system of equations. To that end, various boundary conditions

are implemented into the modular LES solver. Boundary conditions are available to

simulate both subsonic and supersonic flows. A brief overview of some of the bound-

ary conditions utilized in the current work is given next. The wall-model boundary

conditions are not discussed in this section and are deferred to chapter 3.

2.3.1 Inflow Boundary Condition

For turbulent flows, adequate flow conditions need to be specified at the inflow to

achieve the targeted flow conditions at a reasonable cost. In physical experiments,

turbulence comes from a boundary layer developing along the walls of a nozzle, flat

plate, channel, etc. So, along with the mean flow data supplied at the inflow, the pro-

vided fluctuations should help in the sustenance of the turbulent state of the boundary

layer. Moreover, for jet noise studies, the state of the boundary layer is crucial as it

affects the shear layer developing downstream and the associated noise. One of the

approaches is to use a laminar boundary layer at the inflow boundary and allow the

boundary layer to naturally transition from laminar to a turbulent state. However,

this approach needs extended domains to foresee the natural transition, which at high

Reynolds numbers makes the simulations prohibitively expensive [81]. As a result,

over the past few years, several turbulent inflow methods have been developed and

applied to jet noise studies. Dhamankar et al. [82] provide a comprehensive review of

several turbulent inflow methods used with the LES. Among the available turbulent
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inflow methods, the recycling - rescaling - based methods and synthetic turbulence

generation methods are found to be useful when it comes to problems of practical in-

terest. However, the ability of synthetic turbulence generation methods to avoid any

artificial periodicity in the flowfield and their ease of application to curvilinear grids

give them an added advantage over the recycling - rescaling - based methods [16]. As

a result, the digital filter-based inflow turbulent boundary condition [16, 48], which

is a type of synthetic turbulence generation method, is implemented in the modular

LES solver. It is based on the approach of Xie and Castro [83] and generates space

and time correlated random velocity fluctuations on the fly. Xie and Castro’s [83]

approach is limited to uniform Cartesian meshes. The formulation was extended to

handle non-uniform curvilinear grids in the modular-LES code [48].

The following information needs to be provided as an input for the digital-filter

boundary condition: Reference Reynolds stress profiles, mean velocity, density, and

pressure, and integral length scales (ILS) in each of the flow directions. All this

information may or may not be provided in the references of the matching exper-

iments or simulations that are intended to be performed. But, by making use of

the available data from DNS, precursor RANS/LES simulations, experiments or em-

pirical relations, the inflow conditions are specified as closely as possible with the

matching experiments or simulations. The digital-filter boundary condition imposes

the instantaneous density, velocity components and pressure at the inflow during the

runtime of the simulation. The velocity and density fluctuations are computed and

added to their mean at each sub-step of the time advancement scheme. The density

fluctuations are determined based on the suggestions of Touber and Sandham [84].

No pressure fluctuations are imposed, and only a mean pressure is specified.

The use of digital-filter inflow boundary conditions, however, requires a redevel-

opment region [16, 82]. It was found from the simulations of high Reynolds number

boundary layers that a redevelopment region of approximately 11.5 boundary layer

thickness is necessary for the artificial turbulence introduced at the inflow to become

realistic. In addition, a sponge zone is placed near the inflow to dampen the spurious
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noise that arises due to the specification of a constant mean pressure at the inlet,

which acts as a reflecting surface and causes small pressure waves to propagate in the

downstream direction polluting the acoustic field.

2.3.2 Radiation and Outflow Boundary Conditions

As the computational domain extents used in the simulations are restricted due

to the operational costs involved, the turbulent structures evolved during the flow

simulation reach the end of the domain. These structures when exiting the domain

create disturbances and contaminate the solution if not treated properly. So, the

boundary condition should be robust enough to let these structures out of the domain

without any numerical reflections. Therefore, the mean flow based 2-D non-reflecting

farfield boundary conditions of Tam and Dong [85] generalized to 3-D by Bogey and

Bailly [86] are utilized in some of the simulations performed in the current work. Two

different boundary conditions were formulated to handle different type of disturbances

reaching the boundary. For boundaries where only acoustic disturbances are present,

radiation boundary conditions are used. But in the mean flow direction, both acoustic

and aerodynamic disturbances reach the boundary. Such boundaries are treated

using outflow boundary conditions. These formulations rely on the local mean flow

variables, and an acoustic source position needs to be specified. The location of the

acoustic source is usually assumed to be near the end of the potential core. The

complete formulation details can be found in the original references [85,86].

Even with the use of non reflecting outflow boundary conditions, when strong

vortices are present in the flowfield, they need to be dampened out before they reach

the outflow boundary to avoid spurious reflections and numerical instabilities, which

if not treated may cause the simulations to fail. The simulations used a sponge

zone which prevents the simulation from failing. The sponge zone formulation by

Colonius et al. [87] is prescribed near the outflow boundary for reducing the amplitude

of the vortices before they reach the outflow boundary. The sponge zone provides
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artificial damping by forcing the local turbulent flowfield towards a smooth target

solution. The jet flow simulations usually use the self-similar solution of an isothermal

incompressible round jet [3] as the target solution. Implementation details of the

sponge zone formulation are given in reference [45].

The characteristic-based outflow boundary condition [88,89] based on an inviscid

formulation is used in the converging-diverging channel flow simulations performed

as part of the current work. The characteristic-based outflow boundary condition

without the specification of a sponge zone near the outflow boundary was found to

be more stable than the Tam and Dong outflow boundary condition with a sponge

zone.

2.3.3 Other Boundary Conditions

Apart from the inflow, outflow and radiation boundary conditions, periodic bound-

ary conditions are also used in both rotational and translational directions and used

depending on the problem type. The details can be found in references [48, 90]. Pe-

riodicity can be either due to the flow-field or geometry. Cylindrical grids that are

usually utilized for the nozzle flow simulations require the specification of rotational

periodic boundary conditions in the azimuthal direction. Here, periodicity is due to

the geometry. When dealing with flows involving channels or flat plate boundary

layers, simulations which include the effect of side walls as in the experiments are

expensive because of the need of a larger domain. However, translational periodic

boundary conditions are used in the current work, which helps in constraining the

domain extent in the spanwise direction along which flow can be assumed to be re-

peating. But, the domain should be sufficiently large enough to accommodate the

largest scales present in the flow. The domain lengths are chosen based on a priori

knowledge of the simulation in consideration. Periodic boundary conditions also help

in avoiding the use of one-sided schemes near the boundaries where they are applied.
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Same numerical schemes applied for the interior points can be used across the periodic

boundaries.

Additionally, adiabatic viscous wall boundary condition [48] and edge boundary

condition [48] are also used in the current work.

2.4 Subgrid-Scale Modeling

SGS modeling is used to model the flow physics of the unresolved scales in an LES.

In turbulent flows, the turbulence energy dissipates at the smaller unresolved scales.

Numerical issues could arise if the energy is not appropriately removed from the flow.

So, an appropriate SGS model needs to be chosen, which can incorporate this kind

of physical mechanism into the governing equations. With the primary focus of the

modular-LES code being to perform jet flow simulations for noise computation, the

use of SGS models has been found to be too dissipative [63,71]. But with the coarser

grids utilized in wall-modeled LES, it is essential to model the effects of small-scale

motions more appropriately. So, Aikens [45] incorporated the dynamic Smagorinsky

model (DSM) into the modular LES code. DSM utilizes the instantaneous flow data

and computes the model coefficients in the eddy viscosity formulation dynamically. It

has the potential to adjust the eddy viscosity in the wall-normal direction for various

grid resolutions and flow regimes. The DSM method is based on the works of Moin

et al. [66] and Lilly [91].

In DSM, the SGS stress (equation 2.16) and SGS heat flux (equation 2.17) which

are set to zero when utilizing ILES, are now modeled as

Ψij ≈ Ψij −
1

3
Ψkkδij = −2ρCS∆2S̃M

(
S̃ij −

1

3
S̃kkδij

)
, (2.30)

Qi = − ρCS∆2S̃M
Prt(γ − 1)M2

ref

∂T̃

∂xi
, (2.31)

respectively. The strain rate tensor, S̃ij in equation 2.30 is given by equation 2.18.

Since the flows in which the DSM formulation is tested in the current work are nearly

incompressible, the trace in equation 2.30 is neglected. In equation 2.17, Mref is
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the reference Mach number, T̃ is the Favre-filtered temperature and the turbulent

Prandtl number, Prt is set to 0.7. In equations 2.30 and 2.31, S̃M is given as

S̃M =

√
2S̃lmS̃lm, (2.32)

and CS is the Smagorinsky coefficient given as

CS =
(Lij − 1

3
Lkkδij)Mij

MklMkl

, (2.33)

where

Lij =
̂ρui ρuj
ρ

− ρ̂ui ρ̂uj

ρ̂
, (2.34)

Mij = αij − β̂ij, (2.35)

and

αij = −2∆̂2 ̂̃SM ρ̂(̂̃Sij − 1

3
̂̃Skkδij) , (2.36)

βij = −2∆2S̃Mρ

(
S̃ij −

1

3
S̃kkδij

)
. (2.37)

Here, ∆ is the local grid spacing computed using (1/J)1/3 and the test filter scale is

given as ∆̂ = 2∆. The resolved solution is filtered using a second-order trapezoidal

based method, given as

f̂i =
1

4
(fi+1 + 2fi + fi−1) , (2.38)

where f is any generic variable and the filtered terms in equations 2.37 to 2.37 are

represented using ̂.

2.5 Parallelization Strategy

The truncated SPIKE algorithm [92] is used to solve the tridiagonal linear sys-

tems associated with spatial derivatives and filtering as shown in equations 2.22 and

2.27, respectively. Complete details of the implementation can be found in refer-

ences [93, 94]. It is an efficient parallel tridiagonal system solver for solving diago-

nally dominant systems. A nearly ideal scalability on up to 91,125 cores [46] has
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been achieved with the current LES code using this algorithm. Such good efficiency

is obtained by depending more on local communication between the cores. Network

congestion is reduced by avoiding global communication. A multiblock topology has

been used to take advantage of the SPIKE solver. A given computational domain can

be decomposed into one or more subsets known as “superblocks”. Each superblock

is further divided into smaller blocks which are mapped to a core/processor during

runtime. For each superblock, only one boundary condition is specified on each of

its six faces. The use of superblocks helps in reducing the simulation setup time, file

I/O, and network congestion, which might otherwise be an issue if the current process

were block based.

2.6 Acoustic Methodology

This section gives a brief description of the surface integral acoustic method used

for the computation of farfield noise and its numerical implementation. In the current

jet noise simulations, the porous Ffowcs Williams-Hawkings (FWH) [7] method is used

to project the nonlinear near-field noise sources to the farfield. The nonlinear near-

field noise sources are predicted by the LES and instantaneous flowfield data are stored

on a control surface, or acoustic data surface (ADS), that surrounds the nonlinear

field. The FWH method is a viable choice due to its advantages and robustness

over other methods such as Kirchhoff’s, rigid body Ffowcs Williams-Hawkings and

more traditional Lighthill’s acoustic analogy [5]. Although both the Kirchhoff’s and

FWH methods require only computation of surface integrals for the noise projection

from the ADS, Kirchhoff’s approach is very sensitive to the placement of the ADS

making it less effective than the FWH method. Methods like rigid body Ffowcs

Williams-Hawkings and Lighthill’s acoustic analogy require computation of volume

integrals and second derivatives for the evaluation of acoustic sources present in the

flowfield, making them more difficult and expensive than the FWH method. The

FWH formulation details are presented next.
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2.6.1 The porus Ffowcs Williams-Hawkings Method

The pressure disturbance, p′(~x, t), at the far field can be computed using the FWH

formulation [5, 7] as

p′(~x, t) = p′T (~x, t) + p′L(~x, t) + p′Q(~x, t), (2.39)

in which p′T , p′L and p′Q are the thickness, loading and quadrupole noises respectively.

The coordinates (~x, t) are the observer location and time. Here, the values of the

pressure terms are relative to the ambient pressure, p∞. The thickness and loading

noises, p′T and p′L are given as

4πp′T (~x, t) =

∫
S

[
ρ∞U̇n
r

]
ret

dS, (2.40)

4πp′L(~x, t) =
1

c∞

∫
S

[
L̇r
r

]
ret

dS +

∫
S

[
Lr
r2

]
ret

dS, (2.41)

respectively, where

Ui =
ρui
ρ∞

, (2.42)

Li = (p− p∞)δijnj + ρuiun. (2.43)

In the above expressions, the subscripts r and n represent the dot product of the

vector with the unit vector in the radiation and normal directions respectively. The

ambient conditions are represented by∞. The dot on top of the variables in equations

2.40 and 2.41 represent the time derivative. The surface integrals for the computation

of thickness and loading noise pressure are carried out using a second order mid-panel

surface quadrature method coupled with quadratic interpolation of the integrand to

retarded times (subscript ret), τ = t− r/c∞. Here, r is the distance from the source

on the surface to the observer and c∞ is the ambient speed of sound.

The computation of the quadrupole noise pressure, p′Q, requires a volume integral

from the ADS to the farfield location and is neglected due to the costs involved,

which is compensated for by choosing the ADS such that it encloses all of the sound-

producing regions of the flowfield. The complete details of the FWH implementation

can be found in reference [46].
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2.6.2 End-Cap Treatment

In jet noise simulations, while performing the surface integration using FWH,

closing the FWH surfaces with a downstream ADS (end-cap) has been a debatable

question [4]. Vortices passing through the end-cap can lead to spurious predictions of

noise at upstream observer angles, affecting a wide range of frequencies. Excluding

an end-cap, however, can introduce high-magnitude spurious noise at low frequencies

[95,96]. Different treatments with and without use of end-cap, end-cap averaging [95]

and the end-cap formulation by Ikeda et al. [97, 98] were tested using the modular

LES code by Aikens [45] and Aikens et al. [52]. These studies showed the use of

end-cap averaging and the end-cap formulation by Ikeda et al. mitigate some of the

spurious effects that are associated with and without the use of an end-cap. But

unlike the end-cap averaging method, which requires multiple end-caps over which

data is to be collected, data need to be collected only on one end-cap surface when

using Ikeda’s method. This helps in reducing the file Input/Output (I/O) as the

instantaneous flowfield data need to be sampled and stored after every few time-

steps. Additionally, Ikeda’s method was also found to be insensitive to the placement

of the end-cap. Due to these reasons, Ikeda’s method is used in the computation of

acoustics in the current work.

Ikeda’s method [97–99] modifies the FWH formulation and proposes an alternative

to the quadrupole noise pressure, p′Q. Including the contributions of the quadrupole

term dampen the spurious noise that usually arises when turbulent motions pass

through the end-cap. However, due to the expensive volumetric integrals involved

with it, the quadrupole term is usually neglected in jet noise studies. Based on the

assumption that the vortices passing through the end-cap decay very slowly (frozen

turbulence), and without producing any noise, a surface integral equivalent to the

volumetric integral of p′Q is formulated by Ikeda et al. [97, 98]. It is given as

p′Q =
1

4πc2
∞

∫
S

[
1

|1−Md
r |

Ṫij r̂ir̂j
r|1−Mr|2

]
ret

(
~Uc · n̂

)
dS, (2.44)
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where

Ṫij =
∂

∂t

[
ρ(ui − Ui)(uj − Uj) +

(
(p− p∞)− c2

∞(ρ− ρ∞)
)
δij
]

. (2.45)

In the above expressions, Mr and Md
r are the Mach numbers associated with the

freestream velocity, ~U∞ and deficit velocity ~Ud respectively. The deficit velocity is

defined as ~Ud = ~Uc− ~U∞, where ~Uc is the eddy convection velocity. c∞ is the ambient

speed of sound and r̂ is the radial unit vector. As the simulations performed here do

not involve forward flight, the freestream velocity can be neglected and equation 2.44

is simplified further as

p′Q =
1

4πc2
∞

∫
S

[
Ṫij r̂ir̂j

r|1− ~Uc · r̂/c∞|

]
ret

(
~Uc · n̂

)
dS. (2.46)

The complete formulation details can be found in references [97–99] and the imple-

mentation details can be found in reference [45].

2.6.3 Noise Computation

Depending on the range of frequencies over which the noise is to be computed, N

samples of the flow data are collected on the ADS after every few timesteps, ∆trecord.

The length of the record sample is then Trecord = N ∗∆trecord. Using N and ∆trecord,

the lower and upper frequency bounds in terms nondimensional Strouhal number are

given as

Stmin =
2

N∆trecord
, (2.47)

Stmax =
1

∆trecord
, (2.48)

respectively. The Strouhal number in terms of dimensional quantities for nozzle flows

is represented as

St =
f ∗D∗j
U∗j

, (2.49)

where f ∗ is the frequency, D∗j and U∗j are the diameter and velocity at the nozzle exit.

The following approach is followed to compute the sound pressure levels at the

observer locations. First, using the FWH method, the pressure history is computed at
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the farfield observer locations. Either the entire pressure history is used to compute

the spectra, or the acoustic pressure signal is split into multiple records to average

the spectra. The mean of each record is computed and subtracted from the acoustic

pressure signal. A windowing function similar to Freund [100] is used and multiplied

with the pressure history. The pressure history in the time domain is then converted

into the frequency domain using a Fast Fourier Transform (FFT). The 1/3rd Octave

band is usually used for reporting. Therefore, the narrowband spectra obtained using

the FFT are binned to compute 1/3rd Octave band spectra between the cutoff fre-

quencies which are determined by Stmin and Stmax. But, it should also be noted that

grid resolution dictates the maximum Strouhal number that can be resolved. This

cutoff Strouhal number, Stg,max, can be approximated using [45]

Stg,max ≈
2

N∆Mj

√
T∞
Tj

(2.50)

where N is the minimum number of grid intervals required for resolving a given

wavelength, ∆ is the maximum of the grid space size in the radial and axial directions

near the FWH surface, Mj and Tj are the Mach number and temperature at the jet

exit respectively, and T∞ is the ambient temperature. The quantity N is dependent

on the underlying numerical scheme utilized in the simulations. For the sixth-order

compact finite-difference scheme used here, its value is between 4 and 6. [75]. Finally,

the overall sound pressure level (OASPL) is computed at an observer location by

integrating the spectra over the individual frequencies at a given observer location.

In jet noise studies, it is a usual practice to compute the spectra at multiple azimuthal

locations and average it, which is also followed in the noise computations of the current

simulations.



35

3. WALL MODELS

This chapter describes the various wall-model boundary conditions used in the current

work. Both the formulation and implementations details are provided. The main

purpose of a wall-model is to approximate the near wall flow physics without actually

resolving the near-wall region. A multi-step approach is used in which the wall-model

first takes the information from the outer LES and approximates the shear stress and

heat flux required for the calculation of fluxes to be specified at the wall. Finally, these

fluxes are used as boundary conditions during the time-advancement of the Navier-

Stokes equations. This process is illustrated in figure 3.1. The use of wall-models will

prevent the incorrect computation of shear stress and heat flux that could arise since

the slope of the velocity profile is not computed correctly when coarse grids are used

in the simulation of high Reynolds number flows.

Figure 3.1. Depiction of the Wall Model [45]

Given the above advantage of using a wall-model, Aikens [45] implemented an

equilibrium wall-model into the modular-LES solver. The formulation details of the

equilibrium wall-model are presented in section 3.1. It is followed by the formulation
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details of three new wall-models that are implemented as part of this work. They are

the generalized equilibrium wall-model of Spalding [29], generalized non-equilibrium

wall model by Shih [33,60] and integral wall-model of Yang et al. [61]. The details of

the new wall-models are given in subsequent sections starting from 3.2. Finally, the

implementation details of the wall-models in the modular-LES code are presented in

section 3.5.

3.1 Equilibrium Wall Model

The equilibrium stress wall-model (EWM) utilizes the log-law [3], which is valid

outside the viscous sublayer (30 < y+ < 0.3δ+), to model the turbulent fluxes between

the no-slip solid wall and the matching point (MP), as shown in figure 3.1. The

matching point is the grid point located above the wall where the LES resolves the

flow. The wall-model utilizes the flow data from the matching point as an input. The

log-law for an incompressible turbulent boundary layer is

u+ =
1

κ
log
(
y+
)

+B, (3.1)

where u+ and y+ are given as

u+ =
U||
uτ
, (3.2)

y+ =
yuτρ

µ
Reref , (3.3)

where U|| is the wall-parallel velocity, ρ is the density, Reref is the Reynolds number

based on the quantities at the chosen reference location of a simulation, µ is the

dynamic viscosity, uτ is the unknown friction velocity that is appropriate in the near-

wall region, κ = 0.41 and B = 5. U||, ρ and µ in equations 3.2 and 3.3 are obtained

from the LES solution at the chosen matching point location. The matching point

is usually chosen such that its height is between 50 < y+ < 0.1δ+. Kawai and

Larsson [21] suggest this range for use in equilibrium stress wall-models. In the

expression, δ+ is the local boundary layer thickness in wall units. It should be noted
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that the nondimensional units of y+ are referred to as wall units. Newton’s method

is used iteratively to solve equation 3.1 for uτ .

3.2 Generalized Equilibrium Wall Model

As described earlier, the EWM which relies on the standard log-law needs the

placement of the first grid point from the wall to be in a range of 50 < y+ < 0.1δ+. It

is challenging to design grids that satisfy this condition over the entire length of the

flow domain. Not meeting this criterion results in the computation of incorrect wall

shear stresses. The local refinement of the grid in the wall-normal direction is also

restricted due to the requirement to place the first grid point in the prescribed range.

To overcome this shortcoming, Spalding [29] proposed a model which is valid in the

viscous sublayer, buffer layer and log-law region of an equilibrium boundary layer.

The advantage of using such a unified profile is that the grid point from which the

LES data are sampled can be located anywhere within or below the log-law region.

Spalding’s law is given by

y+ = u+ + exp(−κB)

[
exp(κu+)− 1− κu+ − (κu+)2

2
− (κu+)3

6

]
, (3.4)

Nondimensionalizing equation 3.4 with respect to the chosen reference variables (de-

noted using a subscript “ref”) produces(
ρuτy

µ
Reref

)
=
U||
uτ

+exp(−κB)

[
exp(κ

U||
uτ

)− 1− κU||
uτ
− 1

2

(
κ
U||
uτ

)2

− 1

6

(
κ
U||
uτ

)3
]
.

(3.5)

For a time-averaged flowfield, this equation is approximately satisfied for y+ < 0.3δ+

[3]. Unlike the EWM, the current wall model methodology is still valid if used in

a range for y+ < 50. The equation 3.5 can be solved using Newton’s method to

obtain the wall shear stress by making use of the parameters at the matching point.

The advantage of such a model is the flexibility in designing a grid without having

any restriction in the placement of the matching point location. This model will be

referred to as GEWM hereafter.
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3.3 Generalized Non-Equilibrium Wall Model

The generalized non-equilibrium wall model (GNEWM) developed by Shih et

al. [33, 60] is described in this section. Equilibrium stress models like EWM and

GEWM have been applied to a variety of flows, despite them being valid only for

turbulent boundary layers. But flows encountered in engineering applications, such

as the nozzle flows simulated in the current jet noise studies could re-laminarize. This

leads to the deviation of a boundary layer from turbulent state, where the equilibrium

stress models are not applicable. The GNEWM is formulated such that it accounts for

the effects of pressure gradient by utilizing an asymptotic solution given by Tennekes

and Lumley [101] for turbulent boundary layers with strong adverse pressure gradients

and zero wall stress. It also uses the standard log-law in the log-law region. The use

of the two scaling laws makes the GNEWM valid for flows involving non-zero pressure

gradient turbulent boundary layers, making it applicable to complex wall-bounded

flows with acceleration, deceleration, and recirculation.

The GNEWM formulation is based on the multivariate asymptotic technique of

Tennekes [102] in which the flowfield is decomposed into two parts. The first part is

dependent on the wall shear stress, whereas the second part of the decomposition is

dependent on the pressure gradient. Following the decomposition, the wall parallel

velocity, U||, at the matching point location can be decomposed into two parts, U1

and U2. The friction velocity uτ characterizes the first part and can be computed

using GEWM given by equation 3.4 as

y+
τ = U+

1 + exp(−κB)

[
exp(κU+

1 )− 1− κU+
1 −

(κU+
1 )2

2
− (κU+

1 )3

6

]
, (3.6)

where

y+
τ =

ρuτy

µ
Reref , (3.7)

U+
1 =

U1

uτ
. (3.8)
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Similarly, the second part can be characterized using the velocity scale up, which is

defined by the wall tangential pressure gradient as

up =

[
µ

ρ2

∣∣∣∣dpwdx
∣∣∣∣ 1

Reref

]1/3

. (3.9)

Using up and the asymptotic solution of Tennekes and Lumley [101] for flows with

large adverse pressure gradients and zero wall stress, U2 can be calculated. In inertial

sublayer of a boundary layer, the turbulent stresses dominate the viscous stress. The

nondimensional form of the asymptotic solution of Tennekes and Lumley [101] in the

inertial sublayer is given as

u+
2 = α ln

(
y+
p

)
+ β, (3.10)

in which α = 5, β = 8. As with the GEWM, an analytical expression that is valid

in all the wall regions of flows with zero-wall stress is formulated by Shih et al. [60]

based on equation 3.10. It is

(y+
p )2 = U+

2 + exp

(−2β

α

)[
exp

(
U+

2

α

)
− 1− U+

2

α

]
. (3.11)

In equation 3.11, y+
p and U+

2 are given as

y+
p =

upyρ

µ
Reref , (3.12)

U+
2 = 2

|dpw/dx|
dpw/dx

U2

up
. (3.13)

The scaling laws given by equations 3.6 and 3.11 are blended as

U||
uc

=
uτ
uc

U1

uτ
+
µ

ρ2

1

Reref

∂pw/∂x

u3
c

U2

uc
, (3.14)

where uc is a hybrid velocity scale defined as

uc = uτ + up. (3.15)

In the original implementation by Shih et al. [33], curve fits of the form f(y+
τ ) and

f(y+
p ) were obtained from the scaling equations 3.6 and 3.11 to form a single analytical

inverse equation that can be used as a wall model. But here, the following equation

U||
uc

=
uτ
uc

U1

uτ
+
µ

ρ2

1

Reref

∂pw/∂x

u3
c

f(y+
c ) (3.16)
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is solved numerically using Newton’s method along with equation 3.6 to compute uc.

In equation 3.16, y+
c is given by

y+
c =

ucyρ

µ
Reref , (3.17)

and the curve fit of f(y+
c ) is defined as

f
(
y+
c

)
=



a2 (y+
c )

2
+ a3 (y+

c )
3

y+
c < 4;

b0 + b1y
+
c + b2 (y+

c )
2

+ b3 (y+
c )

3
+ b4 (y+

c )
4

4 ≤ y+
c < 15;

c0 + c1y
+
c + c2 (y+

c )
2

+ c3 (y+
c )

3
+ c4 (y+

c )
4

15 ≤ y+
c ≤ 30;

α ln (y+
c ) +B y+

c > 30.

(3.18)

Table 3.1. The coefficients in f (y+
c )

a2 a3

0.50000 -0.00731

b0 b1 b2 b3 b4

-15.13800 8.46880 -0.81776 0.37292E-1 -0.63866E-4

c0 c1 c2 c3 c4

11.92500 0.93400 -0.27805E-2 0.46262E-3 -0.31442E-5

The coefficients in f(y+
c ) are given in table 3.1. Finally, uτ can be obtained using

equation 3.15, which is used to calculate the wall shear stress accounting for a pressure

gradient.

3.4 Integral Wall Model

The last wall model implemented as part of the current work is the integral wall

model (IWM). It was developed by Yang et al. [61]. The IWM is both as economical as

an equilibrium stress wall-model and at the same time has the capability of capturing
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non-equilibrium effects. Unlike the GNEWM which relies on an empirical relation

to account for pressure gradient effects, the IWM is based on the classical integral

method of von Karman and Pohlhausen (VKP) [103] and accounts for inertial and

pressure gradient effects. The momentum integral required for VKP is obtained

by vertical integration of the boundary layer momentum equation. VKP utilizes a

parameterized velocity profile which satisfies the momentum integral along with some

boundary conditions to determine the properties of a boundary layer. The formulation

by Yang et al. [61] models the effects of surface roughness as well. But in the current

implementation, surface roughness is not accounted for, as the nozzles used in jet

noise cases have relatively smooth walls. The IWM formulation used in the current

work is presented below.

The IWM assumes a parameterized velocity profile that contains both the viscous

sub-layer and a modified version of the log-law. An additional linear term is added

to the log-law which accounts for non-equilibrium effects. The assumed profile is

U|| =


uτy
δν
Reref , 0 ≤ y ≤ δi,

uτ

[
C + 1

κ
ln y

∆y

]
+ uτA

y
∆y
, δi < y ≤ ∆y,

(3.19)

where δi is the height of the viscous sub-layer, ∆y is the height of the matching point,

δν is the length scale associated with the inner layer. C is the log-law coefficient and

A represents the contribution of non-equilibrium effects. Five unknowns describe the

assumed velocity profile that ought to be determined from the local flow conditions at

the matching point location. The unknowns are δi, δν , C, A and uτ . The momentum

integral along with four other consistency conditions form a system of coupled alge-

braic expressions that are solved using Newton’s method to determine the unknowns.

The five relations are the following:

1. At the matching point height (y = ∆y), the second condition in equation 3.19

reduces to

uτ (C + A) = U||. (3.20)
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2. The velocity profiles in equation 3.19 are equated at δi to enforce continuity

between them, i.e.,
δi
δν

=

[
C +

1

κ
ln

δi
∆y

+ A
δi
∆y

]
. (3.21)

Using equation 3.20, equation 3.21 can be rearranged as

A =

(
U||
uτ

+
1

κ
ln

δi
∆y

− δi
δv

)(
1− δi

∆y

)−1

. (3.22)

3. The scale separating the two layers is defined as

δi = min

[
11

µ

ρuτ

1

Reref
, ∆y

]
, (3.23)

where the first term on the right-hand side is the intercept between the linear

profile and log-law profile.

4. The inner layer length scale δν , is defined as

δν =
µ

ρuτ

1

Reref
. (3.24)

5. Finally, to close the system of equations, using the parameterized velocity profile

given by equation 3.19, the vertically integrated momentum equation is used.

It is provided as
∂Lx
∂t

+Mx = τ∆y − τw, (3.25)

where Lx and Mx contain the vertically integrated convective and pressure gra-

dient terms. The term Mx is defined as

Mx =
1

ρ

∂pw
∂x

∆y +

[
∂Lxx
∂x
− U||

∂Lx
∂x

]
. (3.26)

The expressions for Lx and Lxx are

Lx =

∫ ∆y

0

U||dy, (3.27)

Lxx =

∫ ∆y

0

U2
||dy. (3.28)
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The above integrals can be expanded using the parameterized velocity profile

as

Lx =
1

2
uτ
δ2
i

δν

+ uτ∆y

[
1

2
A

(
1− δ2

i

∆2
y

)
+ C

(
1− δi

∆y

)
− 1

κ

(
1− δi

∆y

+
δi
∆y

ln
δi
∆y

)]
,

(3.29)

Lxx =
1

3
u2
τ

δ3
i

δ2
ν

+ u2
τ∆y

[(
C − 1

κ

)2

− δi
∆y

(
C − 1

κ
+

1

κ
ln

δi
∆y

)2

+
1

κ2

(
1− δi

∆y

)]

+ u2
τ∆y

[
A

(
C − 1

2κ

)(
1− δ2

i

∆2
y

)
− A

κ

δ2
i

∆2
y

ln
δi
∆y

+
1

3
A2

(
1− δ3

i

∆3
y

)]
.

(3.30)

In equation 3.26, the momentum loss due to the shear stress at the matching

point is given using

τ∆y =
1

Reref
(µ/ρ+ νT |y=∆y)

∂U||
∂y

∣∣∣∣
y=∆y

, (3.31)

where νT |y=∆y is the eddy viscosity at the matching point, defined using the

classical mixing-length formulation as

νT |y=∆y = Reref l
2
m

∣∣∣∣∣ ∂U||∂y

∣∣∣∣
y=∆y

∣∣∣∣∣ , (3.32)

where the mixing length parameter, lm = κy for y > δi. The derivative of the

parameterized velocity in equations 3.31 and 3.32 is

∂U||
∂y

∣∣∣∣
y=∆y

=


uτ
δν
Reref , 0 ≤ y ≤ δi,(

1
κ

+ A
)
uτ
∆y
, δi < y ≤ ∆y.

(3.33)

Forward Euler differentiation is used to find the time-derivative of Lx in equation

3.25. Equation 3.25 is then written as

Lnx = δt
(
−Mn−1

x + τn−1
∆y − τn−1

w

)
+ Ln−1

x , (3.34)
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where n represents the current time-step and δt is the time-step size used during the

time advancement of the above equation. Since the time-advancement scheme of the

LES consists of four stages, only one-fourth of the actual LES time-step size is used

while taking the time derivative of the Lx term. Similarly to Yang et al. [61], the flow

variables at the matching point are time-filtered using a one-sided exponential filter

before being used in the IWM. For example, the wall-parallel velocity, U|| is filtered

as

U||(t) = εu||(t− δt) + (1− ε)U||(t− δt), (3.35)

where U||(t) is the time-filtered velocity and u||(t−δt) is the instantaneous wall parallel

velocity at the previous time-step. Similarly, other flow variables are also time-filtered.

The parameter ε in equation 3.35 is

ε =
δt

Twall
(3.36)

where Twall is the diffusion time-scale of the fluctuations to traverse between the wall

and the matching point. It is given as

Twall =
∆y

κuτ
(3.37)

The time-filtering is done for stability purposes as the IWM formulation which relies

on the RANS equations can only model the slowest time-scales. The time-filtered

variables are then used to determine the five unknowns in the IWM and compute

the wall shear stress. Before solving the system of equations using the IWM, δi is

computed using equation 3.23. If δi = ∆y, then the IWM formulation is switched just

to solve for the linear profile which is valid in the viscous sub-layer. The complete

formulation details of the IWM can be found in Yang et al. [61] for further reference.

3.5 Implementation of the Wall-Models in the Modular-LES Code

So far in this chapter, the wall-model formulations have been discussed. This

section presents the implementation procedure of the wall-models in the modular-

LES code. The wall-models described so far in the above sections are only valid for
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incompressible flows. To extend the wall-models to compressible flows, U|| is replaced

by the van Driest velocity [104] ueff given as

ueff =

ump∫
0

√
ρ

ρw
du, (3.38)

where ump is the velocity at the wall model matching point and ρw is the density at

the wall. This equation was simplified and rewritten to be a function of Mach number

at the matching point, Mmp, and the specific heat ratio, γ. It is given as

ueff = ump
sin−1(A)

A
, (3.39)

where

A =

√
γ−1

2
M2

mp

1 + γ−1
2
M2

mp

. (3.40)

The flow variables at the matching point along with the van Driest velocity given by

equation 3.38 are then used to compute the friction velocity utilizing a wall-model.

The compressible wall shear stress is then calculated using

τw = ρwu
2
τ . (3.41)

But the above approach is only valid for geometries in which the boundary con-

forms to a Cartesian mesh. Curvilinear meshes are needed for practical nozzle ge-

ometries. On curvilinear meshes, the shear stress, τw computed using equation 3.41

acts parallel to the wall in the ξ− ζ plane (assuming the wall is located at a constant

value in η direction). The computation of the stress tensor that is present in the

governing equations requires the shear stress in Cartesian coordinates. But τw com-

puted in ξ − ζ plane using the wall-model is not the same in Cartesian coordinates.

To retrieve the Cartesian stress components, the methodology developed by Sondak

and Pletcher [105] is used. It extends the application of wall-models to curvilinear

meshes by performing generalized curvilinear coordinate transformations. First, the

physical wall-parallel velocity is computed using

U|| = |upα~eα + upβ~eβ|, (3.42)
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in which upα is the physical velocity component in generalized coordinates given by

upα = Uα
√
gαα, (3.43)

where Uα and gαα represent the contravariant velocity in generalized coordinates and

metric tensor respectively and are given as

Uα =
∂ξα
∂xi

ui, (3.44)

gαβ =
∂xi
∂ξα

∂xi
∂ξβ

. (3.45)

The vector ~e in equation 3.42 is the covariant basis vector

~eα =
∂xi
∂ξα

/∣∣∣∣∂xi∂ξα

∣∣∣∣ . (3.46)

The physical wall-parallel velocity (equation 3.42) is then used in the wall-model

to obtain the wall shear stress. For a wall at a constant value of the wall-normal

coordinate η, the wall tangential physical velocity components at the matching point

in generalized coordinates, upξ and upζ , can be used to break down the wall shear

stress into curvilinear physical shear stresses in the tangential direction, τ pξη and τ pζη,

respectively. They are given by

τ pξη =
upξ
U||

∣∣∣∣τw, (3.47)

τ pζη =
upζ
U||

∣∣∣∣τw. (3.48)

The symmetric nature of the stress tensor yields

τ pηξ = τ pξη, (3.49)

τ pηζ = τ pζη. (3.50)

The other components of the curvilinear physical shear stress are set to zero. They

can be arranged in a matrix form as

P =


0 τ pξη 0

τ pηξ 0 τ pηζ

0 τ pζη 0

 . (3.51)
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Following Sondak and Pletcher [105], the stress components in generalized coordinates

(non-physical) can be obtained by using the transformation

T = S−1P
[
(S−1G)T

]−1
, (3.52)

in which matrices G and S are defined as

G =


g11 g12 g13

g21 g22 g23

g31 g32 g33

 , (3.53)

S =


√
g11 0 0

0
√
g22 0

0 0
√
g33

 . (3.54)

Finally, the correct stresses in Cartesian coordinates can be computed using

τij =
∂xi
∂ξα

∂xj
∂ξβ

Tαβ. (3.55)

The implementation to apply a wall-model for curvilinear meshes by Aikens [45]

in the modular LES code was limited only to grids that are orthogonal in the wall-

normal direction. For simulations that were simulated earlier using the modular-LES

code, the meshes were designed such that they are orthogonal in the wall-normal

direction. To overcome this limitation, following Sondak and Pletcher [105], the

metric transformations have been implemented in the current work. The metric

transformations require defining a new coordinate, γ, that is perpendicular to the

wall. Assuming a wall to be located in the ξ − ζ plane at a constant value of η, the

new coordinate system is then (ξ, γ, ζ). Similar coordinate systems can be constructed

for a wall that is located in the other two planes. The γ metrics of the new coordinate

system are calculated using

xγ = bηx, (3.56)

yγ = bηy, (3.57)

zγ = bηz, (3.58)
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where b is the proportionality factor given as

b =
J−1

xξ(ηyzζ − ηzyζ) + yξ(ηzxζ − ηxzζ) + zξ(ηxyζ − ηyxζ)
. (3.59)

Here, J is the Jacobian given by equation 2.13 and the metric terms in the original

coordinate system are given by equation 2.12. Using the newly defined γ metrics, all

the remaining metric terms in the new coordinate system are then defined as
ξx ξy ξz

γx γy γz

ζx ζy ζz

 = J


yγzζ − zγyζ xζzγ − xγzζ xγyζ − yγxζ
yζzξ − zζyξ xξzζ − xζzξ xζyξ − yζxξ
yξzγ − zξyγ xγzξ − xξzγ xξyγ − yξxγ

 . (3.60)

For handling non-orthogonal meshes, the newly defined coordinate system, and

mesh metrics are only used in the computation of the Cartesian stress components

given by equation 3.55. They are not used elsewhere in the LES.

The stresses yielded by equation 3.55 are then used to specify the flux boundary

condition at the wall in the governing Navier-Stokes equation (equation 2.3) during

time advancement. It is a usual practice to choose the first point off the wall as the

matching point from which LES data is sampled. But for equilibrium stress wall-

models, Kawai and Larsson [21] suggest using a grid point higher than the first grid

point for the matching point. This is because of the numerical Nyquist criterion, which

requires the need of at least two grid points for proper resolution of a wavelength.

When the first grid point from the wall is chosen, this criterion is violated, and the

wall model is fed inaccurate information, as the eddies in the log-layer are not well

resolved. So, a point higher than the first point off the wall is chosen as the matching

point when using any of the wall-models.

When using the wall-model boundary condition, the walls are treated as adiabatic.

Therefore, the heat flux on the wall is set to zero. The governing equations are then

time-advanced for the points away from the wall. The wall pressure is obtained from

the exterior LES solution using a fourth-order extrapolation that approximates

∂〈p〉
∂y

∣∣∣∣
w

= 0. (3.61)
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The density at the wall is specified by assuming the wall temperature to be equal to

the total temperature at the matching point, Tw = T0mp, and calculated as

ρw
ρmp

=
pw
pmp

(
1 +

γ − 1

2
M2

mp

)−1

. (3.62)

As the flow is not adequately resolved near the wall due to the use of a coarser

grid when wall-models are used, the numerical schemes in the wall-normal direction

are modified based on the recommendation of Kawai and Larsson [21]. Here, an

explicit second-order central difference scheme is used at the first point away from

the wall. The schemes described in section 2.2 are still employed at other locations.

This is also shown in figure 3.1. Doing this removes the dependency between the

resolved (away from the wall) and unresolved (closer to the wall) flowfields, which are

otherwise coupled due to the use of implicit compact schemes for flux derivatives.
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4. PRELIMINARY ANALYSIS OF JETS FROM SMC000

NOZZLE

This chapter discusses the preliminary simulations that were performed of flow through

the short metal chevron (SMC) baseline nozzle designated as SMC000. As described

in section 1.1, differences exist between the results of the wall-resolved [48] and wall-

modeled [45] cases that were simulated using the modular-LES code for a Mach 0.9

isothermal jet through an SMC000 nozzle operating at a Reynolds number of 105.

Both flowfield and acoustic results varied between the two cases. The noise levels

of the wall-modeled case are found to be lower than the wall-resolved case. The be-

havior of mean turbulence statistics at the nozzle exit affected the noise levels. The

mean turbulence statistics are higher for the wall-modeled case in comparison with

the wall-resolved case leading to lower noise levels in the flowfield.

A total of seven wall-modeled cases were simulated to understand the cause of

differences between the reference wall-resolved and wall-modeled simulations. The

simulation settings of the current cases are modified from the reference wall-modeled

case to examine the response of the flow to their changes. The analysis aims to focus

on the flow development at the nozzle exit and not to compute acoustics. So, a shorter

domain length is used in the current simulations. The domain length is limited to

5Rj, unlike 80Rj used by Aikens [45]. The resolution of the grid used in most of the

current simulations is kept to be the same as the one used by Aikens [45]. However,

for one case, the grid is refined in the wall-normal direction near the inner nozzle wall.

Moving forward, the wall-resolved case of Dhamankar [48] will be referred to as

WR and the wall-modeled case of Aikens [45] as WM. Table 4.1 lists all the cases

simulated here and the parameters that are different from the WM case. The first

simulation performed here is the case SS 12 TEST. It was simulated using identical
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settings of WM for validation. Case SS 12 WRLS was simulated by using the tur-

bulent length scales at the inlet similar to what is used in the WR case. The other

simulation settings are left to be the same as that of the WM case. As mentioned

earlier, there are minor differences between the turbulent length scales used at the

inlet boundary between the WR and WM simulations. The case SS 12 WRLS will

help in understanding the impact of turbulent length scales on the flowfield devel-

oping downstream. All the subsequent simulations that are carried out use the WR

case’s turbulent length scales at the inflow.

Table 4.1. Simulation parameters different from the wall-modeled case
of Aikens [45].

Case Name Differences

SS 12 TEST None

SS 12 WRLS Length scales

SS 12 GEWM Length scales and wall model

SS 12 TURB 0.5
Length scales, wall model and

velocity fluctuations (reduced by 50%)

SS 12 TURB 0.35
Length scales, wall model and

velocity fluctuations (reduced by 65%)

SS 12 TURB 0.25
Length scales, wall model and

velocity fluctuations (reduced by 75%)

SS 12 REFINED
Length scales, wall model and

grid (refined in wall normal direction)

Since y+ < 50 at the matching point of the WM case, the case SS 12 GEWM

was simulated using the GEWM wall-model. The GEWM is valid even for y+ < 50.

The remaining simulations described below uses the GEWM due to its robustness.

Three cases were simulated by reducing the density and velocity fluctuations added
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to the mean flow at the inlet. The fluctuation levels are reduced by 50%, 65%,

and 75% in comparison with the SS 12 GEWM case. These cases are designated as

SS 12 TURB 0.5, SS 12 TURB 0.35, and SS 12 TURB 0.25, respectively. Finally,

the case SS 12 REFINED is simulated using a finer grid.

The following sections present more details of the simulations along with the re-

sults. First, the details about the nozzle and operating conditions used are described

in section 4.1. The domain lengths, grid sizes and various settings used in the simu-

lations are mentioned in section 4.2. Finally, the results are discussed in 4.3.

Figure 4.1. SMC000 nozzle mounted on a base (center) along with a
collection of chevron nozzles [17].

4.1 Nozzle Description and Operating Conditions

The SMC000 nozzle is one of the eleven nozzles belonging to a parametric family

of chevron nozzles studied experimentally by Bridges and Brown [8]. The nozzles

are designed to explore how chevron geometric parameters like chevron count, pen-

etration, length, and symmetry enhance the mixing process and influence flowfield

and acoustic results. The SMC000 nozzle does not have any chevrons and is used as

the baseline case. It is also one of the nozzle designs used for the development and
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validation of the small hot jet aeroacoustic rig (SHJAR) at NASA Glenn Research

Center [17,106] to test various noise reduction concepts. The nozzle is shown in figure

4.1. It is a converging nozzle with a final contraction of 5◦ and has an exit diameter

of 51.0mm (or 2 inches). The lip thickness is 6% of the nozzle exit radius Rj. The

converging angle of the outer wall is about 12.3◦. The SMC000 nozzle is mounted

upstream to a pipe which has a contraction. The pipe is about 7Rj long and has an

inlet diameter of 6Rj. The pipe contracts sharply with a converging angle of 27◦ to

achieve the final taper near the exit. A drawing of the SMC000 nozzle is shown in

figure 4.2.

Figure 4.2. SMC000 nozzle drawing from reference [106].

Similarly to the WR and WM cases, the current cases are simulated at operating

conditions designated as SP12 by Tanna et al. [56]. The SP12 conditions correspond

to an isothermal jet operating at a Mach number of 0.9. The Reynolds number based

on diameter, ReDj is 105 and the dimensional ambient temperature is assumed to be

T ∗∞ = 286K. The operating conditions are tabulated in table 4.2.
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Table 4.2. SP12 Operating conditions used for preliminary SMC000
nozzle simulations.

Parameter Value

Acoustic Mach number at nozzle exit (Ma = UJ/c∞) 0.90

Mach number at nozzle exit (MJ = UJ/cJ) 0.90

Nozzle exit to ambient static temperature ratio (TJ/T∞) 1 (Isothermal)

Dimensional ambient temperature(T ∗∞) 286 K

Nozzle temperature ratio (TTR = T0/T∞) 1.16

Nozzle pressure ratio (NPR = p0/p∞) 1.69

Reynolds number at nozzle exit (ReDJ = ρJUJDJ/µJ) 105

4.2 Simulation Setup

4.2.1 Details of the Computational Domain

As with the reference WR and WM simulations, the current simulations use only

the final 1Rj long section of the nozzle which has a contraction angle of 5◦. The nozzle

is affixed with an upstream straight section of length 1Rj. The straight section acts

as a redevelopment region allowing the artificial turbulence imposed at the inflow

to turn into physically realistic turbulence. Above the nozzle outer wall, the domain

boundary starts at 1.4Rj upstream of the nozzle exit. The cylindrical domain extends

5Rj in the streamwise direction downstream of the nozzle exit and about 3Rj in the

radial direction. This is unlike the 80Rj and 20Rj extents in the streamwise and radial

directions, respectively, used in the WR and WM simulations. Five non-overlapping

superblocks are used to construct the entire domain which are represented by numbers

in figure 4.3.

The boundary conditions used in the current simulations are shown in figure

4.3. On the farfield boundaries, the non-reflecting radiation boundary condition by
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Figure 4.3. Domain details for preliminary SMC000 nozzle simulations.

Dong [107] is used. The EWM wall-model has been applied to the interior wall for

the SS 12 TEST and SS 12 WRLS cases, whereas the GEWM wall-model has been

employed for the remaining cases. The fifth grid point from the wall is chosen as

the matching point for the SS 12 REFINED case, whereas the second point from

the wall is selected for the other cases. On the outer nozzle walls, an isothermal

hard wall boundary condition by Liu [108] is applied. Because of the low velocities

in this region, the outer nozzle wall is treated as a wall-resolved boundary. At the

downstream end of the domain, Tam and Dong’s [85,86] outflow boundary condition

is specified. A sponge zone method proposed by Colonius et al. [87] is used starting

from x = 4.61Rj until the end of the domain. The sponge zone damps out strong

vortices that convect and pass through the outflow boundary so that the numeri-

cal reflections are reduced. At the inflow boundary, a digital filter-based turbulent

boundary condition [16] is specified to achieve realistic turbulent flow conditions in-

side the nozzle. Reichardt’s velocity profile with Cole’s law of the wake is used to

define the mean turbulent velocity profile at the inlet. It is given as
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u+ =
1

κ
log(1+0.4y+)+7.8

[
1− exp

(
−y

+

11

)
− y+

11
exp(−0.33y+)

]
+

2Π

κ
sin

(
2πy

δ99

)2

,

(4.1)

where Π = 0.45. The boundary layer thickness specified at the inlet is δ99,i = 0.0674Rj

and is similar to what is used in the WR and WM cases. The constant-area straight

section added in front of the nozzle has a length of 14.8δ99,i. This length satisfies the

requirement of having a redevelopment region of at least x = 11.5δ99,i for realistic

flow turbulence to develop [16]. The integral length scales (shown in table 1.2) and

Reynolds stress profiles taken from Spalart’s DNS [109] for Reθ = 300 are used in

the current simulations. For the SS 12 TEST case, the integral length scales of the

WM case are used, whereas the other cases use the integral length scales of the WR

case. The integral length scales and stresses aid in producing correlated fluctuations.

As suggested by Dhamankar [16], a sponge zone is used inside the nozzle to damp

out spurious modes in the redevelopment region generated due to the reflection of

acoustic waves from the constant pressure inflow boundary. It is placed at the inflow

and extends downstream 0.65Rj in the streamwise direction. In the radial direction,

it extends between 0 ≤ r/Rj ≤ (Ri − 1.5δ99i)/Rj. This gap between the nozzle

wall and sponge zone leaves the boundary layer development unaffected. Apart from

these, to handle edges between two faces, such as the edge of the nozzle lip, a series

of edge boundary conditions are also used along with the centerline treatment. The

centerline treatment precludes the specification of a grid point on the centerline. So,

care is taken in the design of grids to satisfy the requirement as mentioned earlier.

4.2.2 Grid Information

The commercial grid generation software Pointwise is used to design the two grids

used in the current simulations. In order to make a direct comparison with the WM

case, one of the grids maintains the same resolution as the grid used by the WM case.

This grid is referred to as the coarse mesh. All cases utilize the coarse mesh except for
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the SS 12 REFINED case. The grid used in the SS 12 REFINED case is a refined

version of the coarse grid. The fine grid is refined only in the wall-normal direction

near the inner nozzle wall. The fine grid consists of approximately 37.8 million grid

points, whereas the coarse grid is made up of 36.5 million grid points. The difference

between the two grid sizes is small because the fine grid consists of only an additional

five grid points in the wall-normal direction compared to the coarse grid. The grid

details are tabulated in table 4.3. Figure 4.4 shows a streamwise slice of the fine grid

used in the current simulations.

Figure 4.4. A streamwise slice of the fine grid used for preliminary
SMC000 simulations. Every fourth point is shown.

Inside the nozzle, the coarse grid consists of 16 grid points in the radial direction

at the nozzle inlet to resolve the boundary layer. At the inlet, the first grid point

away from the wall is located at ∆rw = 5×10−2δ99,i = 3.4×10−3Rj and the matching

point is located at a distance of about ∆rmp = 1× 10−1δ99,i = 6.9× 10−3Rj. At the
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Table 4.3. Domain and grid information for the preliminary SMC000 simulations.

Superblock Description Nx Nr Nθ

1 Nozzle 288
75 (Coarse)

80 (Fine)
512

2 Downstream of nozzle exit 201
75 (Coarse)

80 (Fine)
512

3
Downstream of nozzle exit

along the nozzle lip
201 30 512

4
Above the nozzle and

upstream of its exit
80 102 512

5 Downstream of Superblock 4 201 102 512

nozzle exit, the first grid point away from the wall is located at ∆rw = 1.7× 10−3Rj.

The wall-normal spacing is reduced from the inlet to exit to accommodate thinning

of the boundary layer as the flow accelerates inside the nozzle. The matching point is

located at a distance of about ∆rmp = 4.6× 10−3Rj from the nozzle wall at the exit.

Towards the centerline, the grid spacing is increased smoothly in the radial direction.

The grid stretching ratio in the radial direction inside the nozzle is limited to 1.06,

with the average value being 1.033. The maximum aspect ratio in the x− r plane is

5.84. A constant grid spacing of 5× 10−3Rj is used in the axial direction. The axial

grid spacing satisfies the requirement to have a grid spacing of at most 0.105δ99 [51].

In the azimuthal direction, the gird is discretized using 512 points similarly to the

WR and WM cases. This corresponds to r∆θ = 1.4×10−3Rj and r∆θ = 1.2×10−3Rj

at the nozzle inlet and exit respectively. These grid spacings used at the nozzle inlet

and exit are also reported in table 4.4. The table also lists the grid-spacing in wall

units as well. For the fine grid, the spacing in the wall-normal direction is halved near
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the wall and increased gradually. The spacing in the other two directions is similar

to what is used for the coarse grid.

Outside the nozzle, the grid spacing is maintained to be very fine along the nozzle

lip and in the region close to nozzle exit. This is evident from the grid plotted in figure

4.4. The fine spacing is required to capture the small-scale turbulence generated in the

jet shear layer. The maximum grid stretching ratio in the axial direction downstream

of the nozzle is below 1.04. Above the nozzle, the grid is stretched smoothly in the

radial direction and has a maximum grid stretching ratio of 1.044. Since the fine grid

is refined only in the boundary layer region inside the nozzle, outside the nozzle, both

the fine and coarse grids have mostly the same quality expect in the shear layer.

4.2.3 Additional Simulation Settings

The table 4.5 shows the additional settings used in the simulations. FTC in the

table refers to flow-through-cycle. It is the time required for a particle moving at the

jet exit velocity to travel the streamwise extent of the domain once. The times shown

in the table are in terms of the reference time T = Rj/Uj. The simulations were

run in two phases. First, the transients phase, during which the starting transients

are removed, and the turbulent jet is allowed to become fully established. Subse-

quently, the simulations were continued to collect statistics and acoustic data during

the statistics phase. The flowfield solution from the reference wall-modeled LES is

used as an initial solution for the current runs, because of which the transient time is

cut down. Initially, a few cases were run for a total period of 184T . But the results

showed converged statistics even when using a shorter statistics gathering period. So

for later cases, the simulations were completed using a total period of 80T only. The

machine details and computational costs for running these simulations are also spec-

ified in table 4.5. Simulations were completed using both the Rice supercomputer of

Rosen Center for Advanced Computing (RCAC) and Stampede supercomputer of the

Texas Advanced Computing Center (TACC).
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Table 4.5. Remaining simulation settings used in the preliminary
SMC000 simulations.

Time Details

Case Name

SS 12 TEST

SS 12 WRLS

SS 12 GEWM

SS 12 TURB 0.5

SS 12 TURB 0.35

SS 12 TURB 0.25

SS 12 REFINED

Time step size, ∆t (T ) 8× 10−4 8× 10−4 4× 10−4

Transient period (T ) 40 (6 FTC) 40 (6 FTC) 40 (6 FTC)

Transient time steps 50,000 50,000 100,000

Statistics gathering

period (T )
144 (21 FTC) 40 (6 FTC) 40 (6 FTC)

Statistics gathering

period time steps
180,000 50,000 100,000

Max CFL Numbers

(x, r, θ)
(0.34, 0.92, 0.70) (0.34, 0.92, 0.70) (0.17, 0.8, 0.33)

Machine Details

Machine RCAC Rice TACC Stampede RCAC Rice

Cores 152 1008 360

Cost per simulation

(core-hours)
17,000 5,000 12,000
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4.3 Discussion of the Results

This section discusses the results of the preliminary SMC000 nozzle simulations.

The results are compared with the numerical results of Dhamanakar [48] and Aikens

[45]. As mentioned previously, Dhamanakar’s wall-resolved simulation and Aikens’s

wall-modeled simulation will be referred to as theWR andWM cases respectively. All

the statistical quantities presented are averaged both in time and in the azimuthal

direction. The SS 12 TEST case was simulated to validate the results with the

WM case which uses a longer domain. The use of a shorter domain only has a

minimal impact on the current results at the nozzle exit as can be observed from the

mean velocity and turbulent kinetic energy plotted in figure 4.5. The nondimensional

turbulent kinetic energy, k is computed using

k =
(u′x)

2
rms + (u′r)

2
rms + (u′θ)

2
rms

2
. (4.2)

Since no major differences are found between the SS 12 TEST and WM cases, the

results of the SS 12 TEST case are omitted from the following discussion for brevity.

Figure 4.6 shows the comparison of radial profiles at the nozzle exit between the

current simulations and the reference data for both the mean velocity and density.

The velocity and density are plotted against the distance from the centerline. Quali-

tatively, the results between the wall-resolved and wall-modeled cases agree with each

other. Comparing with the WR case, the current wall-modeled cases simulated by

changing a few parameters did not show any major improvement than their predeces-

sor WM simulation. The boundary layer developing at the nozzle exit is still slightly

thicker for the wall-modeled cases in comparison to the WR case. The inflow pa-

rameters like the integral length scales and varying of velocity fluctuations make only

small differences in the results. Lowering of velocity fluctuations added to the mean

velocity slightly increases the boundary layer thickness in comparison with the WM

case. Both Bogey et al. [57] and Bres et al. [110] simulated Mach 0.9 isothermal jets

operating at Reynolds numbers of 105 and 106, respectively, and noticed only minor

variations in the mean velocity profiles when varying the velocity fluctuations, which
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Figure 4.5. Comparison of radial profiles at the exit of SMC000 nozzle
between the WR, WM and SS 12 TEST cases.
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Figure 4.6. Mean radial profiles at the exit of SMC000 nozzle.
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is in accordance with the current results seen here. The use of GEWM made very

difference as can be noticed by comparing the SS 12 WRLS and SS 12 GEWM cases.

Although, the mean density differences are very minor between the wall-modeled and

wall-resolved simulations, closer to the wall, the density profiles of the current wall-

modeled cases match better with the WR case. Overall, the mean variables at the

nozzle exit are influenced neither by the changes introduced at the inlet nor use of

the GEWM wall-model.

The turbulent kinetic energy (TKE) and Reynolds shear stress are plotted in figure

4.7. As mentioned earlier, the turbulent kinetic energy for the WM case is higher than

that of the WR case. The change of turbulent length scales and use of the GEWM

wall-model have a very minimal impact on the results. In comparison with the WM

case, the TKE of SS 12 WRLS case peaks slightly lower when the length scales are

varied to match with the WR case, whereas the TKE of the SS 12 GEWM case is

higher which uses the GEWM wall-model. But the results of both the SS 12 WRLS

and SS 12 GEWM cases still overpredict the WR case. Significant differences are

noticed in the TKE levels when the velocity fluctuations specified at the inflow are

reduced. Lowering the velocity fluctuations at the inflow reduces the TKE at the

exit. The velocity fluctuations are varied using a trial and error approach to match

the WR case. The results of the SS 12 TURB 0.35 case tend to collapse onto the

results of the WR case. Refining the grid in the wall-normal direction also impacts

the results considerably. The turbulence levels for the SS 12 REFINED case peak

lower than the WM case. The individual components that make up the TKE: rms

fluctuating velocities in the axial, radial and azimuthal directions are shown in figure

4.8. Similar trends are noticed for each of the individual components between the

simulations. In all the cases, the peak magnitude of the rms fluctuating velocity is

highest in the axial direction, followed by the azimuthal and radial components. This

trend is similar to that noticed by Klebanoff [111] based on the flat plate boundary

layer results. Klebanoff [111] estimated the ratio of relative magnitudes as 4:2:3 for

the axial, radial, and azimuthal components. Figure 4.7 also shows the Reynolds
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Figure 4.8. Radial profiles of rms fluctuating velocities at the exit of
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shear stress, and it follows the general trends of TKE between the cases simulated

here.

The impact of the changes made to the simulations on the results downstream

of the nozzle is now examined. The mean velocity and rms fluctuations in the axial

direction are plotted along the centerline and lipline from the nozzle exit up to 4Rj

and shown in figures 4.9 and 4.10, respectively. Due to the use of a short-domain

in the current simulations, the impact of the changes on the potential core length

and turbulence levels in the shear layer are not fully known. Figure 4.9(a) depicts

the mean axial velocity along the centerline and the results are close to each other.

Again, the use of the GEWM wall-model and different length scales have a minimal

impact on the results. As the inflow velocity fluctuations are reduced, noticeable

changes can be observed, and the results of the wall-modeled cases approach those of

the WR case. Similar changes are observed with the SS 12 REFINED case as well.

The rms velocity fluctuations in the axial direction along the centerline are shown in

figure 4.9(b). The magnitude of the fluctuations reaching the centerline is very low as

the shear layer is just starting to develop near the nozzle exit. From the full domain

simulations, peak levels were noticed after 20Rj from the nozzle exit. That being said,

the levels are more or less the same for all the cases, except for the SS 12 REFINED

case for which the fluctuation levels are some what higher.

In figure 4.10(a), the mean axial velocity along the lipline is shown. The changes

made to the simulations have some impact on the development of the shear layer.

Considerable differences can be noticed very close to the nozzle exit between the cases.

However, as the flow propagates downstream, the mean profiles seem to converge. The

rms velocity fluctuations in the axial direction along the lipline are shown in figure

4.10(b). As mentioned earlier, lower levels of fluctuations in the nozzle boundary

layer lead to higher fluctuations in the shear layer. This can be noticed clearly for the

SS 12 TURB 0.25 and SS 12 TURB 0.35 cases which peak close to the WR case.

The higher fluctuation levels in the boundary layer for the SS 12 GEWM case lead

to lower fluctuation levels in the shear layer and peaks lower than the WM case.
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Figure 4.9. Centerline profiles for the SMC000 nozzle.
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Although the changes made to the integral length scales for the SS 12 WRLS case

have minimal impact in comparison with the WM case, the fluctuations are slightly

lower for the SS 12 WRLS case than that of the WM case. The reason for this

behavior is unclear.

4.4 Summary and Conclusions

In this work, the inflow parameters like integral length scales, velocity fluctuations

along with the use of a generalized equilibrium wall model are explored to study their

impact on the flowfield. Their influence on the flowfield is used to gain some un-

derstanding of the flowfield and acoustic differences noticed between the predecessor

wall-resolved and wall-modeled SMC000 simulations. So, multiple wall-modeled LES

of the flow through an SMC000 nozzle were carried out using a shorter domain. The

changes that are made have only a minor impact on the mean flow statistics. How-

ever, the changes made in the current simulations affected the turbulent statistics.

The following conclusions are made based on the results obtained in this study.

The integral length scales that characterize the inflow did not affect the results.

The length scales are modified only in the axial and azimuthal directions to match

with the wall-resolved simulation. Since the differences are minor, the flowfield did

not alter much from the reference wall-modeled case. The purpose of this case was

primarily to validate that the differences in the length scales used at the inlet for the

WR and WM cases are inconsequential and to then obtain a wall-modeled simulation

with length scales that are consistent with the wall-resolved case. The choice of the

generalized equilibrium wall-model was guided by the fact that the matching point in

the reference wall-modeled simulation is located in the linear-region of the boundary

layer. In the linear region, the EWM wall-model is not valid. The use of GEWM

wall-model did not improve the results.

The cases simulated by varying the velocity fluctuations at the inflow demon-

strated significant changes in the turbulence statistics computed at the nozzle exit.



72

Lowering of velocity fluctuations at the inflow, decreased the turbulence levels at the

nozzle exit and eventually affected the shear flow that is developing downstream of

the nozzle exit. Turbulence levels are increased in the shear layer as the velocity

fluctuations are decreased at the inflow. This trend is consistent and is noticed by

other researchers as well. A good agreement with the wall-resolved case was obtained

when the velocity fluctuations are lowered by 65% of the values used in the baseline

case. Finally, the grid refinement effects are examined. The grid is refined only in the

wall-normal direction. Refining the grid decreased the turbulence levels at the nozzle

exit and improved the prediction in comparison with the wall-resolved case, which

implies that a finer grid is required to capture the fluctuation levels accurately.

The adjustment of the fluctuations levels at the inflow and grid refinement proved

to be useful in producing flowfields similar to that of the wall-resolved simulation.

However, controlling the fluctuation levels at the inflow make the wall-modeling no

longer predictive. On the other hand, grid refinement defeats the purpose of wall-

modeling. The simulations become more expensive due to the use of finer grids.

However, there must be a tradeoff in choosing the number of grid points required

in the near wall region to correctly resolve the boundary layer. The wall-models

used in this chapter are based on the equilibrium stress assumption, which is usually

valid for flows having no pressure gradient. So, it is worthwhile to look into more

robust wall-models which can incorporate the non-equilibrium effects due to pressure

gradients, as nozzle flows are dominated by pressure gradients. In the next chapter,

the shortcomings of the equilibrium wall-models will be addressed by implementation

of new wall-models that can account for the pressure gradients. Further validation of

the old and newly implemented wall-models will be done by simulating flows subjected

to pressure gradients.
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5. ANALYSIS AND VALIDATION OF THE

WALL-MODELS

In this chapter, the newly implemented wall-models, the generalized equilibrium wall-

model (GEWM) [29], generalized non-equilibrium wall-model (GNEWM) [33,60] and

integral wall-model (IWM) [61] are analyzed and validated through the simulations of

two test cases. Along with the new wall-models, simulations are also performed using

the equilibrium wall-model (EWM) to understand its behavior for flows subjected to

acceleration. So, several simulations were carried out to test the four wall-models.

The two test cases chosen are an accelerating boundary layer developing over a

flat plate and flow through a converging-diverging channel. The simplicity in setting

up the computational domains, having relevant flow dynamics, and most importantly,

the availability of experimental or DNS data weight in the choice of these test cases.

The first case considered here has an accelerating region followed by a recovery region

in which the acceleration is cut-off. However, flow through the converging-diverging

channel has an accelerating region followed by a decelerating region and finally a

short recovery region where the flow tends to stabilize again. The channel flow shows

a slight separation region on the lower wall and is on the verge of separation on the

upper wall. Due to the multitude of physics involved, these flows are considered

indispensable to understand the potential of the various wall-models used in this

work.

Section 5.1 presents the accelerating boundary layer flow, whereas section 5.2 is

devoted to the converging-diverging channel flow. The accelerating boundary layer

case description and computational setup are described in section 5.1.1 followed by the

discussion of results in section 5.1.2. Whereas for the converging-diverging channel

flow, they are discussed in sections 5.2.1 and 5.2.2, respectively.
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5.1 Spatially Developing, Accelerating Boundary Layers

5.1.1 Case Description and Setup

The chosen simulation is a quasi-incompressible flow with a Mach number of 0.1

and a Reynold number based on boundary layer thickness, Reδi = 5990. This Reδi

corresponds to a Reynold number based on the momentum thickness at the inlet,

Reθi = 737, to match the simulations of Piomelli and Yuan [112] and experiments

of Warnack and Fernholz [113]. The flow is subjected to acceleration such that the

acceleration parameter, K defined as

K =
1

Reref

ν

U2
∞

dU∞
dx

, (5.1)

is over the critical value of 3×10−6 for an extended region. For K > 2−3×10−6, the

flow begins to relaminarize and eventually the turbulence is damped out [114–116].

Under these conditions, the mean velocity profile and skin friction approach laminar

values.

A single superblock resembling a parallelepiped is used to construct the domain.

The reference parameters used in the simulations for length and velocity scaling are

as follows: the boundary layer thickness, δ99,i and freestream velocity, U∞ at the

inlet. The domain lengths used are given in table 5.1. Three different grids are used

to test the current case and the domain used for the coarse grid extends slightly

longer in the streamwise direction than that of the other two grids. The reason

for having different lengths is explained shortly. The redevelopment region extends

12δ99,i from the inflow and is chosen as the reference location in the current simulations

during the post-processing of results. This is done to scale the present results with

the simulation and experimental data that are available. A sponge zone extending

for 2.5δ99,i is also specified near the outflow. The grids utilize a uniform spacing

in the streamwise and spanwise directions which are same in all three grids. The

uniform spacing used follows the recommendation of Aikens [45]. It prescribes a grid

spacing of at least 0.1δ99 in the streamwise and spanwise directions for wall-modeled
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LES. The grid spacing used in the streamwise direction is also slightly finer than the

streamwise spacing used in the wall-resolved LES of Piomelli and Yuan [112]. This

is to ensure that the coarse grid has an aspect ratio close to 1 in the entire domain.

The grids are refined only in the wall-normal direction to test the sensitivity of the

wall-models to the wall-normal spacing. The wall-normal grid refinement studies help

to reduce numerical and subgrid modeling errors and thereby improve results of the

wall-modeled LES [38]. Such studies are carried out either by fixing the matching

point height and refining the grid in the wall-normal direction or by fixing the grid

size and increasing the matching point height. The grid spacing is kept uniform in

the boundary layer at the inlet and stretched out smoothly thereafter. The total grid

size (in millions) comes out to be 10.7, 20.4 and 30.7 for the coarse, moderate, and

fine grids respectively. Table 5.1 also shows the number of grid points, grid spacing

near the wall, and grid spacing in wall units at the beginning and end of the domain

in all three directions. The grid spacing in wall units at the matching point location is

also given in the table. The matching point values correspond to the third, sixth, and

fifteenth grid point from the wall for the coarse, moderate, and fine grids respectively.

The boundary conditions utilized are as follows. At the inflow, the digital filter-

based turbulent boundary condition [16] is used with the velocity profile represented

by equation 4.1. The normal Reynolds stresses and Reynolds shear stress from

Spalarat’s DNS data for Reθ = 670 [109] are also used at the inflow. It should be noted

that for the initial cases simulated using the EWM wall-model, Townsend’s laws [117]

for normal Reynolds stresses, and Reynolds shear stress from Spalarat’s DNS data for

Reθ = 300 [109] are used. Since no data are available regarding the integral length

scales at the current simulation Reynolds number, following Dhamankar [48] and

Dhamankar et al. [16], the integral length scales in the streamwise direction are set to

approximately 0.8δ99,i, whereas 0.2δ99,i is used in both the spanwise and wall-normal

directions. Although the specified length scales are not physical for the current flow

conditions, earlier studies [16, 48] of a quasi-incompressible flat plate boundary layer

showed that the length scales specified at the inlet have a negligible impact on the
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downstream flow when the Reynolds number is high (Reθ > 1000). For the current

simulations, the Reynolds number (Reθ) is close to 1000 near the inflow. Therefore,

the length scales are chosen as in the references [16,48]. Periodic boundary conditions

are used in the spanwise direction. Tam and Dong’s [85,86] outflow boundary condi-

tion is specified at the downstream end of the domain, and a wall-model is applied

to the bottom wall.

Following Piomelli et al. [118], at the top surface, a variable freestream velocity is

imposed as

Udes = 1 +
β

4
[1 + tanh[α(x− x0)]] . (5.2)

The values of the parameters α, β and x0 used in the LES simulations of Piomelli

and Yuan [112] are not provided. The parameters x and x0 are scaled with the

displacement thickness at the reference location used in their simulations. For the

current simulations, the parameters α, β and x0 were altered using a trial and error

approach to match the freestream velocity profile given in [112]. But to do that, first,

the displacement thickness, δ∗dev at the end of the redevelopment region x = 12δ99i

from the current simulations is needed. The parameter δ∗dev is required in order to

scale x in equation 5.2, which can then be used for the trial and error process. This

way, the velocity profile imposed on the top boundary can be matched with that

used by Piomelli and Yuan [112] in their simulations. Therefore, a separate set of

numerical simulations were carried out to determine the displacement thickness at

the end of the redevelopment region, which is used to find the unknown parameters

in equation 5.2. The displacement thickness obtained at the end of redevelopment

region varies with the grid resolution used. So, a total of three precursor simulations

were carried out to estimate the parameters α, β and x0 in equation 5.2. Table 5.2

shows the values of the parameters used for each grid type. The precursor simulations

ran using the moderate and fine grids produced the same δ∗dev. Therefore, the values

of the parameters in equation 5.2 are identical for both the moderate and fine grids.
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Table 5.2. Value of parameters in equation 5.2 used for various grids
in the accelerating boundary layer simulations.

Grid α β δ∗dev x0

Coarse 0.0165 3.75 0.2282 302

Moderate 0.0165 3.75 0.2155 305

Fine 0.0165 3.75 0.2155 305

Along with the streamwise velocity given by equation 5.2, the integrated mass con-

servation equation proposed by Lund [81] is used to specify the wall-normal velocity

component, which is given as

V∞(x) = Udes
dδ∗

dx
+ (δ∗ − h)

dUdes
dx

, (5.3)

where h is the domain height and δ∗ is the local displacement thickness. The vertical

velocity component provides the added mass required to accelerate the fluid in the

streamwise direction. Initially, the compact schemes described in section 2.2.1 were

used for computing the derivative of the displacement thickness. But the compact

schemes were found to produce huge oscillations in the calculated wall-normal veloc-

ity component and caused the simulations to fail. So, the derivative scheme of the

displacement thickness was modified to use an explicit second-order central scheme,

which produces stable results.

Time settings that are used in the simulations are shown in table 5.3. The times

shown in the table are in terms of the reference time T = δ99,i/U∞. After the initial

transient period, the simulations were run for an additional 500T to collect the flow

statistics. The simulations were performed on both the Rice supercomputer of RCAC

and Stampede supercomputer of TACC.

A total of eight accelerating boundary layer simulations were carried out by vary-

ing the grid resolution, wall-model and location of the matching point used by the

wall-model. The details of the cases are given in table 5.4. The wall-normal grid
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Table 5.3. Time settings used in the accelerating boundary layer simulations.

Grid Coarse Moderate Fine

Time step size, ∆t (T ) 3.5× 10−3 2× 10−3 1× 10−3

Transient period (T ) 620 600 350

Transient time steps 177,000 300,000 350,000

Statistics gathering

period (T )
500 500 500

Statistics gathering

period time steps
143,000 250,000 500,000

Max CFL numbers

(x, y, z)
(0.93, 0.78, 0.8) (0.53, 0.87, 0.45) (0.26, 1.07, 0.22)

refinement studies are completed by simulating three cases (A C EWM, A M EWM,

and A F EWM ) using the grids with different resolutions, but all using the EWM

wall-model. The matching point is chosen such that its height from the wall is ap-

proximately the same in all the three cases. Next, the newly implemented wall-

models are tested using the grid with moderate resolution. These cases are referred

as A M GEWM, A M GNEWM and A M IWM. As with the A M EWM case, the

sixth point from the wall is chosen as the matching point location when testing cases

with the new wall-models. Finally, to test the impact of the matching point location

that is chosen, an additional two cases similar to the A M GEWM case were per-

formed (A M GEWM 3MP and A M GEWM 4MP) that use the third and fourth

point from the wall as the matching point, respectively.

5.1.2 Discussion of the Results

This section presents the results obtained using the current wall-modeled simu-

lations and comparisons are made with the reference data. The wall-resolved LES
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Table 5.4. Simulation settings for various accelerating boundary layer cases.

Case Name Grid Wall Model Matching Point Location

A C EWM Coarse EWM 3

A M EWM Moderate EWM 6

A F EWM Fine EWM 15

A M GEWM Moderate GEWM 6

A M GNEWM Moderate GNEWM 6

A M IWM Moderate IWM 6

A M GEWM 3MP Moderate GEWM 3

A M GEWM 4MP Moderate GEWM 4

simulations of Piomelli and Yuan [112] and experiments of Warnack and Fernholz [113]

are used as the reference data for validation of the current wall-modeled simulations of

the accelerating boundary layer. First, a wall-normal grid independence study is per-

formed by comparing the results of the A C EWM, A M EWM and A F EWM cases

with the reference data. It is then followed by the assessment of the wall-models by

comparing the A M EWM, A M GEWM, A M GNEWM and A M IWM cases with

the reference data. Finally, the reference data are compared with A M GEWM 3MP,

A M GEWM 4MP, and A M GEWM to analyze the impact of the location of the

matching point.

The flow quantities presented in this section are both time-averaged, as well as

averaged in the spanwise direction, z. The streamwise velocity profile imposed on the

top boundary for all the cases simulated here is plotted in figure 5.1. The velocity

increases almost by three times towards the end of the domain. Figures 5.2 and

5.3 show the contours of mean streamwise and wall-normal velocity components in

part of the domain. The boundary condition imposed on the top surface accelerates

the flow in the streamwise direction with a relatively low wall-normal velocity. The
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Figure 5.1. Free stream velocity imposed on the top boundary for the
accelerating boundary layer simulations.

Figure 5.2. Streamwise velocity contour for the accelerating boundary
layer (Case A C EWM ).

Figure 5.3. Wall-normal velocity contour for the accelerating bound-
ary layer (Case A C EWM ).

streamlines shown in the contour show the thinning of the boundary layer as the flow

accelerates downstream.
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Assessment of the Wall-Normal Grid Resolution

Various boundary layer parameters are shown in figure 5.4. The current results

are compared with the matching wall-resolved LES [112] and experiment [119]. The

acceleration parameter, K exceeds the critical value 3× 10−6 for an extended length

near the middle of the domain until the acceleration is reduced towards the end of the

domain, where the velocity becomes constant again. Near the peak of the acceleration

parameter, the results of the A C EWM case varies slightly when compared with the

other two cases simulated here. Otherwise, all the grids utilized produce similar values

of the acceleration parameter and the results compare well with the reference data. It

can be concluded that the grid resolution has very little influence on the acceleration

parameter.

The Reynolds number based on momentum thickness, Reθ, shown in figure 5.4(b),

first increases and begins to decrease as the value of K increases. Reθ then attains

the lowest value at a location somewhat downstream of where K reaches its peak

value. There is a lag effect where it takes time for Reθ to respond to the changes in

K. As the value of K decreases, the Reθ value begins to increase again. It should be

noted that at all the downstream locations (x/δ∗ref > 0), the wall-resolved simulation

of Piomelli and Yuan [112] underpredicts Reθ in comparison with the experiment. At

the reference location (x/δ∗ref = 0), the values of Reθ for all the cases match well with

the available data. But as the flow develops downstream, Reθ is overpredicted when

utilizing the coarse or moderate grid. In fact, the results predicted when utilizing the

coarser mesh are much higher than the moderate grid results. Reθ obtained for the

fine grid case compares fairly well with the experimental data. Overall, Reθ is very

sensitive to the grid resolution that is used and the quality of results increases with

grid resolution. Reθ responds quickly to the changes occurring in the outer layer,

here driven by the pressure gradient.

The response of the skin friction coefficient, Cf = τw/
1
2
ρU2
∞, is slower than the

Reθ. It is plotted in figure 5.4(c). For the current wall-modeled simulations, Cf is
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Figure 5.4. Comparison of boundary layer parameters of the wall-
modeled accelerating boundary layer simulations using three grid res-
olutions with data from the experiment of Warnack and Fernholz [113]
and the wall-resolved LES simulation of Piomelli and Yuan [112]. The
EWM wall-model is used in all three wall-modeled cases compared
here.
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computed using the value of uτ obtained by solving the equations corresponding to the

wall-models. The experimental data show that Cf does not decreases until K reaches

its peak. Cf then beings to decrease until the freestream velocity becomes constant, at

which point, Cf attains its minimum value before recovering. The wall-resolved sim-

ulation of Piomelli and Yuan also follows the trend seen in the experiment. However,

this trend is not observed in the current wall-modeled simulations. In comparison

with the experiments, the wall-resolved simulation of Piomelli and Yuan overpredicts

the skin friction at most locations. For x ≤ 200δ∗ref , the skin friction is underpredicted

for the cases utilizing the coarse or moderate grid, but overpredicted for the case uti-

lizing the fine grid. For x > 200δ∗ref , all the grids produce overpredicted results when

comparing with the experimental data, especially near the region where the exper-

imental data has the lowest value of Cf . Although there are some discrepancies in

Cf between the current simulations and the reference data in the region where the

pressure gradient is zero, the results of the current simulations become worse in the

acceleration region. It appears that the EWM utilized here does not respond well to

the outer layer changes as the formulation does not account for pressure gradients.

Like Reθ, the skin friction is very sensitive to the utilized grid resolution. But it can

be noticed that the values of Reθ are overpredicted when a coarse grid is used and

become better with grid resolution, whereas the skin friction trends are reversed.

Next, the mean velocity profiles in wall units are shown in figure 5.5 at various

cross-sections. In the figure, the streamwise location increases from bottom to top.

The profiles on top are shifted up by 20 units from the bottom ones for clarity. The

reference data, current simulations results along with the logarithmic law are plotted.

The logarithmic law is given as u+ = 1
0.41

ln y+ +5. The current simulations follow the

logarithmic law from the inflow until the end of the domain, whereas the reference

data follows the logarithmic law in the region where the flow is not accelerating, i.e.,

for x/δ∗ref = 0, 166 and 371. The EWM forces the mean velocity profile to match

the logarithmic law at the matching point. This could be the cause for the mean

velocity profiles of cases using the EWM not matching the reference data. In the
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Figure 5.5. Comparison of mean velocity profiles in wall units at var-
ious streamwise locations of the wall-modeled accelerating boundary
layer simulations using three grid resolutions with data from the ex-
periment of Warnack and Fernholz [113] and the wall-resolved LES
simulation of Piomelli and Yuan [112]. The EWM is used in all the
three wall-modeled cases compared here.
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Figure 5.6. Comparison of shear stress profiles in wall units at various
streamwise locations of the wall-modeled accelerating boundary layer
simulations using three grid resolutions with data from the experiment
of Warnack and Fernholz [113] and the wall-resolved LES simulation
of Piomelli and Yuan [112]. The EWM is used in all the three wall-
modeled cases compared here.
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acceleration region, the reference data show a laminar-like behavior with an extended

linear region and profiles above the logarithmic law. The reference data deviate

from the logarithmic law at x/δ∗ref = 225, where K peaks and is greater than the

critical value of 3 × 10−6. Before x/δ∗ref = 225, the value of K is already greater

than the critical value for some distance before the mean velocity of the reference

data deviates from the log law. The mean velocity profiles do not come back down

to the log law until x/δ∗ref = 371, which corresponds to the end of the accelerating

region, where K ≈ 0.2 × 10−6. Although K drops below the critical value, the flow

does not return to the expected turbulent profile until much further downstream.

There is a strong non-equilibrium effect where it takes a long time for the turbulent

boundary layer to recover from the effects of the acceleration. This history effect

is not captured by the wall models. The discrepancies noticed in the mean velocity

profiles reflect the behavior of the skin-friction noticed in figure 5.4(c) for the current

wall-modeled simulations. The high skin-friction predicted by the wall-model in the

current simulations causes the u+ values to fall below the reference data. The mean

velocity results did not show any significant changes with the grid resolutions used in

the current study.

Similarly to the mean velocity profiles, the shear stress profiles in wall units are

also plotted in figure 5.6 at various cross-stream locations. The profiles on top are

shifted up by 1 unit from the bottom ones for clarity. The reference data show

that the shear stress, initially high at x = 0, decreases in the region of acceleration

before recovering to the initial levels towards the end of the domain. Qualitatively,

the current wall-modeled simulations show these trends as well. But the results are

overpredicted for cases utilizing a coarse or moderate grid. The A F EWM case

utilizing the fine grid compares reasonably well with the experiments. As can be seen

in the results, it appears that a good grid resolution is required to capture the shear

stress accurately. The results become better with increasing grid resolution. The

Reynolds stresses specified at the inflow could also be a factor for the higher levels of

shear stress noticed here. As mentioned earlier, Townsend’s laws [117] and Reynolds
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shear stress from Spalarat’s DNS data for Reθ = 300 [109] are used at the inflow

for the EWM cases discussed here. To check its impact on the results, cases using

a wall-model other than the EWM are simulated by utilizing the Reynolds stresses

at Reθi = 670 available from the literature [109]. This Reynolds number is close to

the Reynolds number used in the current simulations. The results of cases using the

Reynolds stresses at Reθi = 670 are discussed in the next section.

Using the skin-friction coefficient, which is a crucial boundary layer parameter,

the following conclusions can be drawn in assessing the grid quality. The results are

susceptible to the refinement of the grid in the wall-normal direction. Although dif-

ferences exist with the reference data, the current wall-modeled simulations utilizing

any of the three grids show similar behavior. Refining the grid did not improve the

mean velocity prediction as the wall-model is unable to impose the right boundary

conditions taking the pressure gradient effects into consideration. Although the fine

grid does a better job of capturing the shear stress, the moderate grid also seems to

capture the trend reasonably well and is more economical than the fine grid. There-

fore, the moderate grid will be used to limit the number of simulations while testing

different wall-models for determining their performance in the accelerating region. It

is unclear why the skin-friction increases in the wall-modeled cases with grid refine-

ment and further analysis would be needed to better understand this behavior. The

effect of the Reynolds stresses specified at the inflow is revisited for further analy-

sis in the next section. The results of wall-modeled simulations utilizing different

wall-models on a moderate grid are presented next.

Assessment of the Wall Models

This section deals with the impact of the various wall models used in the sim-

ulations of the accelerating boundary layer. For this purpose, similar to the previ-

ous section, the boundary layer parameters along with the mean velocity and shear

stress profiles at various cross-sections are analyzed by comparing the A M EWM,
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A M GEWM, A M GNEWM and A M IWM cases with the reference data. The

moderate grid is used in all the current cases compared here.
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Figure 5.7. Comparison of boundary layer parameters of the wall-
modeled accelerating boundary layer simulations using four wall-
models with data from the experiment of Warnack and Fernholz [113]
and the wall-resolved simulation of Piomelli and Yuan [112]. The
moderate grid is used in all four wall-modeled cases compared here.
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Figure 5.8. Comparison of mean velocity profiles in wall units at var-
ious streamwise locations of the wall-modeled accelerating boundary
layer simulations using four wall-models with data from the experi-
ment of Warnack and Fernholz [113] and the wall-resolved simulation
of Piomelli and Yuan [112]. The moderate grid is used in all four
wall-modeled cases compared here.



91

0 100 200 300 400

0

1

2

3

4

x/δ∗ref = 298

x/δ∗ref = 315

x/δ∗ref = 334

x/δ∗ref = 371

y+

u
′ v

′ /
u
2 τ

0 100 200 300 400

0

1

2

3

4

x/δ∗ref = 0

x/δ∗ref = 166

x/δ∗ref = 225

x/δ∗ref = 280

y+

u
′ v

′ /
u
2 τ

Experiment [113] Piomelli and Yuan [112] A M EWM
A M GEWM A M GNEWM A M IWM

Figure 5.9. Comparison of shear stress profiles in wall units at various
streamwise locations of the wall-modeled accelerating boundary layer
simulations using four wall-models with data from the experiment
of Warnack and Fernholz [113] and the wall-resolved simulation of
Piomelli and Yuan [112]. The moderate grid is used in all four wall-
modeled cases compared here.
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The boundary layer parameters of the current cases plotted in figure 5.7 follow

similar trends as discussed in the previous section. The wall-models utilized have very

little impact on the results. The only parameter that is affected is the skin-friction

coefficient plotted in figure 5.7(c). When utilizing a wall-model other than the IWM,

the skin-friction is computed using the time and spanwise averaged flow quantities

sampled at the matching point. Whereas for the IWM, the skin-friction is computed

using the friction velocity, uτ gathered during each time-step of the simulation’s

statistics phase. Nevertheless, the new wall-models are not able to capture the trend

(drop in Cf ) noticed in the acceleration region of the reference data. Although the

wall-model formulation is similar for both EWM and GEWM, the cases A M EWM

and A M GEWM utilizing those models show some differences in the results of Cf .

The moderate grid used has the matching point in the log-layer. Since both EWM

and GEWM follow the same mean velocity profile in the log-layer, the boundary

conditions imposed by these two wall-models are the same. Therefore, the wall-model

used could not be the reason for the differences noticed in Cf between the A M EWM

and A M GEWM cases. The case A M GEWM was simulated using an updated

version of the code that extends the transformations of Sondak and Pletcher [105]

to handle non-orthogonal grids. However, the grids used in the current simulations

are orthogonal in the wall-normal direction. So, the changes made to the tensor

transformations are expected not to have any impact on the results. Therefore, the

only possible cause for the differences noticed in Cf between the two cases could be due

to the use of different Reynolds stresses that are imposed at the inflow. The Reynolds

shear stress and normal Reynolds stresses from Spalarat’s DNS data for Reθ = 670

[109] are used for the case using the GEWM wall-model. The cases A M GNEWM

and A M IWM also use similar settings and the same version of the code as used

by the A M GEWM case. The Cf of the A M GNEWM case matches well with the

A M GEWM case in the region where the flow is not accelerating (for x ≤ 100δ∗ref

and x ≥ 300δ∗ref ). In the accelerating region, the A M GNEWM slightly deviates

from the results of the A M GEWM case. This is because of the non-equilibrium
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effects that are embedded into the formulation of the GNEWM. However, the Cf of

the A M GNEWM case still do not follow the trend as seen in the reference data.

Moreover, in comparison with the reference data, the results of the A M GNEWM

case deteriorate further than the A M GEWM case. For the case utilizing the IWM,

the skin friction is underpredicted for x ≤ 200δ∗ref and overpredicted after that in

comparison with the case utilizing GEWM wall-model.

With only minor differences noticed in Cf , it is expected that the results of the

mean velocity and Reynolds shear stress will not be varied much. These profiles are

plotted in figures 5.8 and 5.9 respectively. Again, the trends for the current cases

are similar to what was discussed in the previous section. Hardly any difference can

be noticed in the profiles of the mean velocity. But the Reynolds shear stress varies

slightly for the case using EWM in comparison with the other cases simulated here.

This could be due to the differences in stresses imposed at the inflow as mentioned

earlier. The imposed stresses did not help in making the results better for cases

utilizing GEWM, GNEWM, and IWM wall-models. These cases show higher levels

of shear stress in comparison with the case utilizing EWM as the flow propagates

downstream.

From the results in this section, it can be concluded that the more complex wall-

models which account for non-equilibrium effects are not competent enough to capture

the correct trends. It could be possible that the relatively low Reynolds number of

the flow might have constrained the contribution of the non-equilibrium effects in the

GNEWM and IWM wall-models. However, among the wall-models used, the GEWM

seems to predict the results better.

Assessment of the Matching Point Location

Unlike the traditional practice of choosing the first grid point off the wall from

which the LES data are sampled to be used by the wall-model, as mentioned earlier,

the LES data are sampled from a point higher than the first grid point. During the
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Figure 5.10. Comparison of boundary layer parameters of the wall-
modeled accelerating boundary layer simulations using the GEWM
and different matching point locations with data from the experiment
of Warnack and Fernholz [113] and the wall-resolved simulation of
Piomelli and Yuan [112].
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Figure 5.11. Comparison of mean velocity profiles in wall units at
various streamwise locations of the wall-modeled accelerating bound-
ary layer simulations using the GEWM and with different matching
point locations with data from the experiment of Warnack and Fern-
holz [113] and the wall-resolved simulation of Piomelli and Yuan [112].
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grid refinement study, the matching point is chosen such that its location is approx-

imately the same between the grids used which resulted in selecting the sixth point

from the wall as the matching point when using the moderate grid. The matching

point is higher than what Aikens [45] has suggested based on the simulations of in-

compressible and compressible flat plate spatially developing boundary layers. So, it

is worthwhile to analyze how the matching point location impacts the current simula-

tions of the accelerating boundary layer. As the GEWM seems to perform better than

the other two wall models, it is chosen to study the impact of the matching point.

Two additional cases were simulated by selecting the third and fourth point from

the wall as the matching point. These cases are referred to as A M GEWM 3MP,

A M GEWM 4MP respectively and compared with the A M GEWM case to study

the effect of the matching point in this section.

As in the previous sections, similar comparisons are made here and plotted in

figures 5.10 to 5.12. Although only small differences are noticed, they are shown here

for the sake of completeness. The only considerable difference that can be discerned

is for the skin-friction coefficient. But again the differences are so small that it does

not affect the mean velocity or shear stress results. So, it can be concluded that

the results are independent of the matching point location utilized in the current

simulations.

5.1.3 Summary and Conclusions

The simulations of accelerating boundary layers have been completed to validate

and analyze the wall-models that were added to the modular-LES code. A total of

eight simulations were performed to understand the behavior of the wall-models, grid

quality, and matching point location for flow subjected to acceleration. The following

conclusions can be drawn from the analyses of the accelerating boundary layer.

The outer region of the flow is more sensitive to the pressure gradient than the

inner region. The skin-friction coefficient, which is a parameter in the inner region, is
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predicted reasonably well by the wall-models in the non-accelerating region. However,

the wall-models do not perform well in the accelerating region. The mean velocity

follows the logarithmic law at all the locations contradicting the reference data. The

reference data show laminar-like profiles in the acceleration region. The Reynolds

shear stress agrees qualitatively with the reference data. Utilizing any of the three

grids shows similar observations. The boundary layer parameters and the Reynolds

shear stress improve with grid refinement. However, the mean velocity results are

not affected by the grid resolution. It is worthwhile to conduct future studies to

understand the sensitivity of the solution to various grid resolutions in the other two

directions.

All the utilized wall-models predict similar wall shear stress. The wall-models show

excellent performance in the non-accelerating region but are unable to capture the

flow dynamics in the accelerating region noticed in the experiments and wall-resolved

LES simulation. The non-equilibrium contributions in the GNEWM and IWM wall-

models may have been suppressed due to the relatively low Reynolds number of the

flow making these wall-models ineffective. So, it is worthwhile to test these wall-

models for flows having higher Reynolds numbers. The wall-model simulation results

are independent of the matching point locations chosen in the current simulations.

5.2 Three-dimensional flow through a Converging-Diverging Channel

5.2.1 Case Description and Setup

The second test case used for the validation of the wall-models is the flow through

a converging-diverging channel. This case is developed to experimentally test the

behavior of the boundary layer subjected to adverse pressure gradients and on the

verge of separation [120]. This kind of flow behavior is usually encountered on the

suction side of an airfoil subjected to high angles of attack during takeoff, landing,

maneuver, etc. The configuration is of a typical channel flow with a bump located

on the lower wall. The bump first generates a favorable pressure gradient causing
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the flow to accelerate followed by an adverse pressure gradient causing the flow to

decelerate. To further understand the characteristics of turbulent structures subjected

to a pressure gradient, DNS of this bump configuration was carried out by Marquillie

et al. [121] at a moderate Reynolds number of Reτ = 395, and by Laval [122] at

Reτ = 617. Here, Reτ = uτh/ν is the Reynolds number based on the friction velocity

uτ , h is the channel half-height and ν is the kinematic viscosity. In both simulations,

on the leeward side of the bump, the flow separates from the lower wall, whereas on

the upper wall, the flow is on the verge of separation. Strong coherent structures have

been generated near the separation point on both the upper and lower walls. On the

lower wall, small vortices are generated downstream of the separation point. These

vortices convect downstream and interact with the larger vortices that are present

in the outer boundary layer. At the point of flow separation, no discernible vortices

are formed, and the turbulent kinetic energy is low. To test the wall-models, the

simulations were run at Reτ ≈ 617. This Reτ corresponds to a Reynold number

based on half channel height, Reh = umaxh/ν = 12, 600 at the inlet, where umax is

the maximum velocity at the inlet. This Reh matches the wall-modeled simulations

of Chen [123] for the same case. Moreover, Chen utilized GNEWM for one of the

simulations which will also make it a viable choice to validate the GNEWM wall-model

formulation implemented in this work. However, Chen utilizes different numerical

methods than that used in the current work. A second order finite volume method

along with an immersed boundary condition is used in Chen’s work. The numerical

methods used have a strong effect on the simulations. Therefore, the simulations of

Chen are not as useful for validation as would be desired.

A single superblock is used to construct the computational domain, which extends

14h×2h×πh in the streamwise, vertical and spanwise directions. The bump is located

on the lower wall and is approximately 7.82h long. It starts at x ≈ 1.83h and has

a maximum height of 0.67h located at x ≈ 5.22h. The simulations were performed

using two grids with spatial resolutions similar to that of the wall-modeled simulations

performed by Chen [123]. The coarse grid has a spatial resolution of 102 × 48 × 24,
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Figure 5.13. Simulation setup of the converging-diverging channel
flow for wall-modeled LES.

whereas the fine grid has 200×64×48. The grids are discretized uniformly in both the

vertical and spanwise directions. In the streamwise direction, the spacing is uniform

until x = 12.57h and stretched out is smoothly after that. The grid stretching ensures

the vortices are dampened out before reaching the outflow boundary. The number of

grid points, as well as other simulation parameters used, are given in table 5.5. The

grid spacings in wall units at the inlet, computed using the friction velocity from the

DNS, are also shown for all three directions along with the wall-normal spacing in

wall units at the matching point location. Table 5.5 also lists the wall model and

SGS model used in each case.

The boundary conditions utilized are as follows. At the inflow, the digital filter-

based turbulent boundary condition [16] is used. The velocity profiles, normal Reynolds

stresses and Reynolds shear stress applied at the inflow are taken from the DNS sim-

ulation of a plane channel flow run at an equivalent Reynold number by Marquillie

et al. [124]. The data are available from an online database available at [125]. Peri-

odic boundary conditions are used in the spanwise direction. A characteristic outflow

boundary condition [48] is specified at the downstream end of the domain. A wall-

model is applied on both the top and bottom walls.
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Table 5.6. Time settings used for the coarse and fine grid cases of the
converging-diverging channel flow.

Grid Coarse Fine

Time step size, ∆t (T ) 3× 10−3 2× 10−3

Transient period (T ) 240 240

Transient time steps 80,000 120,000

Statistics gathering period (T ) 210 240

Statistics gathering period time steps 70,000 120,000

Total time steps 150,000 240,000

Max CFL Numbers (x, y, z) (0.26, 1.09, 0.24) (0.35, 0.99, 0.33)

The simulation settings, such as the time-step, number of time-steps and CFL

numbers, for the converging-diverging channel are tabulated in table 5.6 for both

the coarse and fine grids. The initial transients resulting from the unphysical initial

conditions are removed by simulating the case for about 17 FTCs. The simulations

are then continued to run further for 15 FTCs to gather statistics while using a coarse

grid. This period is similar to that in the wall-modeled simulations of Chen [123] who

accumulated statistics over a period of 15 FTCs and 10 FTCs on the coarse and fine

grids respectively. But in the current simulations performed using the fine grid, a

slightly longer period of 17 FTCs is used to gather statistics. The 15 FTCs used for

collecting statistics on the coarse grid corresponds to a simulation time of 210h/umax.

This requires the simulation to be run for 70,000 time-steps using a time-step of

∆t = 3× 10−3. The time-step resulted in CFL numbers of 0.26, 1.09 and 0.24 in the

streamwise, vertical and spanwise directions respectively. On cases simulated using

the fine grid, a smaller time-step of ∆t = 2 × 10−3 is used to avoid the numerical

instabilities arising due to the stringent CFL condition. The CFL numbers are 0.35,

0.99 and 0.33 in the streamwise, vertical and spanwise directions respectively, and a
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total of 120,000 time-steps are used for the accumulation of statistics while using the

fine grid.

5.2.2 Discussion of the Results

This section presents the results obtained using the current wall-model simulations

which are compared with the DNS [122] and wall-modeled LES simulations of Chen

[123]. First, the results of the coarse mesh cases are compared and analyzed with the

reference data followed by the results of fine mesh cases. Next, an LES case utilizing

the wall shear-stress from the DNS instead of from a wall-model is presented. Lastly,

the influence of the SGS modeling strategy is analyzed by comparing the results of

cases using ILES and DSM methodologies.

Coarse Grid Results

The flow quantities along the upper and lower walls are compared in figure 5.14.

The skin friction coefficient, Cf = τw/
1
2
ρu2

max along the lower wall is shown in figure

5.14(a). The results predicted by the current wall-model cases and Chen’s wall-model

case differ from the results of the DNS. The major difference that can be noticed is

the flow separation predicted by the DNS on the leeward side of the bump on the

lower wall. None of the wall-model cases are able to predict the separation. This

could be due to the low resolution of the grid, especially in the streamwise and wall-

normal directions. Upstream of the bump, the results compare well with the DNS.

In all the cases, the Cf attains a maximum value before the summit of the bump is

reached. The B C IWM case predicts a peak value of Cf that agrees well with the

DNS, while all the other cases underpredict the peak value. It can also be noticed

that all the wall-modeled cases attain a peak value of Cf slightly downstream of the

DNS location. Downstream of the bump, the wall-modeled cases are able to recover

and attain Cf levels close to the DNS. Comparing the B C GNEWM case and Chen’s

wall-model case, which use the same wall-model, the current simulation results show
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better prediction capabilities. Along the upper wall, the DNS results show that the

flow is on the verge of separation, as can be seen from the Cf plotted along the upper

wall in figure 5.14(b). The DNS results show similar trends as seen on the lower wall.

The peak Cf occurs at the same location as that on the lower wall. But, the minimum

value of Cf on the upper wall occurs slightly downstream on the leeward side of the

bump. The Cf of the current wall-modeled cases match well with the DNS results

on the windward side of the bump up to a certain point but peak higher and attain

their maximum at slightly downstream locations closer to the summit of the bump.

Unlike the overprediction seen in the current wall-modeled cases, Chen’s LES shows

an underprediction of the Cf . Again, the current simulations perform better than

Chen’s LES following trends closer to the DNS results.

The pressure coefficient, Cp = (p− ph,i)/1
2
ρu2

max distribution along the upper and

lower walls are shown in figures 5.14(c) and 5.14(d) respectively. Here, ph,i is the

inlet pressure at the channel half-height. Qualitatively, all the wall-modeled cases

and DNS simulations show similar trends. On the lower wall, the DNS results attain

a minimum value of pressure before the summit of the bump, whereas on the upper

wall, a minimum pressure is attained at a location after the summit of the bump.

These locations are slightly downstream the locations of maximum Cf on both the

upper and lower walls. Upstream of the bump, the current wall-modeled cases show a

drop in pressure for a small distance. The pressure of the wall-modeled cases recovers

and follows the DNS results until the minimum pressure is attained by the DNS.

Unlike the pressure recovery seen in the DNS results, the pressure drops further for

the current wall-modeled cases. The minimum values of pressure occur after the

summit of the bump. Downstream the bump’s summit, the pressure is lower for the

current wall-modeled cases in comparison with the DNS results except near the re-

attachment point of the DNS. Chen’s LES results have a better agreement with the

DNS before the summit of the bump and in the straight section after the bump. The

minimum pressure is not predicted well by Chen’s LES, and the results do not quite

match up on the leeward side of the bump in comparison with the DNS results. All
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DNS [122] Chen [123] B C GEWM B C GNEWM B C IWM

Figure 5.14. Flow quantities along the walls. Comparison of three
wall-models using the coarse mesh with DNS [122] and Chen’s LES
using GNEWM on a coarse grid [123].

three wall-models used in the current simulations predicted similar results. The only

noticeable difference is near the minimum pressure location for the B C IWM case.

The pressure attains a lower value slightly upstream for the B C IWM case when

compared with the B C GEWM and B C GNEWM cases simulated here.

Next, the mean velocity, turbulent kinetic energy (TKE) and Reynolds shear

stress are plotted in figures 5.15 and 5.16. The profiles shown are in the wall-normal
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Figure 5.15. Mean velocity profiles at various streamwise locations.
Comparison of three wall-models using the coarse mesh with DNS
[122] and Chen’s LES using GNEWM on a coarse grid [123].

direction, which is not the same as the vertical direction for points on the bump.

Similar to Chen [123], using vector projection and tensor transformations, the flow

parameters in the local coordinate system are transformed and later interpolated to

the wall-normal direction to compare with the DNS and Chen’s LES results. The

profiles are compared at multiple streamwise locations (x/h = 0, 2, 4, 6, 8, 10 and

12).

The mean velocity profiles compared in figure 5.15 are nondimensionalized using

the bulk velocity, ubulk computed at the inlet. The bulk velocity is defined as

ubulk =
1

h

∫ h

0

udy. (5.4)

Upstream of the summit of the bump, the velocity profiles of the current wall-modeled

simulations agree well with the DNS results. On the leeward side of the bump at

x/h=6 and 8, the current wall-modeled cases predict higher velocity and different near

wall profiles in comparison with the DNS results. The higher velocity is consistent

with the underprediction of pressure noticed in the current wall-modeled simulations.

Downstream towards the end of the channel, the velocity decreases and the wall-
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Figure 5.16. Turbulent kinetic energy and Reynolds shear stress at
various streamwise locations. Comparison of three wall-models using
the coarse mesh with DNS [122] and Chen’s LES using GNEWM on
a coarse grid [123].

modeled cases tend to regain the shape of the DNS velocity profiles. The wall-models

do not have any impact on the mean velocity. Chen’s LES results match well at most

of the locations except at x/h=6.
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The turbulent kinetic energy, k, shown in figure 5.16(a) is computed using

k =
(u′rms)

2 + (v′rms)
2 + (w′rms)

2

2
. (5.5)

First, the TKE near the lower wall of the current wall-modeled cases is compared with

the DNS. The TKE is overpredicted at most of the locations except at x/h=4. On the

bump at x/h=4, the TKE has a good agreement. Downstream of the summit of the

bump, the TKE is very high, and it then reduces as the flow propagates downstream

towards the end of the channel. Now comparing the TKE near the upper wall of

the current wall-modeled cases with the DNS, it can be noticed that the TKE is

underpredicted upstream of the summit of the bump, whereas it is overpredicted

at the downstream locations. Away from the walls, the TKE of the current wall-

modeled cases agree well with the DNS but the agreement deteriorates towards the

end of the channel. All the wall-models produce similar results. Chen’s LES results

show overprediction of the TKE at most of the locations except at locations on the

leeward side of the bump where TKE is underpredicted near the lower wall.

The Reynolds shear stress is shown in figure 5.16(b). Upstream of the summit

of the bump, all the wall-modeled cases compare well with the DNS results. At

locations after the summit of the bump, the current wall-modeled cases overpredict

the magnitude near the lower wall and the upper wall in comparison with the DNS

results. Away from the walls, the behavior is similar to the trends seen in the TKE

results.

To summarize, unlike in the simulations of accelerating boundary layers, all the

wall-models produced different Cf due to the relatively higher Reynolds number used

in the simulations of converging-diverging channel flow. The wall-models are sensitive

to the pressure gradient in the acceleration and deceleration regions. Unfortunately,

none of the wall-models can capture the flow separation noticed in the DNS. Among

the wall-models used, the IWM wall-model produced better Cf , as it captured the

peak Cf well on the lower wall. Only minor differences existed between the GEWM

and GNEWM wall-models. Although the fluxes imposed by the wall-models are

different, it did not affect the results of various flow parameters, which shows that
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the imposed boundary condition on the wall only has a weak interaction with the

resolved LES. The current simulation using GNEWM performs better than that of

Chen’s wall-model LES which uses the same wall-model. The current wall-model

simulations predict a very high turbulent kinetic energy and Reynolds shear stress.

The higher levels could be either due to the use of a grid with coarser resolution or

the boundary conditions imposed by the wall-models. These are verified by increasing

the grid resolution and by imposing the wall shear-stress from the DNS. Their effect

on the turbulent kinetic energy and Reynolds shear stress is discussed in the next

subsequent sections.

Fine Grid Results

The results using the fine grid for the converging-diverging channel flow are dis-

cussed in this section. The fine grid used in the current set of simulations has almost

twice the number of grid points in both the streamwise and spanwise directions. The

number of grid points in the vertical direction is also increased but not doubled as in

the other two directions. Comparisons similar to those of the coarse grid cases are

made for the fine grid results.

The skin-friction coefficient along the lower wall is plotted in figure 5.17(a). Qual-

itatively, the trends are similar to those of the coarse grid cases. Upstream of the

bump, the wall-modeled cases overpredict the skin-friction which is not seen in the

cases with the coarse grid resolution. Near the foot of the bump on the windward

side, between x/h = 2.2 and 3.2, Cf of the current wall-modeled cases does not drop

as much as noticed in the coarse grid cases. At the foot of the bump on the windward

side, Cf is no longer underpredicted for the current wall-modeled cases. The peak Cf

is lowered and occurs slightly downstream when compared to the coarse grid cases,

whereas on the upper wall, the peak Cf value is increased and occurs further down-

stream. The skin-friction coefficient on the upper wall is plotted in figure 5.17(b).

Another noticeable difference is the overprediction of Cf on the leeward side of the
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DNS [122] Chen [123] B F GEWM B F GNEWM B F IWM

Figure 5.17. Flow quantities along the walls. Comparison of three
wall-models using the fine mesh with DNS [122] and Chen’s LES using
GNEWM on a fine grid [123].

bump in comparison with cases utilizing the coarse grid. In the straight section,

downstream of the bump, the differences between the wall-modeled cases are reduced

and show similar behavior especially on the lower wall.

The grid refinement improves the results of the pressure distribution along the

walls as can be seen in figures 5.17(a) and 5.17(b) along the upper and lower walls

respectively. On the lower wall, at locations upstream of the bump, the fine grid cases
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Figure 5.18. Mean velocity profiles at various streamwise locations.
Comparison of three wall-models using the fine mesh with DNS [122]
and Chen’s LES using GNEWM on a fine grid [123].

match better with the DNS than the coarse grid cases. The location and magnitude of

the minimum Cp captured by the fine grid cases are also improved on both the upper

and lower walls. Downstream of the summit of the bump, the results are improved

on both the lower and upper walls.

The mean velocity profiles plotted in figure 5.18 show good agreement with the

DNS results compared to the coarse grid cases. On the leeward side of the bump,

the flow does not accelerate further as noticed in the coarse grid cases. The use of a

fine grid helped in improving the results in the near wall region in the downstream

locations towards the end of the domain.

Lastly, the turbulent kinetic energy and Reynolds shear stress obtained for cases

utilizing the fine grid are compared in figure 5.19. Upstream of the summit of the

bump, the fine grid cases reproduce the TKE better on the upper wall in comparison

with the DNS results, whereas the coarse grid cases underpredict the TKE. On the

lower wall, except at x/h = 4, the TKE levels are lower for the fine grid cases com-

pared to the coarse grid cases but they reach similar levels towards the end of the

channel. Away from the walls, TKE is captured better by the fine grid cases in com-
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Figure 5.19. Turbulent kinetic energy and Reynolds shear stress at
various streamwise locations. Comparison of three wall-models using
the fine mesh with DNS [122] and Chen’s LES using GNEWM on a
fine grid [123].

parison with the DNS results than the coarse grid cases. The Reynolds shear stress

shows similar behavior to that of the TKE when the grid resolution is increased. To

get better insight, the TKE contours of the DNS along with the fine and coarse grid

wall-modeled cases utilizing GEWM are plotted in figure 5.20. The DNS contours

show the highest levels of TKE occur near the wall on the leeward side of the bump
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(a) DNS [122]

(b) B F GEWM

(c) B C GEWM

Figure 5.20. TKE contours for the DNS [122] and fine and coarse grid
wall-modeled cases using GEWM wall model.
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where the flow separates. The TKE spreads slowly and dissipates as the flow prop-

agates downstream in the channel. It is apparent that the location at which high

TKE production can be noticed is different for the wall-modeled cases compared to

the DNS. Unlike the DNS, high levels of TKE can be seen near the summit of the

bump for the wall-modeled cases. The TKE then damps out as the flow traveling

downstream. When a fine grid is used in the current wall-model simulations, the

TKE is confined closer to the wall with limited spreading and is in better agreement

with the DNS.

From the above discussion, it can be concluded that an adequate grid resolution

is required to capture the flow dynamics. Using a finer grid, reduces the differences

between the results of the current wall-modeled simulations and the DNS. Similar

to the coarse grid results, all the wall-model cases produce nearly identical results,

although the boundary conditions imposed by the wall-models vary. Refining the

grid reduces the overprediction of turbulent kinetic energy and Reynolds shear stress.

However, the turbulent kinetic energy and Reynolds shear stress of the wall-modeled

cases are higher than in the DNS. The cause of high turbulent kinetic energy and

Reynolds stress levels in the current wall-modeled simulations is further analyzed in

the next section by imposing the wall shear-stress from the DNS.

Wall-Modeling using DNS Wall-Shear Stress

The previous two sections discuss the effects of grid resolution and wall-model on

the results. Although the fluxes supplied by the wall-models differ, the mean velocity,

turbulent kinetic energy and Reynolds shear stress results are similar in simulations

using the same grid. Moreover, the turbulent kinetic energy and Reynolds shear stress

are overpredicted in the current simulations. To further analyze how the boundary

conditions supplied by a wall-model have an impact on the results, instead of using

any of the wall models, a simulation was performed by directly imposing the wall-

shear stress from the DNS on both the top and bottom walls. This case is referred to
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Figure 5.21. Pressure coefficient along the walls. Comparison of
B F GEWM and B F DNS with DNS [122].

as B F DNS. The wall-shear stress from the DNS is interpolated onto the LES grid.

The fine grid is used for this test. It should be noted that the wall-shear stress imposed

by the wall-models is computed instantaneously on the fly using the instantaneous

LES flowfield data during each time-step, whereas here the mean wall-shear stress

from the DNS is imposed during the time advancement with no added fluctuations.

Next, the results of the B F DNS case are compared with the DNS and B F GEWM

case.

The pressure distribution plotted in figure 5.21 shows that the B F DNS case

has a better agreement in capturing the minimum pressure of the DNS compared to

the B F GEWM case on both walls. The pressure distributions of the wall-modeled

cases are nearly the same at locations downstream the summit of the bump. Since

the imposed wall-shear stress of the DNS shows flow separation on the lower wall, the

mean streamwise velocity contour is plotted in figure 5.22 to check the occurrence of

flow separation on the lower wall for the B F DNS case. The figure also includes the

streamlines traced out by the fluid particles close to the lower wall. Unfortunately,
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Figure 5.22. Mean velocity contour for the wall-modeled case modeled
using wall-shear stress from the DNS [122].
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Figure 5.23. Mean velocity profiles at various streamwise locations.
Comparison of B F GEWM and B F DNS with the DNS [122].

the flow did not separate from the lower wall with the imposed wall-shear stress from

the DNS, which includes a region of negative wall shear-stress. This could be due to

the use of a grid that is too coarse at the wall in the wall-modeled LES. The grid

resolution is unable to resolve the velocity gradients at the wall. Grids used in the

wall-modeled LES are designed in such a way that they bypass the cost associated in
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Figure 5.24. Turbulent kinetic energy and Reynolds shear stress
at various streamwise locations. Comparison of B F GEWM and
B F DNS with the DNS [122].

resolving the near wall region. Quantitative comparisons of the mean velocity made

in figure 5.23 shows no difference between the wall-modeling strategies used.

Noticeable differences can be seen in the TKE and Reynolds shear stress profiles

plotted at various axial locations in figure 5.24. The B F DNS case shows lower levels

of TKE along the upper wall in comparison with the B F GEWM case. Although the



118

TKE of the B F DNS case agrees well with the DNS results before the summit of the

bump on the upper wall, the TKE is overpredicted downstream of the summit of the

bump. Near the lower wall, the TKE of B F DNS is still higher at all the locations

compared to the DNS. Comparing with the B F GEWM case, the TKE of B F DNS

case is lower for x/h ≤ 6 and higher elsewhere. The Reynolds shear stress of the

B F DNS case is lower at x/h = 6 but increases downstream reaching the levels of

B F GEWM.

The results in this section show the importance of the wall-model correctly spec-

ifying the wall-shear stress. The use of more accurate wall-shear stress values did

not fully resolve the differences between the DNS and the wall-modeled simulations.

However, the results of the B F DNS case show improvement over its predecessor

simulations. Notably, the pressure distribution and the TKE on the upper wall are

impacted by the use of more accurate wall-shear stress values from the DNS. It looks

like the minimum skin friction on the upper wall captured by the DNS is vital in

controlling the TKE levels up to a certain extent. None of the wall-models obtain the

minimum Cf as seen in the DNS in figures 5.17(a) and 5.17(b). However, on the lower

wall, the TKE levels are still high even after imposing the more accurate wall-shear

stress values. The lack of an SGS model in ILES may result in an underprediction

of the dissipation rate and therefore, lead to the TKE being too large. So, it is

worthwhile to asses the impact of the SGS modeling in the near wall region which is

analyzed in the next section. The mean velocity does not seem to be impacted by the

modeled wall-shear stress. The Reynolds shear stress is also effected near the region

of the minimum in Cf . Since only the mean wall-shear stress is imposed on the wall

for the B F DNS case, it would be worthwhile to test adding fluctuations, which are

essential for turbulence redistribution, in the future, however, this is left out of the

current research work.
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Wall-Modeling in the DSM Framework

With results in the earlier sections showing high levels of TKE, it is necessary

to analyze whether relying upon the spatial filter as described in section 2.2.1 to

remove the unresolved turbulence scales is sufficient or not. The effectiveness of the

spatial filter is tested by carrying out a simulation using an explicit SGS model. The

DSM model described in section 2.4 is used for this purpose. This case is similar

to the B C GEWM case utilizing a coarse grid and GEWM and is denoted as case

B C DSM.
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Figure 5.25. Friction coefficient along the walls. Comparison of cases
utilizing implicit and explicit subgrid scale modeling with the DNS
[122].

For brevity, only the skin friction coefficient and the TKE plots are shown and

are plotted in figures 5.25 and 5.26 respectively. The results of the case using DSM

are compared with its counterpart that uses ILES methodology and the DNS. Unfor-

tunately, the use of DSM did not help in damping the TKE near the walls, and the

results show no variation from the case utilizing the ILES methodology. Another case

using a fine grid and similar to B F GEWM was also tested using DSM as the SGS
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Figure 5.26. Turbulent kinetic energy at various streamwise locations.
Comparison of cases utilizing implicit and explicit subgrid scale mod-
eling with the DNS [122].

model which showed no differences with its counterpart simulation using the ILES

methodology. Since the primary focus of the current research is to check different wall

models within the framework of an ILES SGS model, no further tests using DSM have

been carried out.

5.2.3 Summary and Conclusions

The simulations of flow through a converging-diverging channel have been com-

pleted to validate and analyze the wall-models that have been implemented in the

modular-LES code. A total of eight simulations were performed to understand the be-

havior of the wall-models, grid quality, and SGS modeling. The following conclusions

can be drawn from the analyses of flow through a converging-diverging channel.

A few discrepancies are noticed between the wall-modeled simulations and the

DNS. The results show that an adequate grid resolution is required to capture the flow

dynamics accurately. The fine grid used in the current study can predict the flowfield

with good accuracy away from the walls. However, the grid resolution utilized in the
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present study is not fine enough to capture the flow physics in the near wall region.

The grids used are unable to predict the separation that occurs on the lower wall.

Kuban et al. [126] carried out multiple wall-resolved LES simulations of the same

converging-diverging channel flow operating at the same conditions and found that a

streamwise resolution of 45 wall units at the summit of the bump is necessary to model

the recirculation region. In the current simulations, the grid resolution is coarser than

the proposed value. It must be noted that the spatial discretization provided in table

5.5 are at the inlet, and since a uniform grid is used in the current simulations, these

values increase as the flow accelerates downstream. However, an attempt to further

increase the grid resolution is not made, as the primary focus of the research is for

testing wall-models for flows subjected to acceleration and not for decelerating flows

or flows having separation. The grids used also overpredict turbulent kinetic energy

and Reynolds shear stress in the near wall region. The overprediction of turbulent

quantities improves with grid resolution.

The wall-models are found to be sensitive to the pressure gradients in the regions

of acceleration and deceleration and produce approximately similar results in the

straight section before and after the bump. Among the wall-models used, the IWM

captures the peak wall-shear stress noticed in the DNS results but does so at a slightly

downstream location. However, the wall-models are unable to capture the flow sepa-

ration occurring on the lower wall. The current cases utilizing the GNEWM predict

the wall-shear stress better than Chen’s [123] wall-modeled cases using GNEWM. The

imposed boundary condition specified by the wall-models shows only a weak impact

on the LES. However, using a more accurate wall-shear stress from DNS improved

results but did not adequately address the differences. The use of an explicit SGS

model predicts similar results as that of the ILES methodology.
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6. AEROACOUSTICS OF JETS FROM SMC000 NOZZLE

The previous chapters discussed the preliminary simulations of the SMC000 nozzle

using a shorter domain, development of various wall-models and testing of them for

two accelerating flows. The knowledge gained from these chapters is applied to the

wall-modeled simulations of the SMC000 nozzle using an extended domain for noise

predictions.

The newly implemented wall-models, especially IWM, performed well for the ac-

celerating flows. However, the boundary condition imposed by IWM is ineffective

in reducing the TKE levels in comparison with the DNS results. The TKE levels

only decrease with grid refinement. But grid refinement is not a feasible option as it

increases the simulation cost. On the other hand, the results from Chapter 4 show

that reducing the inflow velocity and density fluctuations added to the mean flow

effectively reduces the TKE levels of the wall-modeled simulations. The approach of

controlling the inflow fluctuations seems to be a viable option due to the low costs

involved in running the simulations using a shorter domain. Utilizing this postdiction

process, a simulation using an extended domain can be set up for noise predictions.

In the current wall-modeled simulations of the SMC000 nozzle for noise predictions,

the latter approach of controlling the fluctuations at the inflow is employed along with

the GEWM. The GEWM is cheaper than the GNEWM or IWM. Unlike the GEWM,

wall-models like the GNEWM or IWM constitute a system of equations that need to

be solved iteratively. A total of two wall-modeled simulations operating at the SP12

condition are carried out to this end and compared with the available experimental

and simulation flowfield and acoustic data. However, due to the unavailability of the

flowfield experimental data at the SP12 operating condition, simulations were also

carried out using the operating condition referred to as SP07 by Tanna et al. [56] for

which both near-field flow measurements [62] and acoustic data [8] are available.
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The remainder of this chapter is organized by first discussing the wall-modeled

simulations of the SMC000 nozzle operating at the SP12 operating condition in Sec-

tion 6.1. Later, in Section 6.2 the simulations carried out at the SP07 operating

condition are discussed. The computational domain, simulation settings and results

are also discussed in each of the sections.

6.1 Wall-modeled Simulations at the SP12 Operating Condition

The details about the nozzle and operating conditions are described in section

4.1. The first wall-modeled case was simulated by reducing the differences that exist

between the settings of the previous wall-resolved simulation of Dhamankar et al. [48]

and wall-modeled simulation of Aikens [45]. This case is referred to as SF WM and

uses similar inflow conditions as that of the wall-resolved case. The simulation settings

of the SF WM case are similar to that of the SS 12 GEWM case described in Chapter

4. The second case was simulated by adjusting the amplitudes of the density and

velocity fluctuations added to the mean flow at the inflow. In Chapter 4, reducing

the amplitudes of the velocity and density fluctuations by 65% compared to the

SS 12 GEWM case helped in approximating the Reynolds stresses of the wall-resolved

simulation at the nozzle exit. So, here the second wall-modeled case is simulated by

reducing the fluctuation levels by 65% from that used in SF WM. This case is referred

to as SF WM LIT and is similar to the SS 12 TURB 0.35 case described in Chapter

4.

6.1.1 Simulation Setup

The computational domain and boundary conditions used in these current simu-

lations are similar to those of the shorter domain simulations that are described in

Section 4.2.1. However, downstream of the nozzle, the domain is extended to 80Rj

and 20Rj in the streamwise and radial directions. The domain extents used are simi-

lar to the previous wall-resolved [48] and wall-modeled [45] SMC000 simulations. The
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sponge zone near the outflow boundary is now located in the region between x = 70Rj

and x = 80Rj. As mentioned previously, the GEWM is used in the two wall-modeled

cases simulated here.

Table 6.1. Domain and grid information for the wall-modeled SMC000
SP12 simulations.

Superblock Description Nx Nr Nθ

1 Nozzle 288 75 512

2 Downstream of nozzle exit 626 75 512

3
Downstream of nozzle exit

along the nozzle lip
626 30 512

4
Above the nozzle and

upstream of its exit
80 160 512

5 Downstream of Superblock 4 626 160 512

The grid used for the current wall-modeled simulations is shown in figure 6.1 and

is designed using the commercial grid generation software Pointwise. The grid is

similar to that used in the wall-modeled SMC000 simulation by Aikens [45]. The

wall-modeled grid is designed from the wall-resolved grid by coarsening it in the

boundary layer inside the nozzle which also affects the grid resolution in the shear

layer developing downstream of the nozzle exit. However, the exterior portions of the

grids do not correspond exactly, and the placement and resolution of the ADS differ,

with the wall-modeled grid having a finer resolution on the ADS. This affects the

high frequency portion of the spectra, as discussed in the far-field acoustics results

section. The current grid resolution is the same inside and outside of the nozzle (up

to 5Rj and 3Rj in the streamwise and radial directions) as the coarse grid described

in Section 4.2.2. At other locations, the grid is smoothly stretched in the streamwise
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and radial directions. The overall grid is made up of 101 million grid points, and the

details are tabulated in table 6.1.

(a) Near Nozzle

(b) Whole Domain

Figure 6.1. A streamwise slice of the grid used for the wall-modeled
SMC000 SP12 simulations. Every fourth point is shown.

The table 6.2 shows the additional settings used in the two wall-modeled simula-

tions. The times shown in the table are in terms of the reference time, T = Rj/Uj.
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The case SF WM was completed on the Stampede 2 supercomputer of the Texas

Advanced Computing Center (TACC) whereas the case SF WM LIT was completed

using both the Stampede and Stampede 2 supercomputers of TACC. By making use

of the solution from a previous wall-modeled simulation, the current wall-modeled

cases SF WM and SF WM LIT were simulated only for 80T to remove the tran-

sients. The total cost to complete the current wall-modeled cases if run entirely on

Stampede 1 or Stampede 2 are reported in table 6.2. Lastly, as described in Section

2.6.3, the minimum and maximum Strouhal numbers based on the acoustic sampling,

Stmin and Stmax, are also shown in table 6.2.

Table 6.2. Remaining simulation settings used in the wall-modeled
SMC000 SP12 simulations.

Time Details

Time step size, ∆t (T ) 8× 10−4

Transient period (T ) 80

Statistics gathering period (T ) 344

Max CFL Numbers (x, r, θ) (0.34, 0.92, 0.70)

Acoustic Sampling

Output Frequency (timesteps / sample) 40

Total Samples 10750

Stmin 5.8× 10−3

Stmax 31

Machine Details

Machine TACC Stampede TACC Stampede 2

Cores 2800 2800

Cores per node 16 68

Cost (core-hours) 81,000 —

Cost (node-hours) — 4662
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The instantaneous flowfield data required by the FWH method for the prediction

of farfield acoustics are collected on different ADS as shown in figure 6.2. The ADS

conforms to a given set of grid lines. The surface S WR used for the previous wall-

resolved case [45] starts at a radius of 2.8Rj at x = 0 and gradually increases in

radius to a value of 11.9Rj at x = 40Rj and remains constant until x = 60Rj. The

surface S WM 1 used for the previous wall-modeled simulation [48] starts at a radius

of 2.8Rj at x = 0 similarly to the wall-resolved case and gradually increases in radius

to a value of 10Rj at x = 40Rj and remains constant until x = 60Rj.

Figure 6.2. Contour plot of instantaneous axial velocity showing the
acoustic data surfaces used in the wall-modeled SMC000 SP12 simu-
lations.

The surface S WM 1 is located on the portion of the grid having a finer resolution

in comparison with the surface S WR, which could affect the high frequency portion

of the spectra. To keep the differences between the simulations minimal, in the

current wall-modeled simulations, along with the surface S WM 1, two more surfaces,

S WM 2 and S WM 3 are used for collecting the flowfield data such that they are

closely matched with the surface S WR. The surface S WM 2 is set up such that

it matches the terminal radius of the surface S WR. This surface ends up having a

radius of 4.1Rj at x = 0. The surface S WM 3 is set up as a telescopic surface such

that it closely follows the surface S WR. For both, the final radius is kept constant

for x > 40Rj. An end-cap is located at x = 60Rj for all of the surfaces.
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6.1.2 Discussion of the Flowfield Results

This section discusses the flowfield results of the SMC000 nozzle wall-modeled sim-

ulations and comparisons are made with the wall-resolved simulation of Dhamanakar

[48]. Since the experimental flowfield data is unavailable at the SP12 operating con-

dition, the simulations results are not compared with the experimental data. As

mentioned previously in Section 4.3, the wall-resolved simulation is referred to as

WR. The radial profiles at the nozzle exit are plotted in figures 6.3 and 6.4. The

results of the wall-modeled simulations at the nozzle exit are similar to their counter-

part shorter domain simulations discussed in Section 4.3. The mean velocity profiles

plotted in figure 6.3(a) are qualitatively similar to each other, and so are the density

profiles which are shown in 6.3(b). The differences in the near wall grid resolution

affect the boundary layer development between the wall-resolved and wall-modeled

simulations. However, the boundary layer of the SF WM LIT case has a better agree-

ment than the SF WM case when compared with the WR case. The simulations show

that the velocity decreases towards the centerline. This effect may be due to the 2-D

nature of the flow because the nozzle is short and similar behavior might exist even

in the experiments.

Various boundary layer parameters that characterize the boundary layer at the

nozzle exit are also tabulated in table 6.3 for the three cases. Since the mean velocity

decreases towards the centerline, the peak velocity in the boundary layer, up, is used

as the reference quantity in the computation of boundary layer parameters. The

location of the peak velocity, rp, is used to define the edge of the boundary layer,

unlike the traditional approach of using a point in the boundary layer where the

velocity reaches 99% of the freestream velocity. It is clear that the SF WM LIT data

are closer to the WR results than are the SF WM data for all quantities except the

shape factor. Note that a higher shape factor indicates that the boundary layer is

less turbulent. This is consistent with the SF WM LIT case having lower prescribed

inlet turbulence compared to the SF WM case.
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Figure 6.3. Comparison of the mean radial profiles at the SMC000
nozzle exit of the wall-modeled simulations with the wall-resolved sim-
ulation.
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Figure 6.4. Comparison of the rms fluctuating velocities and Reynolds
shear stress at the SMC000 nozzle exit of the wall-modeled simulations
with the wall-resolved simulation.
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Table 6.3. Boundary layer parameters at the SMC000 nozzle exit of
the wall-modeled and wall-resolved simulations.

WR SF WM SF WM LIT

Peak velocity (up/Uj) 0.9625 0.9467 0.9530

Location of peak velocity (rp/Rj) 0.9323 0.9197 0.9310

Boundary layer thickness (δp/Rj) 0.0683 0.0808 0.0696

Displacement thickness (δ∗p/Rj) 0.0073 0.0087 0.0085

Momentum thickness (θp/Rj) 0.0037 0.0043 0.0041

Shape factor (H = δ∗p/θp) 1.9751 2.0178 2.0635

The rms fluctuating velocities in the axial, radial and azimuthal directions at the

nozzle exit are plotted in figures 6.4(a) to 6.4(c). As mentioned before, the trends

are similar to those discussed in Section 4.3. Controlling the turbulence levels at

the inflow helps in matching the turbulence levels of the SF WM LIT case with the

WR case. The turbulence levels of SF WM LIT and WR cases are much lower than

those of the theSF WM case. The Reynolds shear stress is shown in figure 6.4(d) also

follows the general trends of the rms fluctuating velocities among the three cases.

The contours of TKE plotted in figure 6.5 show the qualitative development of the

turbulence inside the nozzle for the wall-modeled and wall-resolved simulations. The

TKE is computed using equation 4.2. All of the simulations show qualitatively similar

trends. The TKE reduces initially in the redevelopment region until the development

of realistic turbulence from the artificial turbulence specified at the inflow [16]. After

the recovery to realistic turbulence, the TKE then begins to increase and reaches a

peak at the beginning of nozzle contraction before reducing towards the nozzle exit

due to the flow acceleration. At the inflow boundary, the peak mean TKE for the

SF WM case is higher than the WR case by 6.6%. Although the differences are minor,

the TKE for the SF WM case is almost twice that of the WR case near the beginning

of the nozzle contraction, leading to higher turbulence at the nozzle exit. In contrast,
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the lowering of turbulence levels at the inflow by 65% for the case SF WM LIT causes

the TKE to be in the range of the WR case at the start of the nozzle contraction and

thereby to reach similar levels towards the nozzle exit.

(a) WR (b) SF WM

(c) SF WM LIT

Figure 6.5. TKE contours close to the nozzle wall for the wall-modeled
and wall-resolved simulations.

The flow characteristics downstream of the nozzle are examined by comparing the

profiles along the centerline and lipline of the nozzle. The wall-modeled simulation

results along the centerline are also compared with the experimental data of Bridges

and Wernet [127] and Arakeri et al. [128] along with the wall-resolved simulation,

similar to the comparison made by Aikens [45]. The nozzles and operating conditions

used in the experiments are different from those of the simulations performed here.

The experimental data of Bridges and Wernet is for the unheated jet (as opposed to

the isothermal jet in the simulations) through the acoustic reference nozzle operating

at Mach 0.98 and having a Reynolds number based on the diameter of approximately

1.5 million. Whereas the data from Arakeri et al. [128] are for a slightly heated jet
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(TTR=1.13) through a nozzle operating at Mach 0.9 and having a ReD = 500, 000.

Details about the nozzle are not provided by Arakeri et al. [128].

Table 6.4. Potential core lengths of the SMC000 nozzle simulations
and related experiments.

Case Potential Core Length

WR 14.8Rj

SF WM 16.7Rj

SF WM LIT 16.2Rj

Bridges and Wernet 16.0Rj

Arakeri et al. 15.3Rj

The mean axial velocity along the centerline is plotted in figure 6.6(a). The results

of the wall-modeled simulations match well with both the wall-resolved simulation and

experimental results. However, the potential core length, defined as the length of the

jet downstream of the nozzle exit where the velocity is greater than 0.95Uj, is slightly

different between the results. The potential core lengths are tabulated in table 6.4

for both the experiments and simulations. The trends seen between the WR and

SF WM cases are consistent with the findings of Bogey et al. [57], who noticed that

an increase in turbulence levels at the jet exit lengthens the jet’s potential core. The

wall-modeled case SF WM which has higher turbulence levels at the nozzle exit ends

up with a longer potential core. That said, the turbulence levels in the BL for the

WM-LIT case are similar to those of the WR case yet the potential core is longer.

The inverse of the centerline velocity is plotted against the Witze correlation [129],

W (x), in figure 6.6(b) to analyze the downstream decay rate. The Witze correlation

is defined as

W (x) = 0.08(1− 0.16Mj)

(
ρ∞
ρj

)0.28(
x− xc
Rj

)
, (6.1)

where xc is the potential core length and Mj is the jet exit Mach number. For jets

operating at different temperature ratios and Mach numbers, the Witze correlation
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Figure 6.6. Comparison of centerline velocity results of the SMC000
nozzle wall-modeled simulations with the wall-resolved simulation and
experiments.
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collapses the centerline velocity data. The decay rates are close to each other for both

the experiments and simulations. Furthermore, to compare the results quantitatively,

the slope of the inverse velocity with respect to W (x), m, is calculated for 0.5 <

W (x) < 1.5 and shown in the figure legend for each result. The jet of the SF WM

case decays very similarly to the experimental data. The computed slopes show

similar velocity decay rates for the WR and SF WM LIT cases.

Finally, the rms of axial fluctuating velocity is plotted along the centerline and

lipline in figure 6.7. Along the centerline, the three simulation results are very similar.

However, the results of the WR case show a rapid increase in rms levels close to the

nozzle exit. This is due to the higher turbulence levels along the lipline (plotted in

figure 6.7(b)) for the WR case, which cause the shear layer to spread more rapidly

leading to an increase in turbulence along the centerline and a shorter potential core.

The limited statistical sampling might be the possible reason for the differences seen

at the downstream locations along the centerline. The simulations compare well with

the experimental data of Arakeri et al. but deviate from the experimental data of

Bridges and Wernet at the downstream locations. Bridges and Wernet’s data show

higher levels at the downstream locations. Perhaps the different operating conditions

of Bridges and Wernet’s experiment from the other cases cause the discrepancies.

Figure 6.7(b) shows the rms of axial fluctuating velocity for the wall-modeled

and wall-resolved cases along the lipline. There are slight variations of the u′rms

between the three simulations. The u′rms of the WR case peaks higher and slightly

downstream from the nozzle exit than that of the wall-modeled simulations. Although

the differences in the exit turbulence levels between the WR and SF WM LIT are

reduced, the u′rms of the WM-LIT case still peaks lower than that of the WR case.

The difference could be due to the slightly higher turbulence levels in the BL noticed

at the nozzle exit for the SF WM LIT case compared to the WR case. These results

show the sensitivity of the flow development in the shear layer due to the turbulence

present in the BL at the nozzle exit. The trends noticed so far are per the findings

of Bogey et al. [57] described earlier. The lengthening of the jet’s potential core with
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increased boundary layer turbulence at the nozzle exit has already been noted from

the mean axial centerline velocity comparisons. Another trend seen here is of lower

peak intensity in the shear layer with increased boundary layer turbulence at the

nozzle exit. The propagated farfield noise is discussed next.

6.1.3 Discussion of the Farfield Acoustics Results

This section discusses the farfield acoustic results of the current wall-modeled

simulations SF WM and SF WM LIT and compares with the results of the wall-

resolved simulation [48] and the experiments of Tanna et al. [56] and Brown and

Bridges [17]. The experiments were conducted at a higher Reynolds number of 106.

The SMC000 nozzle is used in the experiments of Brown and Bridges [17], whereas

Tanna et al. use ASME nozzles in their experiments [130]. Only the acoustic results

of the surface S WM 1, shown in figure 6.2, are presented here for the current wall-

modeled simulations. The surface S WM 2 is a loose surface and is not able to

capture the high frequency noise, resulting in an underprediction of the overall noise

at the observer locations. Besides, the surface S WM 3 shows the same trends as the

surface S WM 1. So, the results of surfaces S WM 2 and S WM 3 are not discussed

for brevity.

The farfield acoustics of the simulations are computed using the FWH method

along with the end-cap methodology from Ikeda et al. [98] as described in section

2.6. The noise at the farfield is computed at discrete observer locations which are

positioned along an arc located at a distance of 144Rj from the nozzle exit, and

varying at uniform intervals between Θ = 15◦ and 180◦. Here, Θ is the angle made

by the observer with the downstream jet axis. The spectra and OASPL obtained at

each observer location are also averaged in the azimuthal direction for smoothing. In

the azimuthal direction, the farfield acoustics are computed at eight uniformly-spaced

locations. The data is converted to dB using a reference pressure of 20 µPa along

with ρj = 1.23 kg/m3 and Uj = 305 m/s.



138

The sound pressure level (SPL) values from Brown and Bridges [17] are measured

along an observer arc with a radius of 100Rj. To compare with the acoustic data of

Tanna et al. [56] and simulations, Brown and Bridges [17] data are scaled assuming

spherical spreading to the observer radius of 144Rj using

SPLnew = SPLold + 20 log10

(
Rold

Rnew

)
. (6.2)

Figure 6.8 shows the overall sound pressure level (OASPL) at various observer

angles, Θ. The OASPL is computed using the one-third octave spectra for Stmin ≤
St ≤ Stmax. Comparing the WR and SF WM cases, the maximum difference at any

given observer angle between 15◦ ≤ Θ ≤ 130◦ is limited to 1.09 dB. The noise levels

of the SF WM case underpredicts the WR case. This underprediction is due to the

corresponding higher turbulence levels noticed in the boundary layer at the nozzle

exit of the SF WM case than the WR case. The acoustics and the corresponding

flowfield data are consistent with the trends noticed by Bogey et al. [57] explained

earlier. On the other hand, the SF WM LIT case shows higher noise levels than

the SF WM case and approaches levels of the WR case for most observer locations,

except for Θ > 130◦, with the maximum difference reducing to 0.64 dB for observers

located between 15◦ ≤ Θ ≤ 130◦. Due to the differences in the cutoff frequency

between the simulations, the OASPL is also computed using one-third octave SPL

for the limited range Stmin ≤ St ≤ 2 for both experiments and simulations. These

results are shown in figure 6.8(b). This comparison shows that for observers located

between 15◦ ≤ Θ ≤ 130◦, the maximum difference between the WR and SF WM cases

increases to 1.46 dB as opposed to 1.03 dB between the WR and SF WM LIT cases.

The three simulations compare very well with the data from Brown and Bridges [17]

except for observers at Θ < 40◦. Differences exist between the simulation results

and the experimental data of Tanna et al. [56] when the OASPL is computed using

the data in the Stmin ≤ St ≤ Stmax range. However, these differences are reduced

when the OASPL is computed using the data only in the Stmin ≤ St ≤ 2 range.

This is especially true for the WR case, which compares well with the data of Tanna

et al. at most of the observer locations, for Θ > 40◦. The use of ASME nozzles
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Figure 6.8. Comparison of OASPL at R = 144Rj of the SMC000
nozzle wall-modeled simulations with the wall-resolved simulation and
experiments.
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featuring higher contraction ratios [131] in the experiments by Tanna et al. might

have resulted in the developing boundary layer being laminar, leading to increased

noise levels. While Tanna's OASPL data is louder than that of Brown and Bridges for

Θ ≥ 45◦, the peak noise level is lower. However, the spectrum at Θ = 30◦ discussed

further below and presented in figure 6.9(a), shows that the peak in Tanna's spectrum

is higher than that of Brown and Bridges and Tanna's low frequency noise levels are

higher. Brown and Bridges spectrum is higher at higher frequencies and over a wider

range of frequencies, leading to a greater value of OASPL. This behavior is consistent

with the boundary layer in Tanna's experiment being quasi-laminar.

Finally, the one-third octave spectra are plotted for various observer angles, Θ, in

figure 6.9 to provide better insight into the acoustic results. The plots show that the

wall-modeled cases have a higher cutoff frequency than that of the wall-resolved case,

which is likely due to the wall-modeled grid having a finer resolution on the ADS.

It should be noted that the grid resolution dictates the maximum Strouhal number

that can be resolved. This cutoff Strouhal number, Stg,max, can be approximated

using equation 2.50. The trends seen here follow the observations noticed earlier

in the OASPL. The higher turbulence intensities at the nozzle exit of the SF WM

case cause its sound pressure level (SPL) to be lower than that of the WR case.

However, comparing the SPL between the SF WM and SF WM LIT cases at higher

observer angles, the noise levels are higher for the SF WM LIT case at higher Strouhal

numbers. For all observer angles, the SPL of the SF WM LIT case fluctuates over the

SPL of the WR case at lower Strouhal numbers. However, for larger observer angles,

the SPL of the SF WM LIT case becomes louder and closer to that of the WR case at

higher Strouhal numbers. Like the results of the OASPL, the one-third octave spectra

of simulations are closer to the experimental data of Brown and Bridges [17] than the

data of Tanna. Tanna's data is louder than Brown and Bridges data, especially at

higher frequencies. Similar discrepancies are also noted by other researchers [130–132].

The differences between the experiments are attributed to the state of the boundary

layer at the nozzle exit by Karon and Ahuja [130]. In the current context, it is essential
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that the simulations reproduce the experimental boundary layer to predict the noise

accurately. Unfortunately, the state of the boundary layers inside the nozzle is not

available for the current flow condition making it hard to validate the simulations

with experiments.
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Figure 6.9. Comparison of One-third octave spectra at R = 144Rj of
the SMC000 nozzle wall-modeled simulations with the wall-resolved
simulation and experiments.

The largest discrepancies between the simulations and experiments noticed in

the OASPL results for low observer angles can be further analyzed from the spec-

tra at Θ = 30◦ plotted in figure 6.9(a). In comparison with the experiments, at
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lower Strouhal numbers, the simulation results show an underprediction of the SPL

whereas the simulations, especially the WR and SF WM LIT cases, overpredict for

2 < St < 6. The overprediction can also be noticed at other observer angles. As

described by Aikens [45], the reasons for the differences at lower Strouhal number are

still unknown and need further study by varying grid resolution, Reynolds number,

and boundary layer thickness. Additionally, it would also be worthwhile to collect

statistics for more extended times so that there would be ample time for the low fre-

quency pressure signatures to be collected on the ADS resulting in smoother spectra.

Similar discrepancies at lower observer angles are also reported in references [95,133].

However, some insight can be drawn from the studies of Bogey et al. [134] to un-

derstand the discrepancies at higher Strouhal numbers. Bogey et al. carried out

nozzle simulations by perturbing laminar boundary layers over a range of Reynolds

numbers to study the effect of Reynolds number on the computational results. Their

results show that with an increase in Reynolds number, the noise is reduced over a

range of frequencies at higher observer angles, whereas at lower observer angles, only

noise at higher frequencies is reduced. So, the use of a lower Reynolds number in

the current simulations could have caused the differences with the experiments at

higher Strouhal numbers. Given the above discussion, and the significant impact on

the radiated noise due to subtle changes in the nozzle exit conditions, it is essential

for the experimental research community to measure detailed flow conditions at the

nozzle exit along with the farfield noise. Having such experimental datasets would be

helpful for future comparisons between simulations and experiments.

6.1.4 Summary and Conclusions

In this work, two wall-modeled simulations using the generalized equilibrium wall-

model were completed for a Mach 0.9 isothermal jet through an SMC000 nozzle [8].

A Reynolds number of ReDj = 100, 000 is used in the simulations. The results of the

simulations are compared and validated with the similar wall-resolved LES simula-
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tion [48], experimental flowfield [127,128] and acoustic data [17,56]. Differences exist

between the wall-modeled simulations and the wall-resolved simulation. However,

given the cost-benefit of the wall-modeled simulation over the wall-resolved simula-

tion, the results seem to be acceptable. Compared to the wall-resolved simulation,

the wall-modeled simulation that uses similar turbulent inflow conditions, the case

SF WM, shows larger turbulent fluctuations in the boundary layer, a longer potential

core, and noise levels that are systematically lower with a maximum difference of

1.46 dB. For higher boundary layer turbulence levels at the nozzle exit, however, all

of these trends are expected based on the study by Bogey et al. [57]. The second

wall-modeled case, SF WM LIT, was simulated by reducing the velocity and density

fluctuations added to the mean flow at the nozzle inflow to more closely match the

wall-resolved Reynolds stress profiles at the nozzle exit. This improves the flowfield

and acoustic data to an extent but does not fully resolve the differences. The length of

the potential core, for example, is shortened but not to that of the wall-resolved case.

The noise levels also match more closely with the wall-resolved simulation especially

at shallow and larger observer angles, and the maximum difference is reduced to 1.03

dB.

The SF WM LIT case shows similar trends like the wall-resolved case, compare

reasonably well with the available experimental data for observers located between

40◦ ≤ Θ ≤ 130◦. At shallow observer angles for Θ < 40◦, large differences exist

between the SF WM LIT case and the experiments. These differences are also noted

in the wall-resolved simulation. Various factors such as the differences in the Reynolds

number and exit flow conditions of the experiments could be possible reasons for

the discrepancies. Similar simulation errors are also noticed by other researchers

[95, 133, 135]. Overall, given the cost advantage of the wall-model simulations, they

performed well in comparison with both the wall-resolved simulation and experiments.

While using the wall-models, the approach of controlling the inflow fluctuation levels

added to the mean inflow helped in predicting the acoustic results which are on

par with the wall-resolved simulation. It is therefore suggested that the wall-model
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in combination with the control of turbulence levels at the inflow seems to be an

efficient approach for jet noise studies until a more effective wall modeling method is

developed, possibly employing an explicit SGS model.

6.2 Wall-modeled Simulations at SP07 Operating Conditions

This section discusses the wall-modeled LES simulations of a Mach 0.9832 jet

through an SMC000 nozzle operating at a Reynolds number of ReDj = 106. The

operating condition corresponds to the SP07 test condition designated by Tanna et

al. [56]. The SP07 operating condition is given in table 6.5. Unlike the isothermal

condition of SP12, the SP07 operating condition corresponds to an unheated jet. The

Reynolds number used here is similar to what is used by Dhamankar et al. [136] for

the SP07 case. Dhamankar et al. [136] carried out an SMC000 nozzle wall-modeled

simulation on a higher resolution grid consisting of 330 million grid points using

an immersed boundary method. An immersed boundary method was incorporated

into the modular LES code by Dhamankar et al. [136]. Due to the unavailability of

experimental data at the nozzle exit, Dhamankar et al. [136] set up the simulation

initially by comparing with the published experimental results available at x = 8Rj.

They were able to obtain a good agreement between the mean and rms fluctuating

velocity in the axial direction is obtained.

However, when later compared with more complete unpublished experimental

data, it was found that the simulation of Dhamankar et al. [136] has a thinner shear

layer and higher turbulence levels in the shear layer just downstream the nozzle exit,

thereby leading to underprediction of noise in comparison with the experiments. So,

in the current work, similar to the preliminary analysis carried out for the SMC000

nozzle operating at the SP12 condition, preliminary simulations are carried out at the

SP07 operating condition. The boundary layer thickness, δ99,i in these simulations is

double than what was used by Dhamankar et al. in their LES simulation. This is to

match the shear layer thickness with the data from the experiment [62] at x = 0.2Rj.
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Table 6.5. SP07 Operating conditions used for SMC000 nozzle simulations.

Parameter Value

Acoustic Mach number at nozzle exit (Ma = UJ/c∞) 0.9000

Mach number at nozzle exit (MJ = UJ/cJ) 0.9832

Nozzle exit to ambient static temperature ratio (TJ/T∞) 0.8380

Dimensional ambient temperature(T ∗∞) 293 K

Nozzle temperature ratio (TTR = T0/T∞) 1 (Unheated jet)

Nozzle pressure ratio (NPR = p0/p∞) 1.8563

Reynolds number at nozzle exit (ReDJ = ρJUJDJ/µJ) 106

The velocity and density fluctuations added to the inflow are also adjusted to match

the experimental data at locations just downstream of the nozzle exit.

Therefore, a total of three wall-modeled simulations were carried out using a short

domain. The first simulation referred to as SS 7 is identical to the settings of the LES

simulation of Dhamankar et al., except for the boundary layer thickness. Unlike the

simulation of Dhamankar et al., the SS 7 case does not use the immersed boundary

method. The other two cases are carried out by halving and doubling the velocity

and density fluctuations added to the inflow in comparison with the SS 7 case. These

cases are referred to as SS 7 TURB 0.5 and SS 7 TURB 2, respectively.

As mentioned earlier, based on the results of the preliminary simulations, a simula-

tion using an extended domain of the SMC000 nozzle operating at the SP07 condition

was planned for noise predictions. However, the changes made in the settings of the

preliminary simulations did not produce the desired experimental flowfield results

consistently for all streamwise locations. The results are discussed later. Therefore,

noise prediction for an SMC000 nozzle operating at the SP07 condition using an ex-

tended domain is not carried out. The following sections present more details of the

preliminary simulations set up along with their results.
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Table 6.6. Remaining simulation settings used in the wall-modeled
SMC000 SP07 preliminary simulations.

Time Details

Time step size, ∆t (T ) 9× 10−4

Transient period (T ) 40

Statistics gathering period (T ) 40

Max CFL Numbers (x, r, θ) (0.38, 1.12, 0.73)

Machine Details

Machine TACC Stampede 2

Cores 1008

Cores per node 48

Cost (node-hours) 100

6.2.1 Preliminary Simulations Setup

The computational domain and boundary conditions used for the current simula-

tions are similar to the ones used earlier as described in section 4.2.1. The generalized

equilibrium wall-model is applied on the inner wall of the nozzle. As mentioned earlier,

a boundary layer thickness of δ99,i = 0.14Rj is used in the current set of simulations.

The integral length scales are set to {1.28, 0.25, 0.25}δ99,i in the streamwise, radial and

azimuthal directions. These values are similar to those used in the LES simulation of

Dhamankar et al. [136]. The dimensional ambient temperature is assumed to be T ∗∞ =

293 K. The coarse grid described in section 4.2.2 is used here as well. Table 6.6 shows

the additional settings used in the simulations. The times shown in the table are in

terms of the reference time T = Rj/Uj. A time-step size of ∆ = 0.9 × 10−4Rj/Uj

is used. All the simulations were completed on the Stampede 2 machine located at

TACC.
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6.2.2 Discussion of the Results of the Preliminary Simulations

This section discusses the results of the preliminary SMC000 nozzle simulations

operating at the SP07 condition. The results are compared with the numerical results

of Dhamanakar et al. [136] and experimental data of Bridges and Wernet [62]. The

experimental Reynolds number based on jet diameter is estimated to be ReDj ≈
1.43× 106. As with the other nozzle simulations, the statistical quantities presented

are averaged both in time and in the azimuthal direction. For brevity, only the mean

velocity in the streamwise direction and turbulent kinetic energy are shown in this

section.

Figure 6.10 shows the mean streamwise velocity profiles in the radial direction at

various streamwise locations. No experimental data are available at the nozzle exit.

The domain in the current simulation extends to x = 5Rj only. So, comparisons

of the present simulations are made with the reference data from the nozzle exit to

a streamwise location at x = 4Rj. At the nozzle exit, the profiles of the current

simulations are slightly different from that of the reference LES. This is likely due

to the increase in the boundary layer thickness imposed at the inflow for the current

simulations. It is also possible that the finer mesh used in the reference LES could

be the reason for the differences seen here. However, the results of the simulations

are close to each other. Further downstream at x = 0.2Rj, the location where the

experimental data is available close to the nozzle exit, the reference LES shear layer

is thinner than that of the experiment. Increasing the inflow boundary layer thick-

ness does not help in increasing the shear layer thickness of the current simulations.

Further downstream, the profiles of the simulations match better in comparison with

the experiments. The change in velocity and density fluctuation added to the inflow

does not affect the mean velocity profiles in the current simulations.

As with the mean streamwise velocity, the turbulent kinetic energy is also com-

pared with the reference data at various streamwise locations, as shown in figure 6.11.

At the nozzle exit, the reference LES data has a higher TKE than that of the SS 7



148

0.8 0.85 0.9 0.95 1
0

0.2

0.4

0.6

0.8

1

r/Rj

u
/U

j

(a) At nozzle exit

0.6 0.7 0.8 0.9 1 1.1 1.2

0

0.2

0.4

0.6

0.8

1

r/Rj

u
/U

j
(b) At x = 0.2Rj

0.6 0.8 1 1.2 1.4 1.6

0

0.2

0.4

0.6

0.8

1

r/Rj

u
/U

j

(c) At x = 1Rj

0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.2

0.4

0.6

0.8

1

r/Rj

u
/U

j

(d) At x = 4Rj

Experiment [62] Dhamankar's LES [136] SS 7
SS 7 TURB 0.5 SS 7 TURB 2

Figure 6.10. Comparison of the mean streamwise velocity profiles at
various streamwise locations for the SMC000 nozzle.
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case. The TKE of SS 7 TURB 0.5 and SS 7 TURB 2 are lower and higher respec-

tively compared to the SS 7 case. This is per the reduction and increase of velocity

and density fluctuations added to the mean flow at the inflow for the SS 7 TURB 0.5

and SS 7 TURB 2 cases respectively. However, as the flow propagates downstream,

the TKE is almost the same in all the simulations when compared with the experi-

mental data. At x = 4Rj, the TKE of the reference LES is slightly lower than the

current simulations. This could be due to the differences in grid resolution between

the current simulations and the reference LES. The grid used in the reference LES

has a very fine resolution in comparison with the grid used in the current simulations.

The earlier SMC000 SP12 simulations followed the trends noticed by Bogey et al. [57],

who found that turbulence levels in the developing shear layer decrease with increases

in the boundary layer turbulence levels at the nozzle exit and vice-versa. However,

unlike in the previous nozzle simulations, the approach of controlling the velocity

and density fluctuations added to the inflow does not help in affecting the TKE in

the developing shear layer. The high Reynolds number and the Mach number being

closer to sonic condition could be factors that diminish the influence of the inflow

turbulence levels on the flow developing downstream.

6.2.3 Summary and Conclusions

In this work, three wall-modeled simulations using the generalized equilibrium

wall-model were completed for a Mach 0.9832 unheated jet through an SMC000 noz-

zle [8]. A Reynolds number of ReDj = 106 is used in the simulations. The results of

the simulations are compared and validated with a similar wall-modeled LES simu-

lation from Dhamankar et al. [136] and experimental flowfield data [62]. Differences

exist between Dhamankar's LES and the experiment. The shear layer thickness and

the turbulent kinetic energy near the nozzle exit of the simulation are different from

that of the experiment. In an attempt to match the experimental flowfield condi-

tions, the boundary layer thickness used in the current simulations is double what is
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used by Dhamankar et al. In addition, the velocity and density fluctuations added

to the mean flow at the inflow are also varied between the three simulations per-

formed here. Although the changes have an impact at the nozzle exit, the flowfield

developing downstream of the current simulations show characteristics similar to that

of Dhamankar's LES. This behavior is unlike the jets that operate at Mach 0.9 and

have a Reynolds number of 105 simulated earlier, which are affected by the changes

made to the velocity and density fluctuations at the inflow. This shows the limitation

of the approach of modifying the velocity and density fluctuations at the inflow to

match the experimental turbulence levels near the nozzle exit which eventually affect

the noise predictions. Further studies would therefore be necessary to understand

how the Mach number and Reynolds number influence the developing shear layer.

Since none of the current preliminary simulations reproduce the experimental flow-

field data, the initial plan to simulate a jet through the SMC000 nozzle operating at

SP07 conditions for noise prediction using the best performing preliminary simulation

settings is forfeited.
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7. SUMMARY AND RECOMMENDATIONS FOR

FUTURE WORK

7.1 Summary

The cost advantage of the wall-modeled LES over the wall-resolved LES makes the

use of wall-models vital to control the costs of the already expensive LES simulations

required for jet aeroacoustics. At the same time, the stresses supplied by these models

should be accurate enough to maintain the fidelity of the simulations. Most of the

nozzle design concepts used for noise reduction show less than 4dB noise reduction in

noise peak amplitude. However, the wall-modeled SMC000 simulation underpredicts

the noise by 1.3 dB compared to its counterpart wall-resolved simulation [45]. This

accounts for over 25% of the noise difference noticed due to the use of various noise

reduction techniques. Therefore, the current study is focused on understanding the

cause of the differences and improving the fidelity of the wall-modeled LES for jet

aeroacoustics.

The first part of the study is focused on assessing the modular-LES code [45–49]

by carrying out preliminary SMC000 wall-modeled simulations using a short domain

operating at the SP12 condition [56]. The condition corresponds to a Mach 0.9

isothermal jet and the Reynolds number based on diameter used in the LES is 105.

Multiple simulations were performed by varying the integral length scales and velocity

fluctuations at the inflow, the wall-model formulation, and the grid compared to

what was used in the reference wall-modeled SMC000 simulation [45]. The near-field

statistics presented show that varying the integral length scales and wall-model has

a negligible impact on the flowfield. The integral length scales are modified to match

those of the reference wall-resolved simulation [48]. The first grid point off the inner

nozzle wall is located below the logarithmic law region, where the equilibrium wall
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model (EWM) is not valid, leading to the prediction of incorrect values of the wall-

shear stress. Therefore, a new wall-model, the generalized equilibrium wall model

(GEWM) [29], is implemented in the modular-LES code and tested. The GEWM

extends the validity of the current EWM, which is only valid in the log-law region of

a turbulent boundary layer that is in equilibrium, to include the viscous sub-layer and

buffer region as well. Lowering of the velocity fluctuations at the inflow and refining

the grid help in reducing the excessive amplitude of the Reynolds stresses at the

nozzle exit. The Reynolds stresses at the nozzle exit are reduced to levels similar to

those of the wall-resolved simulation. However, by altering the velocity fluctuations,

the wall-modeled LES is no longer predictive, and multiple simulations have to be

carried out to match the Reynold stresses in the shear layer with experimental data (if

available) to obtain better acoustics predictions. On the other hand, refining the grid

increases the simulation cost and may defeat the purpose of wall-modeling. These

disadvantages show the need to further reassess the wall-models used.

The accelerating flows encountered in nozzle flows have developing boundary lay-

ers that deviate from an equilibrium state. Therefore, two new non-equilibrium wall-

models are implemented into the modular-LES code and verified along with the exist-

ing wall-models based on the equilibrium assumption. The new wall-models are the

generalized non-equilibrium wall model (GNEWM) given by Shih et al. [33, 60] and

integral wall-model (IWM) of Yang et al. [61]. The wall-models are applied to two

non-canonical flows and verified. They are the flow through a converging-diverging

channel and a spatially developing accelerating boundary layer.

The results presented for the spatially developing accelerating boundary layer

show that the mean velocity is found to be insensitive with the grid-refinement per-

formed in the wall-normal direction. Whereas other results, such as the skin-friction,

Reynolds number based on momentum thickness, and Reynolds shear-stress, vary

with grid resolution, but show similar behavior as that of the reference data. A

grid-independent solution is not achieved with the utilized grids for the results that

are affected. A moderately refined grid that is both cost-effective and produces rea-
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sonable results among the grids used was chosen for the later simulations. All the

wall-models perform well in the non-acceleration region but not in the acceleration

region. The non-equilibrium wall-models used also do not provide an improvement

and produced results similar to those of the equilibrium wall-models. None of the

wall-models capture the deviation of the mean velocity from the logarithmic law to

laminar-like profiles in the acceleration region noticed in the reference data. This is

likely due to the overprediction of the skin-friction in the acceleration region. The

choice of the matching point location also does not affect the results. It is suspected

that the non-equilibrium contributions in the GNEWM and IWM wall-models could

have been suppressed due to the relatively low Reynolds number of the flow making

these wall-models ineffective.

The case with flow through a converging-diverging channel operates at a higher

Reynolds number than that used in the spatially developing accelerating boundary

layer case. The skin-friction predicted by each of the wall-models demonstrate the

response of the wall-models to the developing flowfield. The IWM performs better

than the other wall-models used. The current wall-modeled simulations and the

DNS show a few discrepancies. The results are seen to improve with increased grid

resolution. The finer grid utilized captures the flow dynamics better than the coarse

grid. However, the grid used is still unable to capture the flow separation noticed

in the DNS. The mean velocity, turbulent kinetic energy (TKE) and Reynolds shear

stress are seen not to be impacted by the wall-model used. A test using the wall-shear

stress from the DNS slightly improved the results but did not adequately address the

differences. The TKE and Reynolds shear stress are over-predicted in all of the

cases. It could be possible that the implicit LES (ILES) approach used in the current

simulations does not effectively dissipate the turbulence near the wall, leading to

higher turbulence levels. The effectiveness of the ILES, which lacks an SGS model, is

tested by performing a simulation using the dynamic Smagorinsky model (DSM) [66].

However, the use of an explicit SGS model predicts results similar to those of the case

using the ILES methodology.
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Two wall-modeled SMC000 simulations for noise predictions were carried out us-

ing the GEWM along with adjusting the inflow velocity and density fluctuation levels.

Since the approximate boundary conditions supplied by the wall-models are not ef-

fective, the GEWM being economical among the implemented wall-models is chosen

in these simulations. A grid with 101 million grid points is utilized. The simulations

operate at the SP12 condition and have a Reynolds number of ReDj = 105. The re-

sults are compared and validated with the similar wall-resolved LES simulation [48],

experimental flowfield [127,128] and acoustic data [17,56]. The case SF WM was sim-

ulated using similar settings to those of the wall-resolved case. The SF WM LIT case

was simulated by reducing the velocity fluctuation levels by 65% compared to the first

case, while the other settings are left unchanged. Similar to the reference wall-modeled

SMC000 simulation [45], the SF WM case shows larger turbulent fluctuations in the

boundary layer, a longer potential core, and noise levels that are systematically lower

with a maximum difference of 1.46 dB for observers located between 15◦ ≤ Θ ≤ 130◦

in comparison with the wall-resolved case. Decreasing the inflow velocity fluctuation

levels improves the noise predictions of the SF WM LIT case in comparison to the

wall-resolved case. The noise levels between the wall-modeled and wall-resolved cases

now match better at shallow and larger observer angles, and the maximum difference

is reduced to 1.03 dB for observers located between 15◦ ≤ Θ ≤ 130◦. The simulation

results compare reasonably well with the reference experiment data for observers lo-

cated between 40◦ ≤ Θ ≤ 130◦. As with the wall-resolved simulation, large differences

still exist between the wall-modeled cases and the experiments at shallow observer an-

gles for Θ < 40◦. Various factors such as the differences in the Reynolds number and

exit flow conditions of the experiments could be possible reasons for the discrepancies.

Similar simulation errors are also noticed by other researchers [95,133,135].

The approach of using the GEWM in combination with adjusting the inflow ve-

locity and density fluctuations, however, is found not to be effective from the prelim-

inary SMC000 wall-modeled simulations operated at the SP07 condition [56]. It was

planned to carry out noise predictions at this operating condition as well due to the
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availability of both flowfield and acoustic experimental data. The SP07 condition is

an unheated jet with a higher Mach number and Reynolds number compared to the

SP12 condition. A Mach number of 0.9832, and a Reynolds number of ReD = 106

are used in the simulations. Varying the inflow velocity fluctuations impacts the flow

at the nozzle exit. However, unlike the SP12 cases, the downstream flowfield devel-

opment for all the SP07 cases show similar characteristics. The tests carried out do

not help in matching the experimental flowfield data near the nozzle exit. Comparing

to the SP12 simulations, a higher Mach number which is close to sonic conditions,

and a Reynolds number that is higher by an order of magnitude are used in the SP07

simulations. These could be possible factors in the observed differences in behavior.

Further analysis would be needed to determine whether differences in Mach num-

ber and Reynolds number are the cause of the differences in the observed behavior.

Since the approach of varying the inflow velocity and density fluctuations is unable

to reproduce the experimental flowfield, it is not worthwhile to carry out simulations

for noise prediction at the SP07 operating condition. The farfield acoustics are very

dependent on the developing shear layer and it is not possible to capture the noise as

in the experiments without matching the flowfield. Therefore, simulations for noise

predictions are not performed at this operating condition.

Overall, it can be concluded that wall-modeled LES can predict reasonable re-

sults at a cheaper cost than wall-resolved LES. For jet noise predictions, the use of

a simple equilibrium wall-model in combination with controlling the inflow velocity

and density fluctuations are sufficient to produce results which are on par with the

wall-resolved results. However, the approach has limitations and it does not provide

improved predictions in all cases. The performance of the method may be dependent

on the Mach number and Reynolds number of the flow being considered. Based on

the current simulations, dependency on these quantities has not been substantiated

yet. Until a more effective approach is found or developed for use with wall-modeled

LES, the suggested postdiction process seems to be a possible option. Alternatively,

a RANS solver can be used to predict the mean flow and Reynolds stresses at the
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nozzle exit and then the LES can be performed by adjusting the inflow boundary con-

ditions to match the RANS solution at the exit. This approach would be a predictive

methodology that does not depend on experimental data.

7.2 Recommendations for Future Work

The issue of what SGS model is used should be investigated further to see whether

it makes a difference in the behavior of the LES. It is worth implementing and testing

various SGS models that are available. Such research may help in lowering of the

turbulent kinetic energy noticed in the current wall-modeled simulations and produce

results similar to reference data. When using SGS models with model constants, for

better predictions, it is necessary to calibrate the model constants for each problem

type [126]. When utilizing coarse grids, the dissipation is not modeled accurately by

the SGS models due to them not accounting for the near-wall anisotropic turbulence

[123]. Therefore, research into the development of SGS models that can be utilized

with coarse grids is worthwhile. It is also useful to look into the SGS models allowing

backscatter. Such models allow the backward energy transfer from subgrid scales

to resolved scale. The use of an explicit SGS model also impacts the noise spectra

at both high and low frequencies [71]. The noise predictions are improved at lower

frequencies, whereas the SGS model has a detrimental effect on the high-frequency

part. Therefore, care must be taken in choosing an appropriate model for aeroacoustic

studies.

The tensor transformation of Sondak and Pletcher [105] used in the current

wall-model implementation to transform the stresses from generalized coordinates

to Cartesian coordinates could be replaced and tested with some other approach.

Such an investigation may be helpful to verify or improve the accuracy of fluxes be-

ing computed at the wall boundary. For example, Chen [123] utilize the wall-shear

force as a source term in the momentum equation. The wall-shear stress given by the

wall-model is used to compute the wall-shear force.
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The digital-filter based inflow boundary condition that is available in the modular-

LES code requires the specification of five primitive variables. However, the use of five

primitive variables is unphysical. Moreover, the boundary condition also requires a

redevelopment region for the artificial turbulence to develop into physical turbulence.

However, the specification of the redevelopment region is not possible when mean

profiles from DNS or RANS are used at the inflow to match the related simulations.

So, an alternate approach should be researched to address the two issues.
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