
MAJORANA FERMIONS AND PARAFERMIONS IN HYBRID

SUPERCONDUCTOR/SEMICONDUCTOR SYSTEMS

A Dissertation

Submitted to the Faculty

of

Purdue University

by

Jingcheng Liang

In Partial Fulfillment of the

Requirements for the Degree

of

Doctor of Philosophy

December 2018

Purdue University

West Lafayette, Indiana



ii



iii

THE PURDUE UNIVERSITY GRADUATE SCHOOL

STATEMENT OF DISSERTATION APPROVAL

Dr. Yuli Lyanda-Geller, Chair

Department of physics and Astronomy

Dr. Gabor Csathy

Department of physics and Astronomy

Dr. Martin Kruczenski

Department of physics and Astronomy

Dr. Leonid Rokhinson

Department of physics and Astronomy

Approved by:

Dr. John Finley

Head of the School Graduate Program



iv

For my parents.



v

ACKNOWLEDGMENTS

I would like to express my special appreciation and gratitude to my advisor, Prof.

Lyanda-Geller for his education and guidance. I feel grateful for all his help, ad-

vice and encouragement in my research. I also want to thank Prof. Csathy, Prof.

Kruczenski and Prof. Rokhinson for serving as my thesis committee members and

Prof. Hu as my prelim committee member. Special thanks to Prof. Kruczenski for

helpful guidance of quantum field theory.

I would also like to thank my parents. They help me recognize the beauty of the

knowledge. Without their support, I will not be able to enter the graduate school to

pursue the academic career.

I want to thank my friend George Simion, who helps me a lot in research. I also

want to thank my friends Changchun Zhong, Qiang Zhang, Bin Yan, Marius Adrian

Radu, Jie Hui, Kui Zhang for their help.



vi

TABLE OF CONTENTS

Page

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1 INTRODUCTION TO MAJORANA FERMIONS . . . . . . . . . . . . . . . . 1
1.1 Overview of Majorana fermions . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 A toy model of Majorana fermions: Kitaev chain . . . . . . . . . . . . . . 4
1.3 Non-Abelian statistics of Majorana fermions . . . . . . . . . . . . . . . . 10
1.4 Majorana fermions in semiconductor systems . . . . . . . . . . . . . . . . 18

2 MAJORANA FERMIONS IN CHARGE CARRIER HOLE SYSTEMS . . . 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Hole Hamiltonian and spin orbit coupling . . . . . . . . . . . . . . . . . . 24
2.3 Effective Hamiltonians . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4 Realization of Majorana zero modes . . . . . . . . . . . . . . . . . . . . . 30
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 INTRODUCTION TO PARAFERMIONS AND QUANTUM HALL EFFECT37
3.1 Integral Quantum Hall Effect . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Fractional Quantum Hall Effect . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Edge Physics of Quantum Hall States . . . . . . . . . . . . . . . . . . . . 46
3.4 Parafermions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4 PARAFERMIONS IN THE FRACTIONAL QUANTUM HALL SPIN TRAN-
SITIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Analytic analysis of edge states on the boundary between 2

3 spin po-
larized and unpolarized states . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3 Numerical calculations on the disk . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Numerical calculations on the torus . . . . . . . . . . . . . . . . . . . . . . 66
4.5 Emergence of parafermion modes . . . . . . . . . . . . . . . . . . . . . . . 71
4.6 Numerical Calculations for Parafermionic Zero Modes . . . . . . . . . . . 73
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90



vii

LIST OF FIGURES

Figure Page

1.1 Two phases of the wire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 A superconductor-insulator-superconductor junction. Red regions indicate
s-wave superconductors (with phases φL, φR) that drives the green regions
into a 1D topological state. The dashed region is trivially gapped. The
Majorana fermions mediate a component of the Josephson current that is
4π periodic in φR − φL [10]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3 The red exchange loop on the left is a non-contractible loop, but it can be
continuously transformed to the red exchange loop on the right by rotating
about the z axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.4 The blue regions on left and right represent V−. The red curve represent
a non-contractible exchange path with winding number nw = 1. [13] . . . . . 13

1.5 Vortex in p-wave superconductor . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.6 Four well separated vortices binding Majorana zero modes . . . . . . . . . . 16

1.7 Schematic picture of the heterostructure hosting Majorana zero mode in-
side the ordinary vortex. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1 a: Ground spin-orbit state energy at Eso > gµH. b: Ground spin orbit
energy at Eso < gµH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2 A schematic picture of transformation of holes reflected from the potential
walls of the quantum wire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3 A schematic plot of the band structure of GaAs, or a general Zinc blende
type material. The blue curves denote the topmost valence band which is
described by the Luttinger Hamiltonian. . . . . . . . . . . . . . . . . . . . . . 25

2.4 The BdG energy spectra En in a 2 µm long GaAs quantum wire. B =
0.8T , Eso = 0.2meV . a: µ = 0.5Mz,∆ = 0.6Mz, sinθ = 0. The zero
energy solution exists and is well separated by a gap from the excited
states. Inset: Majorana zero mode is localized at the boundary of the
quantum wire. b,c,d: Parameters: b - µ = 0.5Mz,∆ = 0.6Mz, sinθ = 0.7; c
- µ = 0.5Mz,∆ =Mz, sinθ = 0; d - µ = 0.9Mz,∆ = 0.6Mz, sinθ = 0.7. There
are no zero energy solutions. Insets: Wavefunctions of the lowest-lying
states. Majorana zero modes disappear in cases b,c,d. . . . . . . . . . . . . 33



viii

Figure Page

2.5 a: the BdG ground state energy Es for different ∆. Mz = 0.2meV , Eso =
0.2meV , µ = 0.6Mz and sinθ = 0.2. Es ≠ 0 at ∣∆∣ < 0.2Mz or ∣∆∣ > 0.8Mz,
which correspond to ∆ < Mzsinθ and M2

z < µ2 + ∆2, respectively. b: Es
for different sinθ (µ = 0.5Mz, ∆ = 0.7Mz). Es is non-zero at ∆ <Mzsinθ.
Inset: Excitation gap versus Mz. ∆ = 0.1meV , µ = 0. The gap closes at
Mz = ∆ or ∆/Mz = sinθ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1 A schematic plot of magnetotransport measurement. A strong magnetic
field is applied perpendicular to the two dimensional electron gas(2DEG).
VL, VH and I are longitudinal voltage, Hall voltage and current, respec-
tively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 a: a schematic plot of the Landau levels. NE is the electron density .
b: The broadened Landau levels due the existence of impurity. The red
regions denote the extended states that contribute to the transport, while
blue shadow regions denote the localized states. . . . . . . . . . . . . . . . . 39

3.3 Schematic plots of the edge structure of the spin-polarized 2/3 state. a:
For the sharp clean edge confinement, a ν = 1 state may form around the
edge [77]; b: For the smooth edge confinement and with disorder, a ν = 1/3
state or other incompressible states may form [80]. . . . . . . . . . . . . . . 47

4.1 a: The schematic plot of the composite fermion energy levels. When the
magnetic field is increased, there is a level crossing(black circle) of the
Λ0↓ and Λ1↑ which leads to a spin transition from spin singlet state to
spin polarized state. b: A schematic plot of the edge states. The arrows
represent the direction of the their velocities and colors represent spin
up(red) spin down(blue). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 a: The schematic plot of the composite fermion energy levels in the bulk of
the spin polarized and unpolarized regions. b: The possible edge modes on
the boundary of spin polarized and unpolarized regions. The two modes in
the middle corresponding to Λ0↑ can pair and form a gap, thus are removed
from the low energy theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3 a: Disk geometry for the simulation domain. b: Profile of Zeeman energy.
c: Spectra of 8 electrons on the disk with profile of Zeeman energy show
in Fig. 4.3(b). They are characterized by total angular momentum Lz
and total spin Sz of particles. Edge excitations with the same Sz = 2 as in
the ground state and with Lz = 45,47, which correspond to the addition
or subtraction of a single flux, are circled black. . . . . . . . . . . . . . . . . 63



ix

Figure Page

4.4 a: The ground state electron density (red) and spin density (blue) for
8 electrons on a disk containing the domain wall between polarized and
unpolarized states at a filling factor 2/3 in a magnetic field. b: The density
profile (red) and spin polarization (blue) for the edge state M = 45. c: The
density profile (red) and spin polarization (blue) for the edge state M = 47.
d: The differences of density (red) and spin (blue) between M = 45 edge
state and the ground state. e: The differences of density (red) and spin
(blue) between M = 47 edge state and the ground state. f: Spin difference
between edge state M = 45 and M = 47. . . . . . . . . . . . . . . . . . . . . . 65

4.5 a: The torus geometry for a varying Zeeman energy. b: The amplitude
of Zeeman energy along the toroidal direction. c: Spectra of 8 electrons
on the torus without Zeeman splitting. The ground state has 3 fold de-
generacy. d: Spectra of 8 electrons on the torus with profile of Zeeman
energy show in Fig. 4.5(b). They are characterized by total momentum
(mod 12) Lz and total spin Sz of particles. Ground state is in Lz = 0 and
Sz = 2, circled red. Edge excitations with the same Sz = 2 as in the ground
state with Lz = 1,11, which correspond to the addition or subtraction of
a single flux, are circled black. . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.6 a: The ground state electron density (red) and spin density (blue) for
8 electrons on a torus containing the domain wall between polarized and
unpolarized states at a filling factor 2/3 in a magnetic field. b: The density
profile (red) and spin polarization (blue) for the edge state M = 1. c: The
density profile (red) and spin polarization (blue) for the edge state M = 11.
d: The differences of density (red) and spin (blue) between M = 1 edge
state and the ground state. e: The differences of density (red) and spin
(blue) between M = 11 edge state and the ground state. f: Spin difference
between edge state M = 11 and M = 1. . . . . . . . . . . . . . . . . . . . . . 69

4.7 a: A schematic plot of experimental realization of parafermion zero modes.
b: The spatial profile of the superconducting pairing and backscatter-
ing tunneling amplitudes ∆(x) and T (x) induced by proximity effects in
Fig.4.7(a) [64]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.8 a: A schematic plot of our system. The superconductivity is introduced
only on the top half of the torus. An in-plane magnetic field is introduced
on the bottom half of the torus but is confined in the domain wall region. b:
(top)The rectangular representation of the torus. The green shaded region
has an in-plane magnetic field and it’s located near one of the domain walls.
(bottom)The profile of the Zeeman coupling in the z direction which is
perpendicular to the surface of the rectangular. Domain walls form in two
regions [a/4, a/2] and [3a/4, a]. . . . . . . . . . . . . . . . . . . . . . . . . . . 74



x

Figure Page

4.9 a: The lowest energies in N = 2,4,6 sectors of Ht. b: Including µ = 0,
C = 0.2, the lowest energies has been shifted so N = 4 sector has the lowest
energy and it’s in the (4,1) sector. . . . . . . . . . . . . . . . . . . . . . . . . 77

4.10 a: The energy spectrum versus superconducting pairing potential ∆ with
a fixed B = 10000. The red rectangular indicates the six fold degenerate
ground state sup-space which are separated from the bulk by a gap. This
is the evidence for the appearance of parafermion modes. b: The energy
spectrum versus in plane magnetic field with a fixed ∆ = 50. The six fold
ground state degeneracy also appears and it lasts for a broader parameter
regime. The energy unit is given by e2

εlB
. The unit for the field is Tesla. . . 78

4.11 The phase diagram of our system. The red region represents states which
has six fold ground state degeneracy. The green region represents states
which has three fold ground state degeneracy and yellow region represents
states with a unique ground state. Black region represents gapless states.
To be qualified as a gap, the max energy difference between suspected
states should be at least two times as large as the second max energy
difference. In this phase diagram we observe that the six fold ground
state degeneracy regime are separated from other gapped states by gapless
regions, which means that a quantum phase transition may occur when
we go from one regime to another regime. Therefore we can call the phase
represented by the red region as the topological superconducting phase
that supports parafermionic zero modes. . . . . . . . . . . . . . . . . . . . . 79



xi

ABSTRACT

Liang, Jingcheng Ph.D., Purdue University, December 2018. Majorana Fermions and
Parafermions in Hybrid Superconductor/Semiconductor Systems. Major Professor:
Yuli Lyanda-Geller.

The quantum phase transitions and exotic excitations are exciting and important

topics of nowadays condensed matter theory. Topologically protected excitations are

of great interest for potential applications in quantum computing. This Thesis ex-

plores two examples of exotic topologically protected excitations, Majorana fermions

and parafermions in hybrid superconductor/semiconductor systems.

In the first part of the thesis, after a brief review of ideas on Majorana zero modes

in solid state systems obtained by researchers over the past decade, I present our study

of the emergence of Majorana fermions in charge carrier holes doped quantum wires.

Study of Majorana modes in this system requires understanding Luttinger holes in low

dimensions, which is also crucial for numerous spin-dependent phenomena, emerging

field of spintronics and nanotechnology. We find that hole-doped quantum wires

that are proximity coupled to a conventional s-wave superconductor is a promising

system for the observation of Majorana fermions. We advanced understanding of

Luttinger holes in quantum wells and quantum wires. We have shown that the vast

majority of earlier treatments of Luttinger holes ignored an important effect, a mutual

transformation of heavy and light holes at the heteroboundaries. We have derived

the effective hole Hamiltonians in the ground size-quantized sub-bands of quantum

wells and quantum wires. The effect of mutual transformation of holes is crucial

for understanding Zeeman and spin-orbit coupling, and results in several spin-orbit

terms linear in momentum in hole-doped quantum wires. We discuss the criterion

for realizing Majorana modes in charge carrier hole systems and show that GaAs or

InSb hole wires shall exhibit stronger topological superconducting pairing, providing
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additional opportunities for its control compared to intensively studies InSb and InAs

electron systems.

In the second part of the thesis, I first introduce the basic facts of the current the-

oretical understanding of the fractional quantum Hall effect and a theoretical model

of parafermion excitations. Parafermion zero modes are promising for universal quan-

tum computing. However, physical systems that are predicted to host these exotic

excitations are rare and difficult to realize in experiments. I present our work on mod-

eling domain walls on the boundary between gate-induced polarized and unpolarized

domains of the fractional quantum Hall effect system near the spin transitions, and

the emergence of the parafermion zero modes when such domain wall is proximity

coupled to an s-wave superconductor. Exact diagonalization of the Hamiltonian in

a disk and torus geometries proves formation of the counter-propagating edge states

with different spin polarizations at the boundaries between areas of the electron liquid

in polarized and unpolarized filling factor ν = 2/3 phases. By analytical and numerical

methods we find the conditions for emergence of parafermion zero modes in hybrid

fractional quantum Hall/s-wave superconductor system. The phase diagram indi-

cates that the parafermionic phase, which is represented by the six-fold ground state

degeneracy, is separated from other phases by a topological phase transition. Such

parafermion modes are experimentally feasible. They present a vital step toward the

realization of Fibonacci anyons that allow a full universal set of quantum operations

with topologically protected quasiparticles.
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1. INTRODUCTION TO MAJORANA FERMIONS

In this chapter I will give a brief introduction to Majorana fermions. I will first review

the original version of Majorana fermions that comes from Majorana [1]. Then I

will introduce Kitaev’s model [2]. This model is exactly solvable and has Majorana

fermions, or sometimes called Majorana zero modes in condensed matter context,

as its low energy excitations. The 2D version of Kitaev’s model is also discussed.

Furthermore, I will discuss the non-Abelian exchange statistics which is implied in

the constructions of Majorana zero modes and which makes Majorana zero modes

so important for the realizations of topological quantum computation. In the last

section, I will introduce one physical realization of Majorana zero modes in hybrid

semiconductor/superconductor systems.

1.1 Overview of Majorana fermions

In 1928, Dirac discovered his brilliant equation that describes spin 1
2 particles [3]:

(iγµ∂µ −m)ψ = 0 (1.1)

where the field ψ has four components and the γ matrices are required to satisfy the

Clifford algebra which is:

{γµ, γν} = γµγν + γνγµ = 2ηµν (1.2)

where ηµν is diag(1,−1,−1,−1), the metric tensor for flat spacetime. In the chiral

representation, the γ matrices can be written explicitly [4]:

γ0 =
⎛
⎜⎜
⎝

0 I2×2

I2×2 0

⎞
⎟⎟
⎠

, γi =
⎛
⎜⎜
⎝

0 σi

−σi 0

⎞
⎟⎟
⎠

(1.3)
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We observe that the elements of γ matrices consist of both real and imaginary num-

bers, therefore the solution to Eq. (1.1) should be a complex field. In quantum field

theory, if the field ψ creates a particle P and destroys its antiparticle P̄ then the com-

plex conjugate field ψ∗ should create the antiparticle P̄ and destroy particle P [4, 5].

Therefore, a complex field solution of Dirac equation means that ψ ≠ ψ∗ and implies

the existence of antiparticles which are different from the particles. This fact leads

to the discovery of the positron, the antiparticle of the electron.

Majorana then asks whether a spin 1
2 particle might be its own antiparticle [5].

That is, he wants to find out the real field solutions to Dirac equation. He discovers the

description of such fermion fields in 1937 [1]. His idea is to look for a representation

in which all the γ matrices are pure imaginary. One of such a representation is given

by [6]:

γ̃0 =
⎛
⎜⎜
⎝

0 σ2

σ2 0

⎞
⎟⎟
⎠

, γ̃1 =
⎛
⎜⎜
⎝

iσ1 0

0 iσ1

⎞
⎟⎟
⎠

γ̃2 =
⎛
⎜⎜
⎝

0 σ2

−σ2 0

⎞
⎟⎟
⎠

, γ̃3 =
⎛
⎜⎜
⎝

iσ3 0

0 iσ3

⎞
⎟⎟
⎠

(1.4)

In this representation, the (iγ̃µ∂µ −m) is real in the Dirac equation Eq. (1.1) so it is

natural to have solutions that satisfy the reality condition:

ψ = ψ∗ (1.5)

It is interesting to see what the reality condition means in the chiral representation.

The two sets of γ matrices are related to each other by a unitary transformation. After

this transformation, we find out that the reality condition restricts the solutions of

Dirac equation to take the following form [6]:

ψ(x) =
⎛
⎜⎜
⎝

χ(x)
−iσ2χ∗(x)

⎞
⎟⎟
⎠

(1.6)

We can check that the above form of solutions indeed transform correctly under

Lorentz transformations. If we write the Dirac spinor as ψ = (ξL, ξR)T , Lorentz trans-
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formation ψ → Λ 1
2
ψ means the upper two components ξL and lower two components

ξR transform like:

ξL → exp (−1

2
βkσ

k − i

2
θjσ

j)ξL

ξR → exp (1

2
βkσ

k − i

2
θjσ

j)ξR (1.7)

One can show that σ2ξ∗L transforms like ξR therefore Eq. (1.6) is a legitimate solution

of Dirac equation. In summary, the Majorana fields represent a certain set of solutions

of Dirac equation under the reality condition. The particles associated with these real

fields are their own antiparticles.

Although Majorana hopes that his Majorana fields might apply to some kinds of

elementary particles like neutrinos, there is no experimental evidence to clearly prove

that yet. However, after several decades, people find that the Majorana zero modes,

which are analogs of Majorana fermions, can certainly exist as elementary excitations

in solid state systems. The key idea is to introduce the superconductivity to these

materials. Theoretically, the Bogoliubov-de Gennes (BdG) equation that describes

the superconductivity in the materials with strong spin orbit coupling is similar to

the Dirac equation. The particle hole symmetry and the zero energy condition of

BdG equation play a similar role as the reality condition Eq. (1.5) of Dirac equation,

thus under certain conditions the field operators corresponding to the zero energy

solutions are their own Hermitian conjugates. That is,

γ† = γ (1.8)

And these operators obey anticommutation relations:

{γi, γ†
j} = 2δij (1.9)

It is natural to call the particles created or annihilated by these field operators Ma-

jorana fermions. In condensed matter context, we usually call them Majorana zero

modes to emphasize that they correspond to low energy excitations in solid state

systems. These Majorana zero modes are interesting not only because of their pecu-

liar physical properties, but also because of their applications to topological quantum
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computation. In the following sections, we will see how Majorana zero modes emerge

from solid state systems and why it can be applied to topological quantum computa-

tion.

1.2 A toy model of Majorana fermions: Kitaev chain

A Majorana fermion may not be very interesting at first sight, since we can always

define Majorana operators using the normal fermion operators a†, a:

γ1 = a† + a (1.10)

γ2 = i(a† − a) (1.11)

which means an ordinary electron can be roughly regarded as two paired Majorana

fermions. However, if a system can support unpaired Majorana fermions, it may

have interesting properties. Early in 2000, Read and Green proposed that unpaired

Majorana fermions can emerge if the Cooper pairs have orbital angular momentum (p-

wave superconductivity) [7]. The systems they suggested to host Majorana fermions

are the 5/2 fractional quantum Hall states. These systems, however, are abstruse

since they are not exactly solvable and rely on the suggesting Pfaffian or Moore-Read

wavefuction [8]. In 2001, Kitaev put forward his famous toy model to explain the

appearance of unpaired Majorana fermions [2]. This model is important, because it

is a simple and exactly solvable one dimensional lattice model, nevertheless it can

answer all of the following questions:

• What are the necessary ingredients to have unpaired Majorana fermions?

• What are the conditions to have unpaired Majorana fermions?

• Why are unpaired Majorana fermions topologically protected?

• Why are unpaired Majorana fermions useful for fault tolerant topological quan-

tum computation?
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• How to detect Majorana fermions?

In this section, I will mainly follow Kitaev’s ideas in Ref. [2] to explain how these

questions are answered.

Now let’s consider Kitaev’s lattice or tight binding model. Consider a chain with

L cites, the Hamiltonian is

H = ∑
j

[−t(a†
jaj+1 + a†

j+1aj) − µa
†
jaj +∆ajaj+1 +∆∗a†

j+1a
†
j] (1.12)

The first term describes the tunneling between two neighbor sites. The second term

is the chemical potential. The last two terms describes the superconductivity. The

superconductivity here is roughly p-wave since if we transform to the momentum

space, it will have ik terms in low momentum limit. We rewrite the Hamiltonian

with the Majorana operators

c2j−1 = exp(iθ/2)aj + exp(−iθ/2)a†
j (1.13)

c2j = −iexp(iθ/2)aj + iexp(−iθ/2)a†
j (1.14)

We can check that c2j−1 and c2j satisfy the relations in Eq. (1.8) and Eq. (1.9). Now

the Hamiltonian becomes:

H = i

2
∑
j

[−µc2j−1c2j + (t + ∣∆∣)c2jc2j+1 + (−t + ∣∆∣)c2j−1c2j+2] (1.15)

To understand the physics behind this Hamiltonian in an easy way, we consider two

limits in parameter space.

(1)The trivial phase: ∣∆∣ = t = 0 and µ < 0. We have

H = −µ∑
j

(a†
jaj −

1

2
) = −µ i

2
∑
j

c2j−1c2j (1.16)

This is the A phase shown in Fig. 1.1. Two Majorana operators from the same cite

are paired together. This is trivial.

(2)The topological phase: ∣∆∣ = t > 0 and µ = 0. We have

H = it∑
j

c2jc2j+1 (1.17)
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A phase 

B phase 

Figure 1.1. Two phases of the wire.

This is the B phase shown in Fig. 1.1. Majorana operators from different cite are

paired together and leave two unpaired Majorana fermions at the ends of the chain.

If we now define new fermionic operators: bj = 1
2(c2j + ic2j+1), b†j = 1

2(c2j − ic2j+1), the

Hamiltonian

H = 2t
L−1

∑
j=1

(b†jbj −
1

2
) (1.18)

Therefore, the ground state has two fold degeneracy: ∣Ψ0⟩ and ∣Ψ1⟩. Using the un-

paired majorana operators c1, c2L, we can characterize these two degenerate ground

states by their fermionic parity, P = −ic1c2L:

−ic1c2L∣Ψ0⟩ = ∣Ψ0⟩,−ic1c2L∣Ψ1⟩ = −∣Ψ1⟩ (1.19)

The ground states ∣Ψ0⟩ and ∣Ψ1⟩ are separated from the excited states by a gap 2t.

We can show that they are topologically protected, i.e., all local perturbations can

not transform the state from ∣Ψ0⟩ to ∣Ψ1⟩ or vice versa. For example, if we have

a perturbation: V = ∑Aija†
iaj but it doesn’t contain both a1 and aL. When we

express it with Majorana operators in Eq.(1.13) and (1.14) , we see that it at best

contains one of c1 and c2L thus the matrix element ⟨Ψ0∣V ∣Ψ1⟩ = 0. If a quantum bit is

defined by these two ground states, then it is topologically protected since any local

perturbation can not flip it.
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Now let’s consider the condition to realize Majorana fermions for arbitrary param-

eters. In order to find out the condition separating topologically different regimes,

we consider the Hamiltonian in the momentum space

H = ∑
p

1

2
Ψ†
p

⎛
⎜⎜
⎝

−2tcosp − µ 2i∆∗sinp

−2i∆sinp 2tcosp + µ

⎞
⎟⎟
⎠

Ψp (1.20)

where Ψp = (ap, a†
−p)T . The energy spectrum is E±(p) = ±

√
(2tcosp + µ)2 + 4∣∆∣2sin2p.

We will see that the energy gap closes when ∣µ∣ = ∣2t∣. We expect that the phase

A and B in Fig.1.1 will extend to connected regions in the parameter space where

the spectrum has a gap, therefore the trivial phase A occurs at 2∣t∣ < ∣µ∣ while the

phase B with Majorana fermions occurs at 2∣t∣ > ∣µ∣. We can verify this conjecture

by directly diagonalizing Hamiltonian Eq. (1.15). If it allows zero modes, these zero

modes should have the forms:

γ1 = ∑
j

(α1s
j
+ + β1s

j
−)c2j−1

γ2 = ∑
j

(α2s
−j
+ + β2s

−j
− )c2j

s± =
−µ ±

√
µ2 − 4t2 + 4∣∆∣2

2(t + ∣∆∣) (1.21)

If we assume that the γ1 mode localizes at the left and γ2 mode localizes at the right,

we also have the boundary condition:

α1 + β1 = 0

α2s
−(L+1)
+ + β2s

−(L+1)
− = 0 (1.22)

(1)For 2∣t∣ < ∣µ∣, we have ∣s+∣ > 1, ∣s−∣ < 1 or ∣s+∣ < 1, ∣s−∣ > 1, so only one of the α1, β1

(or α2, β2) can be non zero. The boundary conditions can not be satisfied, therefore

there is no zero mode solution in this case.

(2)For 2∣t∣ > ∣µ∣ and ∆ ≠ 0, we have ∣s+∣ < 1, ∣s−∣ < 1. The boundary conditions can be

satisfied so we have unpaired Majorana fermions localized near the ends of the chain

in this case.
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The above analysis basically provides a paradigm to study the topological quantum

phase transitions. We first find out the bulk spectrum of a system in parameter space.

Then we divide the parameter space into several gapped regions by the lines where

the gap closes. We can analyze the ground states degeneracy in different gapped

regions to see if they allow the emergence of Majorana fermions or parafermions. A

topological quantum phase transition may happen if the system evolves from a trivial

region to the region with a non-trivial ground state degeneracy. We apply this method

to study the hybrid superconductor/semiconductor systems in our work, which will

be introduced in later chapters.

Systems with unpaired Majorana fermions can be used as qubits for fault toler-

ant quantum computation since they are intrinsically immune to decoherence [2, 9].

Quantum states are fragile because they are sensitive to errors of two kinds. A clas-

sical error flips the jth qubit changing ∣0⟩ to ∣1⟩ or vice versa. A phase error changes

the sign of the states. The following scheme can be used to avoid the classical error.

Let each qubit be a site that can be either empty or occupied by an electron, denoted

by ∣0⟩ and ∣1⟩ respectively. Single classical errors become impossible because the elec-

tric charge is conserved(even in superconductor, the fermionic parity is conserved).

Now the phase error which is represented by a†a may occur. But if we introduce the

Majorana operators given by Eq.(1.10),(1.11), the phase error:

a†a = 1

2
(1 + iγ1γ2) (1.23)

It involves the interaction from two Majorana fermions. So if we can have isolated

Majorana fermions, both two kinds of errors can be avoided. Furthermore, Majo-

rana fermions have non-Abelian statistics. Braiding Majorana fermions can lead to

nontrivial quantum evolutions of the ground states. A ground state subspace that

is immune to decoherence and the capability to do quantum operations within the

ground state subspace, make Majorana fermions useful for topological quantum com-

putation.

To close this section, let’s discuss how to detect the Majorana fermions. Here I

will introduce the scheme that is first shown by Kitaev [2], the fractional Josephson
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Figure 1.2. A superconductor-insulator-superconductor junction.
Red regions indicate s-wave superconductors (with phases φL, φR) that
drives the green regions into a 1D topological state. The dashed region
is trivially gapped. The Majorana fermions mediate a component of
the Josephson current that is 4π periodic in φR − φL [10].

effect. I will show that the Josephson current has a 4π periodicity component between

two topological superconductors which host Majorana fermions. The argument I used

here is the same as Ref. [10]. The schematic experimental setup is plotted in Fig. 1.2.

Two topological 1D superconductor regions are separated by an insulating barrier

represented by a dashed line. We assume that these 1D wires are long enough such

that the overlap between the outer Majorana fermions γ3,4 and the inner γ1,2 is very

small. But the insulating barrier must be very narrow so γ1 and γ2 hybridize strongly.

We now derive the zero-bias Josephson current when we vary the phase difference

∆φ = φR − φL.

The total current contains two parts. I = I2e + Ie. The I2e denotes the normal

Josephson effect and is 2π periodic in ∆φ. We just need to discuss Ie. To simplify the

derivation, we assume that the two wires are two N-cite chains describing by Kitaev’s

toy model, which is discussed in the last section. We also tune µ = 0 and t = ∆ so

that γ1 and γ2 are isolated from the bulk Hamiltonian. We define c†
L/Rx operator that

adds electrons to the left/right segment at cite x. The Hamiltonian can be written as

H = ∑
a=L/R

Ha +HΓ (1.24)

We have

Ha = −t
N−1

∑
x=1

(c†axcax+1 + eiφacaxcax+1 +H.c.) (1.25)

HΓ = −Γ(c†LNcR1 +H.c.) (1.26)
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The HΓ describes single electron tunneling through the barrier with strength Γ > 0.

According to the discussion in the Kitaev’s toy model, the lattice fermion operators

can be written with Majorana operators:

cLN = e−iφL/2(γ1 + iγ′1)/2, cR1 = e−iφR/2(γ′2 + iγ2)/2 (1.27)

where γ′1, γ
′
2 are neighboring cites. We can project the H onto the ground state

subspace of Ha. Note that the γ′1, γ
′
2 can be written in the form of b† + b and their

matrix elements in the ground state subspace are zero. Therefore, the projection

means: Ha → 0, cLN → 1
2e

−iφL/2γ1, cR1 → i
2e

−iφR/2γ2. The effective Hamiltonian is

Heff =
Γ

2
cos(∆φ

2
)iγ1γ2 = −Γcos(∆φ

2
)(n1 − 1/2) (1.28)

where n1 = b†b and b† = 1
2(γ1 − iγ2). For superconductors, we have a commutation

relation for phase φ and the particle number N :

[ h̵
2
φ,N] = [ h̵

2
φ,

2

i

∂

∂φ
] = ih̵ (1.29)

Therefore, they are Hermitian conjugate operators. Applying the Hamilton equation,

we have the current Ie (right as positive):

Ie = −e
dNR

dt
= e ∂Heff

∂( h̵2φR)
= 2e

h̵

Heff

d∆φ
= eΓ

2h̵
sin(∆φ

2
)(2n1 − 1) (1.30)

From the above equation, we see that Ie is 4π periodic in ∆φ. Measuring the 4π

periodic contribution is a convincing evidence for the existence of Majorana fermions.

Furthermore, as the sign of Eq. (1.30) is related to n1 which represents the qubit state

of γ1 and γ2, this method also enables qubit readout. Experimentally, this fractional

Josephson effect is confirmed by the Shapiro step measurements [11].

1.3 Non-Abelian statistics of Majorana fermions

The non-Abelian statistics is a special property of Majorana fermions and parafermions

that makes them useful for topological quantum computation. Before discussing the

non-Abelian statistics, I want to explain why richer exchange statistics are allowed for
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low dimensional systems. The possibility to have anyons in low dimensional systems

is first pointed out by Ref. [12]. They argue that the exchange statistics is related to

the concept of identical particles and the topology of the configuration space. Here

I will follow a simplified version of argument given by Wen to explore the exchange

statistics in 2D and 3D spaces [13].

First let me introduce the local phase and the global phase. The local phase is

related to the contractible loops (loops that can be continuously shrunk to a point).

It is given by:

Φlocal = exp (ie∮ Adx) = exp (ie∫ B ⋅ dS) (1.31)

The B can be magnetic field or Berry curvature. The global phase is associated with

non-contractible loops. When a non contractible loop is shrunk, it will encounter one

or more singular points. Let’s assume there is only one singular point and we can

attach a flux tube to it which generates phase eieφ. So, the global phase can be:

Φglobal = eienwφ (1.32)

where nw is the winding number of the loop around the singularity.

Now consider two identical particles in a three or two dimensional space where

the local phase is zero. Because (r1, r2) and (r2, r1) should be regarded as the same

point, the configuration space is then written as V+ ⊗ V−. The V+ is the whole three

or two dimensional space, while V− is {r−∣r− ≠ 0, r− ∼ −r−} with r− = r1 − r2. V− can

be thought of as half of the whole space with the origin removed, r and −r sticked

together.

For two particles in three dimensional space, V− is not simply connected, so a

global phase can exists. The red loop on the left of Fig. 1.3 represent an exchange

of two particles since it connects r to −r. It is non-contractible so we can attach to

it a global phase eiθ. The red loop on the right of Fig. 1.3 can be attached a global

phase e−iθ since it goes in opposite direction. However, the left and right loops can

be continuously transformed to each other by rotating around the z axis. We have
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Figure 1.3. The red exchange loop on the left is a non-contractible
loop, but it can be continuously transformed to the red exchange loop
on the right by rotating about the z axis.
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Figure 1.4. The blue regions on left and right represent V−. The
red curve represent a non-contractible exchange path with winding
number nw = 1. [13]

eiθ = e−iθ. There are only two possibilities: θ = 0 which represents bosons and θ = π
which represents fermions. Therefore, we do not have anyons in three dimensional

space.

Now let’s look at the two dimensional space. The space V− is represented by the

blue regions in Fig. 1.4. The global phase attached to the exchange of two identical

particles is eiθ. Now there is no restriction to θ. We can have anyons if θ takes values

other than 0 and π.

Majorana fermions can have more exotic exchange statistics, the non-Abelian

statistics, in space dimension lower than three. From the last section, we see that two

unpaired Majorana fermions means two fold degeneracy of the ground state. If we

have a collection of 2N Majorana fermions, we will have 2N fold degenerate ground

states. The non-Abelian statistics of this system means the following thing: We

start from a state in the ground state subspace, then perform sequential exchanges

of Majorana fermions, the final state depends on the order of the exchanges. It is

first proposed by Moore and Read [8] in fractional quantum hall effect. Then Ivanov

discussed it in the 2D spinless p + ip superconductor [14]. Here I will follow the

arguments in [10, 15]. I first present the approximate solution of the bound state in

a vortex of p-wave superconductor and show how exchanging two vortices leads to
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μ > 0 

μ < 0 

Figure 1.5. Vortex in p-wave superconductor

unusual changes to Majorana operators. Then I will discuss the emergent non-Abelian

statistics.

Now let’s consider a 2D spinless p + ip superconductor. A quantum flux Φ = hc
2e

threads the central trivial region with chemical potential µ < 0 and radius Ri. The

outer region has chemical potential µ > 0 and radius Ro. We know from previous

sections that an edge mode will appear on the boundary. It is illustrated in Fig. 1.5.

The Hamiltonian describing this system is

H = ∫ d2r{ψ†(− ∇
2

2m
− µ)ψ + ∆

2
[e−iθeiφψ(∂x + i∂y)ψ +H.c.]} (1.33)

We attach two phase factors to the pairing amplitude. The first one e−iθ comes from

the flux quantum which generates this vortex. The θ here is the azimuth angle in

polar coordinate. The second one eiφ comes from the other sources such as the other

vortices and here for solving single vortex problem we just assume that it is a constant.

We also assume that ∆ is a constant since we are only interested in the edge modes.
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The −∇2

2m is also discard for the same reason. Now, the Hamiltonian in the polar

coordinate is:

H = 1

2 ∫ d2rΨ†(r)HBdGΨ(r)

= 1

2 ∫ d2rΨ†(r)
⎛
⎜⎜
⎝

−µ(r) ∆e−iφ(−∂r + i∂θ
r )

∆eiφ(∂r + i∂θ
r ) µ(r)

⎞
⎟⎟
⎠

Ψ(r) (1.34)

where Ψ†(r) = [ψ†(r), ψ(r)]. Now we need to find the edge state wavefunction which

satisfies HBdGχ(r) = Eχ(r). We assume the following form of the wavefunction

χn(r) = einθ
⎛
⎜⎜
⎝

e−iφ/2[f(r) + ig(r)]
eiφ/2[f(r) − ig(r)]

⎞
⎟⎟
⎠

(1.35)

We find that the functions f and g obey

(E + n∆/r)f = −i[µ(r) −∆∂r]g,

(E − n∆/r)g = i[µ(r) +∆∂r]f (1.36)

Since we are considering the edge states, we assume that r → Ri is a constant for the

inner edge. We have the inner edge states energies and wavefunctions which are given

by

En = −
n∆

Ri

(1.37)

χn(r, θ) = einθe−
1
∆ ∫

r
Ri
dr′µ(r′)

⎛
⎜⎜
⎝

e−iφ/2

eiφ/2

⎞
⎟⎟
⎠

(1.38)

Therefore, for the zero energy mode, the Majorana operator is:

Γ0 = A∫ d2re−
1
∆ ∫

r
Ri
dr′µ(r′)(e−iφ/2ψ†(r) + eiφ/2ψ(r)) (1.39)

where A is a normalization constant. We can see from the above expression that if

the superconducting phase changes from φ to φ + 2π, the pairing amplitude does not

change, but Majorana operator will change sign. We need to restrict the phase in the
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Figure 1.6. Four well separated vortices binding Majorana zero modes

interval [0,2π) and introduce branch cuts to indicate where the phase jumps by 2π.

In Fig. 1.5, the dash line represents the branch cut from the hc/2e flux.

Let’s consider four vortices as shown in Fig. 1.6. Now if we consider the exchange

of two vortices represented by γ1 and γ2 in the way as Fig. 1.6, from the previous

discussion, we know the change of the operators is: γ1 → γ2 and γ2 → −γ1. For a

general exchange Tij of γi and γj, we hope to achieve the operator change: γi → γj,

γj → −γi and γk → γk for all k ≠ i, j. We find that the following operator can do this

τ(Tij) = exp(
π

4
γjγi) =

1√
2
(1 + γjγi) (1.40)

We can see that it is what we need by directly calculating the τ(Tij)γkτ−1(Tij). For

four vortices with Majorana operators γ1, γ2, γ3, γ4, we pair them into complex fermion

operators:

a = 1

2
(γ1 + iγ2), a† = 1

2
(γ1 − iγ2)

b = 1

2
(γ3 + iγ4), b† =

1

2
(γ3 − iγ4) (1.41)

The basis vectors of the ground state subspace can be written as ∣00⟩, ∣11⟩, ∣10⟩, ∣01⟩.
The first number is the occupation number for operator a and the second for b. Then,
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the representation of exchange of 12,23,34 Majorana operators can be written in terms

of the complex fermion operators:

τ(T12) = 1√
2
(1 − i(aa† − a†a))

τ(T14) = 1√
2
(1 − i(ba + ba† − b†a − b†a†))

τ(T34) = 1√
2
(1 − i(bb† − b†b)) (1.42)

The explicit matrix representation of them is

τ(T12) =
1√
2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 − i 0 0 0

0 1 + i 0 0

0 0 1 + i 0

0 0 0 1 − i

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(1.43)

τ(T14) =
1√
2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 −i 0 0

−i 1 0 0

0 0 1 i

0 0 i 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(1.44)

τ(T34) =
1√
2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 − i 0 0 0

0 1 + i 0 0

0 0 1 − i 0

0 0 0 1 + i

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(1.45)

We see that in this basis, the T14 has off-diagonal matrix elements so it does not

commute with the other two. This is the reason we call it non-Abelian statistics.

Braiding the Majorana fermions can achieve non-trivial quantum operations, which

can be used for topological quantum computation.
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Superconductor 

B 

Figure 1.7. Schematic picture of the heterostructure hosting Majorana
zero mode inside the ordinary vortex.

1.4 Majorana fermions in semiconductor systems

In this section, I will review a conventional semiconductor system which hosts

Majorana fermions proposed by S. Das Sarma’s group [16]. They show that a film of

a semiconductor in which s-wave superconductivity and Zeeman splitting are induced

by proximity effect, supports the Majorana zero mode in the ordinary vortex. This is

also an example of achieving p-wave spinless superconductor in a real system. The s-

wave superconductivity can be transformed in to p-wave with spin orbit interaction in

the semiconductor thin film. The Zeeman splitting open a gap in the bulk spectrum

and thus by choosing suitable chemical potential, only a single effective ”spinless”

band needs to be considered. I will include their detailed proof of the existence of

Majorana fermions since We are going to use similar methods for our research in the

hole doped systems.

The system to be considered is shown in Fig. 1.7. The thin film is sandwiched

between the superconductor and Magnetic insulator.The single particle Hamiltonian

for conduction band of the semiconductor thin film is

H0 =
p2

2m
− µ + Vzσz + α(Ð→σ ×Ð→p ) ⋅ ẑ (1.46)
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where Vz is the effective Zeeman coupling induced by the magnetic insulator. The

superconducting Hamiltonian is given by HSC = ∫ d2r(∆0ψ↑ψ↓ + H.c.). The BdG

equation is [16]:

⎛
⎜⎜
⎝

H0 ∆0(r)
∆∗

0(r) −σyH∗
0σy

⎞
⎟⎟
⎠

Ψ(r) = EΨ(r) (1.47)

As we are considering the vortex in the heterostructure, the order parameter ∆0(r) =
∆0(r)eiθ. The wavefunction should take the following form

Ψm(r, θ) = eimθ[u↑(r), u↓(r)eiθ, v↓(r)e−iθ,−v↑(r)]T (1.48)

The BdG equation is particle-hole symmetric. It means that if Ψm(r) is a solution

with energy E, the iσyτyΨ∗
m(r) is also a solution at energy −E in the angular mo-

mentum channel −m. τy is the Pauli matrix in the particle hole space. Thus, a

zero energy solution can be non-degenerate only if it exists in the m = 0 channel.

In this case the corresponding quasiparticle operator is guaranteed to be a Majo-

rana operator by the particle-hole symmetry. Again, because of the particle-hole

symmetry, we only need to consider a reduced spinor Ψ0(r) = [u↑(r), u↓(r)]T and

[v↑(r), v↓(r)]T = λ[u↑(r), u↓(r)]T . The reduced BdG equation is [16]:

⎛
⎜⎜
⎝

−η(∂2
r + 1

r∂r) + Vz − µ λ∆0(r) + α(∂r + 1
r)

λ∆0(r) − α∂r −η(∂2
r + 1

r∂r − 1
r2 ) − Vz − µ

⎞
⎟⎟
⎠

Ψ0(r) = 0 (1.49)

We can assume that ∆0(r) = 0 for r < R and ∆0(r) = ∆0 for r ≥ R. So for r < R, the

analytical solution is Ψ0(r) = [u↑J0(zr), u↓J1(zr]T where Jn are Bessel functions of

the first kind with the constraint

⎛
⎜⎜
⎝

ηz2 + Vz − µ zα

zα ηz2 − Vz − µ

⎞
⎟⎟
⎠

⎛
⎜⎜
⎝

u↑

u↓

⎞
⎟⎟
⎠
= 0 (1.50)

Since the Bessel functions are symmetric, we use the roots of characteristic equa-

tion ±z1,±z2 to find two solutions which are well behaved at the origin: Ψ1(r) =
[u↑J0(z1r), u↓J1(z1r]T , Ψ2(r) = [u↑J0(z2r), u↓J1(z2r]T . The full solution for r < R is
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Ψ0(r) = c1Ψ1(r) + c2Ψ2(r).
For r > R, we can write the solution to Eq.(1.49) as

Ψ0(r) =
eizr√
r
∑

n=0,1,2...

an
rn

(1.51)

We just need to consider a0 since higher order coefficients can be calculated from a0

using recursion relations. a0 satisfies

⎛
⎜⎜
⎝

ηz2 + Vz − µ λ∆0 + izα
−λ∆0 − izα ηz2 − Vz − µ

⎞
⎟⎟
⎠
a0 = 0 (1.52)

The characteristic equation is

η2z4 − (2µη + α2)z2 + 2iλα∆0z + µ2 +∆2
0 − V 2

z = 0 (1.53)

In order to obtain a unique solution for the zero energy state, the number of the un-

known coefficients should equal the number of the constraints. For a two component

spinor, the boundary conditions are 4 at r = R and we still have one normalization

condition. So the number of constraints is 5. We already have two unknown coef-

ficients for r < R, so we need three independent solutions for r > R. Analyzing the

characteristic equation Eq. (1.53) using Vieta’s theorem and note that for a bound

state Im[z] > 0, we can see that the condition is λ = 1 and V 2
z > µ2 + ∆2

0. We con-

clude that a Majorana zero mode exists in the vortex when the so called topological

criterion is satisfied [16]:

V 2
z > µ2 +∆2

0 (1.54)

Using similar methods, we can find that the same topological criterion holds for one

dimensional system. Surprisingly, we will see that a similar topological criterion holds

even for hole doped systems.
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2. MAJORANA FERMIONS IN CHARGE CARRIER

HOLE SYSTEMS

In this chapter, I will present our work for the spin orbit couplings and the emergence

of Majorana fermions in charge carrier hole systems. I first review the band structure

and the general spin orbit couplings of hole systems. Then I consider the Luttinger

holes in quantum wells. The ground sub-bands of this system reflect the mutual

transformation of heavy and light holes at the heteroboundaries. The effective two

and one dimensional Hamiltonian is derived for the relevant two ground sub-bands.

Using the effective Hamiltonian for quantum wires, I study the conditions for the

realization of Majorana zero modes. I also discuss the possible candidate materials

which can host Majorana zero modes. This work is published in Ref. [17].

2.1 Introduction

Electron band-structure and spin-orbit effects may lead to remarkable quantum

matter such as topological insulators and topological superconductivity [18–21]. Many

researchers studied charge carrier hole systems anticipating strong spin-orbit effects.

However, in low-dimensional systems, in which spin-orbit interactions are well known

for electrons, their understanding for holes is scarce and is just emerging [22,23].

In our work, we derive a two-dimensional (2D) hole Hamiltonian, including g-

factor and spin-orbits constants crucial for spintronics and quantum computing. The

difference between holes and electrons are not just parameters, holes are special phys-

ical species with different symmetry and different ways of tuning their properties. We

consider holes in quantum wires, which are lithographically or electrostatically de-

fined in quantum wells, or developed using cleaved edge overgrowth, which differ from

hole epitaxial and core-shell nanowires [24–26].
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Figure 2.1. a: Ground spin-orbit state energy at Eso > gµH. b:
Ground spin orbit energy at Eso < gµH.

Using our results for 2D holes we discuss Majorana bound states (MBS) in wires.

As reviewed in the last chapter, Majorana particles are their own anti-particles obey-

ing non-Abelian statistics and promising for quantum computing [9,27,28]. Kitaev’s

model tells us that Majorana modes arise in p-wave spinless superconductors [2, 29].

Many schemes generating such superconductivity in semiconductor-superconductor

structures use three ingredients: proximity effects, time reversal symmetry breaking,

and spin-orbit coupling [10, 16, 20, 21, 30–32]. Spin orbit couplings not only tune the

s-wave superconductivity into p-wave superconductivity, but stronger spin-orbit in-

teraction also gives stronger p-wave pairing as the effective p-wave pairing amplitude

is proportional to [32]:

fp(k) =
γk

2
√
V 2
z + γ2k2

(2.1)

where γ,Vz and k denote the spin-orbit constant, Zeeman splitting and momentum

respectively. Both electrons and hole systems were suggested for realizing Majorana

modes [10,25,33,34].

We show that in hole wires, the momentum-dependent Zeeman (spin-orbit) fields

emerge in three spatial directions. This provides an opportunity to control the MBS

by changing a relative orientation of spin-orbit and applied magnetic fields using

electrostatic gates. Furthermore, at Zeeman energies gµH satisfying conditions for
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Figure 2.2. A schematic picture of transformation of holes reflected
from the potential walls of the quantum wire

topological state, holes exhibit sizable spin-orbit energies Eso = γ2m > gµH, where m

is the effective mass. Then the hole ground state has a camel back shape, Fig.2.1(a),

making p-pairing much stronger than in electron settings, see Eq.(2.1). For Eso =
γ2m < gµH, the p-pairing is suppressed, Fig.2.1(b).

Our work is important not only for the realizations of Majorana zero modes, but

also for the study of low dimensional holes. Most authors treat holes like electrons

[34–39]: if the motion of particles is quantized in direction i in a well of width d, their

Hamiltonian is solved by replacing momentum pi by zeros and p2
i by its expectation

value in the ground state, ⟨p̂2
i ⟩ = ( h̵πd )2, and spin-orbit and Zeeman terms are found

perturbatively. However, this approach is flawed. It does not account for a mutual

transformation of heavy and light holes upon reflection from the heteroboundaries,

Fig.2.2. Although this effect can be evaluated perturbatively by including off-diagonal

terms linear in ki, it then requires summation of an infinite number of terms, which

are parametrically all the same [23]. An alternative non-perturbative approach is

known since the work of Nedorezov [40], but is seldom used [23, 41–43]. We show
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that in hole wires, this phenomenon strongly affects effective masses, g-factor and

spin-orbit constants. Our treatment of 2D holes may lead to new interesting physics,

and emergence of Majorana zero modes is just one example.

2.2 Hole Hamiltonian and spin orbit coupling

In this section, I will briefly introduce the band structure of the topmost valence

band of GaAs, since our research study mainly the heavy and light hole states of this

band. I will also review the spin orbit couplings.

For the band structure, we need to find our the dispersion relation En(k) for

the band we consider. One way to obtain this is the k ⋅ p method [44, 45]. In the

crystal lattice, the potential is periodic so the wavefunctions take the Bloch form

ψnk(r) = eikrunk(r). The Hamiltonian consists of kinetic energy operator, a local

periodic crystal potential and the spin orbit interaction term:

H = p2

2m
+ V (r) + h̵

4m2c2
(σ ×∇V ) ⋅ p (2.2)

The Schrodinger equation reads

Hψnk(r) = En(k)ψnk(r) (2.3)

Moving the term eikr to the left of the above equation, we have an equation for the

cellular functions unk(r):

H = p2

2m
+ V (r) + h̵

2k2

2m
+ h̵

m
k ⋅ (p + h̵

4mc2
σ ×∇V ) + h̵

4m2c2
(σ ×∇V ) ⋅ p (2.4)

We can solve Eq.(2.4) in the band edge (normally k = 0) and obtain a complete

orthonormal basis unk(r). Then we can regard the term h̵
mk ⋅ (p + h̵

4mc2σ × ∇V ) as

perturbation to obtain the dispersion relation En(k) for every k. However, as there

are infinite bands, it’s hard to consider the effects of all of them. Usually we only need

to consider several bands near the band which we are interested in. In our problem,

we need to consider the topmost valence band. It is sufficient to consider the band
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Figure 2.3. A schematic plot of the band structure of GaAs, or a gen-
eral Zinc blende type material. The blue curves denote the topmost
valence band which is described by the Luttinger Hamiltonian.
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structure of GaAs which includes the effects of the p-like valence bands and the s-

like conduction bands as shown in Fig.2.3. For the Γ8 block consisting the topmost

fourfold degenerate valence band, which is denoted blue in Fig.2.3, the dispersion up

to the order of k2 is described by the Luttinger Hamiltonian [46]:

HL =
1

2m0

[(γ1 +
5

2
γ2)p2 − 2γ3(J ⋅ p)2 + 2(γ3 − γ2)(J2

xp
2
x + c.p.)] (2.5)

where γ1, γ2, γ3 are Luttinger parameters and c.p. stands for cyclic permutations. Ji

is the j=3/2 representation of the generator of SU(2).

Now, let’s move on to the spin orbit couplings. In semiconductors, the combined

effect of inversion symmetry and time reversal symmetry lead to spin degeneracy.

The proof is straightforward [45]. The time reversal symmetry implies that both the

wave vector and the spin components of a state change sign:

E+(k) = E−(−k) (2.6)

The inversion symmetry only changes the sign of the wave vector:

E±(k) = E±(−k) (2.7)

Their combined effect is the spin degeneracy:

E+(k) = E−(k) (2.8)

Therefore, if both symmetries are present, the spin states are degenerate. Here I

will discuss the effect of the breaking of inversion symmetry. From Eq.(2.7), we

observe that the odd power terms in k can not appear in the dispersion relations if

inversion symmetry is preserved. In quasi-2D quantum wells and heterostructures,

the spin splitting can be the consequence of a bulk inversion asymmetry (BIA) of the

underlying crystal (e.g. a zincblende structure), or of a structure inversion asymmetry

(SIA) of the confinement potential (e.g. electric field). Using the method of invariants,

the Dresselhaus term which represents the cubic k contribution arising from the BIA

can be written as [42]

HD = αv(J ⋅ κ) +
1

2
δαv(

13

4
J ⋅ κ −∑

j

J3
j κj +∑

j

Vjpj(p2
j −

1

3
p2)) (2.9)
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where Vz = JxJzJx − JyJzJy and κz = pz(p2
x − p2

y), other components can be obtained

by cyclic permutations.

The Rashba term arising from the SIA [44]

HR = ζ(J × p) ⋅ ∂rUe(z, r) + %(J × p) ⋅ ∂rUe(z, r) (2.10)

where J = (J3
x , J

3
y , J

3
z ). In the above equation, we ignore the other terms which are

several orders of magnitude smaller than the above two terms. In the next section, I

will show that the heavy and light hole transformation, Dresselhaus and Rashba spin

splitting have important effect on the hole spectrum of the quantum wire.

2.3 Effective Hamiltonians

In this section, I will derive the effective two and one dimensional Hamiltoni-

ans for the hole systems. We start from the Luttinger Hamiltonian Eq. (2.5)

for the bulk holes. In an infinite symmetric well, the wavefunctions of Eq. (2.5),

ϕ+(z, r) and ϕ−(z, r), r = (x, y), are symmetric and antisymmetric with respect to

z → −z reflection. In the basis of Bloch functions u3/2, u1/2, u−1/2, u−3/2 of bulk holes,

ϕk
+,−(z, r) = ϕk

+,−(z)exp(ik ⋅ r), and [43]:

ϕk
+(z) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

A0Cz

−iA1Szeiφk

A2Cze2iφk

−iA3Sze3iφk

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, ϕk
−(z) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

iA3Sze−3iφk

A2Cze−2iφk

iA1Sze−iφk

A0Cz

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (2.11)

where the wavevector k ⊥ ẑ, φk is the angle between k and x̂, Sz = sin(qhz) −
(sh/sl)sin(qlz), Cz = cos(qhz)−(ch/cl)cos(qlz), where sh = sin(qhd/2), sl = sin(qld/2),
ch = cos(qhd/2), cl = cos(qld/2). At k ≪ π/d, the heavy and light hole ground state

longitudinal wave vectors qh ∼ π/d and ql =
√
νqh, ν =ml/mh, ml and mh are light and

heavy effective masses. Then in a spherical approximation the coefficients A0 =
√
d/2,

A1 = −
√

3kA0/2qh, A2 =
√

3A0k2/4q2
h, A3 = 3A0k3/8νq3

h. Thus, two standing waves

describe the 2D holes, reflecting their mutual transformation at interfaces, Fig.2.2.
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Next we project the Hamiltonian of the system

Hh =HL(K) +H1 +H2 +Uv(z, r) + M̃1zJz + M̃2zJ
3
z (2.12)

on the doublet ϕk
+,−(z, r). Here Uv(z, r) is the potential confining holes including its

asymmetric part, K = k − e
h̵cA, A is the vector-potential. Zeeman coupling of 2D

holes to magnetic field B = curlA comes from the orbital effect of magnetic field in

the (Ĵ ⋅ p̂)2 term of (2.5) and from pure Zeeman effects, M̃1z = κµBB, M̃2z = qµBB,

where κ and q are Luttinger parameters, and µB is the electron Bohr magneton. We

consider B∣∣z. The Dresselhaus coupling H1 gives linear in k 2D terms [22,23,42]

H1 =
1

2
δαv∑

j

Vjpj (p2
j −

1

3
p2) − J3

j κj (2.13)

Here Vz = JxJzJx − JyJzJy, κz = kz(k2
x − k2

y), and cyclic permutation of indices x, y, z

defines other Vi and κi components. The term H2 in (2.12) is due to admixture of

conduction electrons to holes,

H2 = ζ(J × p) ⋅ ∂rUe(z, r), (2.14)

where Ue(z, r) is the potential acting on electrons, ζ = −P 2/3E2
g , P is the Kane

constant, Eg is the band gap. Eq.( 2.14) gives k3 2D terms, which become linear in k

upon quantization in a 1D wire. In Eqs. (2.13, 2.14), we omit small terms ∝ J3
i which

are due to distant bands and result in much smaller spin-orbit coupling [22,47,48].

Our principal result is the effective 2D Hamiltonian

H = p2

2m + Vr + α̃σz[∇rṼr × p]z + u(σxpx + σypy) +

∑n βnp3(σx sinnφ − (n − 2)σy cosnφ) + gµBBσz, (2.15)

n = 1,3. The effective 2D mass m and g−factor are

m0

m = γ1 + γ2 − 3a2γ2 + 3a2(γ2
1 − 4γ2

2)1/2f, (2.16)

g = 6κ + 27

2
q − 6a2γ2 + 6a2(γ2

1 − 4γ2
2)1/2f, (2.17)

m0 is a free electron mass, f = cot π2

√
γ1−2γ2

γ1+2γ2
, a = γ3

γ2
. Two last terms in (2.17)

emerge as off-diagonal terms p̂z(px[JzJx] + py[JzJy]) contribute to symmetric state
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energy as ∝ p−p+ = p2 + i(pxpy − pypx), and give antisymmetric state energy ∝ p+p− =
p2−i(pxpy−pypx). At B ≠ 0, i(pxpy−pypx) → h̵eB

c , making the two last terms in (2.17)

twice those in (2.16). This simple picture confirms g-factor obtained using Landau

quantization [23].

There are three spin-orbit terms in the ground state Hamiltonian (2.15). The

Dresselhaus term is given by

u = 1

2
(π
d
)

2

δαv
⎡⎢⎢⎢⎣
1 − a(1 −

√
ν
γ1

γ2

f)
⎤⎥⎥⎥⎦
, (2.18)

where a = γ3

γ2
. The Rashba term is defined by β1, β3:

βn =
3eFd4

4h̵3π4

⎡⎢⎢⎢⎣
An (

4f/√ν
1 − ν − 3 + ν

4ν
) + ζ̃n

⎤⎥⎥⎥⎦
. (2.19)

Here An = a(a + n − 2), and the asymmetric part of the external electric field and

doping potential eFz, ∣z∣ < d
2 , is assumed equal for valence and conduction electrons.

Distinct offset potentials, Uc for electrons and Uv for holes, give nonzero ζ̃n = π2h̵ζ(n−
1)(Uc − Uv)/(2d2Uv). For the ground state, β1 and β3 describe p3 Rashba coupling.

The newly predicted β1 term has the symmetry of the first harmonics in p. It affects

the hole transport, e.g., weak antilocalization [49]. We note that the term ∝ An in

(2.19) is due to the matrix element ⟨±∣eFz∣∓⟩ and accounts for infinite number of

perturbative terms of the same order. Calculation [50] included terms with just two

excited states and contributed only to β3.

The σz-term in Eq. (2.15) results in 2D holes skew scattering, but our interest

here is such term due to the wire confinement potential. The effective potentials in

Eq. (2.15) that define 2D transport and spectra of wires are

Ṽr =
3

2d ∫
d/2

−d/2
[Uv(z, r)S2

z +
ζπ2h̵

d2
Ue(z, r)C2

z]dz, (2.20)

Vr = 2
d ∫

d/2
−d/2Uv(r, z)C2

zdz, and the constant α̃ = d2/π2h̵.

For hole wires, in which the wire width in x-direction w ≫ d [11, 39, 51, 52], the

1D Hamiltonian is

H1D =
p2
y

2m
+ ασzpy + uσypy + βσxpy +Mzσz. (2.21)
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Here Mz = gµBB/2, β = (β1 + 3β3)(πh̵/w)2. We find α in a model with Uv,e(z, r)
being products of functions depending only on z and only on x. We take hole and

electron symmetric wire potential U
(s)
v (x) = U (w)

v θ(x) and U
(s)
e (x) = U (w)

e θ(x), corre-

spondingly, with θ(x) = −1 at ∣x∣ < w/2 and θ(x) = 0 otherwise. In electric field Fx

acting on both electrons and holes, α = 3ζeFx(1−U (w)
e /U (w)

v ). Offset-dependent α and

β3 and α independent of Ṽ stem from the Ehrenfest theorem on vanishing average

gradient of a potential in confined states. Thus, for the cleaved edge overgrowth wires

α can be sizable, while for lithographically defined wires α = 0.

A gap separates ground and excited states of an in-plane and z−direction quan-

tization in a wire. Eq. (2.21) fully accounts for hole physics via the modified mass,

g-factor and spin-orbit constants. For MBS, this electron-like Hamiltonian allows to

use methods of [31,53,54].

2.4 Realization of Majorana zero modes

With the effective Hamiltonian Eq. (2.21), we are ready to discuss the conditions

for realizing the Majorana zero modes.

After spin rotations around z and x axis, Eq. (2.21) becomes

H1D = p2

2m
+ γσyp +Mz(cosθσz + sinθσy), (2.22)

where index y of p is dropped, γ =
√
α2 + β2 + u2 describes the spin-orbit coupling

and sinθ = α√
α2+β2+u2

measures the alignment of the Zeeman and spin-orbit fields.

The ground state wavefunctions of (2.22) are labeled + and -. The superconducting

pairing arises due to the proximity effect [11,55–60].

For ground band holes in the wire, the superconducting Hamiltonian is HSC =

∫ dr∆eiφĉ†+ĉ
†
− +H.c., where ĉ†± are the creation operators adding holes to + and -

states, and ∆eiφ is the pairing potential. The BdG Hamiltonian in the Nambu τ -

space reads:

HBdG = ( p
2

2m
− µ + γσyp)τz +Mz(cosθσz + sinθσy)

+ ∆cosφτx −∆sinφτy. (2.23)
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To show the existence of MBS, we prove that there is a non-degenerate solution at

E = 0 of the BdG equation HBdGΨ = EΨ at the boundary of two regions which are

topologically different [53]. Due to the particle-hole symmetry, this solution has the

form Ψ = (ψ, iσyψ∗), ψ is a two-spinor. We note that this form of solution is similar

to the Majorana spinor in the chiral representation, Eq. (1.6). We have

[( p
2

2m
− µ + γσyp) +Mz(cosθσz + sinθσy)]ψ

+∆eiφiσyψ
∗ = 0. (2.24)

Writing ψ = ψR + iψI , the Eq. (2.24) can be written as:

( p
2

2m
− µ + γσyp + i∆cosφσy +Mzcosθσz)ψR + (Mzsinθ +∆sinφ)iσyψI = 0

( p
2

2m
− µ + γσyp − i∆cosφσy +Mzcosθσz)ψI + (−Mzsinθ +∆sinφ)iσyψR = 0 (2.25)

MBS should exist for any of the choices of the phase of the order parameter φ, therefore

we can choose Mzsinθ = −λ∆sinφ to decouple one of ψR or ψI , where λ = ±1. From

Eq. (2.25), for the functions ψR (λ = 1) or ψI (λ = −1) we obtain:

⎛
⎜⎜
⎝

p2

2m − µ +Mzcosθ λ∆cosφ − iγp
−λ∆cosφ + iγp p2

2m − µ −Mzcosθ

⎞
⎟⎟
⎠
ψR/I = 0. (2.26)

We note that the sign of the Zeeman term in the Eq. (59) of [53] should be +, not -,

and equations for ψI and ψR cannot be both decoupled by a unique choice of φ, but

we can first obtain one of the ψI and ψR, then using Eq. (2.25) to obtain the other

one. The uniqueness of the solution will not be affected.

At ψI/R ∼ e−τy a secular equation for τ is

τ 4

4m2
+ ( µ

m
+ γ2)τ 2 + 2λγ∆cosφτ +C0 = 0, (2.27)

where C0 = µ2 + ∆2 −M2
z . Using Vieta’s formulas, for C0 < 0 we find 3 roots with

Re[τ] > 0 and 1 root with Re[τ] < 0 for λ = −1, or 1 root with Re[τ] > 0 and 3 roots

with Re[τ] < 0 for λ = 1. For C0 > 0 there are two roots with Re[τ] ≶ 0. Due to

one normalization and four boundary conditions, a unique bound state exists at the
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boundary between the topological phase with C0 = ∆2 + µ2 −M2
z < 0 and a trivial

phase with C0 > 0, [16, 21]. Once ψR/I is found from Eq. (2.26) for a given φ, ψI/R

can be found from Eq.(2.24) providing the other equation coupling ψR/I and ψI/R.

At E = 0 these ψI/R define the wavefunction of the MBS. Hence the criterion for the

topological superconductivity in hole wires is

M2
z > µ2 +∆2. (2.28)

Deriving (2.28) we used Mzsinθ = ±∆sinφ. Therefore the existence of MBS for

arbitrary φ requires

∣∆∣ ≥ ∣Mzsinθ∣. (2.29)

A question is whether MBS exist when Eq. (2.24) cannot be decoupled. We show

that for arbitrary φ the constraint ∣∆∣ > ∣Mzsinθ∣ is necessary for existence of a topo-

logical superconductor. If sinθ = 1, i.e. the Zeeman and spin-orbit fields are aligned,

MBS do not exist. If sinθ = 0, they arise if Eq. (2.28) is satisfied. Furthermore, the

MBS exist at Mzsinθ = ±∆sinφ, for ” intermediate” θ. This precludes the possibility

that only sinθ = 0 case, i.e. when the BdG equations are equivalent to those with

real coefficients, gives MBS, while other θ do not. Thus, a critical angle θc ≠ 0 exists

when topological superconductivity emerges. Solving the BdG equation numerically

for a quantum wire with open boundaries, we observe that the MBS exist only when

both (2.28) and (2.29) are satisfied, and disappear when one of the conditions is not

fullfilled. The results are summarized in Fig. 2.4. In Fig. 2.4(a), we found four

zero modes in the spectrum, but only two of them are independent because the BdG

formalism doubles the degree of freedom. These two independent zero modes corre-

spond to two bound states located at the ends of the wire whose wave functions are

plotted in the inset of Fig. 2.4(a). In the remaining three subfigures of Fig. 2.4,

there are no zero modes in the spectrum and the wave functions do not localized at

the ends of the wire. Therefore, Fig. 2.4 confirms that both (2.28) and (2.29) are

required for the emergence of Majorana zero modes. Fig. 2.5 shows the ground state

BdG energies for different ∆ and sinθ. We find that when ∆ is too small (breaks
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Figure 2.4. The BdG energy spectra En in a 2 µm long GaAs quantum
wire. B = 0.8T , Eso = 0.2meV . a: µ = 0.5Mz,∆ = 0.6Mz, sinθ = 0.
The zero energy solution exists and is well separated by a gap from the
excited states. Inset: Majorana zero mode is localized at the boundary
of the quantum wire. b,c,d: Parameters: b - µ = 0.5Mz,∆ = 0.6Mz,
sinθ = 0.7; c - µ = 0.5Mz,∆ =Mz, sinθ = 0; d - µ = 0.9Mz,∆ = 0.6Mz,
sinθ = 0.7. There are no zero energy solutions. Insets: Wavefunctions
of the lowest-lying states. Majorana zero modes disappear in cases
b,c,d.
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Figure 2.5. a: the BdG ground state energy Es for different ∆. Mz =
0.2meV , Eso = 0.2meV , µ = 0.6Mz and sinθ = 0.2. Es ≠ 0 at ∣∆∣ <
0.2Mz or ∣∆∣ > 0.8Mz, which correspond to ∆ < Mzsinθ and M2

z <
µ2+∆2, respectively. b: Es for different sinθ (µ = 0.5Mz, ∆ = 0.7Mz).
Es is non-zero at ∆ < Mzsinθ. Inset: Excitation gap versus Mz.
∆ = 0.1meV , µ = 0. The gap closes at Mz = ∆ or ∆/Mz = sinθ.

the condition Eq. (2.29) or too large (breaks the condition Eq. (2.28), there is no

zero modes. We find that the critical angle for Eq. (2.29) is given by ∆ = Mzsinθc

from Fig. 2.5. The extra constaint allows to control topological superconductivity

tuning the σz-term by electrostatic gates at arbitrary direction of the magnetic field.

In electron cases discussed in [16, 21, 53, 61], the constraint is on the direction of the

magnetic field.

We find that hole wires in GaAs or InSb structures are favorable for MBS detec-

tion. In these systems a surface pinning of the Fermi level can be close to the valence

band giving a small Schottki barrier for electrostatic control of charge carrier den-

sity. For w = 80nm nanowire, lithographically developed from an unstrained d = 20nm

quantum well in a AlGaAs/GaAs/AlGaAs Carbon-doped heterostructure grown along

[001], at γ1 = 6.8, γ2 = 2.1, γ3 = 2.9, κ = 1.2, q = 0.04, P = 10eV Å, Eg = 1.52eV and [22]

δαv = 76.7 eV Å3, assuming eFz = 2 × 104V /cm, we obtain m = 0.15 m0 ( m = 0.25m0

when adjustments are made for the effects of finite depth of the well and one-sided

doping), g = 5, and γ = 70 meV Å. At 2D density ns = 2 × 1010cm−2, µ = 0.14meV ,

and holes are only in the ground subband in the wire. For superconductivity caused

by proximity to NbN, ∆ ∼ 0.1meV , and the transition between topological and non-
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topological superconducting order occurs at B ∼ 0.7T . Then Eso = 0.2meV >Mz, and

the lowest single-hole state is of camel-back type, Fig.2.1(a), i.e., spin-orbit coupling

is strong.

For a similar InSb wire in InSb/AlInSb structure, at γ1 = 40.1, γ2 = 18.1, γ3 =
19.2, κ = 17.0, q = 0.5, P = 9.6eV Å, Eg = 0.23eV and [47] δαv = 70 eV Å3, we get

γ ∼ 250meV Å, and g ∼ 90. Due to strain in this system, m = 0.04m0 [62] [according

to Eq.(4.9) at zero strain, m = 0.018m0]. Then Eso ∼ 0.4meV . In proximity with NbN

at ∆ ∼ 0.15meV , ns = 2 × 1010cm−2, we find the transition between topological and

non-topological superconductivity in the InSb hole wire at B ∼ 0.4T . Then Mz > Eso,
and the ground state of Eq.(2.22) has single-minimum Fig.2.1(b) shape, which is also

the case in an electron InSb wire [55] with Eso 4 times smaller than here.

2.5 Conclusion

In this chapter, I review the basic facts of band structure and spin orbit couplings

of holes. I introduce our work of spin orbit couplings for low dimensional holes and

emergence of Majorana zero modes. For the analysis of holes, we treat hole wires

non-perturbatively, including the effect of mutual transformation of heavy and light

holes at heteroboundaries, and derived the hole g-factor and spin-orbit interactions.

For the analysis of Majorana zero modes, we find that Majorana settings in GaAs and

InSb hole quantum-well–based wires exhibit considerably stronger p-type proximity-

induced superconducting pairing compared to InSb electron system. For topological

quantum computing, quantum-well–based wires could be of special importance be-

cause they may provide a natural path for construction of networks of high-mobility

wires for braiding Majorana modes. We discuss a criterion for transition from non-

topological to topological superconducting order, showing that Majorana modes arise

even if the Bogoliubov-De Gennes equations for real and imaginary parts of the wave-

function cannot be decoupled. We also show that an extra constraint is necessary

for appearance of Majorana zero modes. Beyond Majorana context, our results are
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important for the field of spin-based electronics, for generation, manipulation and

transmission of spin currents.
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3. INTRODUCTION TO PARAFERMIONS AND

QUANTUM HALL EFFECT

Although the Majorana fermion is an important step towards topological quantum

computation, it is not computationally universal [63,64]. Braiding Majorana fermions

can not produce all unitary quantum gates, such as the entangling gate [64,65]. This

fact forces us to search for more powerful non-Abelian anyons. The parafermion is

a promising candidate. The braiding statistics of parafermions is richer than Ma-

jorana fermions [64]. Furthermore, they present a vital step toward the realization

of Fibonacci anyons that allow a full set of quantum operations with topologically

protected quasiparticles [66]. However, the emergence of parafermions requires strong

electron-electron interactions. Fractional quantum Hall systems are studied by many

authors and are expected to be grounds for realizations of abelian anyons and non-

Abelian anyons [8, 13, 64, 67–69]. Therefore, we also study parafermions in the frac-

tional quantum Hall regime. Before introducing our work, in this chapter I will give

an introduction to the quantum Hall effect and its edge theory which are essential for

the study of parafermions. I will also overview the basic properties of parafermions.

3.1 Integral Quantum Hall Effect

The integral quantum Hall effect was discovered by von Klitzing and coauthors in

1980 [70]. This beautiful discovery opens a new era of condensed matter physics. A

schematic plot of the experimental setting is given by Fig. 3.1. The Hall resistance

is defined by RH = VH
I . The longitudinal resistance is given by RL = VL

I . Two main

results of the integral quantum Hall effect can be summarized as below [71]:

(1)Quantization of resistance. When the Hall resistance RH is plotted as a function
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Figure 3.1. A schematic plot of magnetotransport measurement. A
strong magnetic field is applied perpendicular to the two dimensional
electron gas(2DEG). VL, VH and I are longitudinal voltage, Hall volt-
age and current, respectively.

of the magnetic field B, it shows many plateaus. The plateaus happen approximately

when the electrons fill integer Landau levels n. The Hall resistance is given by:

RH = h

ne2
(3.1)

where h is the Planck constant and e the electron charge.

(2)Superflow. When RH is in the plateau regions, the RL shows Arrhenius behavior:

RL = exp(−
Eg

2kBT
) (3.2)

The Eg can be interpreted as an energy gap in the spectrum. We note that when

the temperature T goes to zero, the RL also goes to zero which means the electrons

travel without dissipation.

To understand the nature of the quantum Hall effect, we have to first under-

stand the behavior of a single electron in the magnetic field in dimension two. The

Hamiltonian that describes such an electron is:

H = 1

mb

(p + eA
c

)2 (3.3)

The electron’s charge is −e and it is in the x-y plane. The vector potential A gives

a magnetic field along z direction, ∇ × A = Bẑ. Denote the length along x and y
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(a) (b)

Figure 3.2. a: a schematic plot of the Landau levels. NE is the
electron density . b: The broadened Landau levels due the existence of
impurity. The red regions denote the extended states that contribute
to the transport, while blue shadow regions denote the localized states.

directions as Lx and Ly, the magnetic length l =
√

h̵c
eB and the cyclotron frequency

ωc = eB
mbc

. For the Landau gauge A = −Bxŷ, the energy eigenvalues of Eq. (3.3) are

given by

En = (n + 1

2
)h̵ωc (3.4)

with n = 0, 1, ..., ∞. These discrete energy levels are called Landau levels and the gap

between two neighboring Landau levels is h̵ωc, see Fig. 3.2(a). The wave functions

in the nth Landau level are [72]:

ψn(x, y) =
1√

2nn!π
1
2 lLy

eikyye−
(x−kyl

2
)
2

2l2 Hn(
x − kyl2

l
) (3.5)

where Hn(x) is the Hermite polynomial of order n. From the above expression, we

see that each Landau level is highly degenerate. The degeneracy per unit area is:

D = 1

2πl2
= B

φ0

(3.6)

where φ0 = hc/e is the flux quantum.
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It is also very useful to work out the solution in the symmetric gauge: A = 1
2B×r.

The energy levels are given by:

En = (n + 1

2
)h̵ωc = (nr +

∣m∣ −m
2

+ 1

2
)h̵ωc (3.7)

where both n and nr are non-negative integers and we have m ⩾ −n. The wave

functions are:

ψnr,m(r, φ) = 1

l

√
nr!

(nr + ∣m∣)!(
r√
2l

)∣m∣e−
r2

4l2L
∣m∣
nr (

r2

2l2
)eimφ (3.8)

where L
∣m∣
n are the associated Laguerre polynomials. Although the above expression

seems complicated, it has a very useful property in the lowest Landau level (LLL),

the analyticity. The wave functions in the LLL:

ψ0,m ≡ ψm(z) = 1√
2πl22mm!

zme−
∣z∣2

4l2 (3.9)

Therefore, the N-electron wave function which lies entirely in the LLL takes the form:

f(z1, ..., zN)
N

∏
i=1

e−
∣zi ∣

2

4l2 (3.10)

where f(z1, ..., zN) is an analytic function for all arguments z1, ..., zN . This property is

very important for analyzing the fractional quantum Hall effect where all the electrons

reside in the LLL.

The Landau level picture in Fig. 3.2(a) can not explain the quantum Hall plateaus.

We need the concepts of extended states and localized states. After including the

effects of impurities, many states appear in the gaps between the Landau levels. The

Landau levels broaden into bands, see Fig. 3.2(b). However, these states represent

close orbits of electrons, so they are localized states that do not contribute to the

transport. The blue shadow regions in Fig. 3.2(b) denote these states. In addition,

at the edges of the sample, electrons feel a steep potential. These edge states go

across the entire length of the sample, thus they are extended states that contribute

to the transport. The energies of these edge states are near the center of Landau

levels, which are represented by red regions in Fig. 3.2(b). The origin of the plateaus
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can be explained like this: We start from filling factor n, so the electrons fill n Landau

levels with Hall resistance RH = h/ne2. Now we add more electrons into the system

and the filling factor goes away from n. However, these extra electrons just occupy

the localized states and they do not contribute to transport. Therefore, the Hall

resistance is still given by RH = h/ne2. If we change the magnetic field, we basically

change the degeneracy of the Landau levels, Eq. (3.6), and it’s equivalent to add or

subtract electrons to the system. The Hall resistance remains a constant, so a plateau

is observed. One may argue that the Hall resistance is given by RH = B
ρexec

, with ρex

the density for extended states. However, a careful calculation shows that RH = B
ρec

as if all the electrons contribute to the transport [71].

3.2 Fractional Quantum Hall Effect

In 1982, Tsui and his coauthors observed the Hall resistance plateaus at RH = h
νe2

where ν is a rational number [73]. The first observed ν is 1
3 . This result is surprising,

since according to our analysis in the last section, there is no gap within the lowest

Landau level (LLL). The kinetic part of the electron motion, governed by Eq. (3.3),

is a constant in the LLL. Therefore, electron-electron interaction plays an important

role:

Hin = ∑
i<j

e2

ε∣ri − rj ∣
(3.11)

The interaction term Eq. (3.11) can not be treated using mean field theories [71].

We have to use new methods to explain the fractional quantum Hall effect. There

are three important ways to understand the nature of the fractional quantum Hall

states:

(1) The Laughlin wave function. In low temperature, the behaviors of a gapped

system are mostly determined by the ground state wave function. Laughlin is the first

one to put forward a trial wave function as the ground state for fractional quantum
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Hall effect at filling factor ν = 1
3 [74]. His method is generalized to ν = 1

m with m an

arbitrary odd number. For ν = 1
m , the Laughlin wave function for N electrons is:

Ψm(z1, ..., zN) =
N

∏
i<j

(zi − zj)m
N

∏
i=1

e−
∣zi ∣

2

4l2 (3.12)

where zk = xk + iyk denotes the position of kth electron in the plane and l is the

magnetic length. It is verified that the Laughlin wave function is a valid and accurate

representation of the true ground states at filling fraction ν = 1/3 and ν = 1/5 [71].

Starting from the Laughlin states, we can also construct excitations by attaching flux

tubes. The quasihole excitation at position z0 is given by:

Ψh,z0
m (z1, ..., zN) =∏

i

(zi − z0)
N

∏
i<j

(zi − zj)m
N

∏
i=1

e−
∣zi ∣

2

4l2 (3.13)

The quasiparticle excitation at position z = z0 is given by:

Ψe,z0
m (z1, ..., zN) =

N

∏
i=1

e−
∣zi ∣

2

4l2 (2 ∂

∂zi
− z

∗
0

l2
)
N

∏
i<j

(zi − zj)m (3.14)

These quasihole and quasiparticle excitations have two very interesting and important

properties: fractional charge and fractional statistics. The fractional charge of the

quasihole can be seen in the following way: The radius of the electron liquid of

Laughlin state is given by r0 = l
√

2m(N − 1), while the radius of the quasihole state

is rh = l
√

2m(N − 1) + 1. The extra charge is given by

qh = eρπ(r2
h − r2

0) =
e

m
(3.15)

Therefore, we can effectively view the quasihole as if it carries charge e/m. The

exchange statistics of two quasiholes can be obtained by calculating the Berry phase:

γ = i∮ dz0⟨Ψh,z0
m ∣dΨ

h,z0
m

dz0
⟩. For the ν = 1/3 Laughlin state, the exchange phase of

quasiholes is eiπ/3 [72].

(2)Composite fermions. The Laughlin wave functions only solve the problem at

filling factor ν = 1/m, so we need to use new methods to explain the more compli-

cated filling factors such as 2/5, 2/7, and so on. The composite fermion theory is

an effective way to obtain the ground state wave functions for a large set of filling
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factors. A composite fermion is the bound state of an electron and an even number

of quantized vortices. By transforming the electrons into composite fermions, one

can build correspondences between the fractional quantum Hall states and integral

quantum Hall states. We can see how it works in the following:

We start from an integer quantum Hall state at filling factor n which is an integer.

The spectrum has gaps. The relation between the density ρ and the applied magnetic

field is ρ = n∣B0∣
φ0

, where φ0 = hc/e is the flux quanta. B0 is positive when it is along +z
direction. Now we attach 2p flux quanta to each electron, the new magnetic field is

given by:

B = B0 + 2pφ0ρ (3.16)

The new filling factor is ν and ρ = νB
φ0

. Substituting this relation and ρ = ±nB0

φ0
into

Eq. (3.16), we have

ν = n

2pn ± 1
(3.17)

Therefore, the fractional quantum Hall effect of electrons can be regarded as integer

quantum Hall effect of composite fermions. The important point is, during the flux

attaching process, the gap in the integer filling factor n persists to the fractional filling

factor ν = n
2pn±1 . The explanations for the integral effect can be applied similarly to

explain the fractional effect. Furthermore, the composite fermion theory allows us to

construct the ground state wave function for filling factor ν = n
2pn±1 . To see this, we

first find out the vector potential that binds 2p flux quanta to electrons. It is given

by [71]:

A2p(zi) =
2p

2π
φ0∑

j≠i
∇iθij (3.18)

with

θjk = iln
zj − zk
∣zj − zk∣

(3.19)

This vector potential can be eliminated by making gauge transformation, thus the

wave function should have a phase factor:

e−2ip∑j<k θjk =∏
j<k

( zj − zk∣zj − zk∣
)2p (3.20)
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By considering the correlations between electrons and the Landau levels mixing, the

proposed wave function for filling factor ν = n
2pn±1 is given by [71]:

Ψν = PLLLΦ±n∏
j<k

(zj − zk)2p (3.21)

where PLLL is the projection operator into lowest Landau levels and Φ±n is the wave

function for filling full n Landau levels.

(3)Effective field theory. The effective field theory is a phenomenological theory

proposed by Wen to describe the fractional quantum Hall states [13,75,76]. It can re-

produce the basic results of these states such as fractional charge, fractional statistics,

and so on. Furthermore, it is useful for analyzing the edge states and the interplay of

fractional quantum Hall effect and other phenomena such as superconductivity and

tunneling. Here I summarize the basic results of this theory.

The number and current density of the electron is represented by J(z) = (J0(z),J(z)),
with J0 the number density. We set h̵ = c = 1. The basic relations of the quantum

Hall effect is given by

J0 = −eνB
2π

σxy = νe2

2π

Jx = σxyE
y (3.22)

It can be written in a compact way:

eJµ = νe
2

2π
εµνλ∂νAλ (3.23)

The next step is to find out a Lagrangian which produce an equation of motion like Eq.

(3.23). Introducing a U(1) gauge field aµ to describe the densities: Jµ = 1
2π∂νaλε

µνλ.

The Lagrangian that produces Eq. (3.23) for Laughlin states ν = 1/m is given by [13]:

L = −m
4π
aµ∂νaλε

µνλ + e

2π
Aµ∂νaλε

µνλ (3.24)

The fractional charge and fractional statistics can be explained using the effective

field theory. Let us create a particle with aµ charge l. It is equivalent to adding a
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source term la0δ(z − z0) into Eq. (3.24). The equation of motion with respect to a0

gives:

J0 =
1

2π
εij∂iaj = −

e

2πm
B + l

m
δ(z − z0) (3.25)

Therefore, one aµ charge carries e
m electric charge. From Eq. (3.25), one can see that

the source term also create l
munits of aµ flux. Exchange two excitations induce a

phase [13]:

θ = π l
2

m
(3.26)

A general fractional quantum Hall state at filling fraction ν can be regarded as

consisting of several condensates and the I th condensate is determined by a gauge

field aIµ. The Lagrangian describes such a general fractional quantum Hall state

is [76]:

L = − 1

4π
KIJaIµ∂νaJλε

µνλ + e

2π
qIAµ∂νaIλε

µνλ + sIωµ∂νaIλεµνλ (3.27)

where the matrix K describes the couplings between different condensates, the charge

vector q describes the couplings between electro-magnetic field and the condensates,

and spin vector s describes the couplings between curvature and the condensates.

The spin vector appears because of the shift S for a quantum Hall state on a curved

surface:

Nφ = ν−1Ne − S (3.28)

where Nφ is the total number of flux quantum passing through the surface, Ne is the

Landau level degeneracy. S depends on the Landau level index and the topology of

the space. For ν = 1 state, S = 1 for sphere and S = 0 for torus. Therefore, to describe

this effect, we need the third term in the Lagrangian Eq. (3.27). The set (K, q, s)

characterizes the topological order of a quantum Hall state. The filling fraction is

given by [13]:

ν = qK−1q (3.29)
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For a quasiparticle labeled by l which has lI charge in the I th component, the charge

and statistics is given by [13]:

Ql = −el⊺K−1q

θl = πl⊺K−1l (3.30)

3.3 Edge Physics of Quantum Hall States

In the single-electron picture, the edge states refer to the quantum states which are

localized around the edge of the system. For the electron liquids, the edge states can

be roughly regarded as surface waves or surface fluctuations of the electron droplets.

In the quantum Hall regime, edge states normally represent the low-lying gapless

excitations of the systems. These low-lying states are important for the electron

transport. However, due to the competition between the Coulomb interaction and the

sharp edge confinement potential, the structure of the edge may be very complicated

[77–80]. The edge density may not fall from the bulk density directly to zero. Edge

reconstructions may happen and more conducting channels form around the edge. For

example, the possible edge structure of 2
3 state is plotted schematically in Fig. 3.3.

For the sharp clean edge, a ν = 1 state may form [77] and we will have two counter-

propagating edge modes, see Fig. 3.3(a). For the smooth edge and the existence of

disorder, some other incompressible states may form and its behaviors may be very

complicated [80], see see Fig. 3.3(b).

There are basically three ways to study the edge structure: numerical calcula-

tions, constructions of wave functions and the effective field theory. For numerical

calculations, we exactly diagonalize the Hamiltonian of the electron system with the

confinement potential. The low-lying energy edge states can be obtained from the

spectrum of the Hamiltonian. Then the density profiles of these edge states can be

obtained from the wave functions and the edge structures can be studied.
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(a) (b)

Figure 3.3. Schematic plots of the edge structure of the spin-polarized
2/3 state. a: For the sharp clean edge confinement, a ν = 1 state may
form around the edge [77]; b: For the smooth edge confinement and
with disorder, a ν = 1/3 state or other incompressible states may
form [80].
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To construct the wave functions of the edge states, one needs to know the ground

state wave function. For the Laughlin state Φ3(z) = ∏i<j(zi−zj)3, the following states

all represent the low lying states [13]:

Φedge(z) = F (z)Φ3(z) (3.31)

where F (z) is a symmetric polynomial. One can check the validity of the above

assertion by numerical calculations. From this result, we see that the quasihole and

quasiparticle excitations can all be regarded as edge states. For more general filling

fractions, one can construct the edge states by multiplying the ground state wave

functions with Schur functions [81].

As the edge states are localized around the edge, their effective theory should be

an one spacial dimension theory. Wen found out that these edge states are described

by the so called ”chiral Luttinger liquid”, which is different from the normal Luttinger

liquid since the edge modes here propagate only in one direction [82]. According to

Ref. [13], I summarize the basic results of this theory as below.

We associate one edge effective field φI to each bulk gauge field aIµ. The edge

density of the Ith condensate of the fractional quantum Hall state is given by:

ρI =
1

2π
∂xφI (3.32)

The edge densities obey the Kac-Moody (K-M) algebra:

[ρIk, ρJk′] = (K−1)IJ
1

2π
kδk+k′

k, k = integer × 2π

L
(3.33)

where the K matrix is the same as the bulk effective theory. The Hamiltonian is given

by:

H = 2π∑
IJ

VIJρI,−kρJ,k (3.34)

The quasiparticle operators Ψl ∝ eiφI lI creates charge:

Ql = −eq⊺K−1l (3.35)
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From the above expression, it is obvious that an electron operator should satisfies:

lI =KIJLJ , qILI = 1 (3.36)

The mathematical structure of these edge modes are very useful when we study their

couplings to the superconductors.

3.4 Parafermions

As I mentioned before, the Majorana fermion alone can not be used to perform

universal topological quantum computation since the lack of entangling quantum

gates. In this section, I will introduce some important properties of parafermions,

based on the work in Ref. [64,83].

Let us consider the generalized N-state quantum clock model:

H = −J
L−1

∑
j=1

(σ†
jσj+1 + σ†

j+1σj) − h
L

∑
j=1

(τ †
j + τj) (3.37)

where the σ and τ are unitary operators that satisfy σNj = τNj = 1. The only non zero

commutation relation is given by:

σjτj = τjσje2πi/N (3.38)

We can define a new set of operators αj by the following transformation:

α2j−1 = σj∏
i<j
τi

α2j = −eiπ/Nτjσj∏
i<j
τi (3.39)

These new operators have the following properties:

αNj = 1

α†
j = αN−1

j

αjαk = αkαje
2πi
N
sgn(k−j) (3.40)
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For N = 2 case, these operators represent Majorana fermions. For N > 2, they define

the parafermions. In terms of these new operators, the Hamiltonian in Eq. (3.37)

becomes:

H = J
L−1

∑
j=1

(e−iπ/Nα†
2jα2j+1 + h.c.) + h

L

∑
j=1

(eiπ/Nα†
2j−1α2j + h.c.) (3.41)

The structure of this Hamiltonian is similar to Fig. 1.1. When J = 0, all the

parafermions are paired. While for h = 0, we have two unpaired parafermion op-

erators. One can show that a pair of parafermion operators define an N dimensional

Hilbert space. Let us take the two operators as α1 and α2. We first observe that:

(α†
1α2)N = eiπ(N−1) (3.42)

Therefore, the eigenvalues of α†
1α2 have the form −e 2πi

N
(q−1/2) and the corresponding

eigenvectors are ∣q⟩, with q takes the values 1, ...., N. Using the relations in Eq. (3.40),

we see that α1 and α2 decrease the quantum number q by 1, while α†
1 and α†

2 increase

q by 1. We also see that by applying α1 and α2 to ∣q⟩, there is only a unique state

∣q − 1⟩. The reason is:

α2∣q⟩ = α1α
†
1α2∣q⟩ = qα1∣q⟩ (3.43)

Using the similar method, one can prove that all the states ∣q⟩ are non-degenerate in

the space defined by α1 and α2. With this result, we find that for J = 0 and h ≠ 0,

there is a unique gapped ground state. However, for h = 0, we have N degenerate

ground states defined by α1 and α2L. These parafermionic zero modes can be used

as topologically protected qubits.

The fractional quantum Hall state in proximity to the s-wave superconductors is

proposed to host parafermion zero modes [64]. The fractional Josephson effect can

be used to confirm the appearance of parafermions. For the Laughlin state ν = 1/m,

the Josephson current admits 4πm periodicity.

Braiding the parafermions can achieve entangling gates. Let us consider the state

∣q, q′⟩ defined by two pairs of parafermions α1, α2, α3 and α4. Uij denotes a clockwise
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exchange of αi and αi. The operator P = (U23U12U34U23)2 produces a controlled phase

gate. It yields:

P ∣q, q′⟩ = e−i(2π/m)(q−k−m)(q′−k−m)∣q, q′⟩ (3.44)

From the above expression, we can see that the Majorana fermions with m = 1 can

not produce such a gate.
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4. PARAFERMIONS IN THE FRACTIONAL QUANTUM

HALL SPIN TRANSITIONS

In this chapter, I will introduce our work about a possible setup that can host

parafermions. We prove, by both analytical and numerical methods, that two counter

propagating edge modes exist at the boundary between 2/3 spin polarized and un-

polarized fractional quantum Hall states. Our field theory analysis and numerical

calculation show that when these edge modes are coupled to superconductivity and

subject to an in-plane magnetic field, parafermion zero modes can emerge. Some of

the results of edge states in this chapter is published in Ref. [84].

4.1 Introduction

As reviewed in the first two chapters of the thesis, topological quantum computa-

tion using Majorana fermion based systems are studied by many authors [2,9,16,28].

However, it is shown that such systems are not computationally universal since the

braiding operations of Majorana fermions cannot approximate all unitary quantum

gates [63,85]. To realize universal topological quantum computation, we have to look

for other kinds of non-Abelian anyons. The parafermion is such a candidate because it

is shown to have denser rotation groups and its braiding operations enable two-qubit

entangling gates [83, 86]. Furthermore, a two dimensional array of parafermions can

support Fibonacci anyons with universal braiding statistics [66]. Therefore, the next

step is to find out experimentally realizable systems which can host parafermions.

In a seminal paper [64], Clarke et al proposed that parafermions can appear in the

fractional quantum Hall effect regime if two counter-propagating edge states with

different polarizations can be gapped by proximity superconducting pairing and tun-

neling. Here we suggest that the edge states formed during the spin transition of 2
3
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spin singlet state and spin polarized state can host parafermions when coupled to an

s-wave superconductor.

The spin transitions of fractional quantum hall effect (FQHE) regime have been

observed at the filling factor ν = 2
3 and other fractions [87,88]. It is shown that using

electrostatic gates that make exchange interactions in a system position-dependent,

it is possible to have both polarized and unpolarized state in a single sample with

a domain wall separating regions with different spin polarization [89, 90]. The spin

transition can be understood in terms of the composite fermion (CF) picture. The

FQHE states at filling fraction ν = n
2n−1 can be mapped onto integer quantum Hall

states at filling fraction n for CFs. The energy of the nth level can be written as the

following [84]:

Ens = h̵ωcfc (n + 1

2
) + sgµBB (4.1)

Where h̵ωcfc is proportional to e2√
l2m+z2

0

and lm ∝
√
B� is the magnetic length with

B� the out of plane component of magnetic field B, and z0 is the extent of the

wavefunction in the out of plane direction. The second term is the Zeeman energy

and s = ±1 represent the spin. Since these two terms have different spin dependences,

the levels Λp,↓ and Λp+1,↑ cross at some B∗ > 0, as shown in Fig.4.1(a). Therefore, at

B < B∗ electrons of 2
3 state occupy Λ0↑ and Λ0↓ and it’s in spin unpolarized state, while

at B > B∗ they occupy Λ0↑ and Λ1↑ and it’s in spin polarized state. Experimentally

we can also tune the effective Coulomb interaction instead of tuning the Zeeman

coupling to make the transition between spin polarized and unpolarized state [84].

In this chapter we will study the edge state structure on the boundary of the

2
3 polarized and unpolarized state. The edge states of the quantum Hall systems

are widely studied over years [75–78, 91–93]. For the filling fraction 2
3 , edge states

between fractional quantum Hall liquid and the vacuum have been studied in both

spin polarized and various kind of unpolarized phases [80,81,94,95]. It is anticipated

that both phases of 2
3 have two edge modes moving in different directions for clean

edges [75, 77]. When the 2
3 polarized and unpolarized states are far apart, there are

four edge modes with two moving right and two moving left. When they are attached
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(a)

(b)

Figure 4.1. a: The schematic plot of the composite fermion energy
levels. When the magnetic field is increased, there is a level cross-
ing(black circle) of the Λ0↓ and Λ1↑ which leads to a spin transition
from spin singlet state to spin polarized state. b: A schematic plot
of the edge states. The arrows represent the direction of the their
velocities and colors represent spin up(red) spin down(blue).
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together, we anticipate that there are only two edge modes left, see Fig.4.1(b). This

can be understood intuitively in terms of the CF picture. The edge states associated

with the common Λ0↑ level will merge and disappear so only the edges states associated

with the Λ0↓ and Λ1↑ levels exist. This picture also indicates that the remaining edge

states should propagate in different directions and carry different spins.

In the following of this chapter, we will first use the effective theory to show that

the above picture is true. We will also apply exact diagonalization method to the

Hamiltonian of disk and torus geometies and prove that there are indeed two counter-

propagating edge modes with different spin polarizations at the boundaries between

spin polarized and unpolarized states. We will study the effective theory of this

system when when two gapping mechanisms are introduced: superconducting pair-

ing and backscattering across interface, and show that it can support parafermions.

Finally, we will exactly diagonalize the Hamiltonian with these two gapping terms

within a suitably truncated Hilbert space. The resulting spectrum has six nearly de-

generate states in some parameter regions, indicating the emergence of parafermion

zero modes. Our results not only provide a new platform for realizing universal topo-

logical quantum computation, but also provide a general method to study the edge

states between systems with different topological orders.

4.2 Analytic analysis of edge states on the boundary between 2
3 spin

polarized and unpolarized states

In this section, we will use the effective theory to analytically analyze the edge

states structure for the boundary between 2
3 spin polarized and unpolarized states, and

quantitatively show that there are only two edge modes which propagate in different

directions and have different spin polarizations. An analytic theory is essential here

since it not only shed light on the numerical calculations in the following sections,

but also is necessary for the study of the emergence of parafermions.
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(a)

(b)

Figure 4.2. a: The schematic plot of the composite fermion energy
levels in the bulk of the spin polarized and unpolarized regions. b:
The possible edge modes on the boundary of spin polarized and un-
polarized regions. The two modes in the middle corresponding to Λ0↑
can pair and form a gap, thus are removed from the low energy theory.
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Before going into the quantitative theory, we first heuristically explain why there

are edge states on the boundary between these two regions. The formation of edge

modes are always related to the confinement potentials acting on the edges. However,

naively it seems that there is no confinement potential around the internal edge in our

case. Clever readers may realize that this simple observation is not true. We actually

have intrinsic confinement potential in our case. From the analysis of last section, we

see that there is a level crossing between the spin polarized and unpolarized states.

The electrons in the Λ0↓ level of the spin unpolarized state can not tunnel into the spin

polarized state since Λ0↓ level has a higher energy there. The same thing also happens

for the electrons in Λ1↑ of spin polarized state, see Fig. 4.2(a). Therefore, the electrons

in these two levels feel effective confinements and they form two edge modes. This

situation is somewhat analogous to the Andreev bound states in the superconductor-

normal-superconductor junction where single electron tunneling is forbidden below

the superconducting gap. It is these intrinsic confinements that cause the formation

of edge states. For the bottom level Λ0↑ on both sides, they may merge and there is

no gapless excitations, see Fig. 4.2(b).

To quantitatively analyze the edge states, we apply the effective field theory meth-

ods reviewed in the last chapter. I rewrite the main results of the theory here. The

Lagrangian density of the bulk effective theory for the fractional quantum Hall state

can be written in the form [75,76]:

L = − 1

4π
KII′aIµ∂νaI′λε

µνλ − e

2π
qIAµ∂νaIλε

µνλ

+ sIωµ∂νaIλε
µνλ (4.2)

where aIµ represent n Abelian Chern Simons (CS) gauge fields, Aµ is the electro-

magnetic gauge field, ωµ describes the curvature of the space, K is an n by n non-

singular integer matrix describing the coupling between the CS gauge fields, q is an

n-component integer vector describing the coupling between the CS gauge fields and

the electromagnetic gauge field, s is an n-component half integer vector describing

the coupling between the CS gauge fields and the curvature. An Abelian quantum
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Hall state can be classified by a set {K,q, s} which determines the long distance

properties of the state. Therefore, this set characterizes the topological order of the

Abelian quantum Hall fluid [75, 76]. For our 2
3 case, it takes the following value for

the spin polarized case [76]:

K1 =
⎛
⎜⎜
⎝

1 2

2 1

⎞
⎟⎟
⎠
,q1 =

⎛
⎜⎜
⎝

1

1

⎞
⎟⎟
⎠
, s1 =

⎛
⎜⎜
⎝

1
2

−1
2

⎞
⎟⎟
⎠

(4.3)

for the spin unpolarized case:

K2 =
⎛
⎜⎜
⎝

1 2

2 1

⎞
⎟⎟
⎠
,q2 =

⎛
⎜⎜
⎝

1

1

⎞
⎟⎟
⎠
, s2 =

⎛
⎜⎜
⎝

1
2

1
2

⎞
⎟⎟
⎠

(4.4)

The form of the K matrix can be understood in terms of the CF picture [81]. For

the 2
3 state, there are two components each occupies a single CF Landau level in a

effective antiparallel magnetic field, thus the K matrix is Kij = −δij. Each component

should be attached two flux, so we have to add 2 to each element of K matrix. The q

represents the charge carried by each components of condensates. In the CF picture

of 2
3 states, all condensates should carry the same charge. The vector s is related to

the Landau level occupied by each condensate. For spin unpolarized case, they both

occupy the lowest Landau(or Λ) level thus have the same s. For spin polarized case,

they occupy different Landau(or Λ) level thus have the different s. From Eqs. (4.3)

and (4.4), we see that the only difference of spin polarized and unpolarized state is

the spin vector s. In Eq. (4.2) the second term and the third term are similar. So

if we regard q as describing the unit of the electric charge carried by the two CF

components, s can be regarded as describing the “curvature charge” carried by the

CF components. Although the spaces in our problem are flat (disk and torus), the

curvature charge still plays an important role in the properties of edge states as we

will see later.

Now let’s consider the edge physics. When the FQH liquid has boundaries, the

action S = ∫ dxdydtL, where L is given by Eq. (4.2), is not gauge invariant for the
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CS gauge fields. To restore the gauge invariance, assuming the edge is along x axis,

one has to introduce an action that describes the edge physics [76]:

Sedge =
1

4π ∫ dtdx[KIJ∂tφI∂xφJ −VIJ∂xφI∂xφJ] (4.5)

In the above equation, φI is the field that describes the Ith component of the edge

branches, aIi = ∂iφI and ρI = 1
2π∂xφI is the density of the ith branch. K is the same

matrix as the bulk state, and one can show that its positive eigenvalues correspond to

left-moving branches and negative to right-moving branches. V is a positive-definite

matrix that encodes the non-universal interactions between edge branches. Now we

want to study the properties of the edge between two Abelian FQH states. Assuming

the edge is along y = 0 axis, using the same gauge argument as in Ref. [76], we find

out the {K,q, s} for the new state is

K = K1⊕−K2,q = q1⊕q2, s = s1⊕ s2 (4.6)

A similar situation has been considered in Ref. [94], but they omit the role of spin

vectors. Now we improve their method by putting spin vectors into consideration. In

Eq. (4.6), dim(K) = dim(K1) + dim(K2) and all edge branches are retained. After

considering the tunneling perturbation, we will see some of the edge branches may

be removed from the low energy theory. Now, according to Ref. [94], we define the

following quantities:

φ(m) =miφi, q(m) =miqi,

s(m) =misi, K(m) =miKijmj (4.7)

where m is an integer valued vector and repeated indexes means summation. We

define a set of local fields [94]:

Ψm = e−iφ(m) (4.8)

which obey, for x ≠ x′,

Ψm(x)Ψm′(x′) = (−1)q(m)q(m′)Ψm′(x′)Ψm(x) (4.9)
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In the symmetric representation, from the properties of K matrix, we have:

(−1)K(m) = (−1)q(m) (4.10)

Thus, if K(m) is odd, the field Ψm is fermionic, and if K(m) is even, it is bosonic.

Now we consider the tunneling perturbation [94]:

T = ∫ dx[t(x)Ψm(x) + h.c.] (4.11)

It should be bosonic and charge conserving so q(m) = s(m) = 0 and K(m) even. In

Ref. [94], they only require q(m) = 0 and K(m) even. We argue that s also represents

the internal structure of the fractional quantum Hall liquid. From the similarity of q

and s terms in Eq. (4.2), we also require s(m) = 0. The scaling dimension of Ψm is

∆(m) that satisfies the inequality [94]:

∆(m) ⩾ 1

2
∣K(m)∣ (4.12)

If the tunneling perturbation is relevant, the modes in Ψm become massive and are

removed from the low energy theory. From the scaling perspective it is potentially

relevant if the scaling dimension ∆(m) < 2. So, with the constraints given above,

we conclude that the condition for m that leads to a potentially mass generating

perturbation is that [94]:

K(m) = q(m) = s(m) = 0 (4.13)

Although the space may be flat, the spin vector still plays a role in the properties of

edge states.

We now apply this analysis to the edge states between 2
3 spin polarized and un-

polarized states. The {K,q, s} of the effective theory for this phase coexistence state

is:

K =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 2 0 0

2 1 0 0

0 0 −1 −2

0 0 −2 −1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1

1

1

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, s =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1
2

1
2

1
2

−1
2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(4.14)
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In terms of CF theory, we can identify fields φi as φ1, φ2 corresponding to Λ0↑, Λ0↓

respectively, and φ3, φ4 corresponding to Λ0↑, Λ1↑ respectively. From Eqs. (4.13)

and (4.14), we find out two independent solutions for m: m1 = (1,0,−1,0) and

m2 = (0,1,−1,0). m2 represents tunneling between Λ0↓ and Λ0↑ which is unlikely to

happen since there is an energy gap. Therefore, only the operator Ψm1 is relevant and

potentially mass generating, and φ1, φ3 are removed from the low energy theory. So

we conclude that there are only two counter-propagating edge states represented by φ2

and φ4 remaining in the low energy regime and they have different spin polarizations.

4.3 Numerical calculations on the disk

In this section, we will use the numerical method to confirm the conclusions in the

last section about the induced edge states between 2
3 spin polarized and unpolarized

states. Some of the results are discussed in our paper Ref. [96].

We simulate a system of 8 electrons in a magnetic field using the disk geometry

shown schematically in Fig. 4.3(a). In this model we use a spatially dependent

Zeeman energy to control spin polarization of the 2DEG, see Fig. 4.3(b). The central

region of the disk of radius R1 is characterized by a large Zeeman term Emax
Z , while

the outer region with outer diameter R2 is set to Emin
Z = 0. The Zeeman term is

varied smoothly within the region R1 < r < R1 +∆R, resulting in a smooth variation

of wavefunctions across the disk and avoiding spurious effects originating from abrupt

changes. When there are 8 electrons on the disk, the allowing single particle states

have angular momentum 0 ⩽m ⩽ 11. Thus, R2 =
√

22lm = 4.8lm. We want the central

region contains half of the electrons so R1 +∆R =
√

11lm = 3.3lm. We set R1 = 2.9lm

and ∆R = 0.4lm. We anticipate the electrons spin polarized in the central region and

unpolarized in the outer region. Note that due to a strong penetration of electron

wavefunction from the outer R1 < r < R2 region into the inner r < R1 region the

difference of the average spin splitting ∫ ψ(r)∗EZ(r)ψ(r)d2r for the modes on the

two sides of the domain wall is < 6%, similar to the experimental conditions.
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(a) (b)

(c)

Figure 4.3. a: Disk geometry for the simulation domain. b: Profile of
Zeeman energy. c: Spectra of 8 electrons on the disk with profile of
Zeeman energy show in Fig. 4.3(b). They are characterized by total
angular momentum Lz and total spin Sz of particles. Edge excitations
with the same Sz = 2 as in the ground state and with Lz = 45,47, which
correspond to the addition or subtraction of a single flux, are circled
black.
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The Hamiltonian is given by:

Hd = 1

2m∗∑
i

(p + eA
c

)2
i +Ez(ri)σ

(i)
z +Ui

+ ∑
ij

e2

ε∣ri − rj ∣
(4.15)

The first term and the second term are kinetic energy and Zeeman energy respec-

tively. The third term is the parabolic confinement U(r) = Cr2 with C = 0.036e2/εl3m
and the last term is the Coulomb interaction. This Hamiltonian is diagonalized using

a configuration interaction method. The states are classified by their projections of

total angular momentum on z-axis, Lz and the total spin of electrons, Sz. We ex-

actly diagonalize this Hamiltonian for 8 electrons in a varying Zeeman energy that

models the coexistence of spin polarized and unpolarized states at a filling factor

2/3. The spectra are given in Fig. 4.3(c). We identified the ground state, which is

spin-polarized in the center and unpolarized in the outer region of the disk, as well

as the edge states flowing close to the boundary between spin polarized and spin

unpolarized regions. Their number and spin density distributions are calculated. All

of the results are shown in Fig. 4.4(a)-4.4(f).

The ground state has total angular momentum Lz = 46 and total spin Sz = 2.

The total spin indicates that 6 electrons are in spin up states and 2 electrons are

in spin down states, as expected. In the CF picture, there are N electrons with N/2

occupying Λ0↑ and N/4 occupying Λ1↑ in the center region and Λ0↓ in the outer region.

The total angular momentum of the ground state is (Note that for Landau level n,

the angular momentum index start from -n in the symmetric gauge):

Lz = pN(N − 1) +LCFz = N(N − 1)

− (N
4
(N

2
− 1) + (N

4
− 3)N

8
+ (3N

4
− 1)N

8

= N(N − 1) − N(N − 3)
4

= N(3N − 1)
4

(4.16)

For N=8, Lz = 46 indeed, coinciding with the numerical result. The ground state is

separated by a gap from the rest of the spectra, see Fig. 4.3(c) and does not carry
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(a) (b)

(c) (d)

(e) (f)

Figure 4.4. a: The ground state electron density (red) and spin density
(blue) for 8 electrons on a disk containing the domain wall between
polarized and unpolarized states at a filling factor 2/3 in a magnetic
field. b: The density profile (red) and spin polarization (blue) for the
edge state M = 45. c: The density profile (red) and spin polarization
(blue) for the edge state M = 47. d: The differences of density (red)
and spin (blue) between M = 45 edge state and the ground state.
e: The differences of density (red) and spin (blue) between M = 47
edge state and the ground state. f: Spin difference between edge state
M = 45 and M = 47.
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current. From the spin profile in Fig. 4.4(a), the ground state is indeed spin polarized

in the center of the disk and unpolarized in the outer region of the disk.

The lowest energy excitations which have spin polarization of the ground state

and correspond to a single flux addition or subtraction have Lz = 45 and Lz = 47, see

Fig. 4.4(b) and Fig. 4.4(c). These are the modes that carry electrical current. when

compared to the ground state, they have ∆L = −1 and ∆L = 1 respectively. This

indicates that these two edge states have opposite linear velocities. The differences

of density and spin polarization between the two edge states and the ground state

are shown in Fig. 4.4(d) and Fig. 4.4(e). We observe that the density differences

have large value only around the internal edge, which confirms that the two edge

states correspond to the internal edge. In Fig. 4.4(f), we show the results for the

difference of spin densities of the two modes near the domain wall between polarized

and unpolarized region. Despite the finite size effects in a small system, the exact

diagonalization clearly identify that the two edge states in the domain wall region

have components of spin density with opposite orientation. Our numerical study

clearly show that there are two counter-propagating edge states in the domain wall

with different spin polarizations, which is consistent with our analysis in the previous

section.

4.4 Numerical calculations on the torus

In this section, we will numerically study the system in a torus geometry. The

advantage of the torus geometry is that it gets rid of the edge between the FQH liquid

and the vacuum, so the physics related to the induced edge between spin polarized

and unpolarized states become clear.

The torus geometry is basically a rectangular cell with periodic boundary condi-

tions. This geometry has been considered in Ref. [97] for 1
3 FQH state. We apply their

method to our case. We take the coordinate system such that the boundary of the

rectangular cell is given by x = 0, x = a, y = 0, y = a, with vector potential
Ð→
A = (0, xB).
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We have 2πl2B
N
a2 = ν, so a =

√
24πlB = 8.68lB, and there are m = N

ν = 12 single electron

orbitals in the cell.

The wave functions of these orbitals are [97]:

φj(Ð→r ) = ( 1

aπ1/2lB
) 1

2

∞
∑
k=−∞

e
[i (Xj+ka)y

l2
B

− (Xj+ka−x)
2

2l2
B

]
(4.17)

where j labels the jth orbit, 1 ⩽ j ⩽ m, and Xj = j
ma is the center coordinate of the

cyclotron motion. The Hamiltonian of the system can be written as:

Ht = 1

2m∗∑
i

(p + eA
c

)2
i +Ez(ri)σ

(i)
z

+ ∑
ij

V (ri − rj) (4.18)

The first and second terms are kinetic and Zeeman terms respectively. The third term

is the Coulomb interaction and due to the boundary condition, it is given by [97]:

V (r) = ∑
s
∑
t

e2

ε∣r + sax̂ + taŷ∣ (4.19)

Its matrix elements are the following [97]:

Vj1j2j3j4 = 1

2 ∫ d2r1d
2r2φ

∗
j1(r1)φ∗j2(r2)V (r1 − r2)φj3(r3)φj4(r4)

= 1

2a2

′
∑
q
∑
s
∑
t

δqx, 2πsa
δqy , 2πta

δ′j1−j4,t
2πe2

εq

× exp[− l
2
Bq

2

2
− 2πis

j1 − j3

m
]δ′j1+j2,j3+j4 (4.20)

The symbols with prime mean that they are defined modulo m and the summation

over q excludes q = 0. From the above expression we observe that the total momentum

is conserved only modulo m. Therefore, we use the total momentum (mod m) M and

the total spin S to classify the states.

We first exact diagonalize the Hamiltonian for 8 electrons in the lowest Landau

level when there are no Zeeman term. In this case, only the Coulomb term plays

a role. The spectra of the Hamiltonian are given in Fig. 4.5(c). We find that the

ground state degeneracy is 3, which is consistent with Ref. [98] where the degeneracy

is given by ∣det(K)∣ and Eq. (4.4) indeed gives 3.
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(a) (b)

(c)

(d)

Figure 4.5. a: The torus geometry for a varying Zeeman energy.
b: The amplitude of Zeeman energy along the toroidal direction. c:
Spectra of 8 electrons on the torus without Zeeman splitting. The
ground state has 3 fold degeneracy. d: Spectra of 8 electrons on
the torus with profile of Zeeman energy show in Fig. 4.5(b). They
are characterized by total momentum (mod 12) Lz and total spin Sz
of particles. Ground state is in Lz = 0 and Sz = 2, circled red. Edge
excitations with the same Sz = 2 as in the ground state with Lz = 1,11,
which correspond to the addition or subtraction of a single flux, are
circled black.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.6. a: The ground state electron density (red) and spin density
(blue) for 8 electrons on a torus containing the domain wall between
polarized and unpolarized states at a filling factor 2/3 in a magnetic
field. b: The density profile (red) and spin polarization (blue) for the
edge state M = 1. c: The density profile (red) and spin polarization
(blue) for the edge state M = 11. d: The differences of density (red)
and spin (blue) between M = 1 edge state and the ground state. e:
The differences of density (red) and spin (blue) between M = 11 edge
state and the ground state. f: Spin difference between edge state
M = 11 and M = 1.
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Now we turn on the Zeeman term and let it has space dependent as Fig. 4.5(a) and

4.5(b). The torus are divided into four equal regions. One of them has large Zeeman

energy Emax
Z and its opposite side has zero Zeeman energy. The regions between them

vary smoothly form zero to Emax
Z . Exact diagonalization of the Hamiltonian gives a

spectra Fig. 4.5(d). We see that there is a single ground state with M = 0 and S = 2

circled red in Fig. 4.5(d). The reason for the lift of the degeneracy is due to the

broken of the magnetic translation symmetry when a spatially varying Zeeman term

is included in the Hamiltonian.

We find out the density profile and the spin polarization of the ground state, see

Fig. 4.6(a). Its density is fluctuating slightly around ν = 2/3 as expected. The spin

polarization is almost 1 within the region where EZ = Emax
Z (region A) and has a

dip in the region EZ = 0 (region B). This clearly indicates that the electrons are

spin polarized in region A and spin unpolarized in region B. Therefore, our numerical

calculation indeed simulate the phase coexistent state.

Now, let’s look at the edge states. Comparing Fig. 4.5(c) and Fig. 4.5(d), it should

be clear that there are lots of low energy excitations. We are most interested in the two

states with the same total spin as the ground state and correspond to single edge state

quanta flowing in the positive and negative poloidal directions. They are circled black

in Fig. 4.5(d) with total spin 2 their momentum are L = 1 and L = 11 respectively.

Their density distributions and spin polarizations, as well as the differences between

them and the ground state are calculated, see Fig. 4.6(b) - Fig. 4.6(e). In order to

compare the spin polarizations of the edge states, we also calculate S11 −S1 and plot

it in Fig. 4.6(f). It indeed shows a spin transition around one edge between region A

and B. Therefore, our numerical study on the torus also support the conclusion that

there are two counter-propagating edge states with different spin polarizations in the

domain wall between spin polarized and spin unpolarized states.
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4.5 Emergence of parafermion modes

From the analytic analysis and numerical calculations, we are convinced that the

edge states have opposite components of velocity and spin. Therefore, these states

can potentially be coupled to an s-wave superconductor, a pre-requisite for generat-

ing topological superconductivity. In integer quantum Hall ferromagnets, proximity

superconducting coupling has resulted in topological superconductivity in the domain

wall region and Majorana zero modes at the boundaries between topological trivial

and non-trivial superconducting regions [90]. In the FQH regime, we anticipate the

appearances of parafermions due to the fractional charges and fractional statistics. in

this section, we will quantitatively show how the parafermions emerge when coupled

to an s-wave superconductor and a spin orbit coupled insulator.

The physics of the edge modes are given by the action Eq. (4.5) with K matrix

given by Eq. (4.14). To simplify the expressions, we redefine the fields φ11 = φ1,

φ12 = φ2, φ21 = φ3, φ22 = φ4. After quantizing these fields, we have the following

commutation relations [13,66]:

[φ1α(x), φ1β(x′)] = iπ[(K−1)αβsgn(x − x′) + iσyαβ] (4.21)

[φ2α(x), φ2β(x′)] = iπ[(−K−1)αβsgn(x − x′) + iσyαβ] (4.22)

[φ1α(x), φ2β(x′)] = iπ[(−K−1)αβ + iσyαβ] (4.23)

From the analysis of Sec.II, the remaining edge modes are generated by the fields φ2

and φ4. From Eq. (4.21) to (4.23), we find their commutation relation are:

[φ2(x), φ2(x′)] =
iπ

3
sgn(x − x′) (4.24)

[φ4(x), φ4(x′)] = −
iπ

3
sgn(x − x′) (4.25)

[φ4(x), φ2(x′)] =
iπ

3
(4.26)

Therefore, φ2 and φ4 satisfy exactly the same commutation relations as φR and φL in

Ref. [64]. We can follow their method to show the emergence of parafermions.
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(a)

(b)

Figure 4.7. a: A schematic plot of experimental realization of
parafermion zero modes. b: The spatial profile of the superconduct-
ing pairing and backscattering tunneling amplitudes ∆(x) and T (x)
induced by proximity effects in Fig.4.7(a) [64].
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We consider the architecture in Fig.4.7(a). The two counter-propagating, opposite

spin edge states are put in close proximity to alternating s-wave superconducting

and backscattering tunneling regions. The amplitudes of the pairing potential and

tunneling are given in Fig. 4.7(b). Redefine the fields φ2/4 = ϕ ± θ. The Hamiltonian

of the interface are given by H =H0 +H1, where [64]

H0 =
mv

2π ∫ dx[(∂xϕ)2 + (∂xθ)2] (4.27)

m = 3 and [64]

H1 ∼ ∫ dx[−∆(x)cos(2mϕ) − T (x)cos(2mθ)] (4.28)

One can write ϕx<x1 = πn1
ϕ/m, θx∈(x1+l,x2) = πnθ/m, ϕx>x2+l = πn2

ϕ/m, and we have [64]:

[n2
ϕ, nθ] = i

m

π
(4.29)

At low energy, we can focus on the interval regions between xj and xj + l. They are

governed by the effective Hamiltonian [64]

Heff =
mv

2π

2

∑
i=1
∫

xi+l

xi
dx[(∂xϕ)2 + (∂xθ)2] (4.30)

We can thus identify the operators [64]

aj → ei(π/m)(njϕ+nθ) (4.31)

which commute with Heff and thus represent zero modes bound to the domain walls.

They have relations:

a2m
j = 1, ajaj′ = aj′ajei(π/m)sgn(j′−j) (4.32)

Therefore, they are parafermion operators and they produce a 2m fold ground state

degeneracy.

4.6 Numerical Calculations for Parafermionic Zero Modes

Based on the results in the last section, we now show that the parafermions can

emerge if the s-wave superconductivity and tunneling are properly introduced into
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(a)

(b)

Figure 4.8. a: A schematic plot of our system. The superconductivity
is introduced only on the top half of the torus. An in-plane magnetic
field is introduced on the bottom half of the torus but is confined in
the domain wall region. b: (top)The rectangular representation of
the torus. The green shaded region has an in-plane magnetic field
and it’s located near one of the domain walls. (bottom)The profile of
the Zeeman coupling in the z direction which is perpendicular to the
surface of the rectangular. Domain walls form in two regions [a/4,
a/2] and [3a/4, a].
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the quantum Hall states. In our system, the appearance of parafermion modes is

indicated by the appearance of six-fold nearly degenerate ground states.

The Hamiltonian of the system can be written as:

H = Ht +HSC +HBX − µN̂ +C(N̂ − N̂0)2 (4.33)

The first term Ht is given by Eq. (4.18). As illustrated in previous sections, two

domain walls form in the boundary regions between the spin polarized and unpolarized

states. The boundary regions are the intermediate regions between Emax
Z and 0 in

Fig. 4.8(b), which are [a/4, a/2] and [3a/4, a]. Each domain wall support a pair of

counter-propagating edge modes with different spin polarizations. The second term

HSC is the superconducting pairing term

HSC = ∫ dr(∆(r)Ψ†
↑(r)Ψ

†
↓(r) +∆∗(r)Ψ↓(r)Ψ↑(r)) (4.34)

where the ∆(r) takes constant value ∆1 on the top half of the torus and ∆2 on

the bottom half of the torus. In our simulations, ∆2 = 0, see Fig. 4.8(a). If we

express the field operators Ψ(r) in terms of the creation and annihilation operators

a†
j and aj which add or annihilate an electron in states given by Eq. (4.17), we have

HSC = ∑j,n ∆jna
†
j↑a

†
n↓ +H.c., with j, n = 1,2, ...,m. When the total number of states

m is an even number, we have for j + n =m,2m:

∆jn = ∑
k+q=−1

∆1 +∆2

2
√
π
∫

a

0
dx exp(−[(Xj + ka − x)2

2

+ (Xn + qa − x)2

2
]) (4.35)

where Xj = a j
m , and for j + n =odd numbers:

∆jn = ∑
k,q

i(∆2 −∆1)
2π

3
2m(k + q + j+n

m ) ∫
a

0
dx exp

( −[(Xj + ka − x)2

2
+ (Xn + qa − x)2

2
]) (4.36)

The third term HBX is a spin flipping tunneling term. In this paper, we take it to

be an in plane Zeeman coupling along the x axis (x and y directions of the torus are
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defined in Fig.4.8(b)), but it may be generated by other methods. We have HBX =

∑i 1
2gµB(ri)σ(i)

x . In our numerical calculations, B(r) = B if x ∈ [0.35a,0.45a] and y ∈
[0,0.5a], where a is the length of the torus in x and y directions. Otherwise B(r) = 0

as shown in Fig. 4.8(b). In second quantization form, HBX = ∑j,nBjna
†
j↑an↓ +H.c.,

with j, n = 1,2, ...,m. When j = n, we have:

Bjn = ∑
k=q

gµB

4
√
π
∫

0.45a

0.35a
dx exp(−[(Xj + ka − x)2

2

+ (Xn + qa − x)2

2
]) (4.37)

when j − n = odd numbers:

Bjn = ∑
k,q

i
gµB

2π
3
2m(k − q + j−n

m ) ∫
0.45a

0.35a
dx exp

( −[(Xj + ka − x)2

2
+ (Xn + qa − x)2

2
]) (4.38)

The fourth term is the chemical potential and the fifth term is the charging energy

which is similar to that introduced in [99]. It can be regarded as the capacitor energy

associated with the change of the number of electrons. These two terms are used to

tune the electron number of the ground state of the system to the desired number.

However, as we will see later, they are small in values when compared with HSC and

HBX and we consider only a small number of particles, therefore these two terms

do not affect our results. For large number of particles they may be relevant so we

include them in the Hamiltonian.

Now let’s discuss the Hilbert space of our numerical simulations. We put 4 elec-

trons in the 6 orbitals defined in Eq.(4.17), so m = 6. Half of the electrons are in the

spin polarized state and half in spin unpolarized state, thus 3 electrons are spin up,

and 1 is spin down, total spin S = 1. We use (N, S) to represent the set of states

with total electron number N and total spin S. Without superconductivity and tun-

neling, the space is (4, 1). The HSC mixes the states with different numbers and HBX

mixes the states with different total spins, therefore our Hilbert space in numerical

calculation is the set {(6, 2), (6, 1), (6, 0), (4, 2), (4, 1), (4, 0), (2, 1), (2, 0)}.
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(a) (b)

Figure 4.9. a: The lowest energies in N = 2,4,6 sectors of Ht. b:
Including µ = 0, C = 0.2, the lowest energies has been shifted so N = 4
sector has the lowest energy and it’s in the (4,1) sector.
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(a)

(b)

Figure 4.10. a: The energy spectrum versus superconducting pairing
potential ∆ with a fixed B = 10000. The red rectangular indicates
the six fold degenerate ground state sup-space which are separated
from the bulk by a gap. This is the evidence for the appearance of
parafermion modes. b: The energy spectrum versus in plane magnetic
field with a fixed ∆ = 50. The six fold ground state degeneracy also
appears and it lasts for a broader parameter regime. The energy unit
is given by e2

εlB
. The unit for the field is Tesla.
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Figure 4.11. The phase diagram of our system. The red region rep-
resents states which has six fold ground state degeneracy. The green
region represents states which has three fold ground state degeneracy
and yellow region represents states with a unique ground state. Black
region represents gapless states. To be qualified as a gap, the max en-
ergy difference between suspected states should be at least two times
as large as the second max energy difference. In this phase diagram
we observe that the six fold ground state degeneracy regime are sepa-
rated from other gapped states by gapless regions, which means that
a quantum phase transition may occur when we go from one regime to
another regime. Therefore we can call the phase represented by the
red region as the topological superconducting phase that supports
parafermionic zero modes.
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If the Hamiltonian contains only Ht, the lowest energies of the N = 2,4,6 sectors

are shown in Fig. 4.9(a). The N = 6 sector has lower energy than N = 4 sector. Now

we choose µ = 0, C = 0.2, then we find that the lowest energy is now in the N = 4

sector, see Fig. 4.9(b). The lowest energy state is in the (4, 1) sector because our

special choice of Zeeman coupling in z direction (See Fig. 4.8(b)) guarantee that they

are more stable than (4, 2) and (4, 0) states. There are other ways to choose µ and

C to make (4, 1) the lowest energy states. We choose this special set because of two

reasons. First, the energy scales of HSC and HBX in our simulations are much larger

than the chemical potential term and the charging energy terms. Second, the half

width of the BCS wave function is of order
√
N [100] so N = 2,4,6 sectors all play

important roles in the ground state properties. Therefore, change of µ and C will not

affect the topological properties of the system. Experimentally C should be a fixed

number of the system and we only need to tune µ.

Now we include the HSC and HBX into our simulations. Our special choice of a

localized HBX allow us to focus only on one domain wall. The edge states on the

other domain wall will be gaped out due to our spreading superconducting potential.

As discussed in Sec.V, we anticipate parafermion modes will appear in the case when

both superconducting pairing ∆ and the tunneling B are very large. In our systems,

the emergence of the parafermion mode means the appearance of a six fold ground

state degeneracy. Exactly diagonalizing our Hamiltonian Eq. (4.33), we obtain the

spectrums shown in Fig. 4.10. In Fig. 4.10(a), we fixed the value of B to 10000T

and vary the superconducting pairing ∆. We find that the system evolve from unique

ground state to a three fold ground state and then to six fold ground state. We argue

that this six fold ground state degeneracy represents the emergence of parafermions.

They do not have exactly the same energy, because our effective theory is for 1D

systems and now we simulate the 2D system. The tunneling between edge states

and other bulk orbitals may be effectively regarded as perturbations which will lift

the degeneracy. In addition, our simulation is for a small number of particles so the

overlap of parafermions will also lift the degeneracy. Anyway, from Fig. 4.10 we
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can still identify the ground state sub-space from the excitation space. When we

further increased the pairing potential, we see that the system evolve into a three fold

degeneracy state. The reason for this may be that the system enters a gapped phase

which are dominated by ∆. In Fig. 4.10(b), we fixed the value of ∆ to 50 and vary the

B. We also see that the six fold degenerate ground states appear when B is large. But

when further increasing the B, it may also enter the three fold degenerate tunneling

dominate gapped regime. To summarize, by exact diagonalizing the Hamiltonian, we

find that the system can enter a phase which has six-fold degenerate ground states.

This six-fold nearly degenerate ground state sub-space is well separated from the

excitations by a gap. As it happens at both ∆ and B are large, we argue that they

are the parafermion modes according the our analytic analysis in the previous section.

To further analyze the properties of the system, we plot the phase diagram of

the system in a wide range of ∆ and B in Fig. 4.11. We find that the phase A,

which has six fold ground state degeneracy (represented by red points in Fig. 4.11),

are separated from other gapped phases by gapless regimes. When we go from other

gapped phases to phase A, the gaps first close and then reopen. A quantum phase

transition may occur during this process. Combining with our analytical analysis,

we are legitimate to call the phase A as the topological superconducting phase which

supports parafermions.

4.7 Conclusion

In this chapter, we show that parafermion zero modes can emerge in the spin tran-

sitions in the fractional quantum Hall regime. Exact diagonalization of the Hamilto-

nian in a disk and torus geometries proves the existence of the counter-propagating

edge states with different spin polarizations at the boundaries between areas of the

electron liquid in spin polarized and unpolarized ν = 2/3 phases. By analytical and

numerical methods we find the conditions for parafermion zero modes to emerge when

these edge states are coupled to an s-wave superconductors. The phase diagram in-
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dicates that the parafermionic phase, which is represented by the six-fold ground

state degeneracy, is separated from other phases by a topological phase transition.

Parafermion modes in fractional quantum Hall systems coupled to s-wave supercon-

ductors are experimentally feasible. They present a vital step toward the realization

of Fibonacci anyons that allow a full set of quantum operations with topologically

protected quasiparticles.
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