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ABSTRACT

Saavedra Garcia, Jorge PhD, Purdue University, December 2018. Determining the
Dynamic Scales of the Boundary Layer and Flow Separation Inception: Analysis
Towards Efficient Flow Control . Major Professor: Guillermo Paniagua.

The dynamic performance of the momentum and thermal boundary layer linked

to the acoustic response dictate the efficiency of heat exchangers and the operational

limits of fluid machinery. The specific time required by the boundary layer to establish

or adapt to the free stream variations is vital to optimize flow control strategies as

well as the thermal management of fluid systems. The proper understanding of the

wall fluxes, separated flow regions and free stream response to transient conditions

becomes the fulcrum of the further improvement of fluid machinery performance

and endurance. Throughout this dissertation the establishment sequence and the

main parameters dictating the acoustic response and the boundary layer settlement

are quantified together with their implication on the wall fluxes and boundary layer

detachment.

Unsteady Reynolds Average Navier Stokes evaluations, Large Eddy Simulations,

Direct Numerical Simulations and wind tunnel experiments are exploited to analyze

the transient behavior of attached and detached flow aerodynamics. The core of the

research is built upon URANS simulations allowing the realization of multiple de-

tailed parametric analyses. Thanks to its reduced computational cost, hundreds of

transient flow evaluations are carried out, enabling the determination of the establish-

ment sequence, the main flow features and relevant non-dimensional numbers. The

URANS methodology is verified against experimental and analytic results on the flow

conditions of the study. The Large Eddy Simulations and Direct Numerical Simula-

tions allow further characterization of the near wall flow region behavior with much
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higher resolution while providing an additional source of verification for the coarser

numerical tools. An experimental campaign on a novel full visual access linear wind

tunnel explores the impact of mean flow sudden accelerations on the boundary layer

detachment and reattachment phenomena over an ad-hoc wall mounted hump. The

wind tunnel is designed based on the premises of: full visual access, spatial and tem-

poral stability of total and static pressure together with the total temperature and

fast flow settlement, minimizing the start-up phase duration of the wind tunnel. A

wall mounted hump that mimics the behavior of the aft portion of a low pressure

turbine is inserted in the wind tunnel guaranteeing a 2D flow separation phenom-

ena. After steady state test article characterization series of sudden flow discharge

experiments reveal the impact of mean flow transients on the boundary layer de-

tachment inception. Finally, taking advantage of the knowledge on transient flow

performance, optimum flow control mechanisms to abate boundary layer detachment

are proposed. The recommended control approach effectively prevents the boundary

layer separation while minimizing the energy requirement.
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1. INTRODUCTION

1.1 Motivation and Bibliographic Review

The boundary layer establishment was previously identified in theoretical and an-

alytical studies of various degrees of complexity. Several authors proposed analytical

solutions of the unsteady boundary layer development. Stewartson [1] [2] focused

on the impulsive start of motion of semi-infinite flat plates. Considering short time

scales, the boundary layer over the flat plate could be divided in two regions sketched

in Figure 1.1 a). In the downstream segment the boundary layer is independent of the

axial position along x > uwt, because the effect of the leading edge has not arrived

there yet. The boundary layer in this region corresponds to a Rayleigh profile [3].

At axial positions closer than the convection threshold, x < uwt, near wall flow is

independent of time and responds to a Blasius profile [4] growing from the leading

edge of the plate. By contrast, in cases of larger flow time scales, the whole plate is

affected by the leading edge presence and the solution of the boundary layer should

be expressed as a function of the axial position. Moore [5] performed a dimensionless

analysis of the establishment of the flow over a flat plate, set into motion with a

time-dependent velocity. Considering a quasi-steady approach, the response of the

boundary layer is thereby driven by the diffusion across the boundary layer thick-

ness: τflow,establishment = δ2/ν, where δ boundary layer thickness, and ν the molecular

viscosity. Similarly, Ostrach [5] analyzed the effect of the heat transfer in the aero-

dynamic boundary layer establishment. A wall temperature larger than the free

stream temperature (temperature ratio TR = T∞/Tw lower than 1) leads to thinner

boundary layers, consequently leading to higher skin friction coefficients and faster

establishments. Smith [6] studied the starting process in a reflected shock tunnel,

which evidenced experimentally the relevance of the unsteady flow phenomena on the
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boundary layer settlement. Based on their derivations a characteristic parameter was

proposed:

Ψtransient = x
∂u/∂t

u2
(1.1)

This parameter identifies how fast can a boundary layer react to free stream

change as a function of the actual acceleration exerted. For values of Ψtransient <<

1 a quasi-steady flow behaviour is expected, however for larger values of Ψtransient

the boundary layer evolution may be affected by the transient performance. Wen

and Huang [7] analytically demonstrated the prime influence of the acceleration rate

on the boundary layer development, derived from the skin friction coefficient and

heat transfer rate on an isothermal flat plate. Based on the exact solution of the

Navier-Stokes equations for two-dimensional incompressible laminar flow, Watson [8]

predicted the boundary layer growth during the starting process. In Watsons analysis,

the skin friction establishment was modeled as τcf = (δ∗,2/ν), while the time required

by the aerodynamic flow to reach the steady-state regime was estimated to be three

times τcf . Davies and Bernstein [9] divided the flow around a test article when exposed

to sudden mean flow changes in three different regions: external mean flow field,

boundary layer and the wake. The inviscid of external mean flow field adjustment to

the new conditions will be established following the acoustic settlement of the flow,

uniquely driven by the settlement of the compression and/or expansion waves that

initiated the regime change. Inside of the boundary layer the adjustment is only

promoted by the diffusion across the boundary layer height and thus a much slower

process. The previous studies were done for a laminar boundary layer, where only

molecular diffusion was considered.

Lighthill performed analytic studies on the boundary layer response to mean flow

variations, pointing out the main differences between subsonic and supersonic flow

regimes [10]. In this investigation the onset of separation was also assessed as func-

tion of the dynamic pressure distributions along the surface and their influence on the

boundary layer development was carefully determined. At supersonic regimes [11],
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the impact of expansion and compression disturbances was examined. Where the

interaction between the main stream and the boundary layer was treated mathe-

matically by perturbing pure parallel flow neglecting the viscous forces. Including

the energy equation through von Misess formulation the effect of random free stream

conditions and wall temperature distributions on the heat transfer rate across laminar

incompressible boundary layers was also tackled [12].

Still all previous studies considered a laminar boundary layer. Moreover, most

analytic investigations available in the literature adopt a quasi-steady approach. Their

applicability is limited to the range of impulsive starts or specific unsteady evolution,

for which the second derivatives of the flow speed are negligible compared to the mean

stream velocity. For turbulent flows, the time required for the boundary layer to be

established should be reduced due to the increased mixing of the flow, which can be

modeled as an increase in fluid viscosity. To my knowledge, there are no published

analytically studies on the turbulent boundary layer establishment.

Fig. 1.1. a) Boundary layer establishment following an impulsive
start; b) Experimental testing of a blowdown process; c) Boundary
layer establishment after the passage of a shock wave.
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The development of a turbulent model would find a myriad of practical applica-

tions, where the flow is characterized by chaotic regimes. Heat transfer research in

aerospace components is typically performed in short-duration wind tunnels because

they offer large temperature gradients and hence better accuracy than the continuous

running facilities. In blow-down wind tunnels (Figure 1.1 b and c), the flow is set

into motion following the passage of a pressure wave. The Figure 1.2 represents the

numerical evolution of total pressure, massflow and wall shear stress at half cord of

a flat plate during the initial phase of a blow down experiment. All the values are

referenced to their magnitude at steady state conditions. On that representation the

rise of the total pressure determines the duration of the start-up phase. The final

settlement of the massflow and the wall shear stress takes place only after the total

pressure has reached its final steady value. There is an evident delay between the

establishment of the total pressure and the massflow and wall shear stress.

Fig. 1.2. Flow field and wall fluxes evolution during a blow down start-up

In this sense, Mirels [13] analyzed the boundary layer growth after the passage of

a shock-wave, as depicted in the Figure 1.1 c. While Holden [14] studied experimen-

tally the establishment of detached flows in the supersonic regime, and reported that

the establishment time is function of the flow speed, Reynolds number, Mach number

and the gas to wall temperature ratio: τ(u/L) = f(M,Re, Tw/T∞).Lee and Lewis [15]

performed several numerical simulations that validated Holdens model and provided
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establishment time predictions over a wider range of objects. Similarly Davies and

Bernstein [9] conducted experiments in order to investigate the establishment of a

shock-induced boundary layer on a semi-infinite flat plate. Using the same estab-

lishment parameter defined by Holden, it was found that the heat flux attains the

steady-state level after a characteristic time defined as τ(u/L) = 3.3.

Fig. 1.3. Momentum boundary layer development after the passage
of a pressure wave front

Apart from pure analytic and experimental investigations Jacobs [16] performed

advanced numerical simulations to characterize the establishment of the near wall re-

gion in specific geometries. Also numerically, Li and Nalim [17] addressed the response

of the thermal boundary layer to a sudden change in free stream flow temperature,

maintaining a constant flow velocity. Through their analysis transient heat transfer

correlations were presented in terms of Nusselt and Prandtl numbers. The Figure

1.3 depicts the response of the momentum boundary layer to a sudden total pressure
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rise and the subsequent generation of a Rayleigh boundary layer. In following, the

presence of the plate leading edge is convected downstream and the boundary layer

acquires a nominal profile. However, the final phase of the boundary layer settlement

is dictated by the diffusion of the information across the near wall flow. Based on

this preliminary numerical analysis clear different phases on the momentum boundary

layer settlement are identified.

1.2 Research Objectives

The ultimate goal of this research is to improve the performance of flow control

approaches to abate the boundary layer separation, considering the mean flow un-

steadiness and benefiting from the dynamic response of the momentum and thermal

boundary layers. To achieve such goal the following objectives are proposed:

At first, the response of the near wall flow region under sudden flow acceleration

or periodic flow perturbations must be described to characterize the dynamic

response of the momentum and thermal boundary layer. Identifying the es-

tablishment sequence of the boundary layer and the main parameters driving its set-

tlement. Additionally, the influence of the main dimension-less numbers, (Reynolds,

Mach, Strouhal) must be recognized. In this line, the implication of the boundary

layer transient performance on the distribution of the wall fluxes has to be identified.

Once the evolution of the momentum and thermal boundary layer are character-

ized, the next objective is to determine the effect of the mean flow transients

on the boundary layer detachment and reattachment process. Illustrating

how the near wall flow under adverse pressure gradient is affected by sudden flow

acceleration, deceleration or periodic flow disturbances.

In order to demonstrate experimentally the dynamic behavior of recirculated flow

regions, a modular wind tunnel must be designed to perform transient ex-

periments over separated flow regions in a wide regime of Reynolds and

Mach numbers, ranging from 1 ×105 up to 1.9 ×108 Re/m and from Mach 0.01 up



7

to Mach 6. The wind tunnel must provide uniform and stable experimental conditions

with a minimum start-up time to allow transient test article characterization. An ad-

hoc wall mounted hump will be used a reference test-case for steady and transient

experiments on separated flow aero-thermodynamics.

Finally, the knowledge on the dynamic response of both, zero-pressure gradient

boundary layers and boundary layers exposed to adverse pressure gradients, will be

used to propose optimum flow control techniques to abate boundary layer

detachment during unsteady operation.

Such objectives will contribute to describe the impact of transient flow operation

on the performance of fluid-machinery, together with its consequence on the wall

fluxes distribution and the flow detachment-reattachment phenomena.

1.3 Research methodology

To achieve the first objective series of Unsteady Reynolds Average Navier Stokes

simulations over a flat plate geometry are evaluated. Verifying the impact of free-

stream sudden or periodic flow changes on the near wall region and wall fluxes. The

numerical simulations are used to describe the different phases present during the ac-

celeration and illustrate the behaviour of the heat flux and shear stress under different

periodic excitation frequencies. The performance of the URANS model is assessed

through comparison against experimental cases. Additionally, Direct Numerical Sim-

ulations are exploited to further explore the dynamic performance of the URANS kω

SST transitional model while taking a closer look at the physics behind the response

of the boundary layer to mean flow accelerations. Based on the Momentum Integral

Equations of the boundary layer and supported by the Direct Numerical Simulations

results, a simplified model is derived to predict the evolution of the momentum bound-

ary layer under free-stream transients. Given the transient progression of free-stream

flow parameters: pressure, density and axial velocity; the proposed ordinary differen-
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tial equation provides the temporal evolution of the boundary layer from which wall

shear stress and heat flux trends can be derived.

Regarding the second objective, an ad-hoc wall mounted hump is designed to

investigate the evolution boundary layer detachment and reattachment process under

mean flow transients. The wall mounted hump behaves like the aft portion of a suction

side blade, where flow separation occurs at low Reynolds number operation but fully

attached flow is present at high Reynolds numbers. URANS and LES simulations

are exploited for the analysis of the free-stream transient evolution impact on the

boundary layer detachment and reattachment phenomena. The URANS simulations

enable the characterization of the transient evolution features when compared to a

quasi-steady evolution. Similarly, the analysis of mean flow fluctuation at several

frequencies and sudden flow release over the wall mounted hump depict the dynamic

response of the boundary layer detachment process. Experimental results over a

backward facing step verify the accuracy of the numerical model on predicting the

wall fluxes evolution on recirculated flow regions. While Large Eddy Simulations

are used to verify the dynamic performance of the URANS kω SST under these

circumstances.

The design of the modular wind tunnel follows a sequential methodology from

zero-dimensional to three-dimensional unsteady Computational Fluid Dynamic anal-

ysis. The operational limits are based on isentropic flow relations. While 3D URANS

simulations are evaluated to optimize the flow conditioning system and guarantee

its functionality under the operating premises. Such facility, will be used to empir-

ically prove the impact of mean flow transients over recirculated flow regions. The

experimental campaign explores the evolution of sudden flow discharge over the wall

mounted hump and provides another verification case for the numerical effort. The

experimental performance is monitored with total pressure and total temperature

probes, 1D hotwire sensors, wall mounted thermocouples and wall pressure readings.

Finally, in the quest towards optimum flow actuation approaches that benefit from

near wall flow dynamic evolution, URANS simulations over the wall mounted hump
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with flow injection and ingestion are evaluated. A slot is added to the hump geometry

that allows the aspiration of the boundary layer or the addition of flow momentum

by blowing. The envelope of effective flow control will be analyzed with steady state

simulations. In conclusion, URANS simulations will be used to identify the optimum

flow control techniques to abate flow separation while minimizing the energy input.

1.4 Dissertation guideline

The core of the report is structured in 5 different chapters. The first chapter

provides an insight of the previous studies on the boundary layer establishment and

dynamic evolution research. The rest of the thesis extends the analysis of the bound-

ary layer dynamic response to turbulent flows and its impact on the boundary layer

detachment-reattachment phenomena.

The following chapter dives into the dynamic response of the boundary layer to

transient flow conditions. Focusing first on the reaction of the near wall flow to a

sudden flow acceleration and then analyzing its behavior under periodic free stream

fluctuations. Through the realization of Direct Numerical Simulations we take a closer

look into the near wall region evolution under sudden flow discharge. In addition, a

simplified model is developed to predict the evolution of the momentum boundary

layer under mean flow transients.

The third chapter aims to analyze the performance of flow detachment and reat-

tachment under unsteady free stream flow. As disposed for the attached flow analysis,

it will begin looking into the boundary layer separation phenomena after a sudden

flow variation. To finally analyze its dynamic response to intermittent mean flow

conditions.

To assess experimentally the dynamic reaction of flow separated regions to tran-

sient mean flow conditions, the wall mounted hump will be tested on an ad-hoc

designed linear wind tunnel. The fourth chapter of this report outlines the design

guidelines of the wind tunnel with particular attention to its flow conditioning system.
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This chapter also summarizes the calibration procedure to describe the operational

envelope of the facility. The actual layout of the test article, instrumentation and

steady state test article operation are discussed. Finally, the performance of the flow

separation domain under sudden flow discharge experiments is described based on

wall pressure readings and hotwire traverses.

Once characterized the dynamic response of the separated flow regions, that

knowledge will be used to search the optimum flow actuation approach to prevent

boundary layer detachment. The fifth chapter describes the flow control approach

that take advantage of the dynamic response of the flow through flow injection and

absorption. Looking into the optimum actuation strategy, maximizing its effective-

ness while minimizing the energy requirement.
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2. BOUNDARY LAYER RESPONSE TO MEAN FLOW

VARIATIONS

Nowadays many power generation devices which involve the use of a working fluid

are submitted to periodic flow oscillations or transient mean flow conditions dictated

by their operating regime. The nature of those flow transients may vary, ranging

from different angle incidences, mass-flow or even temperature. For instance, in

turbochargers for automotive power plants the turbomachinery is exposed to pulsating

flow conditions dictated by the engine operating regime which may severely affect the

performance and incur on endurance detriments.

Traditionally, the performance of such devices is characterized based on steady

state experimental evaluations. However, in the quest towards performance im-

provement, the researchers have found that the transient response of the turbo-

machinery and its associated elements is one of the main area that still demands

more understanding [18] [19]. As a consequence many studies have been performed

on the comprehension of the pulsating flow conditions on the radial turbomachin-

ery [20], [21], [22] [23]. As an example, Binder et al. [24] analyzed the influence of

the stator wakes on the rotor performance through series of laser-2-focus velocimetry

measurements. Revealing that the wake impingement on the rotor blades modifies

the flow turning across the rotor, generating overturning on the wake region. Similar

conclusions were withdrawn by Arndt [25] on a multistage low pressure turbine. The

interaction of the periodic stator wakes with the rotor results in strong amplitude

modulations of the flow velocity and turbulent intensity, altering the secondary flows

through the rotor and modifying the radial distribution of the flow turning. Numer-

ically, Giles [26] looked into the propagation and reflection of the shocks generated

on the stator trailing edge across the rotor row, which induce large variations on

the rotor lift performance. Chaluvadi et al. [27] analyzed the wake and stator pas-
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sage vortices influence on the rotor behavior through smoke flow visualizations and

hotwire measurements. Describing the influence of the incoming perturbations on

the rotor secondary flows and its final contribution on the rotor performance loss.

Moss et al. [28] characterized the heat flux over the suction and pressure side of the

rotor airfoils through various experimental campaigns in a rotating annular facility

with and without stator vanes. The effect of the incoming wakes on the heat flux

along the rotor blade was highlighted thanks to the comparison of the forward and

reverse rotation experiments. Completely different trends and magnitudes of heat

flux take place in the rear suction side blade because of the presence of the stator

wakes. Similarly, the comparison of the rotation results with cascade experimental

data, further supports the strong influence of the upcoming wakes and its relevant

role in the boundary layer transition.

In this regard, as new combustion approaches are explored for propulsion concepts,

like pulse detonation or rotating detonation combustors [29], new fluid machinery

components are developed [30, 31]. The performance of such units under pulsating

conditions becomes a fulcrum for future technology integration. Sousa et al [32] de-

scribed the transient flow behavior experienced across internal flow passages exposed

to variable inlet flow conditions in supersonic flow conditions. The impact of tran-

sient mean flows with the exhaust propulsive elements requires more understanding

to ensure efficient energy usage and optimal performance [33,34].

The boundary layer transient growth was previously documented in fundamental

and analytic studies for laminar flow conditions. Several authors proposed numerical

solutions of the unsteady boundary layer development. Stewartson [1, 2] studied the

impulsive start of motion of semi-infinite flat plates. Rott [35] also looked into the

theory of time dependent laminar flows, describing the evolution of laminar boundary

layers driven by free-stream flow changes. In a similar analysis, Moore [36] carried

a dimensionless evaluation of the flow establishment over a flat plate. The response

of the boundary layer to mean flow changes is dictated by the diffusion across its

height. Starting from the exact solution of the Navier-Stokes equations for 2-D in-
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compressible laminar flow, Watson derived a model that could predict the skin friction

establishment time. Theoretically, Wen and Huang [7] highlighted the prime role of

the acceleration rate on the boundary layer transient evolution. Schetz and Oh [37]

analyzed the transient development of the near wall flow region driven by the im-

pulsive start of motion of the surrounding fluid. Taking advantage of the unsteady

momentum integral equations and using an ad-hoc boundary layer profile with the

Howarth-Dorodnitzin transformation and Crocco Integral relations they predicted the

momentum and thermal boundary layer evolution.

Most of the heat transfer, supersonic and hypersonic research in aerospace com-

ponents is empirically evaluated in short-duration wind tunnels. Their use is optimal

for this application due to the large temperature gradient that can be instantaneously

imposed between the flow and the test article, enabling high accuracy measurements.

On the other hand, the test duration is generally constrained to a few milliseconds

due to the demanding upstream flow conditions required for the experimental op-

eration. In sudden flow release wind tunnels, the flow is set into motion following

a rapid valve opening or diaphragm burst causing pressure waves to travel across

the test section. Mirels [13, 38] analyzed the boundary layer growth during the flow

start-up after the passage of a shock-wave. Similarly, Holden [14, 39] experimentally

studied the flow establishment of flows in the supersonic regime, describing that the

time to reach steady state is a function of the flow speed, Reynolds number, Mach

number and the gas to wall temperature ratio. In this line, Lewis [15] performed

numerical evaluations that agreed with Holden’s model and provided predictions of

the boundary layer development time. Also experimentally, Davies [9] described the

formation of a shock-induced boundary layer on a semi-infinite flat plate. Focusing on

the starting phase of sudden flow release wind tunnels, Smith [6] studied the starting

process in a reflected shock tunnel. In their experiments a relation between the mean

flow evolution and the boundary layer transient development was clearly exposed. In

a similar research, Lam and Crocco [40] focused their analysis on the shock induced

unsteady laminar compressible boundary layer on a flat plate.
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In the turbulent flow regime, Horlock and Evans [41] analyzed the influence of

turbulence and ordered unsteadiness in the free-stream on the boundary layer devel-

opment. Additional terms related to the shear stress and the kinetic energy in the

edge of the boundary layer appeared to be of relevance on the 2D momentum inte-

gral equations. The turbulent kinetic energy and shear stress at the boundary layer

edge must be considered in order to capture the influence of such transient turbulent

structures on the near wall region. In this line, low-order models were also applied to

model the low-frequency motions observed in reflected shock-wave boundary layer in-

teractions by Touber and Sandham [42], using results of direct numerical simulation

to determine the relevant parameters from the 3-D momentum integral equations.

In attempt to predict the turbulent boundary layer establishment time Saavedra et

al. performed and extensive parametric analysis on the development of the bound-

ary layer under sudden flow discharge based on URANS blow-down simulations [43].

Through the isolation of the independent effect of each one of the driver parameters

a correlation was derived to predict the boundary layer establishment time.

In the field of boundary layer response to continuous flow fluctuations, Uchida [44]

revealed the influence of the dynamic pressure gradients travelling along the pipe on

the wall fluxes on laminar flows. Similarly, Mizushina et al. [45] experimentally char-

acterized the instantaneous profiles of velocity and turbulence intensity for pulsating

flows. Based on their empirical investigation, two main regimes were distinguished.

At low frequencies the turbulence levels remained unaltered, but the mean flow con-

ditions suffered high variations. In contrast, for higher frequencies, the mean flow

quantities were stable while the turbulent characteristics suffered strong oscillations.

Towards a better understanding of the nature of pulsating flow in a pipe, Shemer et

al. [46] conducted an extensive analysis on turbulent and laminar pulsating flows at

identical frequencies and Reynolds numbers for small amplitude perturbations. They

found that the radial distribution on the flow velocity amplitude and phase were

strongly dependent of the flow regime, whether laminar or turbulent. The turbulent

cases depicted a faster response than the laminar flow at some radial locations due to
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the influence of the eddy viscosity. Regarding the impact of free-stream fluctuations

on the wall heat flux, Moschandreou and Zamir [47] depicted the main role of Prandtl

and Strouhal number on the heat flux rate oscillation magnitude driven by the free-

stream changes. The ratio between the thermal to momentum boundary layer has a

strong influence on the heat flux transient evolution, as also analyzed by Saavedra et

al [48].

Focusing in axial turbomachinery, unsteady effects impact the aerothermal perfor-

mance of the turbine blade rows, originating noise, mechanical and thermal fatigue.

Blade row interactions are due to the relative motion between nearby rows of air-

foils, and in particular, due to the periodic encounter of flow distortions generated by

combustion chambers and upstream or downstream airfoil rows. Hence, the detailed

characterization of the thermal boundary layer, wall heat fluxes and the skin friction is

vital to improve the performance of cooled turbine airfoils. In order to determine the

aerodynamic and thermal time scales involved in this phenomena, series of Unsteady

Reynolds Averaged Navier-Stokes simulations were performed. This simulations will

be used to investigate the wall heat flux response to periodic flow velocity fluctuations

over a flat plate. Because of the flow acceleration the boundary layer is first stretched,

resulting in an increase of the wall shear stress. Later on, due to the viscous diffusion,

the low momentum flow adjusts to the new free stream conditions. The behavior of

the boundary layer at low frequency is similar to the response to an individual de-

celeration followed by one acceleration. However, at higher frequencies the mean

flow topology is completely altered. One would expect that higher acceleration rates

would cause a further stretching of the boundary layer that should cause even greater

wall shear stresses and heat fluxes. Two counteracting effects influence the response

of both the momentum and the thermal boundary layer. In one hand, the stagnant

flow quantities propagate at characteristic velocities guiding the establishment of the

mean flow conditions. On the other hand, the diffusion across the boundary layer

leads the final response of the near wall region. Additionally, the dynamic pressure
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gradients imposed in the mean flow modulate the viscous properties of the boundary

layer through local flow acceleration, transforming the expected pattern.

2.1 Strategy

In order to characterize the transient flow conditions and the near wall flow proper-

ties during the flow acceleration the Navier-Stokes equations are exploited. Presented

in the following order: conservation of mass, momentum and energy.

δ

δt
(ρ) +

δ

δxi
(ρui) = 0 (2.1)

δ

δt
(ρui) +

δ

δxi
(ρuiρuj − Pij) = 0 (2.2)

δE

δt
+

δ

δxi
(uiE − ujPij + q̇i) = 0 (2.3)

Where ρ is the density, u the velocity and Pij is the stress tensor, E is the energy

density and q̇ is the heat flux. Where

Pij = − ρ

m
kbTδij − 2/3µ

δuk
δxk

δij + µ

(
δui
δxj

δuj
δxi

)
(2.4)

and E = 3/2 ρ
m
kbT + 1/2ρu2. Being m the mass and T the temperature. To

tackle the solution of the previous set of equations, Reynolds decomposition is com-

monly performed, where an instantaneous quantity is split into its time averaged and

fluctuating quantities [49]. This decomposition guides towards the formulation of

the Reynolds Average Navier Stokes equations RANS. Which are primarily used to

predict the behavior of turbulent flows.

δ

δt
(ρūi) + ρūi

δūi
δxj

= ρf +
δ

δxj

(
− P̄ δji + µ

( δūi
δxj

δūj
δxi

)
− ρ(u′iu

′
j)

)
(2.5)

These equations can incorporate approximations based on the turbulent flow prop-

erties in order to accommodate the chaotic turbulent effects.
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ρ(u′iu
′
j) = 2µtSij − 2/3ρkδij (2.6)

To account for turbulent diffusion phenomena the molecular viscosity is supple-

mented by the eddy viscosity. Where the dynamic eddy viscosity µt is modeled making

use of different turbulent models. To reduce the computational burden most of the

numerical investigations were carried out in a 2D geometry. The domain, Figure 2.1

a), was meshed following a blocking strategy with ANSYS ICEM . A grid sensitivity

study was completed following the approach outlined by Celik et al. [50], guarantee-

ing a proper geometrical discretization. For this purpose, the axial flow velocity just

outside of the boundary layer and the boundary layer height were acquired for all

the different grids, as depicted in Figure 2.2 a). A summary of the different mesh

properties is also presented in table 1.

Fig. 2.1. a) Numerical domain for URANS flow acceleration research;
b) Inlet total pressure profile for sudden flow acceleration analysis; c)
Inlet total pressure profile for periodic perturbation analysis
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Figure 2.2 b) displays the grid convergence index for all the different meshes under

scrutiny. The results for the mesh of forty thousand cells show a relative uncertainty

around 0.25% and a convergence indicator below 0.006. Therefore, that grid resolution

was selected for the rest of the numerical analysis. The grid convergence indicator

(GCI) is a parameter that quantifies the concurrence of the fine grid. Selecting a

target value of 0.006 the confluence of the discretization level to the finest accuracy

is guaranteed. To enhance correct near wall flow prediction the y+ was maintained

below 0.5 along the entire plate. Similarly, the grid expansion ratio was fixed at

1.15, in order to ensure correct near wall resolution for all the cases. Due to the

non-stationary flow behavior, and in order to resolve quantitatively the aerodynamic

structures and the wall fluxes evolution Unsteady Reynolds Averaged Navier-Stokes

simulations were performed with ANSYS Fluent .

Fig. 2.2. a) Axial velocity at (0.4,0.07) for different mesh resolutions;
b) Grid convergence indicator

The time step and inner iterations used for the simulations were selected based

on a benchmark analysis keeping a minimum frequency resolution of 40 kHz. As a
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result, the time step was initially set to 5× 10−7 s with up to 14 inner iterations for

internal time step convergence.

Table 2.1.
Grid convergence analysis

Cells xv (m/s) δ (mm) Average Cell Size,h Area Ratio r = hc/hf

5000 168.269 6.981 0.003606 1.41

10000 166.269 7.067 0.002550 1.41

20000 165.256 7.115 0.001803 1.41

40000 164.384 7.219 0.001275 1.41

80000 164.121 7.223 0.000901 1.41

120000 164.022 7.224 0.000637 1.41

The static pressure level was fixed in the outlet boundary condition at 100 kPa.

The inlet of the domain was modeled as an inlet pressure boundary condition where

the total temperature was kept constant at 500K. The inlet flow variations were

imposed following total pressure transient profiles, P0(t)

The top wall of the domain was modeled as an adiabatic inviscid wall. While the

plate was simulated as a viscous isothermal surface at 300K with uniform roughness.

The wall fluxes and both momentum and thermal boundary layer were monitored

at x/L = 0.5 (x*). For this numerical research the turbulence closure was achieved

through the use of the Langtry-Menter 4 equation Transitional SST model [51] [52].

Following this procedure the laminar to turbulent transition effects on the thermal

boundary layer response are taken into account. For this particular turbulent closure

the turbulent kinematic viscosity is evaluated as function of 2 parameters, κ and ω

νt =
k

ω
(2.7)

The shear stress transport (SST) model was developed by Menter [53] [54] as a

blend method between the k-ω and the k-ε models. Taking advantage of their superior
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performance on different regions. The wall is robustly and accurately modeled making

use of the k-ω formulation, while the free stream is independently modeled by the

k-ε model. To overcome the blending both models are weighted with a function that

takes into account the wall distance. The SST model includes damped cross diffusion

derivatives in the k-ω and the definition of the turbulent viscosity takes into account

the turbulent shear stress.

The k-ω SST has been proven as a robust and reliable model to accurately predict:

adverse pressure gradients, transonic airfoils and shock waves and for both near wall

and far-field zones. [55] [56]; while the core flow propagation numeric behavior is

unaltered. Two different solver validations were performed prior to the research

to verify the performance of the numerical tool under relevant flow features. The

validations can be found in the Appendix 1, Fluent Validation. The SST k-ω shares

part of its formulation with the standard k-ω model where the conservation equations

for k and ω are:

δ

δt
(ρk) +

δ

δxi
(ρkui) =

δ

δxj

(
Γk

δk

δxj

)
+ P̃k −Dk + SK (2.8)

δ

δt
(ρω) +

δ

δxi
(ρωui) =

δ

δxj

(
Γω

δω

δxj

)
+ P̃ω −Dω + Yω + Sω (2.9)

Here P̃k and P̃ω represent the generation of turbulent kinetic energy and ω due to

mean velocity gradients. Γk and Γω represent the effective diffusivity of both terms

and Dk,Dω the turbulent dissipation. While Sk and Sω represent user defined source

terms and Yω the cross diffusion term.

The effective diffusivities are modeled by

ΓK = µ+
µt
σk

(2.10)

Γω = µ+
µt
σω

(2.11)
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Where σ accounts for the turbulent Prandtl number and the turbulent viscosity

is computed as follows:

µt =
ρk
ω

1

max( 1
α∗
, SF2

a1ω
)

(2.12)

Being S the strain rate magnitude and

σk =
1

F1

σk,1
+ 1−F1

σk,2

(2.13)

σω =
1

F1

σω,1
+ 1−F1

σω,2

(2.14)

α∗ = α∗∞

(
α∗0 + Ret

Rek

1 + Ret
Rek

)
(2.15)

Where,

Ret = ρk
/muω

, Rk = 6, α∗0 = βi/3, βi = 0.072

The blending functions are given by:

F1 = tanh(Φ4
1) (2.16)

Φ1 = min

(
max

( √k
0.09ωy

,
500µ

ρy2ω

)
,

4ρk

σω,2D+
ω y

2

)
(2.17)

D+
ω = max

( 2ρ

σω,2ω

δk
δxj

δω

δxj
, 10−10

)
(2.18)

F2 = tanh(Φ2
2) (2.19)

Φ2 = max
(
2

√
k

0.09ωy
,
500µ

ρy2ω

)
(2.20)

Where y is the distance to the closest surface and D+
w is the positive portion of

the cross diffusion term. The production of turbulent kinetic energy P̃k is defined
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as P̃k = min(Pk, 10ρβ∗kω). Where Pk represents the production of turbulent kinetic

energy in its pure form, consistent with the Boussinesq hypothesis

Pk = −ρu′iu′j
δui
δxi

= µtS
2 (2.21)

The production of ω energy P̃ω is defined as P̃ω = αPknut. Where /alpha is again

derived based on the blending functions:

α = F1α∞,1 + (1− F1)α∞,2 (2.22)

α∞,1 = βi,1
β∗∞
− κ2

σω,1
√
β∗∞

, α∞,2 = βi,2
β∗∞
− κ2

σω,2
√
β∗∞

; Being κ the von Karman constant

0.4.

The dissipation rates are modeled as DK = ρβ∗∞kω and Dω = ρβω2. In these

expressions the value of β = F1βi,1 + (1−F1)βi,2. Whereas the cross-diffusion term is

defined by Yω = 2(1− F1)ρσω,2
1
ω
δk
δxj

δω
δxj

. Finally, the model predefined constants are:

σk = 2.0, σω = 2.0, σk,1 = 1.176, σω,1 = 2.0, σk,2 = 1.0, σω,2 = 1.168, a1 = 0.31,

βi,1 = 0.075, βi,2 = 0.0828, α∞ = 0.52, α∗∞ = 1, α∞,0 = 1/9, βi = 0.072, β∗∞ = 0.09,

Rk = 6, Rω = 2.95, Rβ = 8;

The transition formulation is introduced by the Boussinesq assumption [57] [58]

τij = 2µi
(
Sij − 1/3δij

δuk
δxk

)
(2.23)

This models is also known as the γ-Re θ SST because it uses the evolution of γ

(intermittency) and the Reynolds based on the momentum boundary layer thickness

(θ). It is a four equation model based on the k-ω SST with the additional two

equations to describe the laminar turbulent transition process.

δ

δt
+

δ

δxi
=

δ

δxj

(
(µ+ σωµt)

δω

δxj

)
= P̃ω −Dω +

2(1− F1)ρσω
ω

δk

δxj

δω

δxj
(2.24)

δ

δt
+

δ

δxi
(ργui) =

δ

δxj

(
(µ+

µt
σf

)
δY

δxj

)
+ P̃ω − Eγ (2.25)
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δ

δt
(ρReθt) +

δ

δxi
(ρReθtui) =

δ

δxj

(
(σθt(µ+ µt)

δ<θt
δxj

)
+ P̃θt (2.26)

The source terms are:

Pγ = Flengthcα1ρS(γFonset)
0.5(1− ce1γ) (2.27)

Eγ = cα2ρΩFturb(ce2γ − 1) (2.28)

Where the blending functions are defined by

Fonset1 = Rev
2.193Reθ,c

; Rev = ρSD2

µ
; Fonset2 = min(max(Fonset1, F

4
onset1), 2.0)

RT = ρk
µω

; Fonset3 = max(1− Rt
2.5

3
, 0), Fonset = max(Fonset2, F

4
onset3, 0)

Fturb = exp(−RT
4

4
); Flength = Flength,1(1− FSubLayer) + 40.0FSubLayer

Eγ = cα2ρΩFturb(ce2γ − 1) (2.29)

Flength1 =



39.8139− (119.27× 10−4)Reθ,t−

(132.5672× 10−6)Re2
θ,t, if Reθt < 400

263.404− (123.939× 10−2)Reθ,t+

(194.458× 10−5)Re2
θ,t

−(101.695× 10−5)Re3
θ,t, if 400 < Reθt < 596

0.5− (3× 10−4)(Reθ,t − 596), if 596 < Reθt < 1200

0.3188, if Reθt > 1200

(2.30)

Fsublayer = exp

(
−
(
Reω
200

)2
)

; Reω = ρωd2

µ
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Reθc =



396.035× 10−2 + (10120.656× 10−4)Reθt−

(868.23× 10−6)Re2
θt

+(696.56× 10−9)Re3
θt − (174.105× 10−12)Re4

θt if Reθt < 1870

Reθt + (593.11× 10−6 + 0.482(Reθt − 1870)) if Reθt > 1870

(2.31)

S =
√

(2SijSij); Sij = 1
2

(
δui
δxj

+
δuj
δxi

)
;

ω =
√

(2wijWij); Wij = 1
2

(
δui
δxj

+
δuj
δxi

)
;

Pθt = cθtρ
T

(Reeqθt −Reθt)(1− Fθt); T = 500µ
ρU2 ; U =

√
ukuk

Fθc = min

(
max

(
Fwakeexp(−(

d

δ
)4), 1− ce2γ − 1

ce2 − 1

)
, 1

)
(2.32)

δ = 375ΩµdReθt
ρU2 ;

Fwake = exp

(
−
(
Reω

1×105

)2
)

;

λθ =
ρθ2t dU

µdS
;

Tu =
100
√

2k
3

U

dU

dS
= umun

δum
δxn

(2.33)

Reeqθc =

(1173.51− 589.428Tu+ 0.2196Tu2)F (λθ) if Tu < 1.3

(1331.5(Tu− 0.5658)−0.671F (λθ) if Tu > 1.3

(2.34)

F (λθ) =

1 + (12.986λθ + 123.66λ2
θ + 405.689λ3

θ)exp((
Tu
1.5

)1.5) if λθ < 0

1 + 0.275(1− exp(−35.0λθ))exp(
−Tu
0.5

) if λθ > 0

(2.35)

Reeqθt = ρUθt
µ

Making use of the following calibration constants

ca1 = 2;ca2 = 0.06;ca3 = 1.0;ce2 = 50;cθt = 0.03; s1 = 2; σf = 1.0 and σθt = 2
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The boundary conditions for γ and Reθt are set by

δγ
δnwall

= 0; γfarfield = 1; δReθt
δn wall

Reθtfarfield =

(1173.51− 589.428Tu+ 0.2196Tu−2)F (λθ) if Tu < 1.3

1331.5(Tu− 0.5658)−0.671F (λθ) if Tu > 1.3

(2.36)

The effects of laminar to turbulent transition are introduced into the SST model

by modifying the turbulent-kinetic-energy terms as

P̃k = γeffPk,SST ; Dk = min(max(γeff , 0.1), 1)Dk,SST ; γeff = max(γ, γsep)

γsep = min(s1(max(0, Rev
3.235Reθc

))− 1)Freattach, 2);Freattach = exp(−(Rt
20

)4)

Where the subscript SST refers to the original values following the SST pure

formulation. The form of the specific dissipation is unaltered. However, the blending

functions need to be slightly modified

Ry = ρd
√
k

µ
; F3 = exp

(
−
( Ry

120

)5
)

;F1 = max(F1, SST, F3)

For numerical robustness the following limits are enforced −0.1 < λθ < 0.1;

Tu > 0.027; Rethetat > 20

To analyze the behavior of developed turbulent boundary layers the transition was

numerically enhanced in the leading edge of the plate. However, using the transitional

model, the turbulent to laminar reverse transition effects on the thermal boundary

layer response are taken into account. The working fluid was air, modeled as an ideal

gas. Where the Sutherland law was used to include the effect of the temperature on

the molecular fluid viscosity. Second order upwind schemes were adopted for the flow

and turbulent kinetic energy. Similarly, second order implicit schemes were used for

the transient formulation. 1

1Material Published on Thermal Boundary Layer Response to Periodic Fluctuations for Turbulent
Flow, J. Eng. Gas Turbine Power 141 (1), 2018
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2.2 Sudden flow acceleration

The first analysis consisted on the reaction of the boundary layer to a sudden

mean flow acceleration. The sudden flow discharge was set imposing a smoother step

rise profile on the inlet total pressure P0, represented in Figure 2.1 b). The use of this

sort of rising profile is preferred since it guarantees the continuity of the input signal.

The initial pressure level P0(t < 0) was equal to 100.1 kPa. The overall pressure rise

had a duration of 10 ms and the final level was P0(t > 0.01) =106 kPa. Based on the

total to static pressure ratio the flow velocity in the domain accelerates from 16.5 m/s

up to 128.8 m/s. In order to characterize the dynamic response of the boundary layer

during the sudden flow acceleration the free stream quantities and wall fluxes along

the transient evolution were monitored. For comparison purposes, some steady state

simulations were evaluated along the total pressure rise, mimicking a quasi-steady

evolution of the case during the transient. At those simulations, the total pressure

level at the inlet is maintained constant. Once the case reached convergence the local

wall fluxes and mean flow conditions were recorded.

Figure 2.3 depicts the comparison of free stream velocity a) and wall shear stress

b) at the observation location, x = L/2. Looking at the axial velocity comparison

between the transient evolution and the steady evaluations there seems to be an

evident delay on the mean flow settlement ∆t1. For the same values of inlet total

pressure, the axial velocity predicted by the steady evaluations appears to happen at

a later phase during the transient evolution. In a similar manner, for the wall shear

stress, the delay is even larger. The results suggest that there is an additional delay

related with the viscous propagation effects across the boundary layer. (∆t2 = ∆t1+

viscous propagation effects).

The temporal delay ∆t1, is due to the characteristics propagation and can be

approximated based on the speed of sound and the flow velocity upstream and down-

stream of the compression and expansion wave fronts. Aiming the understanding

of the mean flow establishment nature, a pure pressure step inviscid simulation was
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Fig. 2.3. a) Free stream axial velocity evolution; b) Wall shear stress
evolution: during a sudden flow acceleration

performed. For this analysis the domain and the mesh that were used followed the

same guidelines. As for the sudden flow acceleration both the total temperature and

back pressure were kept constant at a level of 500K and 100 kPa respectively. While

the top wall was modeled as in inviscid adiabatic surface and the plate was kept

isothermal at 300K. The initial total pressure level for this analysis was 100.1 kPa

leading to an initial flow velocity of 16.5 m/s. In this case, a sudden total pressure

rise at t=0 of ∆P0 =900 was imposed following the profile depicted in Figure 2.4 a).

As outlined by Lighthill, [11] [59] [60], the acoustic response of an open end flow

passage is depicted in Figure 2.4 b). Due to the total pressure rise in the inlet, pressure

waves are generated and propagated downstream at a speed c+xv, transmitting to the

rest of the flow domain the new total pressure level. Figure 2.5 represents the total

and static pressure levels, the characteristics propagation and the free stream axial

velocity at several time steps along the transient evaluation. Prior to the total pressure

step, the static and total pressure are uniform, as well as the free stream velocity,
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Fig. 2.4. a) Inlet total pressure profile for instantaneous discharge
analysis; b) Acoustic characteristics propagation in a domain with
discharge to low pressure reservoir

and there are no characteristics being propagated across the domain. The following

snapshot, 0.5 ms after the pressure step, right running characteristics (pressure waves)

travel along the domain introducing the new total pressure level. As the updated total

pressure information is released the flow suddenly increases its velocity. This process

is similar to the reaction of the flow after the passage of a shock wave

Later on, once the pressure waves reach the open end of the domain (t ≥ 1ms),

modeled as a pressure outlet, the pressure waves are reflected backward, as expan-

sion waves and they become pure left running characteristics. As the expansion front

travels upstream of the domain the actual static pressure is set. Following the arrival

of the expansion wave, traveling at a speed c+xv, the static pressure levele is reduced

to match the outlet boundary conditions. Consequently, the difference on the total

and static pressure (dynamic pressure) is now in agreement with both inlet and outlet

conditions. Once the actual dynamic pressure is set, the legitimate flow velocity is

established in agreement with the total pressure increase that generated the pres-

sure wave. Following this sequence, in the last snapshot ( t = 2ms ) the expansion

wave front has travelled backward almost the entire domain instituting the final flow

velocity in all the pipe except for the leading edge region.
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Fig. 2.5. Total pressure, characteristics and axial velocity evolution
after a total pressure step.

As reasoned for a pressure step, in subsonic flows the settlement of the actual free

stream flow conditions happens just once the pressure and expansion waves travel

along the domain. Hence, the delay that was noticed in Figure 2.3 a) is due to the

time required for the characteristics (pressure and expansion waves) to go through

the domain and update the entire pipe on the actual total and static pressure levels.

By shifting the steady point evaluations with the time required for the character-

istics to establish the mean flow conditions, a better representation is obtained. The

transient profile values are then compared with steady evaluations for the same free

stream conditions, as depicted in Figure 2.6 a) for the free stream velocity.

Figure 2.6 b) represents the skin friction coefficient compared with the steady

evaluations. Two different trends are observed during the flow acceleration. At

first, the transient evaluation overshoots the steady skin friction values. Under this

circumstance, Figure 2.6 a) depicts the boundary layer for both steady and transient

run at half of the pressure rise. During the initial phase of the acceleration the inertia

of the fluid close to the wall stretches the boundary layer. For the same axial velocity,

a strained boundary layer with shorter height leads to higher skin friction values.
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Fig. 2.6. a) Free stream axial velocity b) Skin friction coefficient c)
Heat flux: evolution during a flow acceleration after characteristics
delay correction

Laminar and turbulent boundary layer skin friction correlations are also included

in Figure 2.6 b) for comparison purposes. Due to the inertia of the flow in the first

phase of the acceleration the skin friction slightly overshoots the turbulent prediction.

However, during the latter phases of the flow stimulation, the transient evaluation

undergoes the prediction for turbulent flow without reaching laminar boundary layer

character. This phenomena is a consequence of the turbulence settlement delay. In the

steady evaluations the turbulence inside of the boundary layer has been completely

established. While during the acceleration, the boundary layer is continuously evolv-

ing and it suffers some temporal shifting due to the diffusion delay. This phenomenon

can also be recognized in the momentum boundary layer profile in Figure 2.7 c).
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Fig. 2.7. Momentum boundary layer profile at different acceleration
phases for both steady and transient evaluation

Figure 2.6 c) represents the heat flux rate during the flow acceleration compared

with the steady conditions. Laminar and turbulent boundary layer heat transfer

coefficients derived from Nusselt correlations are also included in the figure. The wall

heat fluxes during the transient evolution depict smaller values than the ones acquired

in the independent steady evaluations, which are in agreement with the ones predicted

for turbulent flow. Those smaller heat transfer values are the symptoms of thermal

distribution delay across the near wall flow. In this sense, Figure 2.8 represents

the thermal boundary layer profiles for both transient and steady evaluations during

three different phases of the flow acceleration. The first set of thermal boundary

layer profiles at half of the total pressure rise, (t=t/2), show similar thicknesses but

different slopes near the wall. During the transient evaluation, the boundary layer

profiles have not been adjusted yet to the new Reynolds conditions. Therefore, the

slope at the wall is still lagging behind, adjusting from a thicker boundary layer.

By the end of the pressure rise (t=∆t), this lag is further augmented and the slope

near the wall during the unsteady evaluation is much smaller than the one found in

the steady state condition. This could also be perceived in Figure 2.6 c), where the
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difference between the steady and the transient evaluation reaches its maximum, at

t=10ms. Afterwards, the differences between the transient and steady profiles are

gradually mitigated.

Fig. 2.8. Thermal boundary layer profile at different acceleration
phases for both steady and transient evaluation

By looking at figures Figure 2.3 b) or Figure 2.3 c) it is clear the effect of the

diffusion delay on the settlement of the wall fluxes compared to the free stream

quantities. That delay leads to wall fluxes values lower than the ones found for the

steady state evaluations after the mean flow establishment correction. Which implies

that for the same free stream conditions, (Reynolds number), the transient evolution

reaches the wall flux values determined in the steady evaluations with a certain time

shift. To look further into this matter, Figure 2.9 left) depicts the referenced evolution

of the wall shear stress and the free stream velocity. Both magnitudes are referenced

to their final steady state value after the flow acceleration has taken place. It becomes

apparent that once the free stream velocity reaches its final value there is still some

time, ∆test, for the wall shear stress to acquire its ultimate rate. That temporal

shifting is the consequence of the diffusion delay across the boundary layer. The
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mean flow quantities are transferred convectively and acoustically along the domain.

However, the propagation of the information across the normal direction to the wall

into the boundary layer happens mainly in a diffusive manner. The temporal delay

due to the diffusive propagation across the boundary layer (∆test) can be estimated

based on the viscosity distribution along the momentum boundary layer thickness

with the following expression.

∆test =

∫ δ

0

y

max(µ, µt)
ρ∂y (2.37)

For illustration purposes Figure 2.9 represents the non-dimensional velocity pro-

file and the turbulent viscosity distribution along it. The turbulent viscosity distri-

bution across the boundary layer will be a consequence of the mean flow turbulence,

the Reynolds and the wall surface roughness among other things. The eddy vis-

cosity distribution could be addressed following the guidelines of any of the well-

known turbulent closure formulations (Baldwin-Barth [61], Spalart-Allmaras [62],

k − ε [63],k − ω, [53] ). As introduced in the previous equation the diffusion rate

will be determined by the maximum viscosity value being either the laminar or tur-

bulent one. Following this procedure, the diffusion across the inner viscous sublayer

is properly modeled as well as the pure laminar boundary layer cases. It must be

highlighted that by integrating the viscosity profile along the boundary layer also the

temperature effects on the molecular viscosity are considered as they could be of main

relevance.

In the case of the heat flux, the delay is driven by the diffusion of the information

across the thermal boundary layer height. As reasoned by the Prandtl analogy [64],

for fluid with Prandtl numbers below the thermal boundary layer results thicker than

the aerodynamic one (δth = δ/Pr1/3). As derived for the momentum boundary layer,

the thermal boundary layer establishment delay could be inferred as :

∆test,th =

∫ δth

0

y

max(α, αt)
∂y (2.38)
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Fig. 2.9. Diffusion delay across the boundary layer a) Wall shear stress
establishment delay; b)Boundary layer profile; c) Turbulent viscosity
distribution across the near wall flow region

As a consequence of the higher boundary layer thickness, the thermal boundary

layer establishment will happen only after the aerodynamic boundary layer establish-

ment. Which is conducive to a later settlement of the final heat flux rate compared

to the wall shear stress or the mean flow quantities.

2.3 Periodic mean flow oscillations

For the analysis of the boundary layer response to periodic perturbations the same

numerical domain displayed in Figure 2.1 a) was used. Where the inlet total pressure

followed a pure sinusoidal profile with a mean level of 105 kPa and an absolute

amplitude of 4 kPa, (P0 ∈ [101 109 kPa]). Figure 2.1 c) represents two consecutive

periods of the imposed total pressure. To analyze the phenomena at low and moderate

pulsating flow regimes, the following frequencies were explored: 5, 10 20 50,100 and

1000 Hz. For comparison purposes 80 steady evaluations where performed at various

total pressures along the period to mimic the performance of the transient assuming

quasi-steady behavior.

The unsteady convergence of the simulations for all the excitation frequencies was

ensured prior to the data acquisition based on the methodology outlined by Clark
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Fig. 2.10. a) Drag coefficient evolution during the transient simu-
lation; b) Drag coefficient representation for two consecutive periods
after convergence; c) Cross correlation factor between two consecutive
periods after convergence

and Grover [65]. Which evaluates, the phase, amplitude, mean value and the cross

correlation for each single cycle. Figure 2.10 a) represents the drag integration along

the entire plate domain for the transient evaluation. There is a clear phase where

the drag suffers substantial variations, symptoms of non-converged conditions until

approximately t=0.01 ms. Later on, the cycle to cycle variations are mitigated.

Taking advantage of the periodic convergence definition of Clark and Grover once

a negligible difference between two consecutive cycles is identified, the solution is
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considered periodic. Figure 2.10 b) represents two consecutive periodic cycles after

the convergence assessment. Similarly, Figure 2.10 c) depicts the cross correlation

between them, which further supports the periodic convergence status. The cross

correlation is a measure of similarity of the two signals as a function of the temporal

shifting of one relative to the other. Consequently, when both signals are out of

phase, as for instance when one is temporally displaced half a period with respect to

the other t/p = 0.5, their correlation factor is reduced. However when the temporal

displacement is again a complete period, the signals are in phase and the correlation

factor is one, which further supports the periodic convergence status. Instead of

referring to the various frequencies analyzed it results more convenient to use the

non-dimensional Strouhal number of the domain. Where the frequency of excitation

is divided by the frequency response of the domain:

Stdomain =
fexcitation
fdomain

(2.39)

The frequency response of the domain is defined as the time that the fastest

characteristic takes to travel from the inlet to the outlet of the domain:

fdomain =
Ldomain
c+ xv

(2.40)

Using the mass-flow averaged velocity over an entire period the frequency response

of the domain is approximately 1100 Hz. Each one of the excitation frequencies is

translated into a Strouhal number (Stdomain) as presented in Table 2.2.

Figure 2.11 a) represents the free stream axial flow velocity at x=L/2 for all the

Strouhal numbers under analysis compared to the steady state cases. For low Strouhal

numbers the results are similar to the steady state cases. However, as the Strouhal

number gets closer to one the deviation from the steady state increases. Figure 2.11 b)

represents the static pressure in the same location for the steady evaluations, and for

three different Strouhal numbers, 0.009, 0.091 and 0.909. For low Strouhal numbers

the acoustic and convective characteristics can travel along the domain multiple times

before new changes are applied in the inlet. Consequently, the flow can smoothly ad-
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Table 2.2.
Range of Strouhal numbers analyzed

Excitation Frequency Stdomain

5 0.0045

10 0.009

20 0.018

50 0.045

100 0.0921

1000 0.909

just to the new inlet conditions. However, for Strouhal numbers closer to unity, there

is not enough time for the characteristics to commute across the domain and an av-

erage value is settled. In terms of static pressure, for the low Strouhal numbers there

are moderate pressure and expansion waves travelling across the domain to establish

the new flow conditions. While for larger Strouhal numbers, the strength of these

waves is increased. Revealing that for actuation frequencies similar to the frequency

response of the domain, the plate suffers the passage of strong pressure and expansion

waves that rapidly accelerate and decelerate the flow. Figure 2.11 c) represents the

skin friction evolution for the same set of Strouhal numbers. Laminar and turbulent

boundary layer skin friction correlations are also included in the representation. For

low Strouhal numbers (0.009), during the final total pressure rise (0 < t/p < 0.25)

the skin friction clearly underscores the prediction for turbulent flow, reaching values

of almost laminar boundary layer conditions. On the contrary, for the latest total

pressure decay (0.5 < t/p < 0.75), the skin friction exceeds the predicted turbulent

boundary layer. However, for moderate or closer to unity Strouhal numbers, the de-

viations from the turbulent boundary layer prediction are much smaller and the value

oscillates around the steady state simulations data. Nonetheless, the larger Strouhal
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number result does not follow the skin friction predicted for turbulent boundary layer

on the flow acceleration and deceleration.

Figure 2.11 d) depicts the heat transfer coefficient evolution over the entire actu-

ation period. It also includes the heat transfer coefficient predictions from turbulent

and laminar Nusselt correlations. For low Strouhal numbers the amplitude variations

perceived on the heat flux are similar to the ones predicted for turbulent bound-

ary layers, and on the same order of magnitude that the steady state evaluations.

Although, there exists a phase lag associated with the settlement of the mean flow

conditions and the diffusion of the information across the thermal boundary layer.

For larger Strouhal numbers, the amplitude of the variations on the heat transfer

coefficient are mitigated. The heat transfer coefficient on larger actuation frequencies

tends to a mean level which is always above the laminar boundary predictions but

also in disagreement with the turbulent prediction. Displaying lower values during

the flow acceleration and larger during the flow deceleration. Table 2.3 and Table 2.4

summarize the mean level and amplitude of the fluctuations.

As the Strouhal number increases the mean level of the axial flow velocity, wall

shear stress and heat transfer coefficient ascents. However, the amplitude of the

variations of such quantities is reduced. Once the actuation frequency approaches

the frequency response of the domain, the variables tend to a period averaged value.

The raise of the mean levels with the Strouhal seems to follow a logarithmic evolution.

In this sense, using a logarithmic least squares fitting, the mean level evolution for

the wall shear stress and heat flux are derived. The predictions are referenced to the

lowest Strouhal number results.

τSt = τ 0.0045 × (0.036× Ln(St) + 0.19) + τ 0.0045 (2.41)

q̇St = q̇0.0045 × (0.013× Ln(St) + 0.07) + q̇0.0045 (2.42)
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Fig. 2.11. Flow and wall fluxes response to periodic excitation at x/L
= 0.5: a) Axial free stream velocity b)Static pressure c)Skin friction
coefficient d) Heat transfer coefficient e) Acceleration parameter

The coefficient of determination for the wall shear stress and heat flux mean levels

are 0.986 and 0.983 respectively. Taking advantage of this expression, the mean level

of heat flux and wall shear stress for different excitation frequencies could be predicted.
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Table 2.3.
Mean values during the periodic excitation

Stdomain xv(m/s) τ(N/m2) htc(W/m2)

Steady 117.7 20.54 329.6

0.0045 111.5 18.19 322.2

0.009 112.1 18.49 323.5

0.018 113.2 18.97 326.2

0.045 115.4 19.76 330.6

0.0921 116.5 20.04 332.5

0.909 116.9 20.05 331.5

Table 2.4.
Maximum amplitude of the oscillations during the periodic excitation

Stdomain ∆xv(m/s) ∆τ(N/m2) ∆htc(W/m2)

Steady 51.1 14.68 143.3

0.0045 48.7 9.88 124

0.009 46.3 8.98 109.1

0.018 40.9 7.31 83.8

0.045 27 4.49 41

0.0921 15.9 2.87 24.7

0.909 9.7 3.21 9.4

In terms of heat transfer, for the larger Strouhal numbers the deviations from the

turbulent prediction could be a consequence of the boundary layer nature. In a similar

way, based on the sudden flow acceleration analysis, we could expect that the fastest

fluctuations will display higher skin friction coefficients since the inlet flow conditions

changes happen at much faster rates. However, based on the results shown in Figure
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2.11 c) we observe the contrary. For the highest frequencies, the amplitude of the

skin friction coefficient is minimized; with values at least one order of magnitude

smaller than the ones found for the slowest fluctuating rates. Trying to understand

such behavior, Figure 2.12 represents the 2D contour of static pressure represented

at 20% of the period (t/p = 0.2) for St = 0.0045 and St = 0.091 (top and bottom

respectively).

Fig. 2.12. Static pressure contour along the domain, a) 5Hz excitation;
b) 100 Hz excitation

Based on the static pressure distribution it is clear that for the lower Strouhal

number the domain gradually adjusts to the new inlet boundary conditions. Al-

though, for larger Strouhal numbers there are relatively strong pressure waves that

travel across the domain to adjust the flow to the inlet changes. The presence of

strong positive and negative pressure gradient leads to sudden free stream flow decel-

erations and accelerations. The strength or rate of acceleration is quantified by the

acceleration parameter (K).

K =
µ

ρxv2
∞

∂xv

∂x
(2.43)

The acceleration parameter is commonly used to determine the likelihood of flow

re-laminarisation as studied by Launder and Jones [66] [67] and Spalart [67]. Fol-
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lowing this formulation, for small fluctuating frequencies the acceleration along the

plate results negligible with values around 10−15, Figure 2.11 e). However, as the

frequency increases the acceleration parameter reaches higher values getting closer

to the threshold of flow re-laminarisation, which is set by most authors in the range

of 3 × 10−6 to 3.5 × 10−6 [68]. For the analyzed frequencies, the maximum accel-

eration parameter found at mid cord was 4 × 10−7, which is not enough to cause

re-laminarisation but could have a significant influence on the wall fluxes by means

of turbulence mitigation.

In the quest towards a better understanding on the effect of the acceleration pa-

rameter two different numerical domains are compared, Figure 2.13. The domain on

the top simulates a plate submitted to a geometrically imposed negative pressure gra-

dient, whereas the lower one is just a flat plate under uniform free stream conditions.

Both domains were meshed following the guidelines set for the previous section. In

this analysis the length of the domain is equal to 0.7m and the top wall is also modeled

as a viscous isothermal wall at 300 K. The total pressure in the inlet for both domains

was set at 100.7 kPa. The static pressure in the outlet of the straight domain was

equivalent to atmospheric pressure at ground sea level, conducive to a free stream

flow velocity of 36.64 m/s. The back pressure in the outlet of the accelerated domain

was 85.78 kPa which lead a final flow velocity of 164.28 m/s. The area reduction was

particularly designed to set an inlet flow velocity similar to the one in the straight

domain.

Figure 2.14 represents the effect of a strong acceleration on the wall shear stress

and heat transfer coefficient over a flat plate. While Figure 2.14 b) and c) depict the

skin friction coefficient and the heat transfer coefficient respectively. The predictions

for turbulent and laminar boundary layer correlations for flat plates are also included

for comparison purposes. Natural transition onset takes place at about x = 200mm

and at approximately x = 280 mm the boundary layer is fully turbulent. Right after

that point, the flow starts being accelerated. As the acceleration parameter exceeds

1× 10−7 (x=350mm) the skin friction coefficient and heat transfer coefficient deviate
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Fig. 2.13. Axial velocity contour along: a) Aggressive flow expansion
through a nozzle contour; b) Flat plate configuration

from the turbulent prediction. Eventually, once the acceleration parameter reaches

the threshold of 3 × 10−6 the boundary layer suffers re-laminarisation and the skin

friction coefficient achieves almost laminar boundary layer values. In a similar way,

the heat flux also experiences a decay because of the flow re-laminasization. The

reverse transition is the consequence of the turbulence mitigation due to the flow

acceleration. Which freezes the eddies breakup and dumps the turbulence dissemi-

nation. Once the acceleration is completed, the near wall flow rapidly recovers its

turbulent nature and the skin friction coefficient exhibits again similar values to the

turbulent prediction.

As the flow is accelerated the boundary layer is initially stretched, as depicted

in the boundary layer profiles in Figure 2.15, consequently the wall shear stress rises

abruptly. At x=0.35 there exists an inflection point in the wall shear stress and sud-

denly it starts to decay. Looking at the profiles in Figure 2.15 there is not any evident

symptom for such a sudden decrease in the wall shear stress since the boundary layer
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Fig. 2.14. Acceleration parameter effect on the aero-thermal boundary
layer: a) Acceleration parameter b) Skin friction c) Heat transfer
coefficient

profile still seems to depict a much narrower boundary layer. Although if we look at

the wall non-dimensional velocity profiles displayed in Figure 2.16 a clear difference is

disclosed for the axial location x=0.3 and 0.4 m . Figure 2.16 compares the velocity

profile in non dimensional wall units for the straight and the accelerated domain for

the log-law [4] and the nominal Blasius profile [3] [69]. At x =0.3 and 0.4 m the

boundary layer of the accelerated domain reveals a similar profile compared to the

Blasius boundary layer, which clearly denotes the reverse transition phenomena.

Due to the flow acceleration the turbulent eddies break up is frozen and the wall

shear stress is reduced. Downstream in the plate, at x = 0.45 the wall shear stress

suddenly increases reaching a much higher value than the one prior to the boundary
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layer re-laminasization. That point coincides with the end of the convergent section

in the domain and reveals that once the flow acceleration is over the flow turbulence

is suddenly released conducing towards nominal turbulent wall fluxes.

Fig. 2.15. Boundary layer profiles at several axial locations for flat
plate and sudden expansion domain (black and blue respectively)

This analysis represents the effect of a static pressure gradient over the flat plate.

Translating this analogy onto dynamic pressure gradients across the flat plate, it re-

veals the strong influence of mean flow variations on the wall fluxes distribution along

the plate. By means of the local flow acceleration, the dynamic pressure gradients

alter the nature of the boundary layer and its turbulent status.
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In order to verify the accuracy of our numerical model resolving the near wall flow

and predicting reverse transition, the experimental analysis performed by Bader et

al. [70] on the flat plate boundary layer in accelerated flow was numerically replicated.

Figure 2.17 a) represents the numerical discretization of the experimental test section

of Graz University. Where the boundary conditions are: xv∞ = 4.824m/s, T = 318

K, Ps = 97.7 kPa and Tu = 5.45%.

Fig. 2.16. Wall non-dimensional boundary layer profiles at several
axial locations for flat plate and sudden expansion domain (black and
blue respectively))
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Figure 2.17 b) represents the velocity magnitude contour in the modeled test

section. While Figure 2.17 c) compares the skin friction coefficient retrieved with

the current numerical set-up to the experimental results of Bader et al.; including

laminar and turbulent boundary layer skin friction correlations. Overall, there is

an excellent agreement between the numerical and the experimental results. The

only discrepancy takes place on the transition tripping, where the numerical results

overshoot the experimental findings due to the differences on the tripping approaches.

However, in terms of capturing the boundary layer re-laminarisation the comparison

of the results is satisfactory. Further validations of the numerical solver and the

selected settings can be found in Appendix 1, Fluent Validation.

Looking again at the flat plate exposed to periodic inlet fluctuations. Under

constant inlet temperature and fixed back pressure, the variations on the free stream

velocity drive the evolution of the Reynolds number. Which eventually determines the

boundary layer height. Figure 2.18 represents the boundary layer displacement thick-

ness along the periodic inlet fluctuation, suffering the highest amplitude variations

for the smaller Strouhal numbers. Similarly, Figure 2.19 represents the momentum

boundary layer profiles for all the frequencies and the steady evaluations at different

time steps along the period.

Comparing the boundary layer displacement thickness evolution against the skin

friction representation in Figure 2.11 c) there is a considerable phase lag of about half a

period between the mean flow maximum speed and highest wall fluxes for the smallest

Strouhal number. This phase lag is a consequence of the diffusion delay across the

boundary thickness. There is shrinkage of the boundary layer at the velocity profiles

for t/p = 3/4 as a consequence on the flow inertia after the sudden flow acceleration

driven by the pressure rise.

The boundary layer stretching is maximum for the low Strouhal numbers where

the absolute velocity variation amplitudes are larger. As the excitation frequency

increases, the magnitude of the velocity fluctuation is reduced, and the boundary

layer suffers less contraction. On the other hand, at t/p = 1/4 the boundary layer
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Fig. 2.17. a) Numerical replication of experimental test section for
boundary layer reverse transition validation b) Velocity magnitude
contour along the simulated test section c) Skin Friction coefficient
over test article

has its maximum thickness, associated with the slowest flow velocity condition and a

decelerating trend. For the smaller Strouhal numbers the deviations from the steady

state evaluations boundary layer thickness are at its maximum. The profiles of larger

Strouhal number do not seem to depart much from the steady boundary layer results

and preserve a constant boundary layer thickness because of the averaging of the inlet

flow conditions.

Figure 2.20 represents the thermal boundary layer profile for all the Strouhal

number under scrutiny at various phases of the evolution. For lower excitation fre-

quencies, the thermal boundary layer thickness suffers notorious variations as a con-
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Fig. 2.18. Boundary layer displacement thickness temporal evolution
at x/L = 0.5 for various excitation frequencies

Fig. 2.19. Momentum boundary layer profiles evolution along the ex-
citation period, transient periodic excitation and quasi-steady com-
parisons

sequence of the mean flow acceleration and deceleration, dictating the span of the

heat transfer coefficient amplitude. It is notorious how even displaying much thinner
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thermal boundary layers, like the ones at t/p = 3/4 the near wall region does not

completely adjust to this conditions because of the diffusion delay. Consequently, the

heat transfer coefficient during these phases does not overshoot the turbulent bound-

ary prediction or the steady state result. Hence, the thermal diffusion delay prevents

the near wall flow to generate much higher heat flux rates than the steady turbu-

lent evaluations. On the other hand, for the higher excitation frequencies, although

displaying similar boundary layer thickness to the ones exhibited in the steady state

evaluations, their heat flux rates do not follow the same trend. This is the conse-

quence of the sudden flow variations effect modulating the boundary layer nature.

Where the steady evaluations reflect their higher heat transfer coefficient, the larger

Strouhal numbers experienced their larger acceleration parameter, which mitigates

the turbulence and reduces the heat flux rate.

Fig. 2.20. Thermal boundary layer profiles evolution along the exci-
tation period, transient periodic excitation and quasi-steady compar-
isons
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2.4 Detailed simulation on the boundary layer reaction to sudden flow

acceleration

In order to verify the modeling capabilities of the selected URANS methodology

and take a closer look at the physics involved in the boundary layer dynamic reaction,

a sudden flow acceleration from Mach 0.3 to Mach 0.6 will be compared to the re-

sults of a Direct Navier Simulation, [71] [72]. Based on Direct Numerical Simulations

(DNS), both the mean properties and integral boundary layer properties are ana-

lyzed. Taking advantage of the higher resolution analysis and the 3D boundary layer

momentum integral equations a simplified integral model is developed to predict the

compressible turbulent boundary layer growth under free-stream transient behavior.

Finally, taking advantage of the transient boundary layer development model and

current skin friction correlations, the shear stress evolution along the transient can

also be estimated.

2.4.1 Description of numerical approach

Numerical Domain

The analysis is focused on a flat plate geometry that allows the extrapolation of

the results to a myriad of configurations. Figure 2.21 depicts the numerical domain

for the transient evaluation of the compressible turbulent boundary layer evolution

driven by sudden flow acceleration. The total length of the domain (L) was equal

to 128.5 times the height of the inlet boundary layer (δ0=8 mm). The global length

of the domain determines the acoustic response of the test geometry and constrains

the establishment time of the mean flow characteristics. For the Direct Numerical

Simulations the finely resolved region ended at 100 δ0 (Lx), and grid stretching was

employed in the remainder of the domain to support the outflow boundary condition

(a sponge layer). The total height of the domain (H) was equal to 125 δ0, ensuring

minimal influence of the boundary layer displacement thickness (δ∗) growth on the
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free-stream velocity, (H >150 δ∗). For the direct numerical simulations, the mesh

was finely resolved till 7 × δ0 (Hx), with grid stretching employed for the rest of the

domain in the wall-normal direction. The width of the domain (W) is 28 × ∆0. The

Direct Numerical Simulations results are averaged across the span wise direction to

provide smoother 2-D transient conditions throughout the acceleration.

The computational mesh consisted of about 376 million points arranged in a

2026×326×569 structured mesh. The sponge layers at the top and end of the domain

consisted of 25 points, with a stretching factor of 1.2. An overlap layer of 9 points

was used to enforce a periodic boundary condition in the spanwise direction. Since

the free-stream flow conditions varied, so did the non-dimensional grid spacing. For

the flow conditions most challenging for numerical accuracy, the grid resolution in the

resolved region was ∆x+=32 in the stream-wise direction and ∆z+=32 in the span-

wise direction. The resolution in the wall-normal direction varied from ∆y+=0.7 at

the wall to ∆y+=24 at the boundary layer edge. These parameters correspond to the

final boundary layer state; the values for the initial boundary layer state were about

half as large. The largest non-dimensional time step for the calculations was about

∆t+=0.3 with an equivalent dimensional time step of 0.5 µs.

The Direct Numerical Simulations were carried out on 4320 cores, with 360 sub-

domains (20×3×6) parallelized using MPI, and with 12 OpenMP threads per MPI

rank. Data for computing turbulence statistics were saved every 200 computational

steps (every 0.1 ms) for the following planes: x/δ0=100, y/δ0=0, z/δ0=14. For the

10 ms rise time, at total of 198000 time steps (99 ms) were computed, while 300000

time steps (150 ms) were evaluated for the 25 ms rise time.

Boundary conditions

In order to model the sudden flow acceleration in the numerical domain the static

pressure level was fixed at 16 kPa in the outlet, right boundary. The inlet of the

domain was modeled as a pressure boundary condition where the total temperature



53

Fig. 2.21. Direct Numerical Simulations numerical domain

was kept constant at 500K. The free-stream flow acceleration was imposed following

total pressure transient profile, P0(t). The total pressure rise in the inlet was modelled

following the smoother step function [73] evolution 2.44, as depicted in Figure 2 a).

The use of the smoother step function guarantees the continuity of the signal through

the pressure rise. For the first 36.4 ms of the simulation, t< t0, the total pressure

was set at 17 kPa simulating the steady state conditions for Mach 0.3 flow, where

the Reynolds number based on the momentum thickness is 1202 at L∗. Then the

total pressure was raised to 20.5 kPa over 10 ms following the smoother step profile.

Finally, the total pressure was kept at 20.5 kPa up to t =100 ms to reach steady flow

conditions at Mach 0.6. The steady flow conditions at the initial and final status are

summarized in Table 2.5. A second transient acceleration with a rise time of 25 ms

was evaluated to explore the impact of the acceleration rate and to verify the accuracy

of the developed model. The top wall of the domain was modeled as an adiabatic

inviscid wall. (employing extrapolation during the DNS evaluations) While the plate

was simulated as a viscous isothermal surface at 300 K. A periodic boundary condition

was imposed in the span-wise direction for the lateral boundaries of the domain.
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P0(t) =


if t < t0

17 + 3.5

(
6
(
t−t0
∆t

)5 − 15
(
t−t0
∆t

)4
+ 10

(
t−t0
∆t

)3
)

if t0 < t < (t0 + ∆t)

20.5 if t > (t0 + ∆t)

(2.44)

Fig. 2.22. Inlet boundary conditions; a) P0 transient profile, b) Initial
momentum boundary layer, c) Initial thermal boundary layer

An initial laminar boundary layer was imposed at the inlet with a height of 8 mm,

δ0. The momentum boundary layer followed a Polhausen profile, eq. 2.45. Similarly,

the thermal boundary layer was derived from the momentum one taking advantage

of the Crocco relation for temperature, eq. 2.46. Both momentum and thermal

boundary layer are depicted on Figure 2.22 b) and c) respectively.

u = u∞
(
2(
y

δ0

)− 2(
y

δ0

)3 + (
y

δ0

)4
)

(2.45)

u = Twall + (Tgas − Twall)(
u

u∞
) +

1

2

√
Pr(γ − 1)M2Tgas

(
(
u

u∞
)− (

u

u∞
)2
)

(2.46)
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Table 2.5.
Steady Initial and Final flow conditions

P0 (kPa) P (kPa) T0 (K) M Reθ

Initial condition 17 16 500 0.2968 1202

Final condition 20.5 16 500 0.6061 2162

Boundary Layer Trip

To resolve the impact of the sudden flow acceleration on a fully developed turbu-

lent boundary layer a trip model was employed to promote the transition of the initial

laminar boundary layer. The artificial body force term used here was similar to the

one applied by Mullenix et al. [74] and Bisek et al [75]. A counter-flow body force

was enforced near the wall, 2.5 δ0 downstream of the inlet plane. For the Unsteady

Reynolds Average Navier Stokes computations, the source term imposed a 5 kN body

force with an angle α of 5 degrees over a rectangular region of 1.25 x 0.125 δ0 cross

section. The source term was continuously applied uniformly across the span of the

domain, as displayed in Figure 2.23. For the Direct Numerical Simulation, the trip

had the following form:

F =
F0

πxryr
exp

(
−
(x− x0

xr

)2 −
(y − y0

yr

)2
)

(2.47)

fx = F cosα (2.48)

fy = F sinα (2.49)

Where the non-dimensional values of the parameters are: F0=0.03, x0=2.5, xr=0.17,

y0=0, yr=0.01, = 1. The non-dimensional values are based on reference parameters

of δR=0.11 kg
m3 , UR=131.9 m/s, δ0=8.0 mm.
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Fig. 2.23. Boundary layer transition enhancement through the addi-
tion of a momentum source that mimics the presence of an obstacle

Solvers

Regarding the numerical solvers, the three-dimensional compressible Navier-Stokes

equations are solved directly without modeling using the code HOPS (Higher Order

Plasma Solver), developed by Professor Poggie [71, 72]. The physical model consists

of the perfect-gas, compressible-flow formulation. The conservation of mass, momen-

tum, and energy are formulated as:

∂ρ

∂t
+

∂

∂xj
(ρuj) = 0 (2.50)

∂ρui
∂t

+
∂

∂xj
(ρujui −

∑
ij

) = fi (2.51)

∂ϑ

∂t
=

∂

∂xj
(ujϑ−

∑
ij

ui −Qj) = fiui + S (2.52)

where ρ is the gas density, ui is the velocity,
∑

ij is the total stress tensor, ϑ =

ρ(ε + ukuk/2) is the total energy of the fluid, ε is the internal energy and Qj is the

heat flux. The additional terms fi and S are included to account for optional body

force and energy sources.

The total stress tensor
∑

ij is given by the constitutive equation for a Newtonian

fluid, and the heat flux Qj follows Fouriers heat conduction law.

∑
ij

= −pδij + µ

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2/3µ

∂uk
∂xk

δij (2.53)
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qi = −κ ∂T
∂xi

(2.54)

Being p the pressure, µ the viscosity and κ the thermal conductivity. The trans-

port coefficients were evaluated using the correlations given by White [76]. The

working fluid (air) was assumed to be a calorically and thermally perfect gas such

that ε = cv T and p = ρRT , where T is the temperature, cv is the specific heat and

R is the gas ideal constant. The spatial derivatives were evaluated with sixth-order

compact differences, and stability was enforced with an eighth-order Pade-type filter.

Near the domain boundaries, the filter order was reduced in steps of two, with no

filtering at the boundary itself. Similarly, the accuracy of the spatial scheme was re-

duced to fifth-order and fourth-order accuracy near boundaries. Time marching was

carried out using a second-order implicit scheme. Further details on the numerical

methods of the solver are given in [71]. For validation of the numerical model the

experimental results of Elena and Lacharme [77], Alving [78] and Konrad [79] for the

streamwise velocity profile of a turbulent boundary layer and the Reynolds normal

stress were used, as presented in [71] and [72].

To assess the capabilities of Reynolds-averaged Navier-Stokes solvers modelling the

free-stream transient evolution impact on the near wall region the commercial software

ANSYS Fluent was used. To reduce the computational burden the simulations on

this solver were carried out on a 2D version, considering the center-plane of the

domain. The plane was meshed following a blocking strategy with ANSYS ICEM. In

order to guarantee a proper geometrical discretization, a grid sensitivity study was

accomplished following the approach outlined by Celik et al. [50]. For this purpose,

the axial flow velocity just outside of the boundary layer and the boundary layer

momentum thickness were acquired for all the different grids. The different spatial

discretization models were tested at the final steady state condition, P0 = 20.5 kPa,

T0 = 500 K, Twall = 300 K, P = 16 kPa. A summary of the different mesh properties

is also presented in Table 2.5.
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Table 2.6.
Mesh sensitivity for 2D URANS simulations

Cell Count Nx Ny u∞ (m/s) θ (mm) GCI %

48600 270 180 260.90 2.60 33.8

83200 320 260 261.60 2.40 10.8

140000 400 350 261.94 2.34 1.8

235200 560 420 261.98 2.33 1.7

400000 800 500 261.95 2.34

The mesh with 140000 cells was selected for the transient evaluation given its

accuracy compared to the finer cases and its grid convergence indicator. To enhance

correct near wall flow prediction the y+ was maintained below 0.5 along the entire

plate. In this approach the turbulence closure was achieved through the use of the

Langtry-Menter four-equation Transitional SST model [51]. The working fluid was air,

modeled as an ideal gas. The Sutherland law was implemented to include the effect

of the temperature on the molecular fluid viscosity. Second-order upwind schemes

were adopted for the flow and turbulent kinetic energy, while second order implicit

schemes were used for the transient formulation. This methodology was previously

verified against experimental results on flat plate accelerated flow, presented in [43].

Figure 2.24 a) and b) compare the axial velocity and density boundary layer

profiles for URANS and DNS simulations at the initial and final steady flow conditions

of the evolution. The URANS results slightly depart from the DNS profiles near the

wall region, which falls within the accuracy of the URANS models on predicting

the near wall region under this low Reynolds number environment. In terms of the

momentum boundary layer thicknesses the integral values obtained are displayed in

Table 2.7; the URANS have only a 5% deviation from the DNS results. Figure 2.24

c) depicts the shear stress profiles at initial and final conditions for both solvers.

For the initial steady flow condition URANS transitional model predicts an earlier
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fully developed turbulent boundary layer and the magnitude of shear stress along

the plate does not deviate much from the DNS. However, for the final flow condition

at higher Reynolds number the URANS also predict an earlier complete transition

but the axial shear stress magnitude deviates about 30% from the Direct Numerical

Simulation results. In addition to the turbulent simulations laminar evaluations were

carried out to compare the impact of sudden free-stream variations over laminar and

turbulent boundary layers.

Table 2.7.
DNS vs URANS for steady flow conditions

P0 (kPa) T0 (K) Tw (K) P (kPa) θ (mm)

DNS 17 500 300 16 2.8

URANS 17 500 300 16 2.89

DNS 20.5 500 300 16 2.24

URANS 20.5 500 300 16 2.34

Fig. 2.24. Steady State Comparison DNS vs URANS for initial and
final conditions
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2.4.2 Boundary layer and wall fluxes evolution after sudden flow acceler-

ation

Figure 2.25 represents the evolution of the gas density across the center-plane

of the domain for several time steps along the flow acceleration. The first image

corresponds to the conditions prior to the total pressure rise. The boundary layer

transition is enhanced by the tripping near the domain inlet and fully developed

turbulent boundary layer flow is present in the second half of the domain. The

second time step depicts the density contour at half of the total pressure rise. Due

to the passage of the pressure waves slightly larger density is present near the plate

leading edge. This phenomenon is further enhanced once the final total pressure is

set at t=46.4 ms. As a consequence of the delay on the arrival of the expansion waves

from the outlet, the density at the front of the domain is up to 15% larger than at

the trailing edge of the plate. Finally, the domain establishes at the final condition

as depicted for t = 99 ms.

Figure 2.26 a) depicts the axial free-stream velocity (u∞) temporal evolution at

y = 7δ0 at the end of the resolved region, Lx. The results from DNS, URANS and

the laminar simulation fall on top of each other, depicting the same acoustic response

in the three numerical setups for the imposed transient. Similarly, Figure 2.26 b)

displays the flow acceleration parameter, (k), at the same location. The acceleration

parameter:

k =
µ

ρxv2
∞

∂xv

∂x
(2.55)

represents the acceleration rate progress along the transient at the end of the re-

solved region. This factor is commonly used for the prediction of flow re-laminarisation

[66,67]. There are two different phases present in the acceleration. At first, following

the arrival of the initial pressure wave the acceleration parameter displays negative

magnitude. Figure 2.27 represents the propagation of the characteristics along the

domain following the total pressure raise at the inlet. As the total pressure increases
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Fig. 2.25. 2D contour of density along center plane for several time
steps along the transient evolution

in the inlet to initiate the acceleration a pressure wave is released. The pressure wave

travels along the domain at the speed of sound (c) plus the actual free-stream velocity

(xv). As the pressure wave cruises over the plate it accelerates the flow, and con-

sequently faster flow is present behind it, driving a negative acceleration parameter.

Once the pressure front reaches the domain outlet it is reflected as an expansion wave

that travels upstream at c xv. The arrival of the expansion wave at the observation

plane is represented by the increment of the acceleration parameter. The peak of

acceleration parameter takes place for the final phases of the acceleration after the

final steady state total pressure is set at the inlet. Figure 2.26 c) shows the local
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free-stream flow temporal acceleration throughout the transient. The maximum local

acceleration takes place at t = 44 ms, right at the inflection point on the acceleration

parameter, when compression and expansion waves meet at the edge of the finely

resolved region.

Fig. 2.26. Temporal evolution of free-stream flow conditions through
the transient for DNS, laminar and URANS simulations; a) Axial
free-stream velocity, b) Flow acceleration parameter, c) Local flow
acceleration

The impact of the free-stream flow conditions is directly reflected in the near wall

region as represented in Figure 2.28 a) and b) for the wall shear stress and heat flux

respectively. Figure 2.28 a) depicts the evolution of the axial wall shear stress at the

end of the finely resolved region. Both turbulent simulations display similar trends,

although as already discussed in the comparison for steady conditions the k-SST

model over predicts the wall flux magnitude at this low Reynolds number. There are

two different phases present on the evolution of the heat flux, at first once the flow
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Fig. 2.27. Acoustic propagation of flow characteristics driving the flow acceleration

starts to react to the acceleration at Lx , t > 37.8 ms, the wall shear stress rapidly

increases as a consequence of the free-stream velocity change and the boundary layer

height reduction. Then for t > 49 ms the slope of the shear stress growth starts to

decay. Finally, the drag approaches its final steady state in a logarithmic way. Figure

2.29 a) depicts the evolution of the momentum boundary thickness throughout the

transient. The boundary layer suffers an initial rapid shrinkage driven by the passage

of the compression waves, leading towards a minimal thickness at t 48.5 ms. The

shrinkage is a consequence of the flow inertia, as the flow accelerates it pushes the low

momentum flow inside of the boundary layer against the wall, reducing the overall

boundary layer height and boosting the skin friction. After the minimum thickness

the boundary layer height gradually approaches its final status. The overall change

on the axial shear stress increase rate is driven by the interaction of the boundary

layer thickness and free-stream velocity temporal evolution.

In terms of the heat flux, as depicted in Figure 2.28 b) there is an intermediate

phase on the temporal evolution driven by the reduction of the free-stream gas tem-

perature. Throughout the simulation a constant total temperature is imposed at the

inlet, consequently as the Mach number rises the static temperature of the flow is
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reduced. The change on the free stream temperature is convected downstream at the

mean flow velocity and then diffused across the thermal boundary layer.

In the laminar boundary layer temporal evolution there are also two clear trends

after the acceleration outset. During the first segment of the local acceleration, t<44

ms, the wall fluxes magnitude increase following the reduction of the momentum

boundary layer thickness and the increase on the local free-stream acceleration. While

for t>44 ms the shear stress follows a gradual decay towards the final steady state

condition. The laminar case actually overshoots the final value of wall fluxes during

the transient driven by the sudden mean flow velocity change, depicting a stronger

influence of the acceleration on the shear stress and heat flux. The laminar boundary

layer also displays a slower adaptation or larger establishment delay to the final con-

ditions as the propagation of the information across the near wall region is promoted

only by the molecular diffusion.

Fig. 2.28. Impact of mean flow sudden acceleration on wall fluxes
for DNS, laminar and URANS evaluations; a) Heat flux evolution, b)
Stream-wise wall shear stress at L∗

Figure 2.29 b) represents the temporal evolution of the flow momentum contained

inside of the boundary layer thickness. The definition used here for the boundary
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layer thickness is the height at which the local axial velocity is 99% of the free-stream

one. Regardless of the boundary layer status, either turbulent or laminar, the flow

momentum in the near wall region is boosted along the flow acceleration.

Fig. 2.29. Near wall flow region temporal evolution through the flow
acceleration for DNS, laminar and URANS simulations; a) Boundary
layer momentum thickness, b) Integral flow momentum inside of the
boundary layer along the transient at L∗

Figure 2.30 a) and b) represent the axial velocity profiles in inner and outer units

for several time steps along the transient acceleration. All the profiles collapse in

the viscous sublayer, depicting a negligible effect of the acceleration parameter on

the inner boundary layer status during the phases of stronger acceleration. On the

other hand, inside of the logarithmic region the profiles depart from each other,

indicating that the distribution of hairpin-type vortices might be affected by the

flow acceleration, and probably preventing the application of a universal von Karman

constant under these circumstances, [80,81]. In the outer stream wise velocity profiles

all the time steps collapse for the near wall region [y/δ]0 < 0.2. However, the profiles

at t = 0.0485 s and 0.053 s depict slightly higher velocities than the other profiles at

0.2 < y/δ]0 < 2 suffering the influence from the mean flow acceleration.
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Fig. 2.30. Boundary layer profiles during the sudden flow acceleration
a) Inner units axial velocity, b) Stream-wise velocity profile in outer
units, c) Density profile d) Non-dimensional temperature profile

Figure 2.30 c) and d) depict the profiles of density and referenced temperature

along the wall normal direction at the end of the finely resolved region, x = Lx. The

changes on the referenced temperature profiles are mainly driven by the evolution of

the boundary layer thickness along the flow acceleration. The profiles at t = 0.0485

s and 0.053 s depict the smaller thermal boundary layer thickness of the transient,

which is consistent with the evolution of the momentum boundary layer thickness

considering the Reynolds analogy. However, in the density profiles representation

further differences are observed when comparing different phases of the acceleration.

The shifts on the density profiles are motivated by the travelling compression and

expansion fronts carrying out the total pressure changes and its natural reflections at

the domain outlet.

Figure 2.31 represents the normal velocity profiles obtained at Lx during several

time steps along the acceleration. At stable free-stream conditions the integral normal

flow velocity along the boundary layer has positive magnitude as a consequence of

the axial growth of the displacement thickness. However, during the sudden flow
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acceleration for the profiles at maximum acceleration rate ( t = 0.044 and t = 0.0485),

the integral value of the normal velocity component is negative. Which remarks that

the due to the passage of the compression wave passage the flow is being pushed

against the wall, shrinking the boundary layer size.

Fig. 2.31. Wall normal velocity at different instances during the acceleration

2.4.3 Free-stream transient evolution impact on near wall region evalua-

tion

The computational cost of performing Direct Numerical Simulations becomes over-

whelming for practical or industrial purposes. Although, the temporal evolution of

the boundary layer and wall fluxes results of primary interest on the design of aero-

mechanic devices that operate under transient or periodically perturbed free-stream

conditions. For this reason, in the quest towards a cheaper alternative to predict

the transient evolution of the boundary layer a simplified model is derived from the

momentum integral equations.
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Impulsive start of motion model

In the past several models have been elaborated considering the impulsive start of

motion or 1st Stokes problem as defined by Rayleigh [82], [37,83]. Starting from a 2-D

boundary layer near the edge and the established compressible Momentum Integral

Equation:

τw
ρxv2

∞
=

1

xv2
∞

∂(xvδ∗)

∂t
+
∂θ

∂x
+
(2θ + δ∗

xv

)∂xv
∂x

+
θ

ρ

∂ρ

∂x
(2.56)

Based on the impulsive start of motion of the flow above the plate, for all t > 0,

∂xv∞
∂x

=
∂xv∞
∂t

= 0 (2.57)

the momentum integral equation can be represented as

µ
∂xv

∂y y=0

=
∂(ρδ∗)

∂t
+
∂ρθ

∂x
∈ (t > 0) (2.58)

By integrating across the boundary layer height:

µ
∂xv

∂y y=0

=
∂

∂t

(
ρ

∫ δ

0

(1− ρxv

ρδxvδ
)dy

)
+

∂

∂x

(∫ δ

0

ρ
xv

xv∞
(1− xv

xv∞
)dy

)
(2.59)

Then assuming that the boundary layer profile follows a profile of the form:

xv

xv∞
= f(η) (2.60)

Where η = y/∂(x, t). Introducing the definition of the momentum and displace-

ment boundary layer thickness, the integral terms can be expressed as:

δ∗ = δ

∫ 1

0

(1− f(η))dη = α1δ (2.61)

θ = δ

∫ 1

0

f(η)(1− f(η))dη = α2δ (2.62)
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In addition, the slope of the axial velocity profile at the wall could be obtained

based on the prescribed profile:

∂xv

∂y y=0

=
xv∞
δ
f ′(0) (2.63)

Finally, substituting all this in 2.59:

α1δ
∂δ

∂t
+ α2δxv∞

∂δ

∂x
= νf ′(0) (2.64)

With the boundary conditions

δ(0, t) = 0, t > 0 (2.65)

δ(x, 0) = δ0, t < 0 (2.66)

The solution of this partial derivative equation is of the form:

δ =

√
2
√
f ′(0)νx+ α2u∞C(1)(α2txv∞−α1x

α2xv∞
)

√
α2
√
xv∞

(2.67)

Applying the 1st boundary condition 2.65, ∂/∂t = 0 for t>0, equation 2.64 can

be simplified as:

α2xv∞δ
∂δ

∂x
= νf ′(0) (2.68)

Which solution follows the Blasius boundary layer growth

δa =

√
2νf ′(0)x

α2xv∞
(2.69)

To retrieve the value of the constant on equation 2.67 the second boundary condi-

tion is applied, where the 1st boundary condition is also employed to find the thickness

at the initial status√
2 nuf ′(0)x

α2xv∞
=

√
2
√
f ′(0)νx+ α2u∞C(1)(α2txv∞−α1x

α2xv∞
)

√
α2
√
xv∞

(2.70)
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C(1) =
f ′(0)ν

α1

(
1− xv∞

xv∞,1

)
(2.71)

Inserting the constant [C(1)] in equation 2.67:

√
2 nuf ′(0)x

α2xv∞
=

√
2

√
f ′(0)νx+ α2xv∞

f ′(0)ν
α1

(
1− xv∞

xv∞,1

)
(α2txv∞−α1x

α2xv∞
)

√
α2
√
xv∞

(2.72)

The solution provided by this model is not continuous and the time to change

from one solution to the other can be found when both methods provide the same

boundary layer height: δa = δb. The blending time is then defined by:

tc =
α1x

α2u∞
(2.73)

if t < tc the Rayleigh solution δb must be used, whereas if t > tc the Blasius

solution δa must be used.

For a laminar boundary layer of the type

f(η) = 2η − 2η3 + η4 (2.74)

f(0) = 0; f ′(η) = 2− 6η2 + 4η3; f ′(0) = 2 (2.75)

α1 =

∫ 1

0

(1− f(η))dη = 3/10 (2.76)

α2 =

∫ 1

0

f(η)(1− f(η))dη = 37/115 (2.77)

On the other hand, a turbulent prediction can be inferred if using the 1/7th law.

In the case of the 1/7th law profile, the wall shear stress near the wall cannot be

directly derived. However, the wall shear stress evolution found in the numerical

evaluations exposed in section 2.4.2 is used to test the model.
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f(η) = η
1
7 (2.78)

α1 =

∫ 1

0

(1− f(η))dη = 1/8 (2.79)

α2 =

∫ 1

0

f(η)(1− f(η))dη = 7/72 (2.80)

Figure 2.32 depicts the temporal evolution of the boundary layer thickness during

the transient acceleration for the DNS and laminar simulations compared to the model

derived from the Rayleigh flow behavior for both laminar and turbulent boundary

layer. The laminar impulsive start of motion model follows up to some extent the

trend depicted by the laminar simulation with an offset on the actual magnitude of

the boundary layer height. For a laminar boundary layer, the model can predict the

duration of the transient and the trend followed throughout the temporal evolution.

However, in the case of the turbulent boundary layer the model cannot predict

the actual trend, nor the magnitude of the changes perceived on the boundary layer

along the acceleration. The turbulent impulsive start of the flow predicts an early

boundary layer height increase for the initial phase of the acceleration and then a

rapid decay till the establishment of the final condition. The overall duration of the

transient development of the boundary layer is under predicted in the Rayleigh model,

which envisions an establishment equivalent to a 15% of the actual time taken for the

boundary layer to reach the ultimate steady state.

Momentum Integral Equations model

In order to capture the impact of the free-stream flow transients on the near wall

region further terms seem to be required on a reduced order model. Considering the

continuity 2.81 and stream wise momentum 2.82 equation:

∂ρ

∂t
+
∂ρu

∂x
+
∂ρv

∂y
+
∂ρw

∂z
= 0 (2.81)



72

Fig. 2.32. Turbulent and laminar boundary layer evolution after a
sudden flow acceleration based on Rayleigh flow start-up assumption

ρ
∂u
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+ ρu
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∂y
+ ρw

∂u
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= −∂p
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1

Re

(
∂τxx
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∂τxz
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)
(2.82)

Where the shear stresses (τij) are computed as:

τij = µ

(
∂uj
∂xi

+
∂ui
∂xj
− 2

3
δij
∂uk
∂xk

)
(2.83)

Integrating the stream wise momentum equation with respect to the normal di-

rection from the wall to the boundary layer edge

∫ δ

0

(
ρ
∂u

∂t
+ρu

∂u

∂x
+ρw

∂u

∂z

)
dy+

∫ δ

0

(
ρv
∂u

∂y

)
dy =

∫ δ

0

(
−∂p
∂x

+
1

Re

(
∂τxx
∂x

+
∂τxy
∂y

+
∂τxz
∂z

))
dy

(2.84)

After rearranging the terms and some algebra that can be followed in Appendix

C, equation 2.84 is rewritten as:
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ρδ(δ − δ∗)
(∂uδ
∂t

+ uδ
∂uδ
∂x

)
+ uδ

∂

(
ρδ(δρ − δ∗)

)
∂t

− ρδu
2
δθ

∂x
+

∂

(∫ δ
0
ρuwdy

)
∂z

−uδ
∂

(∫ δ
0
ρuwdy

)
∂z

=
∂
(
pδ(δp − δ)

)
∂x

− pδ
∂δ

∂x
+
µδ
Re

(
∂v

∂x
+
∂u

∂y

)
|δ − cf

ρδu
2
δ

2

+
1

Re

(
∂

∂x

[ ∫ δ

0

τxxdy
]
− τxx|δ

∂δ

∂x

)
+

1

Re

(
∂

∂z

[ ∫ δ

0

τxzdy
]
− τxz|δ

∂δ

∂z

)
(2.85)

At this point the first assumption is introduced, which considers negligible span

wise variations ∂/∂z = 0

ρδ(δ − δ∗)
(∂uδ
∂t

+ uδ
∂uδ
∂x

)
+ uδ

∂

(
ρδ(δρ − δ∗)

)
∂t

− ∂(ρδu
2
δθ)

∂x
=
∂
(
pδ(δp − δ)

)
∂x

− pδ
∂δ

∂x
+

µδ
Re

(
∂v

∂x
+
∂u

∂y

)
|δ − cf

ρδu
2
δ

2
+

1

Re

(
∂

∂x

[ ∫ δ

0

τxxdy
]
− τxx|δ

∂δ

∂x

)
(2.86)

In an attempt to simplify the model and reduce the number of unknowns a change

of variables is proposed:

ξ =
uδ,0t

x
(2.87)

t =

(
t− L∗ − x

u

)
(2.88)

This change of variable assumes that there exists similarity in the solution at

different axial locations. Presuming that the quantities of interest for the model will

follow similar temporal evolution at the different normal planes along the plate. To

account for the acoustic propagation of the acceleration across the domain a shifting

in time is proposed. The temporal delay is proportional to the speed of the slowest

characteristic, which carries out the changes of density. The feasibility of the change

of variable is evaluated in Figure 2.33, where the temporal evolution of the free-stream

velocity a), density b) and boundary layer momentum thickness c) are represented
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Fig. 2.33. Evaluation of similarity based on the URANS simulations
at three different axial locations, x- 0.6, x=0.7 and x=0.8; a) Stream-
wise velocity, b) Flow density, c) Boundary layer momentum thickness

for three different axial locations in, x=0.6 m, x=0.7 m and x= 0.8 m based on the

URANS results.

Applying the change of variable the evolution of the free-stream axial velocity

seems to collapse for the three different locations along the domain in Figure 2.33

a). Where only minimal differences on the acceleration are observed throughout the

transient. In terms of mean flow density and boundary layer momentum thickness

after implementing the change of variable the transient evolution at the three obser-

vation planes follows the same trends and depicts similar progression, verifying the

validity of the change of variable to capture the transient influence. Introducing the

change of variable and rearranging some terms equation 2.86 becomes:
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ρδ(δ − δ∗)

(
uδ,0
x
− uδ

(
uδ,0t

x2

))
∂uδ
∂ξ︸ ︷︷ ︸

a

+uδ
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)
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+
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x2

)ρδu2
δθ
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c

=

−
(
uδ,0t

x2

)
∂
(
pδ(δp − δ)

)
∂ξ︸ ︷︷ ︸

d

+ pδ

(
uδ,0t

x2

)
∂δ
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) ∂
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τxxdy
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+
1

Re

((uδ,0t
x2

)
τxx|δ

∂δ

∂ξ

)
︸ ︷︷ ︸

i

(2.89)

Similar to the methodology proposed by Touber and Sandham [42], the Direct

Numerical Simulation results can be used to evaluate the magnitude of each one

of the terms on equation 2.89 and identify the ones playing a more relevant role

during the flow sudden acceleration. Figure 2.34 represents the evolution of term in

equation 2.89. The first term of equation 2.89 is related to the evolution of the velocity

change at the edge of the boundary layer seems to be relevant from the outset of the

acceleration till its final phase. On the contrary, the second term including the relative

change of the density boundary layer thickness to the displacement thickness seems

to be of lower magnitude and hence expendable. The third term deals with evolution

of the free stream velocity and density combined with the momentum thickness and

it appears to have marginal relevance during the flow transient.

The fourth term on equation 2.89 considers the evolution of the pressure at the

edge of the boundary layer and the difference between the pressure and boundary layer

thicknesses. This parameter has strong positive magnitude throughout the initial

phase of the acceleration and then shifts its sign for the latter stages of the transient.

The term e) represents the progression of the boundary layer thickness along the

sudden flow acceleration. Based on the results depicted in Figure 2.34 its trend is of

considerable influence throughout the transient and its evolution is opposite to the

term d), having an initial negative peak in the first instances and then shifting to a

positive magnitude for the final flow settlement. The rest of the terms in equation 2.89
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Fig. 2.34. Momentum Integral Equation terms order of magnitude evaluation

dealing with the viscous diffusion across the boundary layer of the normal and axial

velocity components as well as the shear stress distribution appear to be unimportant

along the acceleration process. Which reveals the dominance of the flow inertia and

boundary layer thicknesses evolution over the diffusion and shear stresses distribution.

Figure 2.35 represents the evolution of the Reynolds stresses integral value across the

boundary layer thickness along the transient simulation. The u’u’ stress is the one

of largest magnitude followed by w’w’, v’v’ and u’v’, being u’w’ the one of smallest

magnitude. The integral value across the boundary layer height of all the Reynolds

stresses linearly augments its magnitude from the initial flow condition to the final,

without depicting any abrupt change driven by the acceleration rate.

Eliminating the aforementioned irrelevant terms and exploding the terms c) and

d), equation 2.89 becomes:
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Fig. 2.35. Integral Reynolds Stress across the boundary layer during
the sudden flow acceleration
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(2.90)

Figure 2.36 represents the progression of each one of the terms in equation 2.90

along the transient. Revealing that the influence of the density boundary layer thick-

ness, momentum boundary layer thickness and pressure boundary layer thickness are

expendable when compared to the impact of the mean flow velocity, free-stream den-

sity and boundary layer thickness growth. Retaining only the terms with stronger

influence on the sudden free-stream acceleration equation 2.90 becomes:

ρδ(δ − δ∗)
(
uδ,0
x
− uδξ

)
∂uδ
∂ξ

+ θρδξ
∂u2

δ

∂ξ
− ξδ∂pδ

∂ξ
= 2pδξ

∂δ

∂ξ
(2.91)

In order to transform the partial differential equation into an ordinary differential

form, a similarity solution is proposed. In this case all the remaining boundary layer
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Fig. 2.36. Reduced Momentum Integral Equation terms order of mag-
nitude evaluation

thicknesses in equation 2.91, δ,δ∗ and θ are assumed to follow a comparable trend

with a scaling factor.

δi = F (ξ)∆i (2.92)

The feasibility of this assumption along the transient evolution is evaluated based

on the Direct Numerical Simulation results. Figure 2.37 represents the ratios between

the displacement and momentum boundary layer thickness to the boundary layer

thickness.

Fig. 2.37. Boundary layer ratios throughout the transient
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The momentum boundary layer thickness ratio stays constant throughout the

transient and the displacement thickness suffers only a 5% decay during the strongest

acceleration phases. Consequently, the similarity solution can be applied and the

ratios between the boundary layer, the momentum and displacement thicknesses are

expressed as:

∆∗

∆
=

1

9
(2.93)

∆θ

∆
=

2

15
(2.94)

Introducing the similarity hypothesis and the ratios between the boundary layer

thicknesses, equation 2.91 becomes the following expression:

ρδ
(
1− ∆∗

∆

)(
uδ,0 − uδξ

)
F (ξ)∂uδ

∂ξ
+ ρδ∆

θ

∆
F (ξ)ξ

∂u2δ
∂ξ
− ApξF (ξ)∂pδ

∂ξ

2pδξ
=
∂F (ξ)

∂ξ
(2.95)

Which shows that the evolution of the boundary layer thickness is dictated by

the progression of the free-stream velocity, the free-stream density and the static

pressure at the edge of the boundary layer. Given the change of the free-stream

velocity, density and pressure, as depicted in Figure 2.38 the boundary layer thickness

evolution could be predicted solving the ordinary differential equation 2.95. The

mean flow quantities evolution after the total pressure rise in the inlet can also be

predictive with an inexpensive 1D Euler transient simulation. For the free stream

velocity, density and pressure there exists a perfect matching between the DNS and

Euler simulations.

Equation 2.95 is solved with Runge Kutta 4th order model and its results are

represented in Figure 2.39 against the evolution of the boundary layer thickness along

the DNS evaluation. In order to capture correctly the magnitude of the temporal

evolution a constant parameter, Ap, is required. The constant boosts the influence

of the density changes on the actual boundary layer evolution. Based on the DNS

dataset of 10 ms the constant Ap is equal to 11.4.
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Fig. 2.38. Free-stream conditions input for simplified model evalua-
tion; a) Stream-wise velocity, b) Gas density, c) Static Pressure

Fig. 2.39. Simplified model prediction of the boundary layer transient
evolution 10 ms

To verify the performance of the model and guarantee the applicability of the

constant to any other subsonic acceleration a second transient evolution is evaluated

with the DNS solver. The initial and final status of the second acceleration are

the same as for the first case but in this case the transient had a duration of 25

ms. Figure 2.40 represents the evolution of the boundary layer thickness and the
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prediction achieved by the simplified model. A perfect agreement between the DNS

results and the simplified model is achieved.

Fig. 2.40. Simplified model prediction of the boundary layer transient
evolution 25 ms

Shear stress prediction along the transient evolution

Besides the pure boundary layer evolution, the progression of the wall fluxes

through the transient is of major relevance on the design and early development

phases of fluid machinery operating under transient mean flow conditions. Based on

the evolution of the boundary layer a prediction of the shear stress and heat flux

temporal growth is derived. The simplified integral transient boundary layer model

2.95 cannot be used to retrieve the shear stress since the skin friction coefficient in-

fluence was rejected based on the magnitude of its gradient. However, the outcome of

the model can be used to predict the progression of the skin friction when combined

with previous established wall shear stress correlations. In particular looking at the

definition of the shear stress:

τ = µ
∂u

∂y
|y=0 (2.96)

Its evolution is dictated by the ratio between the free stream velocity and the

boundary layer thickness
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τ ∝ u∞
δ

(2.97)

von Karman and Prandtl [84, 85] reported that the turbulent skin friction coeffi-

cient over a smooth plate can be predicted by expressions of the type:

cf = A(uρx/µ)−1/5 (2.98)

For instance, the Turbulent Boundary Layer Prandtl-Schlichting correlation:

cf = 0.0588(uρx/µ)−1/5 (2.99)

Where the skin friction evolves with u−1/5. Consequently, based on the initial

skin friction value, the impact of the free stream velocity change can be modeled as

(u/u0)−1/5. The simplified transient boundary layer model 2.95 can then be used

to reflect the influence on the boundary layer height change. Given the initial con-

dition, cf(0) and u(0), the temporal evolution of the free stream velocity u(ξ), and

the transient development prediction of the boundary layer, the skin friction can be

estimated:

cf(ξ) = cf (0)(u(ξ)/u(0))−1/5F (eps) (2.100)

Figure 2.41 a) compares the skin friction evolution during the transient with the

Turbulent Boundary Layer Prandtl-Schlichting correlation considering only the free

stream velocity change (cf(0)(u(ξ)/u(0))−1/5) and the prediction based on equation

2.100. When only considering the impact of the free stream velocity, the correlation

lacks of capability to predict the magnitude change and fails on estimating the actual

trend followed by the shear stress. However, when adding the influence of the bound-

ary layer transient growth (F (ξ)), the model can then predict the actual change of

magnitude and follow closely the trend. Figure 2.41 b) compares again the model

developed in equation 2.100 with the results of the 25 ms transient, displaying again
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a considerable agreement. Only some anticipation of the minimum skin friction value

is predicted by the model when compared to the DNS outcome.

Fig. 2.41. Skin friction prediction correction based on boundary layer
transient evolution, a) 10 ms transient, b) 25 ms transient

Once the skin friction evolution is retrieved the heat transfer coefficient (htc) can

be then derived with the Reynolds analogy [86]:

htc =
cf
2
Pr−2/3ρδuδcp (2.101)

where cp is the gas specific heat and Pr is the Prandtl number.

htc =
cf(0)(u(ξ)/u(0))−1/5F (ξ)

2
Pr−2/3ρδuδcp (2.102)

Figure 2.42 represents the comparison of the heat transfer coefficient prediction

based on the boundary layer development and the Reynolds analogy against the

results from the Direct Numerical Simulations displaying an excellent agreement.
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Fig. 2.42. Reynolds analogy application to find the transient evolution
of the heat transfer coefficient after the sudden flow acceleration
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3. TRANSIENT PERFORMANCE OF SEPARATED

FLOWS

The aerothermal performance of the low pressure turbine in UAVs is significantly

abated at high altitude, due to boundary layer separation. During past years dif-

ferent flow control strategies have been proposed to prevent boundary layer separa-

tion, such as dielectric barrier discharges, synthetic jets, vortex generators. However,

the optimization of the control approach requires a better characterization of the

separated regions at several frequencies. The present chapter analyzes the behav-

ior of separated flows, and specifically reports the characterization of the inception,

reattachment and separation length, that allows the development of more efficient

methods to enhance or abate flow separation under non-temporally uniform inlet

conditions. The development of separated flows under sudden flow accelerations or

pulsating inlet conditions were investigated with series of numerical simulations in-

cluding Unsteady Reynolds Average Navier Stokes and Large Eddy Simulations. The

present research was performed on a wall mounted hump which imposes an adverse

pressure gradient representative of the aft portion of the suction side of low pressure

turbines. The use of a smooth wall curvature geometry rather than a backward facing

step unlocks the separation inception. The heat transfer and wall shear stresses were

fully documented, as well as the flow velocity and temperature profiles at different

axial locations to characterize the near wall flow properties and the thermal boundary

layer. Through a sudden flow acceleration the dynamic response of the shear layer

detachment as it is modulated by the mean flow evolution is investigated. Similarly,

the behavior of the recirculation bubble under periodic disturbances imposed by si-

nusoidal inlet total pressure signals at various frequencies ranging from 10 to 500 Hz

is studied. During each period the Reynolds number oscillates between 40000 and

180000 (based on a characteristic length of 0.1 m).
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The uprising use of UAVs and the breakthrough of the distributed thrust is pro-

moting the design of ultra-compact and versatile gas turbine engines [87], [88]. The

cruise operation of such power plants at high altitudes is narrowed because of the small

Reynolds number through the low pressure turbine stages. At reduced Reynolds num-

bers < 100000 (based on blade axial cord) the rear part of the blade suction can suffer

flow separation, which dramatically lowers the stage efficiency [89]. Due to the flow

separation, the flow capacity of the low pressure turbine stage is significantly reduced

while the viscous loses are boosted [90]. This burdensome performance prevents its

operation at higher altitudes and reduces the overall air-frame range.

Many studies have been performed on the control of flow separation through

passive and active techniques on the quest towards compact LPT stages integration

[91]. Gurney flaps concepts were proposed by Byerley et al. [92] to control the laminar

flow separation on turbine blades. The flaps mounted on the pressure surface near the

trailing edge, turn and accelerate the flow through the passage directing it towards

the suction side. Preventing the flow separation, by reducing the adverse pressure

gradient at low Reynolds conditions. Lake et al. [93] introduced the use of surface

dimples to reduce the size of the separated flow regions. While, Volino [94] studied the

effect of rectangular bars on the suction side surface to promote the boundary layer

transition and encourage the flow reattachment. However, the passive flow control

devices alter the performance of the vanes at higher Reynolds numbers, reducing the

overall stage efficiency at lower altitudes. Consequently, low Reynolds tailored vane

designs might be non-suitable for takeoff, climbing or landing environments. Which

leads towards the integration of active flow control approaches to mitigate the flow

separation when needed.

Greenblatt and Wygnanski [95] documented the control of flow separation by

periodic excitation through hydrodynamic excitation methods. Ranging from acoustic

wave based approaches to flow suction or ingestion. The application of glow discharge

plasma actuation on the boundary layer control has been experimentally [96] and
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numerically [97] proven. Determining its effectiveness promoting the transition in the

shear layer, enhancing a fast flow reattachment.

On the other hand, single dielectric barrier discharge plasma actuators, (DBD),

have been widely used for the suppression of the flow separation [98] [99]. Huang et

al. [100], used DBDs on a low Reynolds number environment in a linear cascade. Sim-

ilarly, Gksel et al. [101] looked into the efficiency impact of pulsed plasma actuators

at various Reynolds numbers. The lower the Reynolds number, the most effective the

control because of the increasing momentum coefficient. Porter et al. [102] detailed

the effectiveness of the DBD plasma actuators tripping the boundary layer transi-

tion, which could alleviate and avoid the flow separation regardless of the actuator

orientation. Based on surface pressure measurements, Post and Corke [103] analyzed

the influence of plasma induced streamwise vortices and 2D axial jets on the airfoil

suction surface at stall conditions. The plasma actuation enhanced the flow reat-

tachment, boosting the lift to drag ratio at points beyond airfoil stall. In a similar

way, Gaitonde et al. [104], applied asymmetric dielectric-barrier-discharge on stalled

NACA symmetric airfoils. Evidencing the effectiveness of the streamlined actuation

on the generation of wall jets that avoid the flow separation. Dielectric barrier dis-

charges were also used by Rethmel et al. [105]. Generating coherent spanwise vortices

that relocate momentum from the free stream into the near wall region, energizing

the per se low momentum flow and endorsing the flow reattachment.

Many others authors propose the use of pulsed jets for the control of flow-separated

regions based on the injection of flow from a higher pressure environment. Volino [94]

used oscillating jet vortex generators to control the flow separation in the rear suc-

tion side of a low pressure turbine blade. The jets were injected into the suction side

through spanwise orifices. Its effectiveness was demonstrated at a variety of frequen-

cies and amplitudes. Similarly, Bons et al. [87] and Sondegaard et al [106], assessed

the efficient control of laminar flow separation based on pulsed jets. Where the max-

imum effective frequencies were limited by the settlement time of the boundary layer

as it reattaches.
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The presence of unsteady flow conditions on the low pressure turbine will affect

the behavior of the flow separated regions and its reaction to any flow control ap-

proach. In this regard, Schobeiri et al. [107] provided experimental data describing

the evolution of inception and separated flow region as a consequence of unsteady

mean flow conditions. Where the wake passing had a strong influence on the recircu-

lation bubble, modulating its extension. In a similar way, Wissink [108], numerically

investigated the effect of incoming wakes on a low pressure turbine cascade with

DNS simulations. Where also the influence of the incoming flow disturbances on the

separated flow region was highlighted.

In this section, a numerical research on the dynamic response of flow separated

regions and its control based on a wall mounted hump domain is presented. The

use of a smooth wall curvature geometry unlocks the separation inception, which

then becomes on a relevant variable to determine the most effective near wall flow

control. Wall mounted humps have been previously used under such circumstances

on wind tunnel experiments at high Reynolds numbers [109]. Similarly, turbulent

flow separation control experiments over wall mounted humps using dielectric barrier

discharge have been documented [110] [111] [112]. In fact, He et al. [110] compared

the experimental results with URANS analysis validating the use of several turbulent

models resolving such flow structures. Through URANS and LES simulations, the

dynamic response of the flow separated regions to mean flow periodic excitation or

sudden flow accelerations were studied. Which reveal the strong dependence of the

recirculation bubble on the mean flow velocity variations.

Many flow operated devices are exposed to flow separation and reattachment

in a variety of a geometrical locations. The flow separation may be induced by

rear flow facing steps [113] [114], positive pressure gradients [115] [116] [117], shock

boundary layer interaction [118] [119] [120] or induced by unsteady flow impinge-

ment [121] [108] [121]. Particularly, many industrial heat exchangers exploit the

mixing induced in the separated shear layer to magnify the heat transfer rate. In

quest towards the performance improvement on heat exchanger operation as well



89

as aerodynamically driven process a proper understanding of the flow separation is

required. Many authors have proposed different techniques on the flow separation

control with two coupled objectives: heat transfer enhancement and minimization of

aerodynamic loses. [95] [109] [122] [100] [123] [124]. However, it is generally found

that the flow control approaches rely on passive devices, random periodic excitation or

pulsating frequencies only found after optimization analysis. Following this principles

the energy required to perform the flow control may exceed the actual requirement

for effective flow control. Aiming a performance increase not only in terms of heat

transfer enhancement or aerodynamic footprint, but also on an efficient and effective

flow control the dynamic scales of flow separation are investigated.

The flow over a backward facing step has been extensively documented in both

empirical and numerical studies. [125] [126] [127]. The investigation of the turbulent

shear layer over a back-ward facing step has been conducive to the reattached bound-

ary layer flow characteristics as well as the features flow reattachment [128]. The

flow features for different expansion ratios were disclosed by Biswas et al [129], where

a strong two-dimensional behavior was recognized. Similarly the analyses of several

Reynolds number was helpful to the understanding of the different separated region

geometrical scales

The analysis on the unsteadiness and convective instabilities over a backward-

facing step conducted by Kaiktsis et al. [130] revealed the details of the disturbances

propagation. The small disturbances were transmitted downstream with significant

amplification by the local convective speed. Additional excitation into the shear layer

region were only altering the flow separation characteristics at high frequency rates.

Which is a symptom of the magnitude of the dynamic scales which control the shear

layer region.

Similarly, based on LES simulations the effects of periodic perturbations inside

of the detached shear layer behind a rear facing step have been qualified. Where

again, the Strouhal number has been proven to notoriously affect the interaction

between the shear layers instabilities, [127] Based on DNS simulations, Kaiktsis et
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al [130] indicated that the 3 dimensionality onset takes place in the thresholds between

primary and secondary recirculated regions. Emphasizing the presence of secondary

instabilities in the shear layers being triggered by the corner vortex.

Combined heat transfer and aerodynamic measurements performed by Vogel and

Eaton [131] explained the heat flux distribution downstream of a backward-facing

step and its coupled nature with the fluid dynamic structures. Where fluctuating

momentum and thermal boundary layer profiles had a strong influence on the tran-

sient evolution of the heat transfer rate along the reattachment region. Hence, the

efficient enhancement of the heat transfer rates could only be guaranteed by a deep

understanding of the aerodynamic scales.

3.1 Methodology

The main objective in this analysis is to resolve the dynamic scales involved in

the flow separation and how the mean flow transients alter the boundary layer de-

tachment. Looking into the phenomena driving the flow separation and reattachment

under transient inlet flow conditions. Our focus will be centered on pure aerodynamic

features without the instability issues raised by abrupt geometrical changes. In this

sense the analysis of flow over a backward step is not of our primary interest due

to the clear influence of the corner on the shear layer instabilities, as supported by

Kaiktsis et al [130]. The geometrical obstacle was designed making use of Bezier

curves in order to guarantee the continuity of the curvature. Figure 3.1 a) depicts

the wall surface determination based on the use of several control points. The ground

level of the domain is set by an initial point at the leading edge. The control points

located at the same height close to the obstacle rise guarantee the horizontality of the

first segment. The distance between those control points dictates the curvature of

the obstacle on the leading region, as displayed in Figure 3.1 b) and c). The normal

distance to the wall of the three central points determines the height of the hump,

where again their spacing determines the radius of curvature of the summit. The
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points in the hump fall set the axial length of the obstacle. Where the presence of

three points at the same height of the initial segments restores the parallel ground of

the plate. Finally, the last point defines the trailing edge of the domain. 1

Fig. 3.1. Domain generation for flow separation dynamic scales anal-
ysis: a) Geometry definition based on Bezier curve; b) Slope distribu-
tion along the test article; c) Curvature distribution along the hump
surface

The total length of the domain was set to 0.5 m to minimize the computational

burden while guaranteeing enough axial distance for flow reattachment resolution

under the examined flow conditions. Similarly, the maximum height of the channel

is 170 mm. The use of a hump like obstacle, features as proposed by Seifert and

Pack [109], generated with continuous curvature will be optimum for the analysis

of the separation and reattachment flow. Exploring a domain suited to mimic the

behavior of rear suction side of a low pressure turbine. Where massive flow separation

can occur at low Reynolds conditions. While at high Reynolds number (Re>200000)

1Material Published on Transient Performance of Separated Flows: Characterization and Active
Flow Control, J. Eng. Gas Turbine Power 141(1),2018
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the flow could be fully attached. Where the Reynolds number is based on a 100mm

cord length (Lref ).

Re = ρuLref/µ (3.1)

Figure 3.2 introduces the numerical domain used for the flow separation dynamic

analyses. The lower wall and upper walls of the domain, describing the obstacle char-

acteristic, were modelled as an isothermal viscous surface at a constant temperature of

300K. The static pressure level was imposed by a pressure outlet boundary condition

and the total pressure and temperature were dictated by the pressure inlet boundary

condition. The domain was meshed making use of ANSYS ICEM. The proper geo-

metrical discretization of each one of the proposed domains was ensured through a

mesh sensitivity analysis following the approach outlined by Celik et al. [50]. Simi-

larly, to enhance correct near wall flow prediction the y+ was kept below 0.5 along

the entire surface.

Fig. 3.2. 2D numerical domain for flow separation dynamics investigation

In the quest towards the optimum obstacle designs meeting our requirements a

myriad of different hump like domains were explored. Some geometries are exposed

in Figure 3.3. The use of the proposed domain was verified against another possible

configurations, the details are presented in the Appendix 2, Domain Validation. In

order to test the performance of the envisioned possible domains their aerodynamic
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performance was assessed for a Reynolds/m of 8.9×105. Which boundary conditions

were set as described in the following table:

Table 3.1.
Boundary conditions for Re/, 8.9× 105

P0 70.6 kPa

T0 500 K

P 70 kPa

Inlet Turbulence Level 2.5 %

Wall Temperature 300 K

Inlet mean u∞ 49.5 m/s

For this numerical research the turbulence closure was achieved through the use

of the transitional k- Shear Stress Transport developed by Menter [53] [54]. Further

details about this scheme are provided in Section 2.

Due to the non-stationary flow behavior, and in order to resolve quantitatively

the aerodynamic structures and the wall fluxes evolution, unsteady simulations were

required. The time step and inner iterations set for the transient simulation were

selected based on a benchmark analysis and considering a minimum frequency res-

olution of 40 kHz. Finally, as an outcome of the benchmark analysis the solver

transient time step was set to 5× 10−7s with up to 16 inner iterations. The unsteady

convergence of the simulations for all the exciting frequencies was ensured prior to

the data. The 2D axial velocity contour at Reynolds/m 8.9 × 105 are represented

in Figure 3.3. In order to determine the performance at higher flow velocities with

distinct heat transfer rates another evaluation was performed at a Reynolds/m of 2.9

×106 which results are not displayed for brevity reasons.

Figure 3.4 a) and b) represent the free stream velocity and the acceleration param-

eter (k) along the flow separation domain. The acceleration parameter shows regions

of acceleration in the front region of the mountain followed by a plateau of uniform
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Fig. 3.3. Separation domains axial velocity contours at Re/m 8.9 ×105

velocity in the obstacle summit. Later on, the flow suffers a deceleration through

the obstacle decay. The deceleration is disrupted by the near wall flow detachment.
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Finally, as the flow reattaches to the bottom wall surface the flow velocity slightly

decays.

Fig. 3.4. Test article 11 performance at Re/m 1.1 ×106 a) Free Stream
Axial Velocity; b) Acceleration Parameter; c) Skin Friction coefficient
along hump domain

Figure 3.4 c) represents the skin friction evolution along the hump profile for

the entire domain compared with laminar and turbulent correlations for flat plates.

The skin friction coefficient at the inlet of the domain although being fully turbulent

flow depicts low skin friction coefficient. The reason for that behavior is the flow

acceleration induced by the rise of the hump. In this sense, Figure 3.5 represents

the axial velocity profile for several axial locations along the domain. Close to the

leading edge of the plate (@x=0.05) the boundary layer profile exhibits a final flow

velocity smaller than the actual free stream velocity and the final accommodation of

the boundary layer happens much further of the wall. Consequently, the resultant

skin friction is substantially smaller than the expected at that mean flow Reynolds

number.

During the rise of the hump the flow suffers acceleration, depicted by the bound-

ary layer profile at x=0.1 m, which causes the peak on the skin friction coefficient in
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Figure 3.4 c). As the flow detaches from the wall the recirculated region is generated

driving towards negative skin friction coefficient (depicted in Figure 3.5 from x=0.15

to x=0.3). Further downstream the incipient reattachment of the flow could be ob-

served at x=0.35 bringing the skin friction back to positive values. Right after the

reattachment the boundary layer growths towards the domain trailing edge.

Fig. 3.5. Boundary layer profiles for different axial position along the
flow separation domain

Figure 3.2 introduces the numerical domain used for the flow separation analyses.

Aiming a reduction on the computational burden, the majority of the simulations were
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performed in a 2D fashion. The upper and lower walls of the domain were modelled

as isothermal viscous surfaces at 300K. The static pressure level was imposed by a

pressure outlet boundary condition, mimicking the discharge to a constant pressure

reservoir. Whereas, the total pressure and temperature were dictated by the inlet

pressure boundary condition. The domain was meshed following a blocking strategy

with ANSYS ICEM.

The proper geometrical discretization was ensured through a mesh sensitivity

analysis. In order to enhance correct near wall flow prediction, the y+ was kept

below 0.5 along the walls for all the proposed meshes. Figure 3.7 a) depicts the grid

convergence index of the various cases analyzed following the procedure outlined by

Celik et al. [50]. Based on the convergence index, the grid of fifty thousand cells

seems appropriate. However, looking at Figure 3.7 b) and c), which represent the

axial velocity profiles and the wall shear stress evolution along the wall, there is a

small mismatch on the 50 thousand cells case. In the axial velocity profiles at x=0.3m

there is a slight deviation of the lower resolution meshed compared to the 100 and 200

thousand cells. Similarly, the lower resolution grid displays smaller wall shear stress

values when compared with the finer cases. Consequently, the grid of 100 thousand

cells was selected for the rest of the numerical analysis. Which has 350 cells in the

axial direction and 286 in the ground level normal direction.

Fig. 3.6. 2D numerical domain for flow separation dynamics at Re/m 1.1 ×106
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The turbulence closure was achieved through the use of the Langtry-Menter 4

equation Transitional SST model [54] [51]. The transitional SST model takes the

SST k-ω turbulence model and adds two other transport equations. The first one

includes the intermittency while the second serves for the transition onset criteria.

Further details on the turbulence closure scheme are described in Section 2.

The working fluid was air, modeled as an ideal gas. Which included the use of

the Sutherland law to account for the temperature effect on the molecular viscosity.

Second order upwind formulations were used for the flow and turbulent properties

solution. The time step and inner iterations, 5*10-7 s and 16 respectively, were

selected based on a benchmark analysis. The transient advancement was promoted

through second order bounded implicit formulations. The unsteady convergence of the

simulations for all the excitation frequencies was ensured prior to the data acquisition

based on the methodology outlined by Clark and Grover [65].

Vogel and Eatons combined heat transfer and aerodynamic measurements, [131],

were used to verify the validity of the proposed 2D URANS methodology. They

documented the heat flux distribution downstream of a backward-facing step and

its coupled nature with the fluid dynamic structures. Figure 3.8 a) represents the

numerical domain, which mimics Vogel and Eatons test section. Free stream velocity

and total temperature were set in the inlet of the domain, 2.5 m upstream of the

backward facing step. The static pressure was set in the outlet of the domain, a

couple of meters downstream of the step. The upper and lower walls were modeled as

viscous isothermal surfaces at 290 K. Figure 3.8 b) depicts the axial velocity contour

on the backward facing step region. Where a separated flow region of about 3 times

the step height is displayed.

Figure 3.8 c) shows the comparison of the Stanton number (St = htc
cpρxv

) for the

numerical and experimental results. The agreement between both is notable along

the recirculated region and the posterior reattached portion. There is only a small

disagreement in the first measured location, which could be related to 3D flow phe-

nomena not captured with the 2D numerical domain.
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Fig. 3.7. Mesh sensitivity analysis: a) Grid convergence index, b)
Momentum boundary layer profiles at various axial locations: 0.15,
0.3 and 0.45 m; c) Wall shear stress evolution along the hump surface

In addition to the 2D URANS simulations, LES simulations were carried out to

verify the performance of the URANS models resolving the transient flow dynamics

of the ongoing study. For this purpose, we selected the Smagorinsky Lilly subgrid

scale model [132] [133]. The LES governing equations are obtained by filtering the
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Fig. 3.8. Validation of the numerical methodology on separated flow
aero-thermodynamics

time-dependent Navier-Stokes equations in either Fourier (wave-number) space or

configuration (physical) space. Following this procedure, the eddies whose scales are

smaller than the filter width or grid spacing used, are filtered out. Thus, the resulting

equations only govern the dynamics of the large eddies. A filtered variable (denoted

by an overbar) is defined by

Φ(x) =

∫
D

Φ(x′)G(x, x′)dx′ (3.2)

Where D is the fluid domain and G is the filter function that determines the

resolved scales. The finite volume discretization provides the filtering operation

Φ(x) =
1

V

∫
V

Φ(x′)dx′, x ∈ V (3.3)

Where V is the volume of the cell. The filter function is defined as
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G(x, x′) =


1
V
, x′ ∈ V

0, x′otherwise

(3.4)

By filtering the Navier Stokes equations:

∂ρ

∂t
+

∂

∂xi
(ρui) = 0 (3.5)

∂ρ

∂t
(ρui) +

∂

∂xi
(ρui)(ρuiuj) =

∂

∂xj
(µ
∂σij
∂xj

+
∂p

∂xi
− ∂τij
∂xi

(3.6)

Where σij is the stress tensor due to molecular viscosity:

σij =

[
µ
(∂ui
∂xj

+
∂uj
∂xi

)]
− 2/3µ

∂ui
∂xi

δij (3.7)

and τij denotes the subgrid-scale stress defined by

τij = ρuiuj − ρuiuj (3.8)

The subgrid-scale stress resulting from the filtering operation are unknown and

require modeling. In order to model them the Boussinesq hypothesis [134] is applied,

similar to the RANS models, computing subgrid-scale turbulent stresses from:

τij − 1/3τkkδij = 2µtSij (3.9)

Where µt is the subgrid-scale turbulent viscosity. The isotropic part of the stresses

τkk is not modeled but added to the filtered static pressure term. Sij represents the

rate of the strain tensor for the resolves scale, defined by

Sij = 1/2
(∂ui
∂xj

+
∂uj
∂xi

)
(3.10)

For compressible flows, the Favre or density-weighted filtering operator:

Φ =
ρΦ

ρ
(3.11)
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The compressible form of the subgrid stress tensor is defined as

Tij = −ρuiuj + ρuiuj (3.12)

The term is divided into its isotropic and deviatoric part

Tij,deviatoric = Tij − 1/3Tllδij; Tij,isotropic = 1/3Tllδij

The deviatoric part of the subgrid scale stress tensor is modeled using the com-

pressible form of the Smagorinsky model

Tij − 1/3Tllδij = 2µt(δij − 1/3δiiδij) (3.13)

The term involving Tll can be added to the filtered pressure or directly neglected

[135]. Indeed, this term can be re-written as Tll = γM2
sgsp where Msgs is the subgrid

Mach number. This subgrid Mach number is expected to be small when the turbulent

Mach number of the flow is small.

For the µt in this case the dynamic kinetic energy subgrid-scale model was used.

Subgrid-scale turbulent flux of a scalar. Φ is modeled using a subgrid-scale turbulent

Prandtl number by

qj −
µt
σt

∂Φ

∂xj
(3.14)

Where qj sets the subgrid-scale flux. In the dynamic models, the subgrid-scale

turbulent Prandtl number or Schmidt number is obtained by applying the dynamic

procedure originally proposed by Germano [132] to the subgrid-scale flux.

The generally used Smagorinsky-Lilly models [136], [132], [133] are essentially al-

gebraic models in which the sub scale stresses are parametrized using the resolved

velocity scales. The underlying assumption is the local equilibrium between the trans-

ferred energy through the grid filter scale and the dissipation of the kinematic energy

at smaller scales. Hence, in order to improve the accuracy of the predictions the

transport of the subgrid-scale turbulent kinetic energy can also be accounted.
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The dynamic subgrid-scale kinetic energy model used in this research takes ad-

vantage of the model proposed by Kim and Menon [137]. The subgrid-scale kinetic

energy is defined as

ksgs −
1

2

(
u2
k − u

2
k

)
(3.15)

Which is obtained by contracting the subgrid-scale stress in the filtered Navier

Stokes equation. The subgrid-scale eddy viscosity, µt is computed using ksgs as

µt = Ckk
1/2
SGS∆f (3.16)

Where ∆f is the filter-size computed from ∆f = V 1/3. The subgrid-scale stress

can be rewritten as

τij − 2/3ksgsδij = −2Ckk
1/2
SGS∆fSij (3.17)

ksgs is obtained by solving the transport equation

∂ksgs
∂t

+
∂

∂xi
(ujksgs) = −τij

∂ui
∂xj
− Cs

k
3/2
sgs

∆f

+
∂

∂xj

(
µt
σk

∂ksgs
∂xj

)
(3.18)

In the above equations, the model constants Ck and Cε determined dynamically

[137] and σk is set to 0.7. The details of the implementation of the described model

in Fluent and its validation are given by Kim [138].

Figure 3.9 depicts the numerical domain for the LES evaluation. The lateral walls

were set as periodic translational boundary conditions. The static pressure was fixed

in the outlet of the domain, while the total temperature and the temporal evolution

of the total pressure were imposed in the inlet. Both, bottom and upper surfaces

were modeled as viscous isothermal walls. The width of the domain was limited to 46

mm to reduce the numerical burden of the simulation. The geometrical discretization

followed the guidelines established by Chapman, Choi and Moin [139] [140]. Where

∆z+ was set to 20, ∆x+ was fixed at 40 and at least 50 points per boundary layer

thickness were discretized in the normal direction outside of the boundary layer. The
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total cell count is 260 nodes in the normal direction, 900 elements in the axial direction

and 125 across the width of the domain, with a grid of 29.25 million cells.

Fig. 3.9. Large Eddy Simulations numerical domain for separated flow
dynamics analysis

3.2 Separated flow region reaction to sudden flow start-up

The behavior of the separated flow region after a sudden flow start-up was modeled

to determine its effect on the performance of the recirculation bubble. The sudden flow

discharge was set imposing a SmootherStep rise profile on the inlet total pressure. The

initial pressure level P0 (t¡0) was equal to 65 kPa. The overall pressure rise required 50

ms and the pressure was boosted up to P0 (t¿0.5) =65.516 kPa, as depicted in Figure

3.10 a). Based on the dynamic pressure increment, the mean flow through the domain

accelerates from stagnant conditions up to 47.61 m/s. The passage is initialized at

room temperature, 300 K, just before the sudden flow is discharged at 500 K. During

the flow start-up, the Reynolds number rises up to 80000. The wall fluxes and both

momentum and thermal boundary layer were monitored at various axial locations

along the hump. For comparison purposes, several steady state simulations were
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carried along the total pressure rise, mimicking a quasi-steady evolution. For those

evaluations, the inlet total pressure is maintained constant till convergence is achieved.

Figure 3.10 c) represents the massflow evolution at the outlet plane of the domain

during the transient acceleration. Depicting a smooth rise of the massflow for the

initial phase while the flow is set into motion. Then, about 50 ms later, there is a

sudden massflow decay related with the arrival of the lower temperature flow. Af-

terwards, once the final flow velocity is established the massflow achieves a constant

level.

Figure 3.10 d) represents the integrated drag coefficient along the lower wall of

the domain. It steadily rises during the first instances of the acceleration. However,

at about t = 35 ms there is a decay on the drag, which is related to the generation

and growth of the separated flow region. It also suffers some sudden variation due

to the thermal gradient convection across the domain, and finally achieves its final

status at t 100 ms.

Figure 3.11 a) represents the axial velocity at x = 0.25m during the sudden flow

release compared to the steady state simulations. The steady state simulations are

represented at the time of the inlet total pressure conditions they correspond to. There

is a noticeable time shift between the steady results and the actual conditions in the

center of the domain during the transient. This temporal delay is a consequence of

the mean flow establishment. Which is driven by the time that characteristics take to

travel across the domain. When the flow is suddenly released, at the first instances of

the total pressure rise, pressure waves are generated at the inlet. The pressure waves

travel at the speed of sound plus the convective speed across the domain. Once they

reach the outlet and phase the open-end boundary condition, the pressure waves are

reflected as expansion waves. Which then travel backwards at the speed of sound the

convective speed. Consequently, the free stream velocity correspondent to the inlet

total pressure change does not take place until the expansion wave reaches that axial

location. The temporal shift can be corrected based on the characteristic speeds and

the particular axial location. Using this approach, the steady results in the following
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Fig. 3.10. a) Inlet boundary condition for sudden flow acceleration; b)
Inlet boundary condition for periodic flow perturbation; c) Massflow
through the domain and d) drag coefficient during the sudden flow
acceleration

graphs of Figure 3.11 are temporally shifted to match the free stream conditions of

the transient evolution.

Figure 3.11 b) depicts the evolution of the bubble length during the sudden flow

start up compared to the steady state results. Likewise, Figure 3.11 c) represents

the separation inception location. For the first instances of the acceleration, where

the flow velocity is smaller and consequently the Reynolds number the lowest, the

steady simulations depict early boundary separation and the longest separated flow

region. Although, for the transient flow acceleration during the first 30 ms there is no
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Fig. 3.11. Free stream, wall fluxes and separated region evolution
during the sudden flow acceleration

separation at all. In a similar way, as opposed to the steady results the inception starts

further downstream location and then gradually moves upstream. This is because of
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the mean flow evolution effect on the near wall flow region. During the first instances

of the sudden flow discharge there is a strong acceleration that energizes the near wall

region, preventing the flow separation. As the acceleration dilutes, near the end of

the total pressure rise, the scarcity of flow momentum in the boundary layer, together

with the adverse pressure gradient triggers the flow separation and the bubble starts

to grow up. Figure 3.11 d) represents the evolution of the acceleration parameter

(k) right at the summit of the hump. For the first part of the acceleration (t < 30

ms) the acceleration parameter is above 10−7. Denoting that during this period, the

mean flow conditions are driving the narrowing of the boundary layer and preventing

the flow separation. Once the flow approaches its final free stream velocity and the

acceleration vanishes, the boundary layer smoothly recovers its status and becomes

more prone to separation.

Figure 3.11 e) and f) represent the axial wall shear stress evolution and the heat

flux footprint at the center of the domain. Because of the differences on the recircu-

lation bubble size, the wall shear stress on the transient evolution stays positive till t

= 40 ms while the steady results depict always negative values. In terms of heat flux,

due to the initialization of the domain at room temperature, the heat flux during the

initial phase of the acceleration is zero. Once the sudden discharged flow reaches the

observation location through convection at t = 45 ms there is a sudden increase on

the heat flux magnitude. Afterwards due to the smaller size of the bubble during the

transient evaluation the heat flux level is higher. The smaller the bubble, the less

isolation is provided between the wall and the warmer core flow.

This analysis proves how the dynamic pressure gradients; particularly the mean

flow accelerations, has a strong influence modulating the flow separation. Being able

to abate the separation at the lowest Reynolds numbers (Re < 50000) through the

stimulation of the flow momentum inside of the boundary layer.
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Fig. 3.12. Axial velocity contours at various instances during the
blowdown compared to steady evaluations along the transient

3.3 Flow separation performance under fluctuating inlet conditions

For the analysis of the flow separation performance under fluctuating inlet condi-

tions the same numerical domain was used. The inlet total pressure evolution followed

a sinusoidal profile with a mean level of 71.3 kPa and an amplitude of 2.4 kPa, (P0 ∈

[70.1 72.5 kPa]), represented in Figure 3.10 b). The total temperature at the in-

let of the domain was fixed at 500 K. With a minimum flow velocity of 20.24 m/s

and a maximum of 100.1 m/s. Based on the flow temperature and its velocity, the

Reynolds number during this inlet fluctuation spanned from 36000 up to 180000. The

flow separation was explored at frequencies of 10, 20, 50, 100, 200, 400 and 1000 Hz.

In addition, several steady state simulations were evaluated with various inlet flow

conditions along the period.

Figure 3.13 a) represents the mean flow axial velocity for all the analyzed frequen-

cies together with the steady evaluations at x=0.25 m. As the excitation frequency

approaches the domain frequency response, determined by the time that the charac-

teristics take to travel across the domain ( fdomain = L/c ) the amplitude of the free
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stream velocity is reduced. For low frequencies, 10 Hz, the peak-to-peak variations in

the velocity are very similar to the ones present in the steady cases. However, as the

frequency rises, since the domain does not have time to react to the inlet changes, the

amplitude variations are limited. For high fluctuation rates, the free stream velocity

tends to an average status. Although the mean level of the free stream velocity along

the period keeps increasing as the excitation frequency intensifies. In this regard, Fig-

ure 3.13 b) represents the acceleration parameter at the hump summit. For the slower

frequencies, the acceleration parameter displays its larger magnitude, over 1.5×10−6.

Once the frequency increases, the acceleration parameter is reduced due to the mini-

mization of the flow velocity fluctuations. However, after the frequency exceeds 100

Hz the acceleration raises again. Although suffering small velocity magnitude fluctu-

ations the changes at those frequencies happen so fast that flow acceleration is build

up again. In this sense, Figure 3.14 represents the axial velocity profiles at x = 0.25

m for various instances during the periodic evolution.

For frequencies above 100 Hz the variations on the axial velocity profile are mini-

mal. While for small frequencies, 10, 20 and 50 Hz the profiles suffer more distortion.

In fact the 10 Hz profiles seem to follow closely the evolution dictated by the quasi-

steady evolution.

Figure 3.13 c) and d) represent the bubble length and the separation onset re-

spectively. It is remarkable how regardless of the fluctuation frequency, or even for

the steady evaluations the separation inception remains locked in the same region for

the wide range of Reynolds number explored, near x = 140mm. In terms of bubble

length, the 10 Hz case follows along some parts of the period the steady simulation

evolution due to its similitude on the flow velocity. However as the acceleration pa-

rameter peaks (at t/p = 0.8), the bubble length is suddenly reduced. Reflecting again

the strong influence of the mean flow temporal evolution on the separation onset.

For higher actuation frequencies, the amplitude of the bubble length variations

is lessen due to the smaller velocity changes. At the highest analyzed frequencies,

200, 400 and 1000 Hz the bubble size variations are minimal and mainly driven by
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Fig. 3.13. Mean flow, separated region and wall fluxes evolution at
various excitation frequencies

the dynamic flow acceleration. In particular, for the 200 Hz case the bubble length

is locked at 125mm. In terms of heat transfer rates, Figure 3.13 e) depicts the heat
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flux evolution at the center of the domain. The magnitude of the heat flux level is

reduced when the frequency increases because of the smaller bubble sizes.

Fig. 3.14. Axial velocity profiles at various instances during the peri-
odic disturbance at x=0.25m

Figure 3.15 represents the scaled drag coefficient a) along the wall mounted hump

for the analyzed frequencies, together with their FFTs, b). For all the cases there

are amplitude peaks at the excitation frequency and its correspondent harmonics.

However, as the fluctuation rate increases, two more peaks show up at 1.4 kHz and

1.9 kHz. Those peaks correspond to the axial and normal frequency response of the

domain.

An additional URANS simulation was performed to compare the results to an LES

simulation with the same inlet properties. The purpose of this comparison is to verify

the accuracy of the selected turbulence model resolving the dynamic performance of

the flow-separated region. The fluctuation on the Reynolds number ranged 47000 up

to 82000 to reduce the computational effort. Driven by a total pressure oscillation,
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between 40.3 and 40.9 kPa, with a static pressure level of 40 kPa. Driven by the total

pressure changes, the mean flow velocity oscillates between 40 and 80 m/s.

Fig. 3.15. Integral drag along the plate for various excitation frequen-
cies, a) Drag signal after periodic convergence, b) FFT of the drag
signal for 8 periods

The LES results are the phase locked average results of 18 cycles of the solution

after convergence is ensured. This procedure is required to achieve an average solution

comparable to Reynolds Averaged Navier-Stokes results. The number of cycles re-

quired to obtain a reasonable average was selected based on the results from a steady

evaluation at the inlet total pressure mean level. Thirty different time steps were

stored once the convergence was assessed. Figure 3.16 a) and b) represent the axial

velocity and thermal profile at x = 0.20 m for various amounts of profiles averaged.

Each time step is first averaged across the width of the domain and then different

time steps are averaged among each other. As the number of time steps considered

increases, the silhouettes tend to match to a smoother profile. Figure 3.16 a) shows
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how for less than 10 time steps averaged the mean profile deviates from the standard

mean and misleading conclusions could be withdrawn if just a few periods were taken

into account. Similarly, Figure 3.16 b), depicts how above 14 averaged periods the

deviation from the true mean is minimal. In this sense, Figure 3.17 represents the

Root Mean Square Deviation (RMSD) of the axial velocity and thermal profile for

various amounts of periods averaged. The reference or true mean is assumed to be the

one obtained with 30 time steps averaged. Once the amount of time steps considered

is above 16 the root mean square deviation on the axial velocity and temperature are

below 1.4 m/s and 1 K respectively.

Fig. 3.16. Averaged axial velocity and thermal profiles for various # periods

Figure 3.18 a) represents the energy spectra of three different points in the domain.

The first one is at the hump summit axial location and 4 cm above its pinnacle. The

second one is at the same height at x = 270 mm. While the third one is at x = 270

mm and y = 40 mm. For all the points there is a peak corresponding to the inlet

fluctuation frequency 25Hz. Points 1 and 2 follow the Kolmogorov -5/3 power law
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energy decay. While the energy distribution at Point 3 is quite altered by the flow

separation.

Figure 3.18 b) represents the axial flow velocity contour at 75% percent of the

period for the 11th cycle. Displaying the flow separation present in the latter deceler-

ation phase of the flow. In the bottom, there is a representation of various Q-criterion

iso-surfaces. Providing an illustration of the vortical structures present in the flow.

Fig. 3.17. Root mean square deviation of axial velocity and temper-
ature along the normal plane for different # periods

Figure 3.19 represents the evaluation of the phase locked average LES results and

the 2D URANS prediction with the transitional SST turbulence model. Figure 3.19

a) depicts the development of the bubble length throughout the period. The size of

the separated region on the 2D URANS is over-predicting the LES results, as was

already discussed in steady evaluations by Biswas et al. [129]. However, the evolution

of the bubble length along the period, following the inlet total pressure fluctuations,

is identical in both numerical approaches. Where only a constant offset along the

period is present between the URANS and LES results. Which demonstrates the



116

capability of the 2D URANS simulations on predicting the dynamics of the separated

flow region under transient mean flow conditions. In this way, Figure 3.19 b) rep-

resents the separation inception for the LES and URANS simulations. Displaying a

perfect agreement between both numerical schemes with less than 5mm of discrepancy

between them.

Fig. 3.18. a) Energy spectra on the domain at 3 given points b) Axial
velocity contour at t/p = 0.75 with q-criterion iso-surfaces display

Additionally, Figure 3.19 c) represents the heat transfer coefficient evolution at

x=0.25. Both cases follow similar evolution with variations in the magnitude driven

by the differences on the recirculated flow region size.
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Fig. 3.19. Large Eddy Simulation vs 2D SST Transitional results, a)
bubble length, b) separation inception, c) heat transfer coefficient at
x=0.25m during the periodic oscillation
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4. EMPIRICAL ANALYSIS OF MEAN FLOW

ACCELERATION IMPACT ON THE BOUNDARY LAYER

DETACHMENT

A facility was designed for fundamental and applied research on detached and near

wall attached flow aero-thermodynamics in a wide range of Reynolds and Mach num-

bers. It consists of a rectangular prism aimed for experimentation of Technology

Readiness Level (TRL) 1 to 2. The facility was conceptually designed to broaden

the range of Reynolds number and Mach number while guaranteeing a minimal flow

conditions build up time. It is envisioned for full visual access, where the test section

is defined by four different windows, as displayed in Figure 4.1 a) and b). Following

this design there will not be any flow feature hidden and the corner vortices will also

be visible through the working section sides.

Fig. 4.1. Linear wind tunnel; a) Test section visual access dimensions;
b) Test section assembly; c) Mach and Reynolds subsonic envelope

4.1 Wind tunnel design and operation

Wind tunnels are developed to replicate the actual operating conditions in a con-

trolled environment, to measure with accuracy all the relevant fluid properties in
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the test article [30, 141–145]. Generally, this matching is performed by replicating

the relevant non-dimensional numbers for each application, two of the most signifi-

cant non-dimensional numbers are Reynolds number and Mach number. The linear

wind tunnel designed for this research is part of the Purdue Experimental Turbine

Aerothermal Lab. Each one of the wind tunnels has an individual settling chamber

specifically designed to set the proper conditions of velocity, temperature and turbu-

lence of the flow before entering in the test section. The air supply of the two wind

tunnels comprises the high pressure reservoir, admission valves, air heater, mixer,

critical Venturi flow meter and two fast actuation valves before each one of the set-

tling chambers. A schematic of the wind tunnel configuration is shown in Figure

4.2. The high pressure reservoir of 56 m3 contains 10000 kg of dry air at a pressure

of 150bar. There are two admission valves located downstream of the high pressure

reservoir that control the mass-flow through the facility. The first valve regulates the

mass-flow going through the air heater, limited to 4 kg/s, and the other can provide

up to 25 kg/s of dry air directly to the settling chamber. The mass-flow is measured

by a Critical Flow Venturi (CFV) located just upstream of the fast actuating valves.

The pressure and the mass-flow are uncoupled in the test section thanks to the

use of a sonic throat downstream of the test section. By reducing the area of this

valve the total pressure in the test section is increased. The flow exiting the sonic

valve will go to the atmosphere or to a vacuum tank of 283 m3, depending on the

Reynolds number target of the experiment. In case of high and moderate Reynolds

the air will be discharged to the atmosphere. Otherwise, for low Reynolds the air is

vented to the vacuum tank, where the pressure can be brought down to 10 mbar in

less than 5 hours. An additional line for purge is included in the schematic. This

line is used during the starting of the facility. The flow will be directly vented to

the atmosphere till steady operation is achieved in the heater and mass-flow control

valves, guaranteeing steady state mean flow conditions.

The general operation of the wind tunnel follows the traditional performance of

a blow-down facility. Once the admission valve opens, air starts flowing from the
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Fig. 4.2. Sketch of the Purdue Experimental Turbine Aerothermal
Laboratory facility

high pressure reservoir. There are implemented two different admission valves: one

to regulate the amount of air warmed up in the heater up to 1100K and the other one

which regulates the cold mass-flow. The temperature is controlled by adjusting the

relative position of these admission valves. The final temperature of the flow going

through the facility is homogenized in a mixer, and right downstream the mass flow is

measured by a critical flow Venturi with an uncertainty up to 0.15%. The fast acting

valves can provide a sudden step in temperature and pressure in the test sections

which allows the conduction of heat transfer experiments. The pressure in the test

section is set by a manually adjusted sonic valve. Finally, the experiment finishes

once the vacuum tank is filled up or whenever the high pressure reservoir is depleted

(for the operation with atmospheric discharge).

The independent control of the admission valves, which accommodate tempera-

ture and total mass-flow, together with the sonic valve area, allows the independent

adjustment of Mach and Reynolds number in the test section along the entire enve-

lope, as indicated in Figure 4.3. The test section was structurally design with the

following operational limits:



121

Fig. 4.3. Re/m and Mach number envelope of the linear test section


P0 : 0.1− 6bar

T0 : 220− 700K

ṁ : 0.1− 30kg/s

(4.1)

The maximal operational pressure was limited in order to reduce the profile thick-

ness of the support structure and allow the use of thinner windows. While the limit

on the flow temperature is set by the structural integrity of the settling chamber

and its inner components. The mass-flow bandwidth is restricted by the air storage

capabilities at Zucrow Laboratories and the size of the upstream piping. Figure 4.4

a) and b) represent the 3D model of the linear test section and the final hardware

assembly in the laboratory. The sonic valve allows a careful adjustment of the back

throat through the axial displacement of a wedge that slides inside of the test section

cross sectional area.

4.2 Wind tunnel flow conditioning

Blow-down wind tunnels are cost-effective tools to study convective heat transfer

and aerodynamics in high speed flows. The wind tunnel must replicate the actual
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Fig. 4.4. Linear Wind tunnel design; a) CAD model, b) Wind tunnel
installed at Zucrow Laboratories

running operation around the prototype, but additionally those conditions should

be easy to reproduce multiple times. Consequently, the spatial and time dependent

uniformity of the flow conditions around the test article should be assessed carefully.

This section provides design rules and particular features of the components that

guarantee adequate flow conditioning for blow-down wind tunnels suitable for sub-

sonic and supersonic operation with mass-flow limits ranging from 1kg/s to25 kg/s

and Reynolds over meter all the way from 105 up to 4 ×107. In terms of Mach

numbers the described flow conditioning system will be suitable from 0.01 up to a
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maximum of 7 if a convergent divergent nozzle is equipped prior to the test section.

The performance was assessed using 2D and 3D Steady and Unsteady Reynolds Av-

eraged Navier Stokes simulations. The quality of the flow conditioning was quantified

in terms of total pressure loss and Root Mean Square-Deviation of the axial flow

velocity inside of the test section.

Wind tunnels have been used for research and development since the Wright broth-

ers first studied models of their planes in a wooden wind tunnel. As the requirement

on performance of commercial aerospace and aeronautical transport continue to in-

crease there is an unceasing need of understanding and clear description of the flow

physics involved in each component. Due the continuous advancements and devel-

opments on Computational Fluid Dynamics the use of wind tunnels have been re-

duced. Nonetheless, wind tunnels remain being of primary need for many research

areas, like turbomachinery, hypersonic flows or high speed convective heat trans-

fer [143, 146–149], where the complex flow phenomena and the coupled structural,

fluid-dynamics and thermal interactions are not accurately resolved yet by compu-

tational methods. Hence, in aerospace and generally in engineering, the use of wind

tunnels in experimental approaches results fundamental for the ulterior advance of

science and technology [150–152].

In a blow-down wind tunnel, Figure 4.5, the test section is located in between two

reservoirs: the upstream high pressure tank and the downstream pressure reservoir,

which could be a vacuum tank for low pressure levels or the atmosphere. A fast

actuated control valve is located at the exit of the high pressure reservoir. Once the

valve opens the air flows naturally towards the low pressure chamber through the test

section. Just upstream of the test section the settling chamber is the element that

smooths the flow and mitigates the flow fluctuations providing constant and uniform

flow conditions to the test section. Turbulence, temperature, flow velocity magnitude

and direction must be properly modulated upstream of the test article. In subsonic

operation Mach and Reynolds number are controlled by the upstream conditions and

a sonic throat located downstream of the test section. For a constant total pressure in
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the high pressure reservoirs the opening of the upstream valve will set the mass-flow,

assuming it gets choked. Then the position of the downstream valve will establish the

experimental back pressure. By closing the throttle valve even beyond the choking

limit, the static pressure in the test section will increase. Based on the downstream

valve throat area once it gets choked, the Mach number through the test section is

adjusted following the prescribed area ratio between the throat and the test section

area. In addition, by changing the flow total temperature the Reynolds number is

modulated.

Fig. 4.5. Blow-down wind tunnel layout

The operation of a blow-down wind tunnel is normally constrained by a limited

test time determined by the volume of the reservoirs and the test conditions. Due to

the finite temporal window availability, the uniformity on the test conditions must

be promptly guaranteed. To achieve uniform and stable flow conditions through

the test article, the settling chamber and the contraction area are used to smooth

and standardize the flow [153]. The settling chamber is the volume upstream of the

contraction where the flow is discharged from the high pressure reservoir. Inside of

the stilling section the flow must be distributed as uniformly as possible. Similarly, its

velocity is reduced to alleviate the energetic disturbances that the stream may entrain

while travelling through the system, eliminating swirl and unsteadiness. Inside of

the settling chamber several combinations of honeycombs and screens are placed to

modulate the turbulence level and mitigate upstream disturbances.
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The contraction area is one of the most critical elements of a wind tunnel, its main

purpose is to further homogenize the flow and guide the flow from the settling chamber

to the final test cross sectional configuration. A defective design of the contraction

area may cause flow separation just upstream of the test section and perturb the

experimental capabilities of the wind tunnel. The design of the contraction area has

been heavily researched including, 2D, 3D and axi-symmetric shapes with disparate

cross sectional profiles [154–157]. In this sense, numerical modeling tools have been

previously used to assess the performance of wind tunnel contractions [158].

The targeted performance envelope of this flow conditioning systems ranges from

low Reynolds and mass-flows around 105 Reynolds/m and 1 kg/s up to 4 × 107

Reynolds/m and 25 kg/s respectively. In terms of Mach numbers this design should

provide uniform conditions for various test section Mach numbers all the way from

0.01 up to hypersonic conditions Mach 7. Additionally, the maximum operational

pressure of the settling chamber is fixed at 1 MPa. On top of that, in order to guar-

antee enough flow uniformity during the complete envelope, the flow velocity should

be homogeneous in both time and space. The design requirements consist on a max-

imum temporal variation of the flow velocity of 2% while geometrically expecting

deviations below 2.5% in the core section. Geometrically, aiming the minimization of

the overall wind tunnel dimensions, trying to keep both the length and the diameter

of the conditioning system as small as possible. In order to design such system Un-

steady Reynolds-Averaged Navier-Stokes simulations are carried out to characterize

the performance of several type of contractions and qualify the 3D flow features on

radially discharged subsonic blow-down wind tunnel operation.

4.2.1 Flow discharge into the settling chamber

The flow discharge in the settling chamber is a fundamental element in the design

of a wind tunnel. It becomes a critical component for blow-down or short duration fa-

cilities. Once the fast actuated valves or membranes open, there is a sudden discharge
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of pressurized flow into the settling chamber. The pressure wave that is generated

during this first instances is considerably powerful being able to damage, bend or de-

stroy the honeycomb and flow straighteners that may find in its path. Consequently,

the flow release into the stilling section must be done in such way that the integrity

of the settling chamber is kept, minimizing the pressure loses while maintaining a

reasonable volume. In Figure 4.6 there are represented four different flow discharge

configurations.

Fig. 4.6. Flow discharge topologies

• a) Annular discharge; In this case the flow is radially discharged into a cylindri-

cal channel conformed in between the external wall and the wall of the settling

chamber. The flow is guided towards the front wall of the external cylinder

and then diverted into the open end of the settling chamber inner wall. From

then on the flow goes through the honeycombs and screen till the contraction

area. This type of flow discharge guarantees the settling chamber integrity.

However, this solution requires a larger diameter in order to accommodate the

cylindrical volume of the discharge. During the first instances of sudden flow
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discharges there could be flow accumulation in the settling chambers of short

duration wind tunnels. Due to the abrupt opening of the discharge valves large

amounts of high pressure air are vented into the chamber till the back pressure

information acoustically travels backward and the mass-flow levels are adjusted.

Those mass-flow accumulations cause compression phenomena that leads to lo-

cal temperature increase, as exposed by Andreoli et al. [159]. In order to reduce

the initial temperature peaks, which endanger the system integrity, the settling

chamber volume must be minimized. Consequently, to maintain the settling

chamber reliability this option is not the preferred one.

• b) Discharge into a perforated cone. In this design the flow is axially discharged

in the settling chamber volume and diverted to the honeycombs through a

perforated cone. This option guarantees a homogeneous discharge into the

honeycomb cross sectional area. Although, during the first instances of the

blow-down operation the cone must hold the strong pressure gradients harming

the structural integrity. This topology of flow discharge is better suited for

continuous wind tunnels. However its application is not optimum for blow

down neither for short duration facilities.

• c) Discharge into a spherical plate. In this case, the discharge of the jet is

done against a spherical plate that distributes the flow radially into the settling

chamber.

• d) Radial discharge into the settling chamber volume. In this configuration the

flow is radially distributed providing uniform flow released towards the lateral

walls of the settling chamber volume avoiding direct discharge of the jets to the

honeycombs.
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4.2.2 Stilling section

The stilling section is the element designed to provide uniform and stable flow

to the downstream elements of the wind tunnel, mitigating the flow disturbances

generated upstream. To increase the flow quality and alleviate energetic structures in

the flow it contains the largest cross sectional area of the wind tunnel. Ideally the flow

must be slowed down as close as possible to stagnant conditions and later on smoothly

accelerated in a uniform manner [160]. To develop good quality flow, several devices

like screens and honeycombs are placed through the settling chamber, reducing the

turbulence levels. The length of the settling chamber before the honeycomb must

guarantee the flow alignment with the wind tunnel axis, reducing the incidence angle

through the honeycomb cells. The total length of the settling chamber could be about

0.5 to 3 stilling section hydraulic diameters. Extreme short settling chambers may be

unable to properly modulate the flow turbulence. On the contrary, excessive length

could cause harsh mass-flow accumulation issues, as explained earlier in the discharge

topology discussion, leading to temperature peaks and an oversize of the wind tunnel.

Similarly, considering the boundary layer growth on the wall of the settling chamber

the length should be minimized. The turbulence intensity and length scale of the

flow delivered to the contraction area can be moderated through the honeycombs and

screen series located along the settling chamber. By modifying the cell sizes and the

distances between the honeycombs and screens both, turbulence intensity and length

scales can be controlled.

4.2.3 Honeycomb

The honeycombs placed with its cells aligned to the flow direction will ease the

transversal velocity fluctuations with a minimal effect on the stream wise velocity.

They are the most efficient devices to lessen the flow swirl and lateral velocity vari-

ations [151,161]. The honeycomb cells can be of various shapes: circular, squared or

hexagonal, as displayed in Figure 4.7(a,b,c). Among these, the most usual choice is
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the hexagonal cross sectional shape due to its lower pressure drop coefficient [162],

Table 4.1.

Table 4.1.
Pressure loss coefficient of different honeycomb cross sectional configurations

Honeycomb type Circular Rectangular Hexagonal

Loss coefficient (Kl) 0.3 0.33 0.2

There are some characteristic parameters that describe the honeycomb cell geom-

etry (Figure 4.7 d): the honeycomb length, Lh, the side height dh , the metal sheet

thickness th, the hydraulic cell diameter Φh, and the porosity βh.

The honeycomb porosity is defined as the ratio between flow area and the total

area

βh =
flowarea
totalarea

=

(
1− Φh

ΦSC

)2

(4.2)

Where ΦSC is the settling chamber diameter at the honeycomb location.

To maximize the honeycomb performance, the cell size should be smaller than the

scale of the incoming cross-sectional velocity fluctuations. However, extremely small

cell sizes should be avoided to prevent the clogging risks. Similarly, to guarantee the

structural integrity of the honeycomb, they should have sufficient rigidity to support

the applied forces, avoiding deformation. To maintain the force load in a minimum

level and improve the honeycomb performance the flow velocity through the cells must

be as low as possible. Likewise, to maximize the turbulence mitigation to generation

ratio, the porosity of the honeycomb (βh) should always be larger than 0.8 [163].

The length of the honeycomb should be contained between 6 to 10 cell hydraulic

diameters [151]. Extremely short cells will not mitigate the flow swirl, whereas exces-

sive long passages will generate unnecessary total pressure decay due to the boundary

layer growth [164]. To guarantee the proper operation of the honeycomb the flow yaw

and pitch angle should not be larger than 10 degrees, avoiding stall in the honeycomb
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cells, which will increase the overall pressure drop and generate non-uniformities. In

case of larger swirl and flow angles, screen meshes could be placed before honeycomb

to reduce the flow incidence. Taking this into the consideration, the first honeycomb

should be placed in a location of the settling chamber where the flow is already axial.

The spacing between the successive honeycombs results fundamental for two different

reasons. Firstly, in order to guarantee the proper operation of the later honeycomb,

the distance between adjacent flow straighteners should be enough to allow the com-

plete recovery from the pressure perturbation caused by the prior one. On the other

hand, in order to correctly dissipate the flow disturbances the distance should be

smaller than the larger eddies contained in the flow. Based on this requirements two

different design rules could be adjusted: the distance between consecutive honey-

combs should be at most about 0.2 settling chamber diameters as proposed by Mehta

and Bradshaw [165], or equivalently, the spacing between them should be between 5

and 10 times the honeycomb length [162].

The honeycombs reduce the lateral turbulence as the air flows through its narrowed

cells, however they introduce longitudinal turbulence scaled with the cell hydraulic

diameter. In order to mitigate the longitudinal flow fluctuations screens are intro-

duced [166]. Screens disband large eddies into smaller scales which are decomposed

faster thanks to dissipation, causing a significantly decay of turbulence. The flow is

homogenized by imposing a static pressure drop proportional to the squared of the

flow velocity travelling through the screen. The space between them should be of the

order of the largest energy content eddies in order to stabilize the static pressure. As

for the honeycomb, the screen porosity can be defined as

βs =
flowarea
totalarea

=

(
1− ds

ΦSC

)2

(4.3)

To be efficient reducing the incoming flow turbulence the screen must have a

porosity in the range from 60 to 80%. Screen porosity below 60% will lead to flow

instabilities as a consequence of the formation of small vortices [167]. Distributing the

screens with various porosities with the coarsest screen upstream and the finest screen
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Fig. 4.7. Flow straightener a,b,c) Available cell configurations; d) cell
structure; e) Rectangular screen configuration

close to the contraction area will further lessen the turbulence levels. The spacing

between successive screens is adjusted following the same principles that apply for

flow straighteners. Besides the screen porosity, Schubauer et al. [168] dictated that

the Reynolds number based on the screen wire diameter (Res) should be kept below

60 to avoid supplementary turbulence generation due to vortex shedding.

Res =
uΦw

ν
(4.4)

To ensure a proper modulation of the flow turbulence characteristics a combination

of honeycombs and screens is recommended. A compromise between the turbulence

control and the number of honeycombs and screens installed must be achieved to avoid

over-sizing of the settling chamber and reduce the total pressure drop before the area

contraction. In this sense, the optimum combination of honeycombs and screens is
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very much dependent on the applications. Their combination must be adjusted in

function of the final turbulent level desired in the test section.

The selection of the honeycomb and its location is also influenced by the discharge

topology. We should keep in mind that in order to provide correct flow conditioning

the honeycombs must perceive a maximum flow angle of 10 degrees. In this sense,

for instance with the discharge with a perforated cone proposed in Figure 4.6 b), the

first honeycomb could be placed close to the discharge outlet due to the low swirling

introduced by this release methodology. On the contrary, for the other proposed

topologies, a,c and d on Figure 4.6, there will be swirling flow with variable tangential

velocity that impedes the placement of the honeycombs nearby the discharge. Hence,

the honeycomb must be located downstream of the largest cross sectional area were

the flow velocity is minimum and the tangential components of the velocity have

been minimized. To prevent local stall in the first honeycomb, a screen could be

placed in front of it, damping the radial or tangential variations under such discharge

conditions.

4.2.4 Contraction area

The contraction area plays the most critical role in the flow conditioning of a wind

tunnel. Its main purpose is to homogenize and guide the flow towards the working

section. It must accelerate the incoming flow to the desired test section velocity

and reduce the tangential and radial velocity fluctuations, while maintaining the flow

uniformity both in space and time. Through the contraction area the axial flow

oscillations are further mitigated by the stretching of the vortex filaments, driven by

the flow acceleration. In a similar way, the contraction helps reducing the temporal

variations of the flow velocity and reduces the boundary layer thickness along its walls.

A contraction ratio N = Ainlet/Aoutlet between 6 and 15 is generally recommended

[165,169], small contractions ratios will not cause much mitigation of the longitudinal

flow disturbances, however excessive values will unreasonably increase the settling
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chamber diameter. On the other hand, for extremely low turbulence levels in the test

section, below 0.5%, the use of contraction ratios above 14 is generally adopted. For

a fixed flow velocity in the test section, the use of the larger area ratios will further

diminish the flow velocity through the settling chamber. In such sense again the use of

larger area ratios benefits the entire flow conditioning system. However, considering

the minimum length and volume objective that was stated for this research the use

of area ratios in the order of 9 is selected. As disclosed by Morel [169], for larger

contraction ratios the optimum length over diameter of the contraction decreases but

still larger contraction ratios imply longer designs to maintain the flow uniformity.

Several types and shapes of flow contractions have been studied through the wind

tunnel development history. The size and the shape of the contractions dispose the

final flow quality and turbulence level in the test section [170]. Morel [169] suggested

a simple analytical method of matched polynomials. While Su [158] recommended

the use of a cubic polynomial at the contraction entrance matched with a higher-order

polynomial for the rear part of the contraction. Similarly, the Bell and Mehtas Fifth-

Order Contraction Polynomial [165] has been widely used in the design of aerospace

wind tunnels:

y(x) = Hi − (Hi −He)

[
6

(
x

Lc

)5

− 15

(
x

Lc

)4

+ 10

(
x

Lc

)3]
(4.5)

Where Hi the contraction height at inlet, He the contraction height at exit, y is

the height of the contraction, x is the axial coordinate, and Lc the contraction length.

The use of Bezier curves to determine the shape of the contraction given the

area ratio and the contraction length is recommended. The use of Bezier curves

will guarantee the curvature continuity while still giving the designer the freedom to

select the particular pattern of the contraction. The Bezier curve is generated from

several control points, as displayed in Figure 4.10 left. This technique eases the future

implementation of optimization routines on the wind tunnel contraction design.

Regarding the local wall changes, in general, large radius of curvature are preferred

to reduce the over accelerations and avoid the boundary layer separation. Similarly,
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the walls should be as smooth as possible and both inlet and outlet slopes must

be parallel to the sections they are associated to. Along the length of the settling

chamber and particularly after the last set of screens or honeycombs a boundary

layer is developed in the lateral walls, which height and topology will depend on the

overall dimensions of the settling chamber. To avoid the ingestion of such boundary

layer and its detrimental effects, reducing the practical cross sectional area of the

test section, the use of a cantilever contraction is pursued, as displayed in Figure

4.10 right. Following this procedure, a new boundary layer is formed in the lips of

the contraction and the height of the boundary layer entering in the test section is

mitigated, as also proposed by Bottini et al. [171].

In terms of cross sectional topologies, the contractions are also the elements in

charge of guiding the flow from the settling chamber down the test section nature.

They could be conical (circular to circular contraction), rectangular (rectangular to

rectangular cross section contraction) or hybrid contractions (circular to rectangular

cross sections or vice versa). The same design rules in terms of contraction ratio

properties apply to the three different types. However, some practical design rules

must be taken into consideration for hybrid contractions. In general the contractions

should maintain the cross section similarity to prevent the radial or tangential flow

distortions. In this line, Abbott et al. [172] presented a test section aspect ratio

to contraction length/∆height ratio design limit to avoid corner flow separations,

presented in Figure 4.8 right. In this case for the 2D contraction research assuming a

rectangular design. However, in the 3D simulations will take advantage of an hybrid

contraction from circular to rectangular cross section as the one depicted in Figure

4.8 left.

In order to determine the performance of some of the proposed contractions types

and prove the validity of the use of Bezier curves CFD analysis of several contractions

types were evaluated. Unsteady Reynolds Averaged Navier Stokes simulations were

run to analyze the subsonic and supersonic performance of each configuration. The

numerical simulations were carried out with the software ANSYS Fluent. To reduce
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Fig. 4.8. a) 3D Contraction Area, circular to rectangular cross section
b) Abbot et al. [172] length to aspect ratio design limits

the computational burden, some of the simulations were performed in 2D geometries.

The domain, Figure 4.10 right, was meshed making use of ANSYS ICEM. While the

k-SST turbulence model developed by Menter [173] was chosen for the turbulence

closure. Due to the non-stationary flow behavior, in order to resolve quantitatively

the aerodynamic structures, unsteady simulations were required.

The time step and inner iterations set for the transient simulation were selected

based on a benchmark analysis and considering the required frequency resolution.

Likewise, mesh sensitivity analysis to ensure the independence of the results were

carried out, following the guidelines of Celik et al. [50]. Six different mesh sizes

(Nc1=7000, Nc2=12500, Nc3=25000, Nc4=50000, Nc5=100000, Nc6=200000) were

used. Figure 4.9 depicts the mass flow averaged axial velocity in the outlet plane

for the different mesh configurations. The root mean square deviation (RMS-D) of

the axial velocity results lower than 1.4 % for meshes like N4 or larger. The grid

convergence index for the mesh of fifty thousand cells is 0.12%. Consequently, due to

its proven performance the mesh N4 was selected for the study.
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Fig. 4.9. Mesh sensitivity analysis: RMS-Deviation of axial flow ve-
locity in the outlet plane for different meshes

Regarding the boundary layer resolution the y+ was always kept below 0.5. The

unsteady convergence of the simulations was assessed making use of the criteria pub-

lished by Clark and Grover [65].

To compare the simplest contraction geometry and common design procedures

with the proposed Bezier design four different configurations were evaluated, pre-

sented in Figure 4.11. Two different Bezier geometries are proposed, the first one, v1,

has the inflection point close to the end of the contraction. While the second proposal,

v2, has the change of curvature closer to the contraction start. Also a flat design is

compared, being the cheapest solution reducing the budget of the wind tunnel. In

a similar way, to evaluate the performance of the Bezier design with geometries pre-

viously employed also looking at the Bell Mehta 5th order Polynomial design. For

all of them the contraction area to length ratio was kept constant. Figure 4.12 top

represents the wall curvature of all the domains downstream of the lip. In this case,

being a rectangular contraction, the contraction area is 14 and the length over height

variation ratio is 2.25.

For all the analyzed contractions, except for the flat case, the design of the con-

traction lip was the same. The baseline flow conditions were kept constant: inlet P0

104kPa, inlet T0 500 K and a test section ideal axial velocity of 106 m/s. At the inlet

the total pressure is imposed uniformly over the entire height promoting a uniform
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Fig. 4.10. Numerical domain for contraction area design, a) Design
based on Bezier curve, b) Numerical domain for 2D URANS analysis

velocity distribution and a free stream turbulence of 3% was isotropically enforced.

The static pressure of the simulation was set it the outlet, which was located 0.5 m

downstream of the contraction end. In this simulations aspiration of the flow over the

contraction area was performed by modelling the upper normal segment, in purple in

Figure 4.10 right, as a pressure outlet.

Table 4.2.
Contractions shape performance

Type u (m/s) RMSD(u) P0 loss

Flat Design 105.15 2.1% 0.4 %

Bell Mehta Polynomial 106.14 1.6% 0.25 %

Bezier Design v1 106.16 1.3% 0.21 %

Bezier Design v2 106.15 1.35% 0.22 %

Based on the flow velocity profile (Figure 4.11 Right) and the Root Mean Square

Deviation of the axial velocity (Table 4.2) the flat design shows the worse performance.

Both Bezier design have shown similar performance capabilities compared to the Bell

Mehta 5th order polynomial, enabling the use of this sort of curves to assess the flow

quality while not constraining the shape and length of the contraction.



138

Fig. 4.11. Left) Axial velocity contour of the analyzed contraction
types, Right) Flow velocity profiles at the outlet plane of the domain

Figure 4.12 bottom represents the wall pressure distribution for all the cases. In

such representation we can appreciate the effect of the inflection point location and its

consequences on the local wall pressure variations. Extreme adverse pressure gradi-

ents could promote the separation of the boundary layer, although from the analyzed

geometries the only configuration that generates a relatively large negative pressure

gradient is the flat one. In such sense the second proposed Bezier geometry has the

smallest pressure gradient. Based on the axial flow velocity deviations from the root

mean square value, we will focus on the Bezier design v1 for the following sections of

the analysis. In this regard, the performance of the 2D Bezier v1 contraction area for

several Reynolds is summarized in Table 4.3.
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Table 4.3.
Contractions shape performance

Re P0 (kPa) P (kPa) T0 (K) u (m/s) RMSD(u) P0 loss

4e6 123.05 100 400 212.32 1.1% 0.397 %

2e6 110 100 500 161.69 1.4% 0.21 %

1e6 92.475 90 500 88.48 2.1% 0.068 %

5e5 80.675 80 500 48.08 2.9% 0.024 %

2.5e5 70.192 70 500 27.38 4.2% 0.008 %

Fig. 4.12. a) Curvature of contraction shapes; b) Static pressure dis-
tribution along the contraction wall

Angle of the contraction

In order to minimize the dimensions of the flow conditioning system and abate

the boundary layer growth along the contraction, the length of the contraction must

be reduced. However, excessive contraction area to length ratio should be lessen to

avoid adverse pressure gradients along the contraction. Instead of referring to such

property as the length over height change the equivalent contraction angle will be

used. Which is defined as the arctangent of the height change over the length of the
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domain. Contraction angles of 10, 20, 30, 40 and 50 degrees were analyzed in the

quest for the optimum contraction area to length ratio.

Fig. 4.13. Wall pressure distribution along the contraction for various design angles

Figure 4.14 depicts the 2D axial velocity contour of the contraction angles ex-

plored. Figure 4.15 Left and Right represent the axial velocity profile and the Root

Mean Square-Deviation of the axial velocity in a plane 0.2 m downstream of the con-

traction end. As expected, the smaller contraction angles lead to disproportionate

boundary layer growth, reducing the available test section area and increasing the

blockage issues. However, as reflected in Figure 4.15 right, contractions angles above

30 degrees lead to larger deviations of the axial velocity due to over-accelerations in

the contraction corner. In fact, Figure 4.13 represents the wall pressure distribution

along the contractions for the explored options. The shortest contraction displays the

largest adverse pressure gradient due to the reduced wall curvature. While for longer

domains the pressure gradient is gradually mitigated. In order to reduce the flow

conditioning dimensions and minimize the boundary layer thickness along the lateral

walls of the test section the use of 30 degrees contractions is proposed.

The equivalent optimum design angles based on the propose rules of Mikhail [174]

and Bell and Mehta [161] are displayed also in Figure 4.15. Based on the optimum

flow uniformity avoiding separation Bell and Mehta recommended a ratio of length

to height of 1.6 which is equivalent to an angle of 32 degrees. Similarly, Mikhail for

the contraction ratio of our design recommends an equivalent angle of 35 degrees.
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Fig. 4.14. 2D Contours of axial velocity of different contraction angles

Fig. 4.15. a) Axial velocity profile; b) RMS-D (u) of different contrac-
tion angles at a plane 0.0 5m downstream of the contraction outlet

4.2.5 Detailed analysis of the 3D flow features

Simulations of the complete settling chambers volumes including the flow dis-

charge and the contraction area were carried out to analyze the 3D flow features

present in the flow conditioning system. In this case looking into radial flow dis-
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charge characteristics based on the nature of the targeted wind tunnel and the ob-

jective of minimizing the flow conditioning system dimensions. Similarly, for this

analysis a hybrid contraction guiding the flow from a circular cross section down to

a rectangular test section configuration was introduced. The area ratio for this 3D

contraction is 8.75. Based on the design recommendation in the 2D contraction anal-

ysis, a 30 degrees contraction shape was used for the top and bottom test section

surfaces for optimum flow homogenization. Which entails a 27 degrees contraction

for the lateral walls, keeping the length to height change ratio close to the optimum

design conditions for both dimensions. Figure 4.16 depicts the modelled numerical

domains of the 3D settling chamber. In order to characterize the pure aerodynamic

effects of the settling chamber topology and shape, the numerical simulations did not

include the flow straighteners. The use of different type of flow straighteners and

their distribution along the settling chamber will modulate differently the final flow

uniformity and turbulence levels. However, the purpose of this analysis is just to look

at the global aerodynamic properties and the flow conditioning capabilities of only

the proposed flow conditioning system which will serve as a common general source

for different honeycomb and grid sets. Similarly, through the numerical simulations

without straighteners the optimum location to place the honeycombs can be found

looking at the distribution of the flow velocity and swirl.

To determine the effect of the flow distribution through the radial discharge two

different discharge geometries were researched. Figure 4.17 represents the velocity

magnitude and the flow stream-traces of a discharge with four slots, top images. Each

one of the slots generate a jet that directly impinges in the settling chamber end wall.

The interaction of the jets and the contoured wall creates 8 vortical structures that

merge along the settling chamber. To minimize the strength of the discharged jets and

achieve a more uniform radial distribution of the flow, the number of slots is doubled,

bottom images of Figure 4.17. The total discharge surface in both configurations is

the same, hence the jet velocity is maintained. The use of a more distributed dis-

charge reduces the energy of each jet minimizing the strength of the induced vortices.
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Fig. 4.16. 3D Numerical domain for complete settling chamber
URANS simulations

Comparing the results of the 4 slots to the case of 8 slots it becomes apparent how

the formed vortices in the tangential planes are stronger. In this sense, in the 4 slots

configuration the vortices do not seem to be dispersed till almost the start of the

contraction. However, for the 8 slots configuration the vortical structures dissipate

much earlier, about half way through the settling chamber. In fact, in both cases

at the outlet of the numerical domain, 0.5m downstream of the contraction area the

flow is completely axial and there isn’t any evidence of swirl. The velocity magnitude

contour reveals the presence of faster flow spots near the lateral wall of the settling

chamber before the divergence section starts. While in the 8 slots discharge the flow

seems to decelerate more smoothly down to values around 5 m/s in the largest cross

sectional area and then accelerated through the convergent segment of the settling

chamber. Based on this analysis, in order to reduce the velocity of the discharge jets

the discharge area must be maximized. Similarly, a more uniform discharge through

multiple injection slots will prevent the generation of energetic vortical structures and

promote the flow standardization as the air flows through the settling chamber.
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Fig. 4.17. 3D Velocity contours with streamlines comparing 4 and 8
radial discharge slots

A transient blow-down simulation was performed to assess the dynamic response of

the settling chamber. The pressure in the inlet was raised from 100 kPa up to 104 kPa

in 50 ms following a smoother-step transient profile, simulating the aperture of a fast

actuated valve. The inlet turbulence level was kept at 3% and the turbulent viscosity

ratio at 10. Which are representative values of flow through several large diameter

pipelines, elbows and various valve types. The outlet pressure was kept constant for

the entire simulation at 100 kPa. The discharged flow has a total temperature of

500 K. While prior to the discharge, the still air inside of the settling chamber is

assumed at room temperature, 300 K. The walls through the settling chamber and

the contraction were modelled as isothermal viscous surfaces at a temperature of 300

K.

Figure 4.18 a) represents the evolution of the mass-flow averaged total pressure

in the outlet plane during the blow-down simulation. For the first instances of the

blow-down it follows the imposed inlet profile with a delay equivalent to the charac-
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teristics propagation through the settling chamber. A plateau in the total pressure is

maintained till approximately t=.2s where some fluctuations are perceived and then

after t=0.3s the total pressure remains constant for the rest of the simulation. Figure

4.18 b) displays the evolution of the total temperature throughout the blow-down

simulation. The pressure information across the domain travels at the speed of sound

plus the convective speed but the temperature is only transmitted through convec-

tion and consequently a much longer delay is perceived till the total temperature

starts to raise in the outlet of the domain. In this case it takes about 180 ms for

the warm flow to travel 0.5 m downstream of the area contraction outlet. The total

temperature rise follows the pattern dictated by the transient mixing of the stagnant

flow in the settling chamber and the discharged hotter flow. That process stabilizes

approximately at t = 0.38 s where the total temperature reaches its final value and

remains constant. Finally, Figure 4.18 c) depicts the axial flow velocity during the

simulation. For the first instances it follows the trend of the total pressure reaching

a plateau at t=0.07s and then as a consequence of the total temperature variations

steeply increasing between t=0.18 and 0.22 s. It finally stabilizes at t = 0.27 s at a

value of 102 m/s.

Figure 4.19 depicts the 3D temperature contour of the settling chamber at different

time steps during the discharge, displaying the convection of the warmer flow released

during the start-up of the blow-down. While Figure 4.20 represents the 3D velocity

magnitude contour at the same snapshots of the blow-down. At t = 0.05s large

vortical structures are formed as a consequence of the radial flow discharge, which

are revealed in both temperature and velocity magnitude contours. Those eddies

promote the mixing of the hotter released flow and the stagnant flow displayed in the

temperature contours for t = 0.075 and t = 0.100 s.

The response of the flow conditioning system in terms of pressure and flow velocity

takes about 60 ms while for the temperature takes approximately 300 ms more due

to its lower propagation characteristics. In such sense, the velocity contours remain

unaltered from t = 0.075s to t = 0.38s, once the total temperature rise is completed
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Fig. 4.18. Evolution of mass-flow averaged axial velocity, temperature,
pressure and total pressure during blow-down operation at the outlet
plane of the settling chamber

the final flow velocity is set. In fact, the temperature contour at t = 0.150 reveals

how the mixed temperature flow is gradually convected through the settling chamber

nucleus downstream of the larger cross sectional area. Finally, both temperature and

velocity magnitude contours at t = 0.5s reveal the nominal operation of the designed

flow conditioning system. At design conditions the geometrical root mean square

deviations for the flow velocity and temperature without considering the boundary

layer are 1.2 and 1.6 % respectively.

Figure 4.21 a) depicts the deviation from the Root Mean Square of the mass-flow

averaged total pressure signal in the outlet plane, which is about 0.5m downstream

of the test section inlet. In this case the Root Mean Square value is computed

once the flow is established, after t = 0.38s. The temporal oscillations in the total

pressure remain lower than 30 Pa which is about 0.03 % of the nominal total pressure.

Similarly, Figure 4.21 b) represents the deviation from the Root Mean Square of

the mass-flow averaged total temperature. Prior to the complete settlement of the
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Fig. 4.19. 3D Static Temperature contour during sudden flow dis-
charge numerical experiment

flow conditions the total temperature is still raising but after it reaches its nominal

value, the maximum temporal deviation is 4 K, which represents 0.8% of total flow

temperature.

In this sense, Figure 4.21 b) displays the deviation from the Root Mean Square of

the mass-flow averaged axial velocity. The velocity follows slightly the trend depicted

by the temperature and stabilizes at t = 0.38s. After that point the oscillations

remain below 1 m/s.

In order to proof the robustness of the domain and investigate the harmful conse-

quences of the blockage of one of the discharge slots an additional simulation where

one of the injections slot is constrained and modelled as a wall was evaluated. Under

such conditions the swirling of the flow might increase and the entire flow in the

settling chamber may travel in a rotation fashion. Figure 4.22 a, and c represent the

flow velocity magnitude and the stream traces for the 8 slots radial discharge config-

uration. While Figure 4.22 b and d represent the same domain blocking the upper
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Fig. 4.20. Velocity Magnitude contour during blow-down numerical experiment

injection slot, as the flow velocity in Figure 4.22 b reveals. Due to the slot blockage

there is indeed more swirling in the flow and a larger vortex is created in the upper

region of the settling chamber. As a consequence, the tangential and radial compo-

nents of the flow inside of the settling chamber are maintained for a longer portion

in the settling chamber, as perceived by comparing Figure 4.22 c and d. However,

regardless of the slot blockage the flow in the contraction outlet is purely axial and

similar flow qualities are observed for both conditions.

This analysis was a useful guide to design and iterate on the design on the flow

conditioning system of the linear wind tunnel. Guaranteeing sufficient flow unifor-

mity for short duration operation and ensuring adequate flow conditioning for the

testing of prototypes running mass-flow rates from 1 up to 25 kg/s. In high-speed

blow-down wind tunnels it is fundamental to ensure the structural integrity of the

flow straighteners, while allowing fast step-wise evolution in the flow properties for

heat transfer research. Similarly, verifying the applicability of contraction designs
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Fig. 4.21. Total pressure, total temperature and stream-wise velocity
temporal evolution at the outlet plane during the sudden flow dis-
charge transient simulation

taking advantage of Bezier polynomials to preserve continuity on the wall curvature.

Also exploring the optimum length to contraction area ratio for such designs and

recommended the use of 30 degrees equivalent angle contractions.

4.2.6 Experimental assessment of the facility flow conditioning

Upon commissioning of the facility several traverses and long exposure experi-

ments were carried out to assess the performance of the flow conditioning system.

Pressure, Temperature and hotwire temporal stability

Figure 4.23 represents the static pressure measured upstream of the critical flow

Venturi and the mass-flow stability for various Reynolds number operation. The

mass-flow stability was assessed at different levels ranging from 0.6 kg/s up to 4 kg/s.

Further details on the flow conditions for each one of the Reynolds number displayed

are provided in Table 4.8.



150

Fig. 4.22. Settling chamber velocity magnitude contours at normal
operation compared to a case when one of radial discharge slots is
obstructed, robustness analysis

Regardless of the mass-flow level the upstream control valve is able to guarantee

an uniform and stable operation at the targeted experimental condition. As the total

pressure decays in the upstream high pressure reservoir the mass-flow control valve

gradually adjusts its aperture to assess constant mass-flow operation.

Figure 4.24 represents the temporal stability of total pressure, P0, total temper-

ature, T0 and stream-wise velocity for the operation at various Reynolds number.

The flow conditioning system guarantees the uniformity of the total temperature and

total pressure throughout the entire span of the experiment. Ensuring constant static

temperature and axial flow velocity along the test section as long as the mass-flow

and the downstream static pressure are constant.

Figure 4.24 represents the temporal uniformity of the total temperature evolution

during an experiment with the heat exchanger in operation. Once the flow is released

to the linear wind tunnel, t = 75 s, there is a sudden increase on the total flow

temperature as the hot flow is convected through the test section. There exists



151

Fig. 4.23. Facility mass-flow stability

conduction heat loss as the flow travels through the settling chamber and contraction

area, consequently, as the hardware warms up large total temperatures are achieved

in the test section. After six minutes of operation the slope of the total temperature

rise is reduced and only 1 K of total temperature increase are perceived through

windows of 20 s.

Figure 4.26 top left represents the readings of the Constant Temperature Anemome-

ter for the operation at various Re/m conditions. The mono-dimensional hotwire

probe displayed on the right corner was used to characterized the temporal stability

of the stream-wise velocity component, the turbulence intensity and length scales

present in the wind tunnel test section. After applying the calibration of the hotwire

(procedure described in Appendix D.2), Figure 4.26 bottom right depicts the temporal

evolution of the stream wise velocity component in the test section. The flow condi-

tioning system guarantees the temporal uniformity of the axial velocity as depicted

in the mean value of the stream-wise velocity at a variety of Reynolds numbers.
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Fig. 4.24. Flow Conditioning performance, temporal uniformity of
main quantities in the test section

Table 4.4 summarizes the turbulence properties during operation at 8 different

Reynolds numbers, with flow velocities ranging from 10 m/s up to 120 m/s in the test

section. The turbulence intensity has a slight tendency to raise with the flow velocity,

from Reynolds 1.09 ×106 at 10 m/s up to 3.26 ×106 at 120 m/s the turbulence

intensity grows from 3.19 % to 4.03 %. The larger Reynolds numbers are achieved

with smaller flow velocities but larger static pressures and the turbulence intensity

decays to 3.78 %. The integral length scale and dissipative length scale increase quasi-

linearly with the Reynolds number. The integral length scale stays within 1 and 6

times the length scale of the flow straighteners cell size. The average turbulence
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Fig. 4.25. Total flow temperature stability measured along the cen-
terline of the test section

Fig. 4.26. Hot Wire temporal stability at several conditions

intensity is 3.74 % while the the averaged integral length scale and the averaged

dissipative length scale are 0.02 m and 0.0059m respectively.
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Table 4.4.
Turbulence, integral length scale and dissipative length scale at various Reynolds

Re/m Tu % Integral Length Dissipative Length

Scale, Λx (m) Scale, λx (m)

1.09 ×106 3.19 0.0065 0.0036

1.34 ×106 3.29 0.0135 0.0038

1.70 ×106 3.46 0.0135 0.0046

2.34 ×106 4.01 0.0142 0.0065

2.84 ×106 3.99 0.0225 0.0067

3.26 ×106 4.03 0.0259 0.0069

3.86 ×106 3.91 0.0322 0.0072

4.61 ×106 3.78 0.0379 0.0082

Pressure, temperature and hotwire traverses

In order to assess the spatial homogeneity of the flow delivered by the flow con-

ditioning system hotwire, thermocouple and total pressure traverses were performed

in the center plane of the test section, 0.3 m downstream of the contraction area out-

let. Figure 4.27 a) represents the stream-wise velocity distribution across the height

of the test section for two different conditions. The static pressure and flow total

temperature were kept constant during both conditions at 101 kPa and 296 K respec-

tively. The immersion height of the probe was adjusted for each measurement and the

data acquired at each height was averaged during windows of at least 10 s duration.

The velocity profile at both operational regimes is quite uniform and the deviations

remain within the hotwire uncertainty. Only a small decay on the stream-wise ve-

locity is observed for the lower mass-flow case, which could be an indication of the

boundary layer size at that Reynolds number. Figure 4.27 b) depicts the Root Mean

Square Deviation of the stream-wise velocity component for each normal location
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along the traverse. The impact of the boundary layer height is reflected in the Root

Mean Square Deviation representation near the test section boundaries. Similarly,

the larger flow velocity condition depicts larger deviations from the mean during the

exposure time at each height, symptoms of the hotwire uncertainty and the larger

turbulence intensity at higher velocities.

Fig. 4.27. a) Stream wise velocity profile across the height of the
test section and b) Root Mean Square Deviation profile of the axial
velocity component

Figure 4.28 a) depicts the total flow temperature profile across the test section

height obtained with thermocouple traverses at 3 different Reynolds numbers. The

operation at two different total temperature was explored: 450 K and 370 K. The

operation at moderate Reynolds number, Re/m 1.3 ×106, displays the larger thermal

boundary layer profiles, with up to 10% of the test section height on each side of the

test section. On the other hand, the cases at larger Reynolds numbers display smaller
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thermal boundary layer thickness with less than 5% at each extreme. The temperature

profile across the core of the test section remains unaltered with oscillations within the

thermocouple uncertainty, indicating the correct performance of the flow conditioning

system. Providing uniform total temperature across the test section height. The

total temperature profiles displayed are the result of averaging 4 different sensors

distributed across the span of the test section during exposure times of more than 20

seconds. In this regard, Figure 4.28 b) depicts the Root Mean Square Deviation of

the total temperature across the height of the test section. Peaks of root mean square

deviation are present for the three different Reynolds near to the thermal boundary

layer edges. While the deviation from the mean across the core of the test section

stays within the thermocouple uncertainty.

Fig. 4.28. a) Total temperature and b) Total Temperature Root Mean
Square Deviation profiles across the test section height
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Figure 4.29 and Figure 4.30 represent the total pressure and Root Mean Square

Deviation of the total pressure distribution across the test section height operating

at two different regimes. Figure 4.29 depicts the total pressure profile at two different

span locations, 36 % and 64 % of the test section span respectively. The static

pressure in this condition was 101 kPa while the total temperature was 296 K. The

mass-flow was set to 2.2 lb/s leading to 0.06 Mach number in the test section and

Reynolds 1.5 ×105. The perfect matching between both span locations depicts the

total pressure uniformity across the test section span. In a similar way, the profile

evolution through the core of the test section height illustrates the spatial homogeneity

of the total pressure thanks to the flow conditioning system. The root mean square

deviation of the total pressure for exposure times over a minute remain below sensor

uncertainty.

Fig. 4.29. a) Total Pressure and b) Total Pressure Root Mean Square
Deviation profiles along the test section height at Reynolds 1.5 ×105
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Figure 4.30 represents the total pressure spatial uniformity across the test section

center plane when operating at Mach 0.13 with a mass-flow of 5 lb/s and a Reynolds

number of 3.4 ×105. Both span locations reflect again the same behaviour while

thinner boundary heights are depicted in the normal total pressure distribution, in

agreement with the larger Reynolds number operation.

Fig. 4.30. a) Total Pressure and b) Total Pressure Root Mean Square
Deviation profiles along the test section height at Reynolds 3.4 ×105

Sudden flow discharge and valve oscillation

Regarding the dynamic performance of the flow conditioning system and its ability

to promptly deliver uniform flow conditions, Figure 4.31 represents the stream-wise

velocity in the center of the test section during sudden flow discharge experiments

and cyclic upstream valve actuation.
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Fig. 4.31. Dynamic response and replicability characterization of the
flow conditioning system, Sudden flow discharge and valve cyclic ac-
tuation experiments.

Figure 4.31 a) depicts the axial flow velocity during two similar sudden flow dis-

charge experiments performed on consecutive days. These experiments were run at

constant inlet total temperature of 300 K and atmospheric flow discharge. At time

t = 1 s the butterfly valve upstream of the linear settling chamber is actuated and

in about 50 ms it reaches the fully open position. To maintain the integrity of the

wind tunnel and prevent any over-pressure in the pipeline the purge line is kept

open during the aperture of the linear valve. Once the linear wind tunnel valve is

open the purge line is closed. When operating at low mass-flows environments and

discharging to the vacuum tank through the linear test section the purge line oper-

ates at sub-atmospheric conditions and it aspirates flow from the atmosphere. As
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a consequence there is a slight increase on the experimental mass-flow during those

instances. The hotwire sensor perceives the arrival of the pressure wave about 100

ms after the aperture of the linear butterfly valve. Delay associated with the propa-

gation time of the characteristics through the flow conditioning system till its arrival

to the center plane of the test section. There is a peak of maximum flow velocity

associated with the mass-flow aspiration while the purge valve remains open and then

the flow velocity drops to is nominal value. The entire process to settle the actual

operating conditions takes around 400 ms and then the mean stream-wise velocity is

maintained stable throughout the rest of the experiment. The signal from both tests

at the same Reynolds conditions identifies the replicability of the experiments thanks

to the performance of the flow conditioning system.

Figure 4.31 b) represents the flow start-up in the center of the test section for

two sudden discharge experiments at a larger Reynolds number. In this case the

static pressure was maintained also at atmospheric conditions but the mass-flow level

was increased, leading to larger flow velocities. The signal from both experiments

illustrates again the replicability of the test conditions. The establishment time of

the mean flow conditions happens earlier for this test case driven by the larger flow

velocity across the settling chamber and test section, which promotes the propagation

of the characteristics.

Figure 4.31 c) depicts the stream-wise velocity temporal evolution during a test

where the butterfly upstream of the test section is cycled. When oscillating the aper-

ture and closure of the butterfly valve, the reaction time of the actuator decays and

the valve can only cycle at 4 Hz. The initial cycles produce flow velocity oscillations

between 0 and 40 m/s, as the pressure is stabilized in the upstream pipeline segments,

the flow velocity oscillates between 0 and 80 m/s with a frequency of 1.5 Hz. In this

case the flow conditioning system acts as a damper and reduces the frequency of the

flow oscillation. Still even when reducing the frequency of the cycle, the dynamic

performance of the settling chamber design allows the performance of sudden flow

discharge experiments and periodic flow oscillations guaranteeing the spatial unifor-
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mity of the flow conditions.The uncertainty calculations associated with each one of

the measurements exposed in this section are summarized in Annex D.5.

4.3 Facility Calibration

The calibration of wind tunnels is normally performed when the facility is new or

after an important change in their configuration, even though it is recommended to

perform a calibration before each experimental campaign [175]. The high cost and

the difficulty of designing an efficient strategy of calibration, as well as time con-

straints in most of the cases, limits the calibration phase which would help reducing

uncertainties in the measurements. This section presents the experimental character-

ization of the aerodynamic behavior that will be used for the uncertainty analysis of

future experimental campaigns at the linear wind tunnel of the Purdue Experimental

Aerothermal Laboratory [149].

The linear test section is calibrated in order to explore the wind tunnel response

in terms of pressure and the mass flow under different conditions, controlling the

Reynolds and Mach number in the test section at each operational point. There are

two variables to control, the pressure in the test section and the mass flow through the

wind tunnel, which are regulated by the variable sonic throat downstream of the test

section and the admission valve downstream of the high pressure reservoir respectively.

The selection of the number of points and its location inside of the envelope was

performed using a combination between an isentropic model of the facility and a

Kriging interpolation meta-model [176] coupled with a Genetic Algorithm optimizer

[177].

The calibration was performed using pressure taps, pitot probes and Resistance

Temperature Detectors (RTD) to monitor pressure velocity and temperature respec-

tively. The experiments were performed limiting the design space to the subsonic

range of operation and taking into account the constraints in mass-flow and pressure

set by the valves. The number of points used to calibrate and analyze the uncertainty
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and sensitivity of the facility was minimized using a Kriging methodology and the

results were analyzed using a statistic program suitable for the determination of the

effect of the different variables. The calibration of the linear test section is performed

operating in blow-down mode discharging directly to the atmosphere and with a con-

stant inlet total temperature of 286 K. Additionally, for practical safety reasons the

maximum operative mass-flow used during this wind tunnel characterization is 15kg/s

and the maximum pressure targeted in the test section was 5 bar.

An isentropic model was built to predict the performance of the wind tunnel. The

inputs for the model where the area of the sonic throat, the upstream massflow and

the atmospheric pressure. If the throat will be choked for the conditions evaluated,

from the massflow and the area the static flow quantities are derived at the throat.

Then knowing the unity Mach number the total flow quantities are derived. Finally,

considering isentropic evolution throughout the nozzle the flow quantities upstream

of the sonic valve are retrieved.

Fig. 4.32. a) Reynolds/m b) Mach number maps achieved in the linear test section

On the other hand, if the throat is unchoked for the mass-flow and sonic valve

area settings, using continuity and the isentropic relations the test section conditions

were derived. Afterwards considering the static flow quantities in the test section,

the Reynolds/m and the Mach number in the working section were derived. Fig-

ure 4.32 represents the envelope of Reynolds/m and Mach number for the range of
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mass-flows and upstream pressures considered. The discontinuity that appears in the

Reynolds/m envelope represents the condition at which the isolation throat passes

from choked or sonic conditions to unchoked status.

4.3.1 Calibration methodology

The calibration is performed by checking different non-dimensional quantities:

Reynolds and Mach number. The purpose of the calibration is to characterize the

response of the facility to the control parameters and be able to reach accurately each

one of the points inside the envelope by setting the correct mass-flow and sonic throat

of the wind tunnel.

The calibration has three successive steps. First, the selection of the number of

points to test, providing a reasonable uncertainty in the prediction of the complete

envelope. Then, a total number of experimental points is chosen based on the shape

of the Mach and Reynolds maps considering a second order model. Once the number

of points is decided, a Kriging interpolation method is developed and coupled with a

Genetic Algorithm optimizer in order to choose the location of the testing points inside

of the envelope, minimizing the Root Mean Squared Error (RMSE) of every point

inside the envelope. The cloud of the testing points obtained with this optimization is

assessed and compared with a structured array of the same number of points. Finally,

the points are tested in the experimental facility and compared to the analytic results.

The selection of the calibration points is carried out taking into account the model

used to predict the behavior of the wind tunnel [178, 179]. The number of points

needed to build a dth-order model is directly related with the number of independent

variables, the tolerance for interference errors and the uncertainty of the estimated

values [175]. The minimum number of points for a specified tolerance is defined by

Np.

Np =
(d+ kn)!

d!kn!
(tα + tβ)2σ

2

γ2
(4.6)
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In this equation, d represents the order of the model,kn is the number of inde-

pendent variables, tα and tβ are the t-statistics related with the Type I and Type II

errors, σ is the estimated standard deviation of the measurements and γ is the preci-

sion requirement. Therefore, in order to facilitate the feasibility of the experimental

calibration a balance between the desired precision and the limited number of points

must be achieved.

Assuming a 2nd order model, with kn=2 variables, the mass-flow through the

test section and the sonic valve area the previous formulation can be evaluated. The

t-statistics type I and type II (tα and tβ) are extracted from Tables of the t-student

distribution with a probability of error of 0.02 and 0.05, respectively. The stan-

dard deviation of the data taking into account the accuracy of the measurements

is estimated around 9 × 104 for the Reynolds number per meter and 0.011 for the

Mach number. Doubling the precision requirement of the measurements accuracy,

the number of experiments is about 40 for both non-dimensional numbers. Since

both, Reynolds and Mach envelopes are irregular due to the status of the sonic valve,

a meta-model based using a Kriging interpolation was implemented to compute the

different quantities [180].

The Kriging fitting tool is a model with an infinite number of degrees, which

implies that the obtained precision in the different quantities is highly dependent on

the location of the points inside of the surface. As a consequence, the input provided

by the equation for nk can only be considered an approximation. The purpose of the

Genetic Algorithm coupled with the Kriging interpolation is to minimize the error

(RMSE) of the surfaces with respect to the meta-model created with the determined

number of points. After choosing the amount of points, their location inside of the

design space is optimized using a Kriging methodology developed in Matlab. In

this case, the objective is to find the optimum location of the points to generate an

accurate Kriging model that matches the isentropic model that minimizes the error

of interpolation. Then those points will be tested in the linear wind tunnel and with

them obtain a Kriging model of the actual performance of the test section. By using
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the points that derived the most accurate representation of the isentropic model a

more accurate actual performance is expected.

Fig. 4.33. a) Complete envelope of Re/m and Mach numbers of the
linear test section compared with the envelope tested in the experi-
ments. b) Tested envelope in function of the two control variables:
the area of the throat and the mass-flow through the test section.

The envelope of operation shown in Figure 4.3a) was reduced to perform the

experiments in safe conditions. The studied envelope is represented in Figure 4.33

b), where the maximum mass-flow was limited to 15kg/s and the flow was directly

discharged to the atmosphere, the blue region represents the limits of this analysis.

Figure 4.33 a) shows the envelope represented in function of the Mach and Re/m

numbers and Figure 4.33 b) shows the tested envelope in function of the two con-

trol variables (b)). The location of the 36 experimental points, which location was

optimized, is also represented in the same plot.

Even though the results of the optimization look randomly distributed there are

some patterns on its collocation along the envelope. There is a cluster of points

at very low mass-flow at different areas of the throat forming a vertical line in the

plot. Additionally, in order to minimize the error around the test section maximum

pressure threshold, there are 4 points around that limit.
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The selection of the number of points was based in the equation 4.6 to give a

statistical sense assuming a second order function. Similarly to a grid sensitivity

evaluation, the RMSE between all the points of the real model and the Kriging meta-

model for Mach number and Reynolds number was assessed for 20, 36 and 50 points of

measurement. Figure 4.34 c) depicts the evolution of the error for both quantities, and

shows the targeted errors tolerance, 0.015 for the Mach and 5× 105 for the Reynolds

number. There is a trade-off between the number of points that can be tested and the

admitted error, therefore 36 experiments were selected for which the Mach number

is well below the error limit and for the Reynolds it is close enough. Figure 4.34

a) and b) represents the comparison between the surface generated by the isentropic

model of the facility (in color) and the surface generated by the Kriging interpolation

method (in white mesh) for the Reynolds number per unit length and the Mach

number respectively. The agreement between model and meta-model is accurate for

the selection of the points of the optimization, introducing a larger difference outside

of the testing envelope where the pressure is higher than 5 bar.

Fig. 4.34. a) Comparison between the Re/m map and the Kriging
meta-model in function of the massflow and the throat area with the
representation of the points resulted from the optimization methodol-
ogy. b) Comparison between the Mach number map and the Kriging
meta-model in function of the massflow and the throat area with the
representation of the points resulted from the optimization method-
ology. c) Root mean squared error of the Mach number and Re/m
number using 20, 36 and 50 points in the Kriging interpolation opti-
mization methodology.pressure amplitude effect on the separated flow
region and thermal isolation
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Once the optimization is performed and the results numerical results have been

verified, the next step consists in the experimental characterization of the facility

using the optimized points.

4.3.2 Experimental characterization of the performance envelope

A simplified schematic of the wind tunnel layout and the hardware for the calibra-

tion is presented in Figure 4.2 and 4.4 b). The flow admission was regulated by two

different valves. The first one is a safety ball valve which isolates the facility from the

high pressure reservoir. The second one is as Flowserve Starpac valve that allows the

mass-flow control through a DC signal. For the wind tunnel calibration campaign all

the windows were metallic and the upper one was machined to place instrumentation

inserts.

Fig. 4.35. a) PETAL Linear Test Section; b) Instrumentation location
for facility envelope characterization

Total temperature, total and static pressure were acquired at two different axial

locations in the wind tunnel. Both total pressure and temperature were measured at

different test section heights for each one of the axial locations. The total pressure was

monitored through interchangeable Pitot probes connected to a Scanivalve DSA3217

pressure scanner with an acquisition rate of 500 Hz. Similarly, pressure tapings were
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installed in the same axial locations to monitor the static pressure evolution with the

same pressure scanner.

Through the Pitot probes and the wall pressure readings the Mach number at each

one of the locations was obtained and their result was averaged to obtain the mean

test section performance. The total temperature in the test section was acquired with

two 1/8 in k-type thermocouples sampled at 10 Hz. Combining the Mach number

and the total temperature, the static temperature together with the Reynolds number

were derived.

4.3.3 Experimental envelope comparison to isentropic performance model

Figure 4.36 represents the performance envelope for both Mach and Reynolds num-

bers obtained with the isentropic model compared against the experimental values .

The experimental points are represented together with their associated uncertainty.

Figure 4.36 a) and b) display the envelope of Mach number from two different per-

spectives for a better representation of the results over the entire facility envelope. For

low mass-flows the deviation of the experimental points from the isentropic evalua-

tion results negligible. However, at larger mass-flows the experimental points slightly

deviate from the modelled envelope, where more non isentropic flow behaviors are

present along the test section.

Regarding the Reynolds number, Figure 4.36 c) and d) depict the Reynolds/m

from two different perspectives for a clearer comparison of the results over all the

regimes. As described for the Mach number, the experimental points fall within the

uncertainty inside of the isentropic envelope and the numerical model. However,

for larger mass flows associated with larger Mach numbers, the experimental points

deviate from numerical predictions.

As an example of the experimental conditions, Figure 4.37 a) represents the mass-

flow during the test. The mass-flow is acquired at the upstream flow control valve.

At approximately t = 50s the mass-flow stabilizes at its nominal value, 3.8 kg/s.
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Fig. 4.36. a) Comparison of the isentropic model with the experimen-
tal data; a)Mach number map (front view). b) Mach number map
(rear view). c) Re/m number map (front view). d) Re/m number at
several mass-flow levels.

The upstream valve automatically adjusts the aperture of the valve to maintain a

constant mass-flow level while the upstream pressure tanks deplete. The total and

static pressure recorded at the test section during this run are represented in Figure

4.37 b). Similarly, Figure 4.37 c) represents the Mach and Reynolds/m evolution

during the experiment.

4.3.4 Uncertainty Analysis

In order to quantify the uncertainty of both Mach and Reynolds number results

several factors must be taken into account. The main sources of uncertainty in the

calibration experimental methodology are the total and static pressure together with

the total temperature measurement. Table 4.5 presents the absolute uncertainty of
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Fig. 4.37. Mass-flow, Total and static pressure, Mach and Reynolds/m
number evolution during a performance characterization experiment

the prime variables considered in this analysis. Where all the error evaluations are

given at 95% confidence level.

Table 4.5.
Facility performance envelope calibration sensors absolute uncertainty

Absolute Uncertainty Units

massflow 0.1 kg/s

P0 100 Pa

P 100 Pa

T0 3 K

Area 0.0009775 m2

The Mach number is computed based on the total to static pressure difference

taking advantage of the isentropic flow relations. However, its value is also affected

by the total temperature by means of the heat capacity ratio. Table 4.5 presents the
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uncertainty analysis for the Mach number, where both total and static pressure play

a relevant role as highlighted by the sensitivity of the Mach number to its uncertainty.

Based on our analysis the uncertainty in the obtained Mach number is 3.55 %.

Table 4.6.
Mach number uncertainty during facility calibration experiments

Mean Abs. Uncertainty M (with ∆M

Value Units uncer. % Mean uncertainty) % Sensitivity

P0 105000 Pa 100 0.0952 0.17 2.45 2574

P 103000 Pa 100 0.0971 0.1617 2.56 2640

T0 265 K 3 1.1321 0.1659 0.002 0.1426

Mean Mach

Mach 0.165 Uncertainty 3.55

Similarly, Table 4.7 presents the uncertainty analysis for the Reynolds number.

Where again the pressure levels play a major role. Although in this case the sensitivity

of the Reynolds number to the temperature is 3 orders of magnitude larger than for

the Mach number. For this particular case and with the prime variables absolute

uncertainties the uncertainty on the Reynolds number is 3.79 %.

The facility calibration provided a good understanding on the behavior of the fa-

cility under different mass-flow set points and sonic valve position. The objective of

the calibrations was to quantify the relevant non-dimensional numbers of the experi-

ment as a function of the control parameters. The model built during this calibration

will be useful to select the experimental conditions of the latter experimental cam-

paigns. A reliable isentropic behavior model has been built, describing the behavior

of the complete facility at any possible condition with the objective of reducing the

calibration procedures.
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Table 4.7.
Reynolds uncertainty during facility calibration experiments

Mean Abs. Uncertainty Re (with ∆M

Value Units uncer. % Mean uncertainty) % Sensitivity

P0 105000 Pa 100 0.0952 4.5e6 2.46 2590

P 103000 Pa 100 0.0971 4.e6 2.48 2556

T0 265 K 3 1.1321 4.3e6 1.65 249

Mean Re

Re 4.3e6 Uncertainty 3.79

4.4 Test article design and instrumentation

4.4.1 Test article design

In order to verify the numerical findings and expand the effort on the analysis

of the dynamic scales present on the flow separation and reattachment, the ad-hoc

designed wall mounted hump will be tested in the linear wind tunnel. The first step in

this process is the design of the actual test article. The numerical simulations assumed

2D flow behavior, hence the same physics are targeted in the experimental approach.

As a first attempt a straight extrusion of the domain is conceived. Where the hump

takes place across the entire width of the test section, as the numerical domain in

Figure 4.38 a) represents. In order to test the feasibility of the designed test section,

3D URANS simulations were performed taking advantage of the transitional kω SST

turbulence closure.

Figure 4.39 a) and b) represent the bubble length and separation inception of the

3D extruded domain compared to the 2D URANS. The results of the extruded domain

reflect an unsteady behavior of the flow separation, where the inception oscillates

between 20 and 360 mm. Also the actual bubble length in the center of the domain

is much smaller than the one identified in the 2D case. In this sense, Figure 4.39
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Fig. 4.38. Extruded 3D Domain for Experimental analysis; a) Numer-
ical domain replication for performance assessment analysis b)Wall
shear stress contour for operation at Re/m 2×106

c) compares the axial velocity contours of the 2D against the center plane in the

3D extruded domain. A negligible bubble is found in the 3D case, which contrasts

with the 150mm bubble length predicted in the 2D simulation. The main reason for

this behavior is the effect of the lateral wall boundary layers near the corners of the

domain. Figure 4.38 b) depicts the wall shear stress distribution along the hump

together with some stream-traces illustrating the behavior of the flow at a given time

step. Along the test article corners, where the boundary layer over the hump surface

and the lateral wall meet, there is massive flow separation that modifies the effective

cross sectional area. The presence of the massive lateral flow separation actually

imposes an acceleration along the hump in the center line. Which mitigates the

adverse pressure gradient and prevents the use of such geometry for the experimental

campaign.

To alleviate this issue several approaches have been considered in the past. One

approach could be the isolation of the test article center by installing isolation fins,

[181, 182], or include slots on the side of the test article to disengage the test article

from the later walls of the wind tunnel. The latter approach was selected, smoothly

reducing the hump towards the side walls of the domain. Following this procedure, the

hump is imposed across approximately 3/5 of the domain. Figure 4.40 a) represents
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Fig. 4.39. Comparison of 3D extruded domain against 2D numerical analysis

the numerical domain for the analysis of this design with identical numerical settings

to the extruded case.

Fig. 4.40. Contoured 3D Domain for Experimental analysis; a) Nu-
merical domain , b) Wall shear stress contour for operation Re/m
2×106

Figure 4.41 a) and b) depict the bubble length and separation inception of the

3D contoured domain compared to the 2D URANS. After convergence is achieved,

t>25 ms, the separation inception in the center of the domain takes place in the

same location than for the 2D case. In terms of bubble length still the contoured

domain reflects smaller recirculated flow regions. Figure 4.41 c) displays two different
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stream-wise velocity contours of the 2D and 3D contoured domain in the center

plane. The shape of the separated flow regions in both cases is different. Although

the separation phenomena that occurs in this geometry follows a 2D behaviour, the

flow reattachment is inevitably affected by 3D flow features. Such as the entrainment

of the air flowing on the sides of the hump towards the test article center. The

recirculated flow region aspirates flow from the test article sides. Which generates

the lift off of the separated flow and enhances the flow attachment.

Fig. 4.41. Comparison of 3D contoured domain against 2D URANS analysis

Figure 4.40 b) represents the wall shear stress distribution along the hump together

with some stream-traces depicting the behavior of the flow at a given time step. In this

case, the massive sidewalls flow separation is prevented, but there is flow circulation

from the near lateral wall region to the center of the domain that again modulates

the geometrically imposed pressure gradient. The best approach to prevent massive

impact of the sidewall flow entrainment in the core is to increase the hump extension

across the span, however a trade-off must be found to prevent the side wall boundary

layer detachment. The final 3D geometry has the hump extruded through 4/5 of the

test section span with a rapid decay towards the borders. Figure 4.42 represents the
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Fig. 4.42. 3D Flow Separation Domain Performance assuming bound-
ary layer development from the test section inlet

axial free stream velocity and static temperature contours in the inlet and center-plane

of the domain. The wall shear stress and static pressure distribution along the hump

surface are also presented. However, this simulation does not consider the incoming

boundary layer development along the contraction area of the settling chamber, as

represented in Figure 4.43. Starting at the lip of the cantilever contraction, a new

boundary layer will be developed along the walls of the contraction and once the flow

is delivered to the test section there will be a developed boundary layer.

In order to assess the impact of such incoming boundary layer in the performance

of the test article and determine if the size of the slot will be sufficient a new 3D

URANS simulation was performed. In this case, a 4 mm height momentum bound-

ary layer was imposed in the inlet of the test section. In a similarl way, based on

the Prandtl number and the Crocco relation, a thicker thermal boundary layer was

prescribed. The core flow conditions, total pressure and total temperature are iden-

tical to the previous test cases. Figure 4.44 represents the axial velocity and static
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Fig. 4.43. Test section geometry integration in the flow conditioning system

temperature contours at the inlet and center-plane of the domain. The contours at

the inlet of the domain reflect the height of the incoming momentum and thermal

boundary layers. The impact of the developed boundary layer on the boundary layer

detachment and reattachment phenomena seems minimal. The boundary layer de-

veloped along the contraction on the lateral walls is stretched as the flow approaches

the hump due to the flow acceleration. In this sense, the lateral slots of the flow

separation domain result sufficient to accommodate the thicker boundary layer pro-

files. There are not appreciable differences on the flow detachment and reattachment

phenomena, where the only remarkable factor is the shortly earlier detachment of the

flow due to the thicker boundary layer.

Figure 4.45 depicts a contoured 3D wall mounted hump integrated in the PETAL

linear wind tunnel. The bottom window is replaced by the test article and still visual

access is granted through the lateral walls and the upper window. The lateral plates

will be replaced by fused quartz windows to carry out optical measurements. While
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Fig. 4.44. 3D Flow Separation Domain performance with prescribed
inlet momentum and thermal boundary layer profiles

the top plate will be changed by multiple inserts to introduce probes and rakes in the

test section.

Figure 4.46 a) depicts the Flow Separation Domain upon its delivery. The test

article was machined out a slab of aluminum 600 mm long, 200 mm height and 250

mm wide. To minimize the light and laser reflection from the test article the surface

was coated with Cerakote red ceramic paint. Figure 4.46 b) shows the coated test

article integrated in the test section. For simple flow visualization cotton tufts were

installed over the hump rise, fall and side slots.

4.4.2 Test article assembly and instrumentation

Figure 4.47 depicts the test article installed in the PETAL Linear Wind tunnel and

the distribution of the total pressure and temperature probes. Similarly the location of

the pressure taps and wall temperature thermocouples is illustrated. A total pressure

rake with 5 heads and two total pressure Kiel probes were used to monitor free
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Fig. 4.45. Flow Separation Domain Test Article integration in the
PETAL Linear Wind Tunnel

stream evolution during the experimental campaign. The total pressure readings

were monitored with a Scanivalve MPS pressure scanner at a sampling frequency of

850 Hz. 1/16th pressure tubing connections of 0.15 m length were used to guide the

pressure signal till the pressure scanner. Several exposed k-type thermocouples were

distributed along the test section center-line to identify the distribution of the total

temperature along the working section.

Similarly, 15 wall mounted thermocouples were distributed along the flow sepa-

ration domain. While 5 thermocouples were mounted on the back of the test article

to monitor its temperature evolution and provide the back reference temperature for

heat flux derivation. The sensing element is glued with kapton tape to the surface.

The entire unsteady surface-temperature data acquisition was done at a sampling

frequency of 1 kHz. The calibration procedure for the thermocouples is presented in

Appendix D.3.

A total of 78 pressure taps were perforated along the test article to monitor the

evolution of the wall pressure during the experiments. The surface taps were dis-



180

Fig. 4.46. Flow Separation Domain test article

tributed in 4 different regions. A cluster of 4 points identified by the indicator I-#

was installed near the centerline of the domain on the leading edge of the test article.

6 taps were installed near the left boundary identified with the indicator L-# while 7

taps were perforated near the right boundary of the hump, R-#. Finally, 61 surface

taps were distributed in three different groups near the center of the domain. 28 pres-

sure taps were dispersed from the hump summit till the trailing edge of the domain

at half span of the test article. The rest of the surface taps were collocated 5% of

the span away from the center and covering the gaps of the ones distributed along

the center. Additionally, 10 wall pressure readings were installed on the upper side

of the domain scattered among the instrumentation inserts to monitor the evolution

of the static pressure on the opposite surface. The wall pressure was monitored with

a scanivalve MPS unit with a 15 psi range. The surface taps were connected to the
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pressure scanner through 1/16” nylon tubing of 0.1 length. The pressure taps were

scanned with a sampling frequency of 850 Hz. However, for the transient performance

experiments only the center line pressure taps were monitored and they were sampled

at a frequency of 2.5 kHz.

In addition to the pressure and temperature measurements, the stream-wise veloc-

ity component was also monitored with a mono-dimensional hotwire, wire diameter

of 6.3 µm.

Fig. 4.47. Test article instrumentation distribution for separated flow
dynamic response experimental campaign

The experimental assessment of the flow separation performance under mean flow

unsteadiness is divided in two phases. During the first part of the campaign only
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steady conditions were measured aiming the characterization of the domain at differ-

ent flow conditions.

The second phase of the experimental campaign was focused on the effect of mean

flow transients on the performance of separated flow regions. The mean flow variations

were imposed by the fast acting valve located upstream of the settling chamber. The

actuator of the valve have been boosted to guarantee a fast opening and closing of

about 50 ms each. Allowing the generation of sudden flow discharge into the settling

chamber.

4.5 Steady State Performance of Flow Separation Domain

Figure 4.48 a) represents the static pressure distribution along the Flow Separa-

tion Domain for multiple Reynolds/m, ranging from 1.1 ×106 up to 5.2 ×106. Table

4.8 presents a summary of the mean flow properties of each Re/m operational point:

critical flow Venturi total pressure, dynamic pressure at the test section inlet, total

temperature, Mach number, axial flow velocity and mass-flow through the test sec-

tion. The flow downstream of the test section was directly discharged to atmospheric

conditions, hence the static pressure was atmospheric for all the cases, ∼ 101325Pa.

Figure 4.48 b) depicts the reattachment location over the range of explored Reynolds

numbers. The reattachment location was identified by the end of the plateau on the

wall pressure distribution. The uncertainty associated to its measurement is the

maximum distance to the nearest surface tap either in the upstream or downstream

direction. There is a quasi-linear trend on the reduction of the reattachment location

as the Reynolds number increases.

Figure 4.49 a) and b) represent the mass-flow and axial free stream velocity tempo-

ral evolution during 4 different experiments replicating the same operating conditions.

Figure 4.49 c) represents the performance of the test article during each one of those

experiments displaying a perfect agreement on the static pressure distribution and
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Table 4.8.
Reported Experimental points

Test P0 Venturi Inlet Dyn. T0 Test S. Mach xv massflow Re/m

(kPa) P (Pa) (K) (m/s) (kg/s)

CO-3 313.2 140.8 290 0.045 14.67 0.75 1.1 ×106

CO-4 417.6 250 290 0.059 19.54 1.00 1.5 ×106

CO-5 521.9 390 290 0.074 24.39 1.25 1.9 ×106

CO-6 626.3 560 290 0.089 29.22 1.50 2.2 ×106

CO-7 730.7 765 290 0.104 34.12 1.75 2.6 ×106

CO-8 835.1 1000 290 0.119 38.99 2.00 3.0 ×106

CO-10 1043.8 1570 290 0.148 48.76 2.50 3.7 ×106

CO-12 1252.6 2260 290 0.178 58.38 3.00 4.5 ×106

CO-14 1461.4 3070 290 0.207 67.87 3.50 5.2 ×106

CO-20 1875.2 6000 290 0.289 94.04 4.90 7.4 ×106

HO-4 596.6 465 365 0.081 36.24 1.00 9.4 ×105

HO-7 1045.8 1420 365 0.141 63.14 1.75 1.7 ×106

confirming the test to test replicability promoted by the flow conditioning system of

the facility.

Figure 4.50 a) represents the pressure coefficient (cp) distribution along the test

article for an attached flow condition, CO-20. 3D URANS numerical results are

compared against the experimental results. Where the reference pressure, Pref , is

the outlet static pressure. In case of attached flow conditions there is an excellent

agreement between the numerical and experimental results. Figure 4.50 b) depicts

the pressure coefficient variation along the hump. The shape of the domain imposes

an expansion with a gradient of up to 65% at the pinnacle of the domain while the

maximum diffusion during the hump fall is near 40% .
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Fig. 4.48. Flow Separation Domain wall pressure distribution and
reattachment location at several Reynolds numbers

Fig. 4.49. Test conditions repeatability

Figure 4.51 a) represents the static pressure contour over the flow separation do-

main test article under CO-7 operation. As the flow accelerates through the hump
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Fig. 4.50. Test article performance at high Reynolds Environments, CO-20

rise, the static pressure decays reaching minimum over the hump summit. The recir-

culated flow region extends across 50 % of the span of the test section displaying a

constant level of static pressure and then its size is gradually strained to the center as

the flow from the sides is entrained by the pressure gradient. The flow reattachment

process is driven by 3D flow features including the absorption of the flow near the

lateral walls and the lift-up of the recirculated flow. However the flow separation

process follows the expected 2D flow separation behavior. Figure 4.51 b) represents

the static pressure distribution along the wall mounted hump at three different span

locations, 45 %. 50% and 55%. The agreement among the three distributions depicts

the uniformity of the test article performance across the center of the domain.

Figure 4.52 represents the static pressure distribution along the wall mounted

hump operating at Re/m 1.5 ×106. The experimental results are compared to 2D

and 3D Unsteady Reynolds Averaged Navier Stokes Simulations with the kω SST

Transitional turbulent model. The URANS model both 2D and 3D are able to capture
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Fig. 4.51. 3D Flow behaviour at CO-7, a) Static pressure contour,
b) Static pressure distribution along the test article at various span
locations

correctly the detachment inception of the boundary layer over the diffusion section of

the hump. The origin on the pressure plateau on both CFD predictions matches the

experimental results. However, the two numerical models over-predict the extension of

the recirculated flow region. In this line, the 3D case predicts an earlier reattachment

compared to the 2D evaluation thanks to the influence of the 3D flow features, such

as the lateral flow entrainment.

Figure 4.53 and Figure 4.54 represent the hotwire traverses for conditions CO4

and CO7 respectively. Figure 4.53 a) depicts the stream-wise velocity profile in the

center of the domain 210 mm downstream of the leading edge of the test article.

The experimental results are compared against the 3D-URANS simulations velocity

profile at the same axial location. Figure 4.53 b) represents the turbulence intensity

at each one of the interrogated heights compared to the Turbulent Kinetic Energy
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Fig. 4.52. Unsteady Reynolds Average Navier Stokes prediction of
separated flow regions compared against experimental results operat-
ing at CO-4

numerical profile. The CFD prediction matches within the experimental uncertainty

the velocity profile across the upper segment of the test section. However, there is

a mismatch on the axial velocity profile near the recirculated flow region prediction.

The mono-dimensional hotwire sensor traversed across the test section height can’t

accurately determine the flow velocity along the recirculated flow region. However, the

turbulence intensity profile can also be a good indicator for the flow behaviour under

detached flow conditions. In this sense, based on the turbulence intensity profile when

compared to the turbulent kinetic energy distribution, the current computational

simulation over-predicts the extension of the recirculated flow region. The peak of

maximum turbulence intensity identifies the trace of the detached shear layer and its

convection downstream. In this line, the numerical solver predicts a similar trend,

however the extension of separated flow region is larger than the experimental one.

Similarly, Figure 4.54 compare the hotwire axial velocity measurement and tur-

bulence intensity to the numerical prediction based on the kω transitional SST tur-

bulence model. As described for the operation at CO4 conditions, the agreement

between experimental and numerical results in the free stream flow is excellent. How-

ever, based on the extension of the recirculated flow region, the numerical model

again predicts a higher distortion on the axial velocity distribution due to the bound-
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Fig. 4.53. CO-4 Hotwire Traverse

ary layer separation. Although there is a mismatch on the actual extension of the

recirculated flow region the trend predicted by the numerical approach matches the

experimental turbulence intensity distribution.

Hot flow conditions operation

In order to compare the prediction of heat transfer distribution along separated

flow regions experiments with larger gradients between the free-stream flow and the

test article were performed, HO-4 and HO-7. Figure 4.55 represents the temporal

evolution of the total pressure, total temperature and free stream velocity during

both experiments. Driven by the flow aspiration while purge and linear butterfly

valves are simultaneously open during the start-up and shut-down of the experiment,

there are peaks on the total pressure and axial flow velocity. However, during the core

of the experiment the total pressure and axial free stream velocity depict steady mean

flow operation. On the other hand, caused by the wind tunnel hardware warm-up,
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Fig. 4.54. CO-7 Hotwire Traverse

the total temperature in the test section is continuously rising. Only after 1 minute

of flow the slope of the temperature seems to decay and more stable conditions are

achieved, at t = 60 s for HO-4 and at t = 85 s for HO-7.

Figure 4.56 a) and b) represent the temporal evolution of three of the wall mounted

thermocouples over the hump surface for HO-4 and HO-7 operation respectively.

Thermocouple FSD Tw 3 is installed near the leading edge, while thermocouple FSD

Tw 1 is installed 0.1 downstream of the hump pinnacle and FSD Tw 10 is installed 0.2

m downstream of the hump summit. The thermocouple FSD Tw 3 displays the larger

temperature rise driven by the smaller boundary layer thickness at its axial location,

while FSD Tw 1 is within the recirculated flow region and FSD Tw 10 is downstream

of the reattachment point.

Taking advantage of the temporal evolution of the wall temperature readings at

the hump surface and following the procedure indicated in the Appendix D.4, the
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Fig. 4.55. Hot flow experiments mean flow Conditions

Fig. 4.56. Wall temperature evolution at different axial locations along
the hump surface for hot flow conditions

heat transfer coefficient distribution along the Flow Separation Domain is derived for

the described operating conditions.
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Fig. 4.57. Heat Transfer Coefficient distribution along the hump sur-
face during operation at two different Reynolds numbers, comparison
between experimental and numerical results

Figure 4.57 represents the heat transfer coefficient evolution along the test article

centerline for both operational conditions and its comparison against 3D Unsteady

Reynolds Average Simulations (kω transitional SST). Throughout the initial attached

flow region the CFD simulations predicted slightly smaller heat transfer coefficient

than compared to the experimental results with the exact same trend. The numerical

evaluations were performed assuming the development of the boundary layers from

the leading edge of the domain and with an inlet turbulence level of 3.8%, matching

the wind tunnel turbulence level of the facility. The predicted heat transfer coeffi-

cient throughout the hump fall also under-estimates the experimental heat transfer

coefficient. Where again the over-prediction of the recirculated flow region exten-

sion is reflected on the axial distance difference between the peaks of maximum heat

transfer downstream of the hump summit. Closely upstream of the reattachment

location there is a peak of heat transfer as a consequence of the reattached flow im-

pingement, [131]. The experimental trend at HO-4 operation shows a reattachment

location x ∈ [210−235] mm while the numerical simulation predicts the reattachment

around x 245 mm. Similarly, for operation at HO-7 conditions the reattachment hap-
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pens nearby x = 200 mm or even further upstream, while the URANS reattachment

prediction is at x = 230 mm.

4.6 Flow separation performance under sudden flow discharge

After characterizing the performance of the test article under steady state op-

erational conditions the next sections will explore the impact of sudden mean flow

changes on the boundary layer detachment.

Sudden Flow discharge for operation at Re/m 1.9 ×106

Figure 4.58 represents the evolution of the mean flow properties during sudden flow

discharge at CO-5 conditions. The air stream was vented through the purge line till

the total pressure upstream of the Venturi was uniform and the critical flow Venturi

reached stable operation. At t = 0 s, the butterfly valve was actuated and the flow was

discharged to the linear wind tunnel settling chamber. Figure 4.58 b) and c) represent

the total pressure evolution at the test section inlet for the experiment. The signal

of the local Kiel probe and the average of total pressure rake heads, black and blue

respectively, represent the evolution of the total pressure in the test section through

the experiment. The local Kiel probe has a much faster response time, promoted by

the reduced distance between the probe and the pressure scanner, representing the

arrival of the compression wave sort after the aperture of the linear butterfly valve,

(∆t < 100ms). However, this probe displays acoustic reflection within the pressure

tubing and once the flow is established the monitored pressure oscillates around the

mean value with a frequency of 10 Hz. The averaged pressure reading from the

total pressure rake has a much slower response and displays a total pressure mean

value of 101.150 kPa. Figure 4.58 d) depicts the transient evolution of the total flow

temperature during the experiment. Characterized by the sudden temperature drop

once the flow is discharged into the test section. Similarly, Figure 4.58 e) represents

the stream-wise velocity evolution at the inlet of the test section, derived from the
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local total pressure probe and static pressure readings in the upper wall of the test

section.

Fig. 4.58. Sudden flow discharge experiment CO-5 conditions, mass-
flow, total pressure, total temperature and axial free stream velocity
evolution

Figure 4.59 represents the wall pressure distribution along the hump centerline

for several time steps along the transient evolution. The pressure was monitored at

2.5 kHz and then a low pass filter at 400 Hz was applied to the transient signal at

each axial location. Prior to the valve aperture, t = −0.07s, the entire test section

has stagnant flow and the surface taps display the atmospheric pressure. Once the

valve is open the passage of the initial compression waves is felt as a local rise of the

static pressure along the test article axis, t= 0.03s. Once the main pressure wave has

travelled through the settling chamber and arrived to the test section, the flow is set

into motion, t = 0.13s. As the inlet flow velocity increases, the pressure distribution

exerted by the hump geometry appears, reducing the static pressure towards the

hump pinnacle followed by the diffusion along the fall. The dynamic pressure at
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the domain inlet gradually increases as the mean flow approaches the nominal flow

velocity, driving stronger expansion and diffusion across the centerline, t = 0.18s and

t == 0.23s. For later time steps, t≈ 0.28s the mean flow conditions have already

achieved their nominal values and a pressure plateau appears through the diffusion

segment of the hump, illustrating the boundary layer detachment and the generation

of the recirculated flow region. Following the boundary layer initial detachment, the

recirculated flow region grows, t = 0.33s, till it achieves its final extension, t = 0.38s

and t = 0.58s. During the first instances of the sudden flow release although the hump

is already imposing the diffusion through its fall, the boundary layer does not detach.

The near wall region receives a momentum boost in terms of boundary layer height

reduction driven by the flow inertia. Under such circumstances the near wall flow

region is able to overcome the adverse pressure gradient. Once the acceleration rate

of the flow decays and the momentum boost vanishes the boundary layer detaches

from the wall and the recirculated flow region is generated.

Fig. 4.59. Surface pressure evolution during CO-5 sudden discharge experiment

Figure 4.60 represents the temporal evolution of the stream-wise velocity compo-

nent at various normal distances from the wall, 210 mm downstream of the test article
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inlet and 80 mm downstream of the hump summit. The profiles above the recircu-

lated flow region, (y = 72.9, 92.9 and 112.9 mm) follow the same trend, depicting the

evolution of the mean flow velocity during the sudden discharge experiment. Follow-

ing the arrival of the initial compression wave the flow velocity suddenly increases.

Then it reaches a uniform value at t = 0.140 s to suffer a second increase towards

the final flow velocity. The flow acceleration trend is promoted by the passage of the

latest compression wave and the arrival of the expansion waves from the test section

outlet. The measurements were obtained with a mono-dimensional hotwire probe.

Hence the magnitude of the axial velocity component within the recirculated flow

region (y < 35mm) does not reflect only the stream-wise velocity component but also

the influence of the transversal components. However, relevant information can be

extracted from the transient trends about the development of the recirculated flow

region by looking at the local flow unsteadiness.

Fig. 4.60. Stream-wise velocity transient evolution during CO-5 sud-
den flow discharge at different wall distances.
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Figure 4.61 represents the stream-wise velocity component deviation from the

average local velocity. The averaged local velocity is obtained applying a low pass filter

of 20 Hz to the transient signal. This indicator is a measure of the temporal evolution

of the local unsteadiness or flow turbulence at each normal location. For mean flow

conditions, 92.9 mm, the local stream-wise unsteadiness remains within the wind

tunnel inlet turbulence level, 4 %. However, this indicator displays larger magnitudes

for the profiles nearer to the wall due to the flow recirculation. Interestingly, during

the initial phases of the sudden flow discharge the local unsteadiness is one order

of magnitude smaller than for the nominal flow operation, which is in agreement

with wall pressure distribution transient evolution. Revealing the abatement of the

boundary layer detachment during the transient acceleration phase.

Fig. 4.61. Local stream-wise velocity unsteadiness during CO-5 Sud-
den Flow Discharge Experiment

Sudden Flow discharge for operation at Re/m 3 ×106

Figure 4.62 represents the evolution of the mean flow properties during sudden flow

discharge under operation at CO-8. The air stream was exhausted to the atmosphere

through the purge while the critical flow Venturi reached stable operation. At t = 0

s, the linear wind tunnel butterfly valve was open and the flow was discharged to the



197

linear wind tunnel settling chamber. Figure 4.62 b) and c) represent the total pressure

evolution at the test section inlet for the experiment. The signal of the local Kiel probe

and the average of total pressure rake heads, black and blue respectively, represent the

evolution of the total pressure in the test section through the experiment. The local

Kiel probe represents the arrival of the compression wave sort after the aperture of the

linear butterfly valve, (∆t < 100ms). Figure 4.58 d) shows the temporal evolution

of the total flow temperature during the experiment, characterized by the sudden

temperature drop once the flow is discharged in the test section. Similarly, Figure

4.58 e) depicts the stream-wise velocity evolution at the inlet of the test section,

derived from the local total pressure probe and static pressure readings in the upper

wall of the test section.

Fig. 4.62. Sudden flow discharge experiment at CO-8 Conditions,
mass-flow, total pressure, total temperature and axial free stream
velocity evolution

Figure 4.63 represents the wall pressure distribution along the hump centerline

for several time steps along the condition start-up. Similar to the performance at
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Re/m 1.9 ×106, as the flow is set into motion, t > 0.1s, the hump imposes the flow

expansion and diffusion across the centerline of the domain. Which is illustrated by

the progressive reduction of static pressure towards the hump pinnacle. Driven by

the sudden flow discharge the boundary layer is able to overcome the adverse pressure

gradient and there is no presence of flow separation during the start-up, t≤ 0.3. As

the acceleration rate dilutes the boundary layer detaches and a plateau on the pressure

evolution is noticed for t≥ 0.35. The recirculated flow region gradually increases its

extension up to its establishment, t≥ 0.4.

Fig. 4.63. Surface pressure evolution during CO-8 sudden discharge experiment

Figure 4.64 represents the transient evolution of the stream-wise velocity com-

ponent at various normal distances from the wall, 60 mm downstream of the hump

summit. The mean flow profiles (y ≥52.9 mm) display identical evolution, the flow ac-

celerates following the arrival of the compression waves till t = 0.3 s, where it reaches

a maximum value and then gradually adjusts to the nominal operating condition, t

≥ 0.4s.

Figure 4.64 illustrates the stream-wise velocity component deviation from the

average local velocity. The transient local unsteadiness above the recirculated flow
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Fig. 4.64. Stream-wise velocity transient evolution during CO-8 sud-
den flow discharge at different wall distances.

region depicts values in agreement with inlet turbulence level. Along the recirculated

region when operating at nominal conditions the mean local unsteadiness is around 50

%, in agreement with the values obtained for the steady traverses under operation at

CO-4 and CO-7. However, during the initial phases of the sudden discharge, t ≤ 0.3

s the local unsteadiness remains below 6 %. Revealing the absence of massive flow

separation along the diffusion section of the hump. Which evidences the momentum

boost received by the near wall flow region through the mean flow acceleration.

Finally, 4.66 represents the stream-wise velocity profile across the height of the

test section 80 mm downstream of the hump summit for several time steps along the

transient. The experimental velocity profile is compared against the results of a 3D

URANS blow-down simulation with the kω Transitional SST turbulence model. The

sudden flow discharge in the numerical simulation was imposed with a smoother-step

profile evolution that mimicked the pressure rise over 100 ms. The use of a smoother
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Fig. 4.65. Local stream-wise velocity unsteadiness during CO-8 Sud-
den Flow Discharge Experiment

step profile enhances the numerical stability of the simulation although it generates

some disagreements on the initial release of pressure waves at the inlet.

Following the arrival of the initial pressure waves the flow is set into motion t

= 0.124s. The numerical profile follows behind the initial flow acceleration, t ≤ 0.186,

due to the differences on the inlet total pressure prescription. However, for t ≥ 0.186

the core flow velocity evolution is almost identical to the experimental evolution. The

numerical blow down simulation reflects attached flow performance for t ≤ 0.272 at

the probe axial location. Similarly, the local unsteadiness in the experimental profile

remains at moderate levels up to that point. Afterwards, for t ≥ 0.27 there is a

portion of the velocity profile that reveals reversed flow performance in the numerical

simulations and larger profile deviations in the experimental results. The growth of

the reversed flow region extends above the region of larger unsteadiness and lower

velocity magnitude monitored by the hotwire, as already illustrated for steady state

performance in Figures 4.53 and 4.54.
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Fig. 4.66. Stream-wise velocity profile at several time-steps along
the sudden flow discharge, experimental profiles (1-D Hotwire) vs.
URANS numerical prediction
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5. FLOW SEPARATION CONTROL THROUGH

TRANSIENT SUCTION AND INJECTION

The key element driving the flow separation is the momentum inside the boundary

layer. If it is too low, the boundary layer will not be able to withstand an adverse

pressure gradient and will then detach from the wall. However if this near wall flow

is either re-energized or absorbed, the flow separation will be abated. To illustrate

this phenomena four different cases were studied with a constant Reynolds number

but various flow and wall conditions. The first case considers an isothermal wall with

a temperature at 300K. The inlet total pressure and temperature were 72.5 kPa and

500K respectively. While the static pressure was set in the outlet with a value of 70

kPa. For the second case all the fluid boundary conditions are kept but the wall is

considered adiabatic. In the third case the total flow temperature is reduced to 300K.

In order to maintain the same Reynolds number the total pressure was reduced to

71.5 kPa while maintaining the same static pressure level, reducing the mean flow

velocity. Finally, in the last case the total flow temperature is also set at 300K and in

this occasion the static pressure level is reduced to 41.6 kPa and the total pressure is

set to a level that will guarantee the same mean flow velocity than in the first 2 cases.

Figure 5.1 depicts the axial flow velocity, thermal and density profile at x = 0.120 m.

While Table 5.1 summarizes the separation inception and the bubble length for each

one of the cases. In the same table the flow momentum inside of the boundary layer

and the flow angle in the near wall region are displayed.

Considering that all the cases share the same mean Reynolds number, they are

exposed to equivalent flow conditions. However, the key parameter driving the flow

separation is the flow momentum inside of the boundary layer or equivalently, by the

momentum thickness Reynolds number, as presented by Eaton and Johnston [183].

The first case, which consisted on an isothermal wall at 300K depicts the smaller
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Fig. 5.1. Flow momentum deficit driving the flow detachment

bubble length with the separation inception located further downstream. This case

has the larger Reynolds number based on the momentum thickness. Which implies it

is the one with larger flow momentum in the near wall region. As the flow momentum

inside of the boundary layer is reduced, the detachment takes place further upstream

and the length of the recirculated flow region increases.

Through the previous analysis on the wall-mounted hump, section 3, the separa-

tion inception was found to occur in the same region for a wide range of Reynolds

number, from 50000 up to 180000, where the same set of boundary conditions were

kept. Hence, a point closely upstream of that location will be an ideal candidate for

flow control approaches. In this regard, a slot 1.5 cm upstream of the separation

onset was introduced. Either ingesting the boundary layer or injecting some flow to

boost the flow momentum in the near wall region, the flow separation could be mod-

ulated. The domain modification is displayed in Figure 5.2. Where in case of flow

injection, the flow angle (α), is set to 0. For this analysis, the mean flow through the

domain was steady with a Reynolds number of 80000. The inlet total pressure and
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Table 5.1.
Flow momentum deficit driving the flow detachment

Isothermal Adiabatic T0 300 K T0 300 K

P0 70 kPa

Separation Inception x(m) 142.35 125.48 130.4 127.9

Bubble Length (mm) 115.38 222.15 194.8 217.2

Flow Momentum Inside 278×103 142×103 167×103 153×103

of BL kg/(ms2) @ x=0.12m

Avg. Flow Momentum Inside 4145 2116 2662 2315

of BL kg/(ms2) @ x=0.12m

Momentum thickness, θ 1.46×10−5 1.35×10−4 1.25×10−4 1.14×10−4

Reθ 635.6 348.18 467.68 450.98

temperature were 65516 Pa and 500 K respectively. Where the pressure was fixed in

the outlet at 65 kPa.

Fig. 5.2. Numerical domain for flow control analysis
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Several simulations were evaluated with the total pressure in the slot ranging from

62.5 kPa up to 68.5 kPa. Exploring the amount of flow ingestion or injection required

to prevent the flow separation. For cooling purposes the total temperature of the

injected flow through the slot was fixed at 300 K. Figure 5.3 a) and b) represent the

length of the separated region and the mass-flow through the slot. For pressures below

the static pressure in that portion of the hump, there is flow ingestion (mass-flow <

0). While for pressures above it, there is flow ejection into the domain (mass-flow

>0). If there is enough portion of the boundary layer absorbed through the slot, the

separation is prevented, as displayed in Figure 5.3 a) for slot pressures below 64 kPa.

However, if there is not enough flow ingestion the separation onset is not modified

and there is flow detachment, where only a reduction on the bubble length appears.

On the other hand, if enough flow is injected in the domain, mass-flow > 0.07

kg/s (P0 > 65.7 kPa) the boundary layer momentum is boosted and it prevents the

separation. The total mass-flow through the domain under these flow conditions

without actuation is 3.5 kg/s. Which implies that to prevent flow separation, only

2% of the mass-flow will be required. For lower mass-flow injections, the amount of

added energy results insufficient to prevent flow detachment. In the axial velocity

contours at various injection pressures the differences between mass-flow ingestion

and injection are perceived. After the boundary layer is drained from the slot, the

size of the boundary layer is much smaller and the flow detachment is dwindled. On

the contrary, for relevant mass-flow injection, the flow velocity in the near wall region

is even larger than the free stream one. Hence the separation is lessened through

boundary layer flow momentum boost. 1

Upon disclosure of the pressure range that effectively modulate the separated

bubble size and prevent the separation, a periodic flow actuation is proposed. Where

the pressure in the slot ranges from 63 up to 67 kPa, as depicted in Figure 5.2. Several

frequencies were explored spanning from 10 Hz up to 500 Hz. Figure 5.4 a) represents

1Material Published on Transient Performance of Separated Flows: Characterization and Active
Flow Control, J. Eng. Gas Turbine Power 141(1),2018
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Fig. 5.3. Flow separation control envelope for different slot pressures

Table 5.2.
Dynamic pressure loss for various inlet frequencies

No inj. 10 Hz 20 Hz 50 Hz 100 Hz 200 Hz 500 Hz

P0loss
Pdyn

6.06% 2.64% 2.57% 2.28% 2.14% 1.99% 2.02%

the mass-flow ingestion/injection through the slot for the frequencies under scrutiny.
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Regardless of the excitation frequency, all the cases present minimal variations with

respect to each other on the mass-flow through the aperture.

Fig. 5.4. Slot pressure fluctuation effect on the separated flow region
with an actuation amplitude of 4 kPa

Figure 5.4 b) depicts the bubble size along the period of actuation for all the

different cases. For the lowest frequency, 10 Hz, the maximum magnitude of the

separated flow region is still comparable to the size of the case without injection.

When the pressure through the slot stays in the range of the static pressure above

the hump, there is a large separated flow region. Once the frequency rises, the

maximum length of the recirculation bubble is reduced. For frequencies above 100 Hz

the separation is almost fully tapered. In this regard, Table 5.2 represents the total
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pressure loss referenced to the dynamic pressure at the inlet of the domain. The total

pressure loss for the periodic injection cases is mass-flow averaged along the domain

height at x = 0.48, and then averaged along the period. In absence of actuation, the

dynamic pressure loss is about 6%. Once there is some flow injection and ingestion,

even at low frequencies, the loss decays to 2.6 %. The minimum losses happen for

the frequency of 200 Hz, where the level of pressure loss is comparable to the one

experienced on a straight channel.

In fact, considering the bubble length for this Reynolds number without any flow

actuation and the injection frequency, the Strouhal number will be:

StrouhalBubbleLength =
BubbleLength× fexc

xv∞
= 0.87 (5.1)

Which is close to the optimum excitation frequency as defined by Huang et al.

[100]. Whose recommendation was to use excitation frequencies that will lead to a

unity Strouhal number based on the bubble length.

Fig. 5.5. Momentum boundary layer profiles at x=0.25 m for various
injection frequencies
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Regarding the wall shear stress evolution, Figure 5.4 c) represents its evolution

along the actuation at x = 0.25 m. In a similar way, Figure 5.5 represents the axial

velocity profile at the same location. For the initial phase of the period, the actuation

at 10 Hz is insufficient and there is recirculated flow at this location, leading to a

negative wall shear stress footprint. At a latter phase of the actuation t/p = 0.25,

when the injection pressure is maximum, the low frequency cases depict an energized

boundary layer and the flow velocity near the wall region exceeds the free stream

axial velocity, which prevents the flow detachment. For faster actuation rates, the

axial velocity profiles stay at an almost steady averaged condition, where the effect of

the various injection pressures on the flow acceleration and deceleration on the near

wall region is minimized.

In terms of heat flux, Figure 5.4 d) depicts the heat transfer coefficient evolution

along the period at x = 0.25 m. As occurred for the shear stress, the cases of lower

actuation frequency had the larger temporal deviations of heat transfer. Whereas,

for higher frequencies they tend to an averaged status. In this regard, Figure 5.6

represents the thermal boundary layer profiles at the same axial location for various

instances along the period. At the mean injection pressure level, the low frequency

cases suffer flow separation, which alters the temperature profile downstream of the

hump, as depicted at t/p=0 for the 10Hz case. If the boundary layer is completely

aspirated, at the lowest pressure levels of the aperture (t/p = 0.75), there is almost

no insulation from the core flow and the heat transfer coefficient increments. On the

contrary, for the largest slot pressure, the flow injection generates a small layer of

colder flow that isolates the wall from the hotter free stream conditions (t/p = 0.25).

However, when averaging the heat transfer coefficient along the period, the cases that

depict the lower heat transfer rates are the higher frequency ones. Consequently,

based on the ranges of frequencies explored, the larger the injection frequency the

lower the heat transfer is.

Two additional analysis of periodic actuation were performed in the quest towards

an optimum flow control. Minimizing the flow separation with the slowest amount
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Fig. 5.6. Thermal boundary layer profiles at x=0.25 m for various
injection frequencies

of mass-flow injection. In these cases, the frequency of the actuation was fixed at

200 Hz, but the amplitude of the slot pressure fluctuations was modified. In the first

analysis, the maximum total pressure was fixed for all the cases and the amplitude of

the variations was reduced, ranging from 4 kPa (the original case at 200Hz) down to

1kPa, as represented in Figure 5.7 a). Figure 5.7 b) depicts the mass-flow injection

through the hump aperture. Once the amplitude is below 2.5 kPa there is no flow

absorption and all the control is achieved through mass-flow injection.

Figure 5.7 c) displays the bubble length along the period. The original actuation

amplitude prevents the bubble formation throughout the period. However, as the

maximum ingestion rate is minimized, the absorption part of the period is ineffective

and the flow detaches from the wall. Once the minimum pressure in the aperture

is equal to the static pressure level in the back of the domain, the length of the

separated bubble is limited to 40 mm. For lower pressure fluctuation, min (P0,inj) >

65.5, the flow separation is prevented along the entire period. In this regard, Table

5.3 summarizes the dynamic pressure loss for the various amplitudes under analysis.
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Table 5.3.
Dynamic pressure loss for various injection total pressure amplitudes
keeping a constant upper level

63-67 64-67 64.5-67 65-67 65.5-67 66-67

P0loss
Pdyn

1.99 % 2.58% 2.29% 2.5% 1.3% 0.95%

For the cases with relative ingestion, 63.5<min (P0,inj) <65.5, the pressure losses

are increased compared to the larger pressure range. Once, there is only flow injection

through the slot, the pressure loss keeps decaying when the amplitude is minimized.

Which is also influenced by the increment on the mass-flow injection through the slot

throughout the period.

In terms of cooling, all the lower amplitude cases outperform the original case.

Figure 5.7 d) represents the heat transfer coefficient evolution at x = 0.25 throughout

an entire actuation period. At first, the reduction on the near wall ingestion increases

the boundary layer size at the observation location, expanding the isolation layer

between the wall and the core flow. As the amplitude rises and the injection from

the slot increases, a near wall cold flow jet is formed. This near wall jet completely

isolates the hump valley, lessening the heat transfer from the free stream flow to the

wall.

Shifting gears, Figure 5.8 represents the total pressure inlet in the slot for the

second amplitude analysis. In this case, the minimum pressure level is kept constant,

matching the static pressure in the outlet of the domain. Figure 5.8 b) represents the

mass-flow injection for the analyzed amplitudes. The maximum mass-flow injection

for the amplitude of 2 kPa is about 0.14 kg/s, which is 4% of the core main flow.

The reduced slot pressure amplitudes imply less mass-flow injected in the domain.

In terms of flow separation control, as the mass-flow injected through the slot gets

reduced, the momentum boost in the boundary layer is minimized and the bubble

lengths rises. In this sense, Figure 5.8 represents the bubble length for the different
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Fig. 5.7. Injection pressure amplitude effect on the separated flow
region and thermal isolation

inlet pressure collections. For ranges below 1.5 kPa, where the peak pressure is under

66.5 kPa, there is not enough energy addition to avoid the separation burst, nor to

keep the bubble length at a moderate level.

Table 5.4 compares the dynamic pressure loss for the different pressure ranges

under scrutiny. For injection pressures below 66 kPa the pressure loses along the

domain exceed the one experienced in the case without actuation. Suggesting that
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Fig. 5.8. Injection pressure amplitude effect on the separated flow
region and thermal insulation

low flow momentum injection will further enhance the boundary layer detachment

rather than preventing its separation.

Low frequency actuation effectively abates the flow separation near the extremes

of the injection and ingestion. However, they fail to prevent separation at mean

pressure levels. As the frequency of actuation increases, they effectively prevent the

separation onset. In addition, the thermal and axial velocity profiles tend to an

average status, which minimizes the heat transfer rate from the core flow to the wall.
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Table 5.4.
Dynamic pressure loss for various injection total pressure amplitudes
keeping a constant upper level

65-67 65-66.5 65-66 65-65.5 65.5-65.25

P0loss
Pdyn

2.00 % 2.75% 4.09% 7.39% 9.61%

To reduce the total pressure loss, the excitation frequency was the one closer to the

Strouhal = 1 (St referenced to the recirculated flow bubble length). Finally, in the

quest towards the most efficient flow control, various injection pressures were analyzed

at the optimum actuation frequency. Revealing that the most effective control takes

place when the momentum of the flow being injected exceeds the one of the flow

outside of the boundary layer.

The boundary layer detachment phenomena is abated thanks to the addition of

momentum to the boundary layer or through the ingestion of the near wall flow.

In case of laminar flow separation the flow ingestion or injection can promote the

transition of the flow to turbulent status, which could further prevent the boundary

layer detachment. However, to have an efficient control over the boundary layer

detachment through active transition the actuator should be placed further upstream,

allowing enough time for the boundary layer to reach full turbulent status. To assess

the effectiveness of the slot promoting transition and its implication on the boundary

layer detachment abatement, Figure 5.9 and figure 5.10 compare the performance of

the injection for turbulent flow separation and laminar/transitional boundary layer

separation.

Figure 5.9 a) compares the massflow averaged axial velocity at a plane 0.25 m

downstream of the inlet for the transitional and the fully turbulent case. While Figure

5.9 b) compares the skin friction during a complete period of the slot actuation for

both cases at 200 Hz and with 4 kPa amplitude. The comparison assess whether

the injection affects the separation through the promotion of the transition or its
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Fig. 5.9. Mass-flow averaged axial velocity and skin friction evolu-
tion at plane x = 0.25 m for transitional and full turbulent periodic
injection

purely due to the injection of momentum. The difference on the separated length

axial length throughout the period is negligible, depicting how even if being able to

promote the transition to turbulent state in case of laminar separation, its impact

will be minimal when compared to the momentum addition or ingestion.

Figure 5.10 compares the periodically averaged 2D contour of turbulent kinetic

energy for both cases, transitional and fully turbulent, left and right respectively. In

the transitional case the influence on the local adverse pressure gradient upfront of

the hump is perceived on the local rise of the turbulent kinectic energy. However as

the flow accelerates that local boost is diluted and the turbulent kinetic energy at the

slot origin is minimal. The flow ingestion/injection at the slot triggers the transition

and a increase on turbulent kinetic energy over the fall of the hump is observed. In

regards to the fully turbulent case, already high values of turbulent kinetic energy at

the slot onset are observed, depicting the turbulence status of the flow even at the

hump pinnacle.
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Fig. 5.10. Averaged 2D contour of Turbulent Kinetic Energy for tran-
sitional and fully turbulent case with flow aspiration and injection
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6. CONCLUSION

Transient flow behavior impacts momentum and thermal boundary layer development

in all fluid-mechanic machinery. The near wall region can suffer from inertia, turbu-

lence mitigation, or turbulence enhancement driven by sudden changes or oscillatory

behavior of the free-stream conditions. This phenomenon is of particular relevance

for short duration wind tunnels where the flow is set into motion by shock waves

and only a few milliseconds of testing are available. In a similar way, the confined

flow inside of turbomachinery passages or heat exchangers suffers from mean flow

oscillations driven by upstream components. Free-stream flow changes, in particular

sudden flow accelerations affect the development of the boundary layer and impact

the evolution of the wall fluxes.

The dynamic response of the boundary layer is characterized based

on detailed Unsteady Reynolds Averaged Navier-Stokes (URANS) sim-

ulations, the wall heat flux response to periodic or sudden flow velocity changes

was explored. Driven by the flow acceleration, the boundary layer is first stretched,

rapidly boosting the wall shear stress. Later on, delayed by the viscous diffusion

across the boundary layer height, the low momentum flow adjusts to the new free-

stream conditions. The behavior of the boundary layer at low frequency is similar to

the response to an individual deceleration followed by an acceleration. However, at

higher frequencies the mean flow topology is completely altered. One would expect

that higher acceleration rates would cause a further stretching of the boundary layer

and boosting the wall shear stresses and heat fluxes. However, the opposite is ob-

served; the amplitude of the skin friction coefficient is abated, while the peak level is

an order of magnitude smaller than at low frequencies. The heat flux and wall shear

stress depict a slower response as a consequence of the propagation delay across the

boundary layer height. The mean flow quantities are transferred through convection



218

(T) and acoustic propagation (P) along the domain. However, the transmittance of

the information across the boundary layer happens in a diffusive manner. The dif-

fusion transmissivity is much slower than the convective one and consequently there

exists a perceptible delay on the reaction of the wall fluxes.

When the boundary layer is under periodic flow perturbations there are two dis-

tinct behaviors depending on the actuation to response rate of the domain. For lower

Strouhal numbers there are large fluctuations on the wall heat fluxes. The skin fric-

tion coefficient greatly exceeds the turbulent prediction due to the flow inertia right

after the acceleration, while the turbulent delay during the flow deceleration drives

smaller shear stresses. In terms of heat flux, due to the slower thermal diffusion across

the boundary layer, the heat transfer rates do not exceed the turbulent predictions.

For moderate Strouhal numbers the amplitude of the heat flux and wall shear stress

variations are mitigated. However, at large excitation frequencies the mean flow sud-

den variations can impact the nature of the boundary layer through the promotion

of reverse transition. Which has a direct impact on the wall fluxes distribution.

The time-characterization of the momentum boundary layer development in tran-

sient turbulent compressible air flows was further explored based on Direct Numerical

Simulations. The simulations analyzed the development of the boundary layer over

a flat plate after accelerating from Mach 0.3 up to 0.6 in 10 milliseconds. Based on

data from numerical experiments and a simplification of the integral boundary layer

momentum equation, a reduced-order model to predict the evolution of the boundary

layer under mean flow transients was developed. Given the initial boundary layer

height, the temporal evolution of the free-stream pressure, velocity, and density, the

model can accurately predict the development of the boundary layer thickness. Once

the transient evolution of the boundary layer is captured, the temporal progression

of the skin friction and heat transfer coefficient can be tracked taking advantage of

standard shear stress correlations and the Reynolds analogy.

During transient flow conditions or periodic flow perturbations, the flow momen-

tum near the wall region can be benefited from the unsteady flow behavior and delay
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or prevent the boundary layer detachment. The flow separation is induced by the lack

of momentum on the near wall region when exposed to adverse pressure gradients.

This dissertation analyzed the behavior of separated flows, reporting the inception

and separation length, under non-temporally uniform inlet conditions through Un-

steady Reynolds average NavierStokes (URANS), large Eddy simulations (LES) and

experiments in a linear wind tunnel. The investigation is focused on ad-hoc wall

mounted hump that mimics the performance of a low pressure turbine airfoil. Where

the flow is attached for high Reynolds number but the boundary layer detaches for

low Reynolds conditions. Through sudden flow accelerations, the dynamic response

of the shear layer detachment was also assessed. While based on periodic inlet to-

tal pressure fluctuations the performance of flow separation under continuous flow

oscillations was explored.

Based on the sudden flow discharge analysis, at similar Reynolds conditions, the

presence of flow acceleration energizes the near wall flow preventing the

flow separation. On the contrary, in case of mean flow deceleration, the

boundary layer is more predisposed to detach and the length of the sepa-

rated region increases. In this line, the strong influence of the mean flow temporal

evolution on the separation onset was remarked. Under periodic disturbances, once

the excitation rates approach the domain frequency response, the mean flow quan-

tities tend to an average condition. However, the boundary layer flow can perceive

the influence of the pressure and expansion waves propagating across the domain,

modulating its reaction when exposed to adverse pressure gradients.

To assess experimentally the impact of mean flow transients on the flow

detachment and reattachment process a modular wind tunnel tailored to

fundamental and low technology readiness level, 1-2, was designed and

commissioned. The working section, 70x230 mm cross section and 550 mm long, has

full visual access and can operate in sub-atmospheric and over-pressure conditions.

The test section is defined by windows, allowing complete imaging resolution and

enabling the use of a myriad of optical techniques to characterize the near wall region.
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The test conditions in the working section can vary from Reynolds/m ∈ [1 × 105 −

1.9 × 108] and Mach ∈ [0.005 − 6.5]. The design of the flow conditioning system

was optimized with 3D Unsteady Reynolds Average Simulations to guarantee its

performance. Delivering uniform flow conditions with a minimal response time to

the upstream flow changes. Taking advantage of this facility, aero-thermodynamic

measurements over the designed wall mounted hump were carried out to monitor the

temporal evolution of boundary layer detachment and reattachment. The inlet flow

conditions to the test article were interrogated with total pressure, total temperature

and hotwire traverses. The transient growth of the recirculated flow region under the

mean flow transients was monitored by means of wall pressure readings and hotwire

traverses. Driven by the sudden flow release, the near wall region can overcome

the adverse pressure gradient. As the flow acceleration dilutes, the boundary layer

detaches and the separated flow region grows. The experimental results are compared

to 2D and 3D transient Computational Fluid Dynamic simulations. Which proof

the capability of Unsteady Reynolds Average Navier-Stokes models predicting the

dynamics of this phenomena although over-predicting the extension of the separation.

Once the boundary layer detachment phenomena under mean flow transients was

characterized, flow control strategies based on flow injection and absorption

were analyzed. To investigate the impact of flow control on the flow separation dy-

namic response a slot was included in the geometry. Allowing the exploration of the

recirculated flow region behavior under flow aspiration and injection. Low-frequency

excitation effectively abates the flow separation near the actuation extremes. How-

ever, it fails to prevent separation along the mean levels of the actuation envelope.

As the frequency of actuation increases, the cyclic injection-ingestion effectively pre-

vents the separation onset throughout the entire period. In addition, the thermal and

axial velocity profiles tend to an average status, which reduces the heat transfer rate

from the core flow to the wall. The actuation performance is boosted when

the actuator frequency matches the frequency response of the separated

region.
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A. FLUENT VALIDATION

A.1 Unsteady strong interactions in a turbine transonic turbine

The accuracy of the numerical results obtained with Fluent was assessed against

the experimental data obtained in a transonic turbine stator [184]. The vane of this

turbine stage, which blade profile is displayed in Figure A.1, operates at supersonic

outlet conditions. Due to the supersonic outlet operation a trailing edge shock system

is generated. For this numerical verification the domain was meshed following the

same guidelines of the current investigation and the grid independency was carefully

assessed. For the entire vane the near wall flow resolution (y+<0.5) guaranteed a

proper modulation of the viscous sublayer. The periodicity was assessed by setting the

top and bottom surface of the domain as periodic translational boundary conditions.

The turbulence closure in this simulations was achieved by exploiting the Langtry-

Menter 4 equation Transitional SST model.

Figure A.2 left depicts the isentropic Mach number distribution along the suction

side (SS) and pressure side (PS) of the stator vane. The adjacent trailing edge shock

impingement in the suction side about 0.6 curve length. The Figure 90 right illus-

trates the Mach number contour, where the right trailing edge shock system is clearly

revealed. The comparison of the numerical results with the empirical data depicts an

agreement of around 3%.

A.2 Sod Shock Tube Validation

The robustness and accuracy of the numerical scheme was assessed through the

Sod Shock Tube problem [185]. The comparison with the theoretical solution [186–

189], characterizes the dynamic performance of the solver, which is clearly determine



237

Fig. A.1. Transonic stator geometry for validation

Fig. A.2. Left) Isentropic Mach number distribution along suction
and pressure side, current CFD vs. experiments; Right)Mach number
contour along the stator passage

by the speed of propagation of the characteristics and the discontinuities settled by

their passage. This is a pure 1D numerical analysis where the domain is 1 meter
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long. Prior to the test, the left volume contains a high pressure and temperature

stagnant fluid. Whereas the right segment contains low pressure and temperature

stagnant conditions. Both sections are numerically separated by a solid interface

that is burst at t=0. Figure A.3 left illustrates the domain conditions 0.01 s after the

solid interface removal. Following the burst, the hot, or high pressure segment, exude

right running characteristics that increase the pressure of the fluid after its passage,

while left running characteristics are emanated from the low pressure section, which

reduce the static pressure.

Fig. A.3. Sod Shock tube solution; Left) 2D Pressure contour 10ms
after the membrane burst Right)Pressure and density distribution
across the domain 100 ms after the membrane burst (Analytical and
Current CFD tool)

The Figure A.3 right depicts the pressure and density inside of the domain for both

analytic and numerical solution 100 ms after the burst of the isolating membrane.

The density evolution clearly represents the location of the right and left running

characteristic as well as the contact surface. Based on the comparison of the numerical

results with the theoretical conditions an accurate prediction is assessed.



239

B. DOMAIN NUMERICAL DISCRETIZATION

B.1 Isothermal Flat Plate domain verification

To assess the best domain representation for the performed analysis a comparison

between a extended numerical discretization and the current one is performed. Figure

B.1 left represents a flat plate where the inlet boundary conditions is set directly

upstream of the plate leading edge. Whereas Figure B.1 right depicts a flat plate

domain where the inlet boundary conditions are imposed 0.2 m upstream of the plate

and the domain extension is modeled by a symmetry plane.

Fig. B.1. Domains to compare for flat plate research, Left) Regular
flat plate (inlet at plate LE); Right) Extended inlet making use of
symmetry plane

Figure B.2 represents the wall shear stress evolution along both domains for uni-

form inlet conditions. The results are identical for every axial location further than

0.05m the leading edge plate. For this comparison analysis the turbulence closure

was achieved by the k- SST model, hence modeling fully turbulent boundary layer

along the plate. However, for the extended domain a transition like wall shear stress

distribution is found near plate leading edge. This phenomena has been previously

found in the literature and it is known as the apparent transition [190], which occurs

for the most extended 2-eqn turbulence closures when detailed axial and normal dis-

cretization are used. Based on this results the traditional domain without extension

is employed for the current research.
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Fig. B.2. Skin friction distribution along the flat plate (Red, regular
plate plate, Dashed-black, domain with symmetry plane upstream)

B.2 Isothermal separation domain verification

To guarantee the best domain representation for the performed analysis a compar-

ison between a extended numerical discretization and the current one is performed.

Figure B.3 top represents a domain where the inlet boundary conditions is set directly

upstream of the smooth hump profile leading edge. Whereas the Figure B.3 bottom

depicts a domain where the inlet boundary conditions are imposed 0.2 m upstream

of the hump leading edge and the domain extension is modeled by a symmetry plane.

Figure B.4 represents the wall shear stress evolution along both domains for uni-

form inlet conditions. The results are identical for every axial location further than

0.05m the leading edge of the smooth hump profile. For this comparison analysis

the turbulence closure was achieved by the k- SST model. Hence the flow is assume

to be fully turbulent along the entire length. However, for the extended domain a

transition like wall shear stress distribution is found at the hump leading edge. This

phenomena has been previously found in the literature and it is known as the ap-

parent transition [190], which occurs for the most extended 2-eqn turbulence closures

when detailed axial and normal discretization are used. Based on this results the

traditional domain without extension is employed for the current research.
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Fig. B.3. Domains to compare for flow separation research, Top)
Regular domain (inlet at plate LE); Bottom) Extended inlet making
use of symmetry plane

Fig. B.4. Skin friction distribution along the separation domain
(Black regular plate, Blue, domain with symmetry plane upstream)
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C. MOMENTUM INTEGRAL EQUATIONS REDUCTION

The second term of 2.84 can be integrated by parts∫ δ

0

(
ρv
∂u

∂y

)
dy = [ρvu]δ0 −

∫ δ

0

u
∂ρv

∂y
dy (C.1)

Then applying the no slip condition and introducing the continuity equation 2.81

[ρvu]δ0 −
∫ δ

0

u
∂ρv

∂y
dy = −uδ

∫ δ

0

(
∂ρ

∂t

∂ρu

∂x
+
∂ρW

∂z

)
dy+∫ δ

0

u

(
∂ρ

∂t

∂ρu

∂x
+
∂ρW

∂z

)
dy

(C.2)

Introducing the new form of the second term of into 2.84 and rearranging

∫ δ

0

∂ρu

∂t
dy − uδ

∫ δ

0

∂ρ

∂t
dy +

∫ δ

0

u
∂ρ

∂t
dy +

∫ δ

0

ρu
∂ρ

∂x
dy − uδ

∫ δ

0

∂ρu

∂x
dy+∫ δ

0

∂ρu

∂x
dy +

∫ δ

0

ρw
∂u

∂z
dy − uδ

∫ δ

0

∂ρw

∂z
dy = −

∫ δ

0

∂p

∂x
dy +

1

Re

∫ δ

0

∂τxx
∂x

dy+

1

Re

∫ δ

0

∂τxy
∂y

dy +
1

Re

∫ δ

0

∂τxz
∂z

dy

(C.3)

Some items can be included in the same integral

∫ δ

0

∂ρu

∂t
dy − uδ

∫ δ

0

∂ρ

∂t
dy︸ ︷︷ ︸

I

+

∫ δ

0

∂ρu

∂t
dy − uδ

∫ δ

0

∂ρu

∂x
dy︸ ︷︷ ︸

II

+

∫ δ

0

∂ρwu

∂z
dy − uδ

∫ δ

0

∂ρw

∂z
dy︸ ︷︷ ︸

III

= −
∫ δ

0

∂p

∂x
dy︸ ︷︷ ︸

IV

+
1

Re

∫ δ

0

∂τxy
∂y

dy︸ ︷︷ ︸
V

+

1

Re

∫ δ

0

∂τxx
∂x

dy︸ ︷︷ ︸
VI

+
1

Re

∫ δ

0

∂τxz
∂z

dy︸ ︷︷ ︸
VII

(C.4)
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To simplify the terms in equation C.4 the Leibnizs rule is used to commute the

integration and derivation operation

∂

∂α

(∫ δ

0

fdy

)
=

∫ δ

0

∂f

∂α
dy + f(y = δ)

∂δ

∂α
− f(y = 0)

∂0

∂α
(C.5)

Applying the Leibniz’s rule to term I

∫ δ

0

∂ρu

∂t
dy − uδ

∫ δ

0

∂ρ

∂t
dy =

∂

∂t

(∫ δ

0

ρudy

)
− ρδuδ

∂δ

∂t
− uδ

(
∂

∂t

( ∫ δ

0

ρdy
)
− ρδ

∂δ

∂t

)
=

∂

∂t

(∫ δ

0

ρudy

)
+ uδ

∂

∂t

∫ δ

0

(
ρdy

) (C.6)

The definition of the displacement, momentum, pressure and density integral

thicknesses together with the skin friction will be used to further simplify the terms

of C.4

δ∗ =

∫ δ

0

(
1− ρu

ρδuδ

)
dy (C.7)

θ =

∫ δ

0

ρu

ρδuδ

(
1− u

uδ

)
dy (C.8)

δp =

∫ δ

0

(
1− p

pδ

)
dy (C.9)

δρ =

∫ δ

0

(
1− ρ

ρδ

)
dy (C.10)

cf =
2µw

ρδu2
δRe

∂u

∂y
|w (C.11)

Taking advantage of the definition of the displacement thickness the first term of

eq. C.6 can be rearranged:

ρδuδδ
∗ = ρδuδ

∫ δ

0

(
1− ρu

ρδuδ

)
dy =

∫ δ

0

ρδuδ

(
1− ρu

ρδuδ

)
= ρδuδδ −

∫ δ

0

ρudy (C.12)
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∫ δ

0

ρudy = ρδuδδ − ρδuδδ∗ (C.13)

Similarly, using the definition of the density boundary layer thickness C.10, the

second terms of C.6 can be reformulated.

ρδδρ = ρδ

∫ δ

0

(
1− ρ

ρδ

)
dy =

∫ δ

0

ρδ

(
1− ρ

ρδ

)
dy = ρδδ −

∫ δ

0

ρdy (C.14)

∫ δ

0

ρdy = ρδδ − ρδδρ (C.15)

Introducing C.13 and C.15 on C.6 term I becomes:

∂
(
ρδuδδ − ρδuδδ∗

)
∂t

− uδ
∂
(
ρδδ − ρδδρ

)
∂t

(C.16)

∂
(
ρδuδ

(
δ − δ∗

))
∂t

− uδ
∂
(
ρδ
(
δ − δρ

))
∂t

(C.17)

ρδ
(
δ − δ∗

)∂uδ
∂t

+ uδ
∂
(
ρδ
(
δρ − δ∗

))
∂t

(C.18)

Using the Leibnizs rule on term II:

∫ δ

0

∂ρuu

∂x
dy − uδ

∫ δ

0

∂ρu

∂x
dy = −uδ

∂

∂x

(∫ δ

0

ρuudy

)
− ρδuδuδ

∂δ

∂x

−uδ
(
∂

∂x

( ∫ δ

0

ρudy
)
− ρδuδ

∂δ

∂x

)
=

∫ δ
0
ρuudy

∂x
− uδ

∂
( ∫ δ

0
ρudy

)
∂x

(C.19)

Introducing the definition of the momentum thickness and considering that ρδ and

uδ are independent of y:

ρδu
2
δθ = ρδu

2
δ

∫ δ

0

ρu

ρδuδ

(
1− u

uδ

)
dy =

∫ δ

0

ρδu
2
δ

ρu

ρδuδ

(
1− u

uδ

)
dy =

uδ

∫ δ

0

ρudy −
∫ δ

0

ρuudy = uδ
(
ρδuδδ − ρδuδδ∗

)
−
∫ δ

0

ρuudy =

ρδu
2
δ

(
δ − δ∗

)
−
∫ δ

0

ρuudy

(C.20)
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∫ δ

0

ρuudy = ρδu
2
δ

(
δ − δ∗

)
− ρδu2

δθ (C.21)

Then the term II is reduced to:

∂

∂x

(∫ δ

0

ρuudy

)
− uδ

∂

∂t

(∫ δ

0

ρudy

)
=

∂
(
ρδu

2
δ(δ − δ∗)− ρδu2

δθ
)

∂x
− uδ

∂
(
ρδuδδ − ρδuδδ∗

)
∂x

=

−
∂
(
ρδu

2
δθ
)

∂x
− uδ

∂
(
ρδuδ(δ − δ∗)

)
∂x

+
∂
(
ρδu

2
δ(δ − δ∗)

)
∂x

=

−
∂
(
ρδu

2
δθ
)

∂x
− uδ

(
ρδ(δ − δ∗)

)∂uδ
∂x
− u2

δ

∂
(
ρδ(δ − δ∗)

)
∂x

+(
ρδ(δ − δ∗)

)
2uδ

∂uδ
∂x

+ u2
δ

∂
(
ρδ(δ − δ∗)

)
∂x

=

ρδuδ(δ − δ∗)
∂uδ
∂x
−
∂
(
ρδu

2
δθ
)

∂x

(C.22)

Invoking again the Leibnizs rule over the term III

∫ δ

0

∂ρwu

∂z
dy − uδ

∫ δ

0

∂ρw

∂z
dy =

∂
( ∫ δ

0
ρwudy

)
∂z

− ρδwδuδ
∂δ

∂z
−

uδ

(
∂
( ∫ δ

0
ρwdy

)
∂z

− ρδwδ
∂δ

∂z

)
=
∂
( ∫ δ

0
ρwudy

)
∂z

− uδ
∂
( ∫ δ

0
ρwdy

)
∂z

(∫ δ

0

ρudy

) (C.23)

Similarly, term IV can also be simplified using Leibnizs rule

−
∫ δ

0

∂p

∂x
dy = −

∂
( ∫ δ

0
pdy
)

∂x
− pδ

∂δ

∂x
(C.24)

Introducing the definition of the pressure boundary layer thickness:

pδδp = pδ

∫ δ

0

(
1− p

pδ

)
dy =

∫ δ

0

(
pδ − p

)
dy = pδδ −

∫ δ

0

pdy (C.25)

∫ δ

0

pdy = pδδ − pδδp = pδ(δ − δp) (C.26)

Term IV is expressed as:
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−
∫ δ

0

∂p

∂x
dy = −

∂
(
pδ(δ − δp)

)
∂x

− pδ
∂δ

∂x
=

(
pδ(δp − δ)

)
∂x

− pδ
∂δ

∂x
(C.27)

Term V can be integrated across the normal direction taking advantage of the

definition of the shear stress and applying the skin friction formulation (C.11)

1

Re

∫ δ

0

∂τxy
∂x

dy =
1

Re

∫ δ

0

(
/mu

(∂v
∂x

+
∂u

∂y

))
dy =

1

Re

(
µ
(∂v
∂x

+
∂u

∂y

)
|δ − µ

(∂v
∂x

+
∂u

∂y

)
|0
)

=
1

Re

(
µ
(∂v
∂x

+
∂u

∂y

)
|δ − µ

(∂u
∂y

)
|0
)

=

1

Re

(
µ
(∂v
∂x

+
∂u

∂y

)
|δ − cf

ρδu
2
δRe

2

)
=

1

Re
µ
(∂v
∂x
|δ +

∂u

∂y
|δ
)
− cf

ρδu
2
δ

2

(C.28)

Finally, terms VI and VII are rearranged taking advantage of the Leibnizs rule

1

Re

∫ δ

0

τxx
∂x

dy =
1

Re

(
∂[
∫ δ

0
τxxdy]

∂x
− τxx|δ

∂δ

∂x

)
(C.29)

1

Re

∫ δ

0

∂τxz
∂z

dy =
1

Re

(
∂[
∫ δ

0
τxzdy]

∂z
− τxz|δ

∂δ

∂z

)
(C.30)

Substituting the new definitions of the terms I to VII into C.4 it is reformulated

as:

ρδ(δ − δ∗)
(∂uδ
∂t

+ uδ
∂uδ
∂x

)
+ uδ

∂

(
ρδ(δρ − δ∗)

)
∂t

− ρδu
2
δθ

∂x
+

∂

(∫ δ
0
ρuwdy

)
∂z

−uδ
∂

(∫ δ
0
ρuwdy

)
∂z

=
∂
(
pδ(δp − δ)

)
∂x

− pδ
∂δ

∂x
+
µδ
Re

(
∂v

∂x
+
∂u

∂y

)
|δ − cf

ρδu
2
δ

2

+
1

Re

(
∂

∂x

[ ∫ δ

0

τxxdy
]
− τxx|δ

∂δ

∂x

)
+

1

Re

(
∂

∂z

[ ∫ δ

0

τxzdy
]
− τxz|δ

∂δ

∂z

)
(C.31)
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D. INSTRUMENTS CALIBRATION AND

UNCERTAINTY EVALUATIONS

D.1 Pressure sensor calibration and drift pressure correction

The pressure readings are obtained with two different Scanivalve pressure scanners,

the DSA3217 module with 16 channels and the MPS 4264 module with 64 channels.

The DSA modules are sampled at 500 Hz while the MPS unit is sampled at 1 kHz.

The pressure sensors are calibrated using the GE Druck DPI 612 pressure regulator.

Up to eight different pressure levels are set for each of the modules to obtain the static

calibration law. The length of the tubing guiding the pressure reading from the test

article or the probe to the Scanivalve modules is minimized to enhance the frequency

resolution. As an example the tubings of the wall pressure readings over the hump

have a length of 0.1 m, ensuring a frequency response of the hardware of at least 1.5

kHz. The manufacturer uncertainty of each transducer is reported as 0.05 % of the

pressure scanner range.

To correct for the sensor drift along the experimental campaign the readings from

each one of the transducers are compared during the entire experiment, as depicted

in Figure D.1 left. The pressure level prior to the experiment is measured with the

pressure regulator, guaranteeing minimal uncertainty on the measurement. Taking

the pressure regulator signal as a reference the drift of each one of the transducers is

adjusted and the signal is corrected, as depicted in Figure D.1 right. To guarantee the

absence of any drift change throughout the experiment the signal from each sensor is

again compared to the reference value once the experiment is completed and the test

section is at stagnant conditions.
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Fig. D.1. Pressure Stability correction

D.2 Hotwire calibration

The hotwire was calibrated in the PETAL Linear Wind tunnel with flat plate

assembly and tested at 12 different points. Based on the voltage measured at the

Constant Temperature Anemometer outlet and the velocity obtained from the total

and static pressure readings, the hotwire operation in each condition was recorded.

Following the approach outlined by Yasa et al. [191] the correlation factors nh and

Ah can be obtained evaluating a optimization routine which objective is to minimize

the difference between the prescribed correlation and the calibration data set.

VCTA
OHR× (R0 −Rcable)

=

(
Ah +

(ρfilmu
µfilm

)nh)×(Twire + T

T

)0.17

(Twire − Tgas) (D.1)

Where OHR is the over heat ratio applied to the hotwire sensor and the film

subscript refers to the air properties evaluated at the film temperature, defined as

Tfilm = (T0 + Twire)/2.
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The turbulence intensity can be computed directly based on the constant temper-

ature anemometer voltage output (VCTA) by

Tu = 2× 100×

√
(VCTA − VCTA)× (VCTA − VCTA)

nhVCTA
2 (D.2)

The dissipative length scale, λx indicates the average dimension of the eddies that

are responsible for the dissipation of the turbulence energy and can be obtained based

on the expression:

λx =
1

2π2

xv2(xv−xv)2

∫∞
0
f 2E(f)df

(D.3)

Where E(f) is the energy density spectrum.

E(f) =

abs(FFT (VCTA))2

#samples

fsampling
(D.4)

The integral length scale is equivalent to the measure of the largest eddy size in a

turbulent fluid. The axial component of the integral length scale Λx :

Λx = xv

∫ ∞
0

CCF (xv)(t)dt (D.5)

Where CCF (xv) is the normal auto correlation function of the axial velocity.

D.3 Thermocouple calibration

The thermocouples produce a voltage proportional to the temperature difference

between the reference cold junction and the joint temperature.

∆V = −Se(T )∆T (D.6)

V =

∫ Tsense

Tref

(Se+(T )− Se−(T ))dT (D.7)

Se(T ) is the temperature dependent function, which is a function of the mate-

rial and the type of joint. Type K thermocouples are selected due to their broad
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range of operation and optimal sensitivity in the range of interest of the experimental

campaign.

Each one of the thermocouples is individually calibrated using Fluke 9171 metrol-

ogy well. Each sensor is soaked for at least 1 hour at 8 different temperatures inside

of the well. Once the voltage reading and temperature inside of the well reach steady

equilibrium both quantities are averaged during windows of 10 minutes. Linear cor-

relation laws are then extracted between the well temperature and the voltage output

of the sensor. If the correlation factor of the calibration is smaller than 0.9998 the

calibration process is repeated. Figure D.2 represents the calibration points and ex-

tracted thermocouple correlation for two different transducers.

Fig. D.2. TC calibration

The relative temperature uncertainty is then computed as a function of the tem-

perature and measured voltage during the calibration.

∂T

T
=

√(slope× voltage
T

)2
((∂slope

slope

)2
+
(∂V
V

)2
)

+
(Intercept

T

)2(∂Intercept
Intercept

)2

(D.8)

Figure D.3 depicts the associated uncertainty on the temperature measurement

for each one of the calibrated points for both thermocouples
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Fig. D.3. Thermocouple Uncertainty

D.4 Heat transfer calculation

D.4.1 One-Dimensional Numerical Heat Flux Approach to Solve Con-

duction

The classical data reduction technique used for thin-film gauges and wall mounted

thermocouples is based on the resolution of the 1D unsteady heat conduction as given

in the following equation:

1

αt

∂T

∂t
=
∂2T

∂x2
(D.9)

Several techniques have been employed for thin film gauge data processing, consist-

ing on analog circuits [192,193], fast Fourier transform techniques [194], or the numer-

ical solution of the unsteady heat conduction equation in the gauge substrate [195].

These methods rely commonly on two assumptions: the substrate is considered as

semi-infinite during the test duration; and the heat conduction occurs in a mono-

dimensional manner. The data reduction technique consists on solving the 1D un-

steady heat conduction equation imposing as the top boundary condition the temper-

ature history provided by the thin film gauges in the airfoil surface. In this approach,
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the bottom boundary condition is tracked in time and used as rear condition for the

numerical solver.

Due to the existence of several substrates, an additional boundary condition must

be imposed at the interface between each substrate, the heat flux continuity

−k1

[
∂T

∂t

]
x=L−

= −k2

[
∂T

∂t

]
x=L+

(D.10)

Various methodologies have been proposed to account for the presence of multi-

layered substrates [192, 196, 197], considering the domain depicted in the Fig. D.4

left. The materials properties are listed in Table D.1.

Table D.1.
Material properties

Cerakote Aluminum Unit

Thickness 0.4 50 mm

Density 1336 2700 kg/m3

Heat Capacity 990 897 J/(kgK)

Thermal Conductivity 1.3 180 W/(mK)

A CrankNicholson numerical discretization is employed to solve the 1D unsteady

heat conduction equation. It provides the temperature field in the substrate at ev-

ery time step and, subsequently, the wall heat flux at the gauge location. The

CrankNickolson method [198] is first-order accurate in space and second-order in

time. It is based on the trapezoidal rule, giving second-order convergence in time.

For example, in one dimension, if the partial differential equation is (∂u/∂t) =

F (u, x, t, (∂u/∂x), (∂2u/∂x2)) this method is a combination of the Forward Euler

method at n, and the backward Euler method for n+1;

un+1
i − un1

i

∆t
= 1/2

[
F n+1
i (u, x, t, (

∂u

∂x
), (

∂2u

∂x2
) + F n

i (u, x, t, (
∂u

∂x
), (

∂2u

∂x2
)

]
(D.11)
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Fig. D.4. (Left) Heat conduction across multilayered substrates,
(Right) Heat flux data reduction based on 1D semi-infinite assump-
tion with a Crank Nickolson scheme

It is spatially implicit, hence, in order to solve the system of equations, the whole

system must be solved at once due to its non-linearity nature. Based on its time

evolution it can be written as an implicit RungeKutta method enhancing its numerical

stability. The discretization characteristic of such a scheme is presented on the Fig. 3

right. This method is implemented in a numerical solver in order to post-process the

wall temperature data. The tool is verified against the surface convection analytic

solution from Incropera and coworkers [199] (Fig. D.5)

T (x, t)− Ti
T∞ − Ti

= erfc(
x

2
√
αtt

)−
[
exp
(hx
k

+
h2αtt

k2

)][
erfc

( x

2
√
αtt

h
√
αtt

k

)]
(D.12)
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Fig. D.5. Validation of the code developed to solve the transient heat transfer

D.4.2 Adiabatic Convective Heat Transfer Coefficient

Given the substrate temporal evolution, the local convective heat transfer coeffi-

cient can be directly estimated. Prior studies proposed several approaches to com-

pute the heat transfer coefficient in the quest for more accurate heat flux description.

Moffat [200] and Popp et al. [201] introduced a method based on the definition of

the adiabatic wall temperature. It consists of acquiring the wall temperature value,

which results on null heat transfer between the fluid and the solid. This method was

developed based on the realization of several experiments at the same aerothermal

conditions, modifying only the test article wall temperature. As depicted in Fig.

D.6, the heat transfer is represented against the wall temperature. As discussed by

Lavagnoli et al. [202], the heat flux could be exponentially related with the adiabatic

wall temperature and the temperature difference, Eq. D.13, albeit considering ex-

perimental window restrictions and the sensitivity of this method, the uncertainty

results higher than the expected accuracy. 1

1Material Published on Experimental Characterization of the Vane Heat Flux Under Pulsating
Trailing Edge Blowing, J. Turbomachinery 139(6),2017
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q = haw
( Tw
Taw

)n
q
(Taw − Tw) (D.13)

The process could be similarly described making use of the Newton cooling law

Eq. D.14, being the adiabatic wall temperature Refs. [203] [204].

q = haw(Taw − Tw) (D.14)

Fig. D.6. Heat transfer coefficient computation based on heat flux
data and adiabatic wall temperature definition

Based on the total pressure and temperature evolution, the test duration is deter-

mined by the total pressure plateau and the total temperature steady behavior. The

maximum oscillation of the free-stream temperature based on a root-mean-square

deviation is limited to 2%, in order to avoid the effect of sudden wall temperature

variations on the heat flux reduction process.

Applying the described methodology, the heat flux is represented against the wall

temperature. Then making use of the adiabatic wall temperature definition, the

adiabatic heat transfer coefficient is extracted.

The inverted C shape of the heat flux versus wall temperature (Fig. D.7 right)

representation is due to the decay of the free-stream temperature by the end of the
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experiment. The variations of the absolute temperature lead to sudden variation on

the wall temperature. If the wall temperature is suddenly reduced and immediately

raised up, it is reflected into a minor loop on the q versus Tw representation (Fig.

D.7 right). Based on the high amplitude noise of the free-stream temperature and

the consequent effect on the wall temperature evolution, the extraction of the heat

transfer coefficient with polynomial fits results unfeasible. Additional attempts to

improve the calculation of the heat transfer coefficient have been rejected due to its

handicap to capture a realistic value during the blowdown. In order to compute the

heat transfer coefficient over reasonable test windows a set of criteria are defined.

This procedure was automatically applied to all the tests. The criteria consists on:

• test start, based on T0 raise

• test end, based on T0 sudden decay

• root-mean-square deviation (T0) < 2% from down-sampled signal

• positive slope of the wall temperature

• negative slope of the heat flux

• minimum window size of 5 ms

Once all this criteria are met, the slope and intercept to the adiabatic heat flux

condition are retrieved and hence the adiabatic heat transfer coefficient and adiabatic

wall temperature are identified.

D.5 Uncertainty Evaluation

In order to quantify the uncertainty of the measurements all primary variables

used in their derivation factors must be taken into account. The main sources of

uncertainty in the methodology are summarized in Table D.2. All error evaluations

are given at 95% confidence level.

The absolute uncertainty of each derived quantity is estimated based on the vari-

able mean value and impact of the uncertainty of each one of the prime factors used
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Fig. D.7. Methodology application

to derive that quantity. For example, Table D.3 represents the Venturi mass-flow

uncertainty. The mass-flow through the critical Venturi depends only on 3 prime

variables: total pressure, total temperature and discharge coefficient (obtained from

Venturi calibration). Based on the mean value for each one of this quantities the mean

mass-flow is obtained. Then additional evaluations of the massflow computation are

repeated including the uncertainty of each one of the prime variables. A mass-flow

derivation considering the mean value of the total pressure plus its uncertainty is

evaluated keeping the other quantities at its mean value. The outcome of that eval-

uation reflects the mass-flow uncertainty associated to the total pressure uncertainty

reading. The same procedure is repeated for each one of the prime variables and the

global uncertainty is the square root of the sum of squares of the individuals uncer-

tainties. Finally, the sensitivity of the derived variable to each one of the independent

variables can also be obtained when dividing the outcome variation by the original

independent absolute uncertainty. Similar procedures are followed for the uncertainty

derivation on Reynolds number, Table D.4; flow velocity derived from P0, T0 and P,
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Table D.5; hotwire flow velocity, Table D.8; heat flux, Table D.9; and heat transfer

coefficient, Table D.10.

Table D.2.
Sensors Uncertainty

Variable/Sensor Uncertainty Unit

T0 Piping 1 K

P0 Venturi (Druck unit) 13800 Pa

P0 Venturi (DSA unit) 1723 Pa

P0 Test Section (MPS unit) 50 Pa

T0 Test Section 0.3 % K

cf Venturi Calibration 0.0178 (-)

Voltage HotWire 1e−4 K

α HotWire 0.001 (-)
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