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NOMENCLATURE 

 A  area, m2 

 frA  free-flow area ( 2

can,inπ 4d ), m2 

 c  molar concentration, mol/m3 

 pc  specific heat capacity, J/(kg K) 

 d  diameter, m 

 D  dispersion coefficient tensor, m2/s 

 eff , jD  effective diffusivity of species j in the gas-phase mixture, ( )
1

M, K,1 1j jD D
−

+ , m2/sec  

 jkD  binary diffusion coefficient of species j in species k, m2/sec 

 K, jD  Knudsen diffusivity of species j in the gas-phase mixture, m2/sec 

 M, jD  molecular diffusivity of species j in the gas-phase mixture, m2/sec 

 axD  axial dispersion coefficient, m2/s 

 rD  axial dispersion coefficient, m2/s 

 h  heat transfer coefficient, W/(m2 K) 

 k  thermal conductivity, W/(m K)  

 0k  mass transfer coefficient, 1/s 

 lk  linear-driving-force (LDF) mass transfer coefficient, m3/(mol s) 

 
0

effk  effective axial thermal conductivity of a quiescent bed, W/(m K) 

 eff,axk  effective axial thermal conductivity of bed with flow, W/(m K) 

 L  sorbent bed length, m 

 M  molar mass, g/mol  

 n  adsorbate concentration in the adsorbed phase, mol/m3 

 
*n  equilibrium adsorbed-phase concentration, mol/m3 

 p  pressure, kPa 

 R universal gas constant, 8.314 J/(mol K) 

 t  time, s  
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 bt  breakthrough time, s 

 stoicht  stoichiometric breakthrough time, s 

 T  temperature, K 

 gT  temperature change of gas across the bed, K 

 u  local superficial velocity tensor (i.e., the Darcy velocity), m/s 

 su  superficial fluid velocity, m/s 

 u  mean inlet superficial fluid velocity, m/s 

 iu  interstitial fluid velocity ( su  ), m/s 

 V  volume, m3  

 bedV  total bed volume ( 2

can,in 4d L ), m3 

 V  volumetric flow rate, SLPM (at 1 atm and 273.15 K) 

 z  axial position, m 

 jy  mole fraction of species j, [mol/mol] 

 

Greek symbols 

   radial dispersion factor 

   void fraction (of the sorbent bed)  

CL ,   void fraction at bed centerline (i.e., far from the wall)  

 , bulk  average bed porosity (i.e., bulk porosity of the sorbent bed)  

 r  local void fraction of the sorbent bed as a function of radial distance from centerline 

   isosteric heat of adsorption, J/mol 

   dynamic viscosity, kg/(m s)  

   density, kg/m3 

 env  pellet envelope density, kg/m3 

   tortuosity 

   total capacity measured as mass of CO2 adsorbed, g  
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Subscripts 

 0 inlet condition 

 amb ambient 

 ax axial 

 bed sorbent bed 

 can canister containing sorbent 

 CO2 carbon dioxide 

 eff effective 

 H2O water 

 g gas-phase 

 init initial 

 in inner, inside  

 ins insulation 

 max maximum 

 mean mean 

 out outer, outside  

 p pellet 

 r radial 

 s sorbent 

 

Dimensionless groups 

 Nu  Nusselt number  

 Pe  Peclet number ( Re Pr )  

 Pe  Peclet number at infinite velocity 

 Pr   Prandlt number ( pc k ) 

 pRe  pellet Reynolds number ( p g gu d   ) 

 jSc  Schmidt number of species j ( g g jD  ) 
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Abbreviations 

CDRA carbon-dioxide removal assembly 

 DSC differential scanning calorimetry 

 LSS life-support systems 

NASA National Aeronautics and Space Administration 

 PSA pressure-swing adsorption 

 SSE sum of squares error 

 TSA temperature-swing adsorption 

 TGA thermogravimetric analysis 

 

  



21 

 

ABSTRACT 

Author: Son, Karen, N. PhD 

Institution: Purdue University 

Degree Received: December 2018 

Title: Improved Prediction of Adsorption-Based Life Support for Deep Space Exploration 

Committee Chair: Suresh V. Garimella 

 

Adsorbent technology is widely used in many industrial applications including waste heat recovery, 

water purification, and atmospheric revitalization in confined habitations. Astronauts depend on 

adsorbent-based systems to remove metabolic carbon dioxide (CO2) from the cabin atmosphere; 

as NASA prepares for the journey to Mars, engineers are redesigning the adsorbent-based system 

for reduced weight and optimal efficiency. These efforts hinge upon the development of accurate, 

predictive models, as simulations are increasingly relied upon to save cost and time over the 

traditional design-build-test approach. Engineers rely on simplified models to reduce 

computational cost and enable parametric optimizations. Amongst these simplified models is the 

axially dispersed plug-flow model for predicting the adsorbate concentration during flow through 

an adsorbent bed. This model is ubiquitously used in designing fixed-bed adsorption systems. The 

current work aims to improve the accuracy of the axially dispersed plug-flow model because of its 

wide-spread use. This dissertation identifies the critical model inputs that drive the overall 

uncertainty in important output quantities then systematically improves the measurement and 

prediction of these input parameters. Limitations of the axially dispersed plug-flow model are also 

discussed, and recommendations made for identifying failure of the plug-flow assumption.  

 

An uncertainty and sensitivity analysis of an axially disperse plug-flow model is first presented. 

Upper and lower uncertainty bounds for each of the model inputs are found by comparing 

empirical correlations against experimental data from the literature. Model uncertainty is then 

investigated by independently varying each model input between its individual upper and lower 

uncertainty bounds then observing the relative change in predicted effluent concentration and 

temperature (e.g., breakthrough time, bed capacity, and effluent temperature). This analysis 

showed that the LDF mass transfer coefficient is the largest source of uncertainty. Furthermore, 



22 

 

the uncertainty analysis reveals that ignoring the effect of wall-channeling on apparent axial 

dispersion can cause significant error in the predicted breakthrough times of small-diameter beds.  

 

In addition to LDF mass transfer coefficient and axial-dispersion, equilibrium isotherms are known 

to be strong lever arms and a potentially dominant source of model error. As such, detailed analysis 

of the equilibrium adsorption isotherms for zeolite 13X was conducted to improve the fidelity of 

CO2 and H2O on equilibrium isotherms compared to extant data. These two adsorbent/adsorbate 

pairs are of great interest as NASA plans to use zeolite 13X in the next generation atmospheric 

revitalization system. Equilibrium isotherms describe a sorbent’s maximum capacity at a given 

temperature and adsorbate (e.g., CO2 or H2O) partial pressure. New isotherm data from NASA 

Ames Research Center and NASA Marshall Space Flight Center for CO2 and H2O adsorption on 

zeolite 13X are presented. These measurements were carefully collected to eliminate sources of 

bias in previous data from the literature, where incomplete activation resulted in a reduced capacity. 

Several models are fit to the new equilibrium isotherm data and recommendations of the best 

model fit are made. The best-fit isotherm models from this analysis are used in all subsequent 

modeling efforts discussed in this dissertation. 

 

The last two chapters examine the limitations of the axially disperse plug-flow model for 

predicting breakthrough in confined geometries. When a bed of pellets is confined in a rigid 

container, packing heterogeneities near the wall lead to faster flow around the periphery of the bed 

(i.e., wall channeling). Wall-channeling effects have long been considered negligible for beds 

which hold more than 20 pellets across; however, the present work shows that neglecting wall-

channeling effects on dispersion can yield significant errors in model predictions. There is a 

fundamental gap in understanding the mechanisms which control wall-channeling driven 

dispersion. Furthermore, there is currently no way to predict wall channeling effects a priori or 

even to identify what systems will be impacted by it. This dissertation aims to fill this gap using 

both experimental measurements and simulations to identify mechanisms which cause the plug-

flow assumption to fail.  

 

First, experimental evidence of wall-channeling in beds, even at large bed-to-pellet diameter ratios 

(dbed/dp=48) is presented. These experiments are then used to validate a method for accurately 
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extracting mass transfer coefficients from data affected by significant wall channeling. The relative 

magnitudes of wall-channeling effects are shown to be a function of the adsorption/adsorbate pair 

and geometric confinement (i.e., bed size). Ultimately, the axially disperse plug-flow model fails 

to capture the physics of breakthrough when nonplug-flow conditions prevail in the bed. 

 

The final chapter of this dissertation develops a two-dimensional (2-D) adsorption model to 

examine the interplay of wall-channeling and adsorption kinetics and the adsorbent equilibrium 

capacity on breakthrough in confined geometries. The 2-D model incorporates the effect of radial 

variations in porosity on the velocity profile and is shown to accurately capture the effect of wall-

channeling on adsorption behavior. The 2-D model is validated against experimental data, and then 

used to investigate whether capacity or adsorption kinetics cause certain adsorbates to exhibit more 

significant radial variations in concentration compared than others. This work explains channeling 

effects can vary for different adsorbate and/or adsorbent pairs—even under otherwise identical 

conditions—and highlights the importance of considering adsorption kinetics in addition to the 

traditional dbed/dp criteria. 

 

This dissertation investigates key gaps in our understanding of fixed-bed adsorption. It will deliver 

insight into how these missing pieces impact the accuracy of predictive models and provide a 

means for reconciling these errors. The culmination of this work will be an accurate, predictive 

model that assists in the simulation-based design of the next-generation atmospheric revitalization 

system for humans’ journey to Mars. 
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1. INTRODUCTION 

 Background 

Fixed-adsorbent beds are used for gas separations across a wide range of applications from 

industrial chemical processing and thermochemical energy storage to atmospheric revitalization 

in confined habitations. Equation Chapter 1 Section 1Equation Chapter (Next) Section 1 

1.1.1 Adsorption-based, gas separation 

Separation processes transform a mixture of substances into two or more products that differ from 

each other in composition. The energy required to separate out constituents of a gas-mixture often 

accounts for the majority of the production costs in chemical and petrochemical industries [1]; 

thus, considerable effort is devoted to improving the efficiencies of separation processes. 

Adsorption-based technologies represented 11.2% of the approximately 75-billion-dollar global 

industrial gas separations and purification market in 2018 [2]. Adsorption is the adhesion of 

molecules to the surface of a solid. The solid is referred to as the adsorbent or simply the sorbent, 

and the constituent that adheres to the solid (e.g., CO2 or H2O) is referred to as the adsorbate. 

Figure 1.1 shows several commercial sorbents produced by Honeywell UOP; these sorbents are 

made by mixing pure zeolite crystals (on the order of 10 μm in size) of with ~20% clay binder to 

form pellets (~2 mm in diameter).  

 

 

Figure 1.1. Photograph of several zeolite sorbents produced by Honeywell UOP.  

zeolite 5A 
(RK-38) 

zeolite 5A 
(ASRT-95) 

zeolite LiX 
(VSA-10) 

zeolite 13X 
(APG-III) 

1 cm 
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Adsorption is reversible; meaning that the adsorbent can be regenerated and reused, and the 

adsorbed gas can be recovered. Adsorption-separation systems generally operate on multiple-bed, 

cyclic processes which allow for continuous flow of feed and product. In this structure, one bed 

will actively capture the adsorbate from the multicomponent feed, while another bed (previously 

saturated with adsorbate) is regenerated by heating and/or lowering the pressure. This system 

yields two products: the effluent of the first bed (e.g., air without adsorbate) and the adsorbate 

coming off the second bed during regeneration. These systems are commonly categorized by the 

regeneration method, e.g., 

• temperature-swing adsorption (TSA), 

• pressure-swing adsorption (PSA), and 

• vacuum-swing adsorption (VSA).  

VSA differs from PSA based on the range of pressures used in the cyclic regeneration. VSA 

processes adsorb at near-ambient (total) pressure and regenerate at sub-ambient pressures, while 

PSA processes typically operate at much higher range (e.g., 0.1 to 10 MPa). 

 

Adsorbents are increasingly used as a low-energy alternative to the traditional, cryogenic processes 

for separating the constituents of air. Air separation accounts for the second largest application of 

adsorbents at a projected 1.1 billion dollars in 2019 [3]. The market for adsorbents used in 

separating gaseous chemicals (including petrochemicals) is projected at an additional $250–$500 

million in 2019 [4]. Different purification levels are required for different adsorption processes 

depending on the end use of the product gas; these processes are typically divided into bulk-

separation and purification processes based on the influent concentration of adsorbate. While there 

is not a clear demarcation between these two categories, purification processes are generally 

defined as having an inlet adsorbate mass-fraction of 0.1 or less [5]. Purification processes are 

predominantly carried out in fixed-bed, temperature-swing adsorbers [5]. Traditionally, adsorbents 

were more commonly used for purification than bulk-separation. While this has changed with 

recent advances in pressure-swing adsorption that have enabled adsorbents to capture a large 

portion of the air-separation field, adsorbent-based gas-purification systems represent a significant 

market with growing applications [4]. Gas-purification processes include dehumidification, CO2 

removal, natural-gas purification, NOx and SO2 abatement, and remediation of nuclear effluent [1].  
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1.1.2 Atmospheric control in habitable volumes 

Humans produce approximately one-kilogram of CO2 per day. Plants metabolize CO2 on-earth to 

maintain an atmospheric concentration of 40.9 kPa (403.3 ppm in 2016, as measured by the World 

Meteorological Organization [6]). In confined habitations, such as space vehicles, humans depend 

on Air-Revitalization-Systems (ARS) to remove this biotoxin. During the Apollo-era, astronauts 

used disposable lithium hydroxide (LiOH) canisters which react with CO2, separating it from the 

O2 and N2 atmosphere. Unfortunately, each mission requires ~1.5 kg of LiOH per person-day; this 

large stowage requirement of LiOH (both in terms of mass and volume) precluded its use in long-

duration missions. Thus, NASA switched to adsorbent-based CO2 separation with the development 

of the first space station, Skylab, in the 1970’s. Skylab marked the first use of a regenerable ARS 

in space. Skylab’s multi-bed, PSA system formed the basis for the current ARS system aboard the 

International Space Station (ISS), the Carbon Dioxide Removal Assembly (CDRA). 

 

The CDRA utilizes a fully regenerative vacuum/temperature-swing adsorption process (VTSA) to 

remove CO2 from the ISS cabin air. The CDRA can remove 100% of the metabolic CO2 generated 

by six crew members. It operates cyclically, employing two desiccant beds and two adsorbent beds. 

As one desiccant bed and one adsorbent bed operate in adsorption mode, the other two beds are 

desorbing (regenerating). Halfway through a cycle, the beds switch modes, providing continuous 

CO2 removal capability. The CDRA uses 5A zeolite in the CO2 sorbent bed and silica gel in the 

desiccant bed. 

 

NASA’s Life Support Systems (LSS) project, a part of the Advanced Exploration Systems 

program, aims to improve LSS “using the ISS’s state-of-the-art hardware as a point of 

departure”[7]. Deep-space exploration places unprecedented demands on space-launch systems; 

vehicles will not only venture farther than any previous crewed mission, but they also must carry 

the supplies needed to sustain a crew for years without resupply. This new challenge places added 

importance on minimizing mass, volume and power loads for all spacecraft systems, including the 

LSS responsible for the removal of metabolic carbon dioxide (CO2) from a crewed vehicle. 

 

Two types of zeolite were used for the work in this dissertation, zeolite 5A and zeolite 13X. 5A 

and 13X are generic commercial names for zeolites with A- and X-type frameworks, respectively, 
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both with Na+ as the major cation. Zeolite 13X has a higher capacity for CO2 and water compared 

with zeolite 5A. Zeolite 13X is also commonly referred to as zeolite NaX, molecular sieve 13X, 

or simply 13X. Note that zeolite 13X and 5A are extensively used in current NASA systems for 

life support and will also be used in the next-generation adsorbent-based, life-support systems [8]. 

1.1.3 Simulation-based design of fixed-bed absorbers 

Engineers increasingly rely upon simulations in designing adsorption systems to save cost and 

time over the traditional design-build-test approach. The LSS project also hinges upon the 

development of predictive simulation tools to reduce the hardware testing requirements in the 

design of the next generation of atmospheric-revitalization technology [9], [10]. Researchers at 

NASA’s Marshall Space Flight Center have developed predictive models of the CDRA in efforts 

to create a virtual laboratory to optimize the design of the next-generation, air-revitalization system 

[10]. The model used in this dissertation follows the same physical assumptions used in the full 

CDRA, four-bed molecular sieve (4BMS) model [10], including the consideration of a nonconstant 

isosteric heat of adsorption which was a recently added improvement to the 4BMS model. This 

similarity allows for extrapolation of the results of this work to the full 4BMS model. 

As direct numerical simulation of such multi-scale systems is computationally intractable, 

simplified models (e.g., one-dimensional flow) are often employed to predict system performance. 

Furthermore, predictive models rely on accurate knowledge-based estimation of several model 

inputs (i.e., free parameters). Models frequently depend on verified correlations to determine the 

mass and heat transfer coefficients a priori. Where accurate correlations of these free parameters 

are unavailable, multiple heat or mass transfer mechanisms are combined together into lumped-

free parameters. One such reduction ubiquitously used in designing fixed-bed absorbers is the 

axially dispersed plug-flow model. This simplified model neglects radial variations (e.g., in 

velocity, temperature, concentration) and lumps all the mechanisms which contribute to axial 

mixing (e.g., turbulence, Taylor dispersion, and wall effects) into a single term called the axial-

dispersion coefficient, Dax.  

1.1.4 Adsorption equilibrium and kinetics 

There are three distinct mechanisms for adsorption separation: steric, kinetic, and equilibrium 

mechanisms. In steric separation, constituents of a mixture are separated by sorbent with uniform 
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aperture size in the crystalline microstructure. This microstructure permits small molecules to 

diffuse into the adsorbent while excluding larger molecules which pass through the bed without 

effect. Steric separation occurs in sorbents of precisely controlled microstructure, such as zeolites 

molecular sieves. Conversely, kinetic separation occurs in absorbents with a distribution of pore 

sizes which leads to differences in diffusion rates of different molecules. The equilibrium 

mechanism depends on the differing ability of adsorbates to accommodate each component of the 

mixture; the vast majority of adsorption separation processes use this mechanism [1]. 

 

Adsorption equilibria describe a sorbent’s capacity to hold onto a specific species. For a given 

adsorbent/adsorbate pair, this equilibrium depends on the sorbent temperature and the gas-phase 

concentration of adsorbate (i.e., the partial pressure of the adsorbate). The equilibrium adsorbed-

phase concentration of adsorbate, n*, is routinely approximated by an empirical fit to measured 

adsorption isotherms. Obtaining accurate isotherm measurements and fits is key to developing 

predictive simulations. 

 

The kinetics of adsorption must also be accurately captured to develop truly predictive models. 

The linear-driving force (LDF) is commonly used to represent the kinetics of adsorption. The LDF 

approximation ignores the concentration gradient within a pellet and lumps all mass transfer 

resistances into a single term. It assumes that the adsorption rate (∂n/∂t) is linearly proportional to 

the difference between the adsorbate concentration in the gas phase, n, and the equilibrium 

adsorbed-phase concentration, n*, 

 ( )*

l

n
k n n

t


= −


 , 2.1 

where the constant of proportionality, kl, is termed the LDF mass transfer coefficient. While most 

model inputs can be accurately predicted with empirical correlations for the literature, kl is very 

difficult to predict a priori; as such, kl, is commonly found by fitting to bench-scale breakthrough 

tests and assumed to remain constant for scaled-up processes. 

1.1.5 Breakthrough curves 

Breakthrough tests are often performed on bench-scale adsorbent beds to extract mass-transfer 

information. Breakthrough experiments are commonly run in small-scale test beds to extract mass 
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transfer coefficients for subsequent use in models. In a recent survey of the literature on fixed-bed 

adsorption Knox [11] found that 11 of the 19 papers surveyed used breakthrough curve analysis to 

extract mass transfer rates. Furthermore, of the 19 papers only one considered a bed larger than 20 

pellets in diameter. To perform a breakthrough test, the bed, which is initially devoid of adsorbate 

(n = n*
 = 0 mol/kg), is exposed to an inlet flow of adsorbate in an inert carrier gas at t = 0. The 

inlet flow is maintained at a constant superficial velocity, temperature, and adsorbate partial 

pressure, while the outlet is maintained at a constant total pressure. The adsorbate is adsorbed by 

the sorbent as the gas mixture passes through the bed. Eventually, there is a small, but measurable 

quantity of adsorbate detected in the bed effluent. The time at which this occurs is termed the initial 

breakthrough time, tb. For this dissertation, the breakthrough time is defined as the time at which 

the effluent concentration first reaches 1% of the influent concentration. The test continues until 

the bed is completely saturated, meaning that the effluent concentration matches the influent 

concentration to within 1%. Figure 1.2 illustrates the concentration of adsorbate (CO2) in a sorbent 

bed at several important steps of a breakthrough test and indicates where these points occur on a 

breakthrough curve. 

 

The breakthrough curve can be characterized by a few important times namely the initial 

breakthrough time (tb), the 50% breakthrough time (t0.5), the stoichiometric time (tstoich), and the 

saturation time (tsat). As stated above, the initial breakthrough time indicates when adsorbate is 

first detected in the effluent. Similarly, the t0.5 indicates when the adsorbate concentration in the 

effluent reaches 50% of the inlet concentration (x/x0=0.5). The stoichiometric breakthrough time 

represents the geometric mean of the integrated breakthrough curve as shown in Figure 1.2; note 

that the stoichiometric breakthrough time roughly coincides with t0.5.  

 

The relative importance of these characteristic times changes based on the end goal of the 

adsorption process. For example, the initial breakthrough time is of paramount importance when 

designing a purification process due to strict requirements on low adsorbate effluent concentrations. 

In contrast, a bulk separation process can continue until the bed is completely saturated. Therefore, 

the stoichiometric breakthrough time is more important than the initial breakthrough when 

designing for bulk separations. 
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Figure 1.2. CO2 breakthrough process in a sorbent bed. Illustrations of bed (top) show: (a) the 

CO2 front progressing down the bed as the top of the sorbent bed becomes saturated, (b) 

breakthrough as the bed nears saturation, and (c) the fully saturated bed at the end of the test.
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 Literature review 

Simulations are increasingly relied upon in designing adsorption systems to save cost and time 

over the traditional design-build-test approach. As direct numerical simulation of such multi-scale 

systems is computationally intractable, simplified models (e.g., one-dimensional flow) are often 

employed to predict system performance. As such, many simplified models of the fixed-bed 

adsorption of have developed over the past several decades; improving the efficiency and accuracy 

of these predictive models is of great interest as we transition to a simulation-based design and 

optimization approach. 

 

In a recent review of mathematical models for CO2 adsorption in fixed-bed columns, Shafeeyan et 

al. [12] found that all most all works rely on two simplifying assumptions to decrease 

computational time: 

1. the linear driving force (LDF) approximation and 

2. negligible radial gradients with either plug flow or axially dispersed plug flow. 

The LDF model (as originally proposed by Gleuckauf and Coates in 1947 [13]) is frequently used 

because it is analytical and simple yet still yields remarkably accurate results [14]. The assumption 

that the radial gradient in temperature, concentration, and velocity are negligible is also 

ubiquitously used. Approximately half of all studies Shafeeyan et al. [12] reviewed neglected axial 

dispersion entirely; the rest used empirical correlations to predict axial dispersion a priori. It was 

widely accepted that axial dispersion has minimal effect on adsorption models until Knox et al. 

(2016) published an experimental work investigating the effects of wall-channeling on apparent 

axial dispersion. Their work showed that correlations from the literature grossly underpredicted 

axial dispersion in small-diameter channels, leading to errors in fitted LDF coefficients of ~15% 

for CO2 on zeolite 5A [15].  

 

The remainder of this chapter reviews relevant literature related to the study of understanding and 

enhancing the accuracy of one-dimensional, fixed-bed adsorption models; specifically 

emphasizing CO2 and H2O adsorption on zeolite sorbents. The review is subdivided into sections 

which discuss: 

1. sensitivity and uncertainty analyses of such models, 

2. equilibrium adsorption isotherms 
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3. heat of adsorption 

4. models for axial dispersion in adsorption systems, and 

5. accounting for wall-channeling effects confined geometries. 

This body of literature is key to the understanding of fixed-bed adsorption and vital background 

for developing a predictive adsorption model. 

1.2.1 Sensitivity and uncertainty analysis of fixed-bed absorbers 

In general, the sensitivity of one-dimensional, fixed-bed adsorption models is well understood. 

Adsorption equilibria, mass-transfer rates, and process parameters (e.g., flow rate, inlet 

concentration, bed length) are known to be strong lever arms [16]. There are comparatively fewer 

studies which analyze the uncertainty of adsorption models due to errors in empirically predicted 

inputs such as heat and mass transfer parameters. Most such studies focus on the effect of 

uncertainties in mass transfer parameters on the breakthrough curve. Refs. [17]–[31] used models 

which account for both interparticle and intraparticle transport, and compared the relative 

sensitivities of multiple mass transfer parameters to determine the dominant mass-transfer mode(s). 

These studies found that model results are sensitive to mass transfer coefficients and generally, 

there is a single, dominant mass-transfer mode to which the model is most sensitive. It is well 

known that intraparticle diffusion can be ignored and the mass-transfer resistance can be 

approximated by a single parameter termed the linear-driving-force (LDF) coefficient when one 

mass-transfer mode dominates [32]. Refs. [33]–[39] evaluated the sensitivity of the breakthrough 

curve to this LDF coefficient. The LDF approximation is widely used both in the literature and in 

industry as a simplified representation of the mass transfer process in fixed-bed adsorption with 

good results as there is generally one dominant mass-transfer resistance [40],[12]. Regardless of 

the mass-transfer model, it is generally accepted that one-dimensional, fixed-bed adsorption 

models are sensitive to the mass transfer coefficients if the process is far enough away from the 

extreme limit of local gas-sorbent concentration equilibrium. 

 

Other studies focus on the sensitivity of adsorption models to equilibrium isotherm parameters. 

This includes investigations on the effect of different isotherm types (e.g., linear versus Langmuir, 

multi-component versus single-component) [16]. It has generally been concluded that nonlinear 

isotherms are required to model adsorption with a reasonable degree of fidelity [34],[36], and that 
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adsorption is highly sensitive to isotherm parameters while desorption is insensitive [36]. A large 

number of studies investigated only the effect of varying the isotherm parameters for a single 

isotherm model; Refs. [17], [18], [20], [33], [36], [39], [41] studied the effect on quantitative 

metrics such as breakthrough time, while Refs. [19], [27], [33]–[35], [42]–[44] evaluated model 

sensitivity by observation of changes in the slope or position of breakthrough curves. Most of these 

studies ([17]–[19], [34], [35], [39]) evaluated model sensitivities to the Freundlich isotherm 

parameters. Others investigated sensitivity to the Langmuir isotherm parameters [43], the 

Langmuir-Freundlich (i.e., Sips) isotherm parameters [20], [27], or the Toth isotherm parameters 

[33], [44]. Despite the wide variety of systems and isotherm types considered in these studies, 

there is a consensus in the literature that one-dimensional, fixed-bed adsorption models are 

sensitive to both the type of isotherm used (e.g., Freundlich, Langmuir, Toth) and to uncertainties 

in the empirically determined isotherm parameters1.  

 

Conclusions in the literature regarding sensitivity to axial dispersion are less consistent; while 

many researchers concluded that adsorption models are insensitive to axial dispersion ([18], [19], 

[24], [26], [28], [34], [39], [42]), others found the opposite to be true ([15], [30], [37], [38]). Yet 

others are equivocal in their conclusions. For example, Borina and Pavko [45] note that sensitivity 

to axial dispersion is a complex function of process parameters such as bed length and flow rate. 

They found that breakthrough time was insensitive to axial dispersion for a short bed at low 

velocity (L = 180 cm, u∞ = 4.1×10-5 m/s) but highly sensitive to axial dispersion for a longer bed 

at high velocity (L = 1000 cm, u∞ = 4.1×10-2 m/s). Lu et al. [37] found that sensitivity to axial 

dispersion also depends on the criteria used to define breakthrough time (x/x0 = 2%, 50%, or 98%), 

with lower breakthrough concentration criteria (i.e., x/x0 = 2%) causing the model to be most 

sensitive to axial dispersion. They concluded that sensitivity to axial dispersion becomes important 

relative to other parameters as the requirements on effluent concentration become more stringent. 

 

Most of these studies used empirical correlations to predict the axial dispersion coefficient. There 

are many such correlations (both empirical and semi-empirical) which allow researchers to directly 

predict the axial dispersion of their system without comparing their model directly to experimental 

data or higher-fidelity simulations. However, none of these correlations account for every possible 

mechanism of axial dispersion. Therefore, some researchers have focused on the effect of using 
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such predictions of axial dispersion on subsequently fit model parameters (e.g., LDF mass transfer 

coefficient). Axial dispersion is a complex function of flow conditions and bed geometry, with 

available correlations  spanning several orders of magnitude in their predictions [46], [47]. 

Furthermore, the available empirical correlations do not account for wall channeling, causing them 

to drastically underpredict the apparent axial dispersion in small-diameter beds, such as those used 

in laboratory experiments to obtain fitted parameters [15], [38]. Knox et al. [15] investigated the 

effect of using such empirical correlations to predict axial dispersion when fitting a one-

dimensional, fixed-bed adsorption model to typical lab-scale, experimental-breakthrough data. 

They found that using empirical prediction of axial dispersion fitted to the effluent caused an error 

in LDF coefficient, and proposed an experimental method for reducing this error using in-bed 

centerline concentration measurements where the near-wall apparent dispersion effects are 

minimized.  

 

Compared to the wealth of literature on equilibrium and kinetic parameters for mass transfer, 

relatively few papers have considered sensitivity to heat transfer parameters ([34], [36], [43], [48]–

[51]). This is partially due to the simplifying assumption made in many studies ([17]–[31], [37]–

[39], [42], [44], [45]) to neglect heat transfer and treat the entire bed as isothermal. This assumption 

is made even though system-level models of cyclic pressure and temperature-swing-adsorption 

processes are known to be highly sensitive to temperature [33]. Even studies that account for heat 

transfer rely on assumptions such as adiabatic walls ([34], [43], [49], [51]), constant isosteric heat 

of adsorption ([48], [50]), or local thermal equilibrium (LTE) ([34], [41], [48], [49], [51]). Sircar 

[48] evaluated the adiabatic wall assumption and concluded that while the breakthrough time is 

insensitive to the ambient heat loss, the profile of concentration in the bed depends strongly on this 

quantity. Furthermore, using an adiabatic boundary condition induced considerable error when 

fitting equilibrium capacity and the kinetic parameters, even when the temperature change in the 

column is small. In another study, Sircar [50] studied the effect of the fluid-solid heat transfer 

coefficient on the performance of a pressure swing adsorption system by modeling a single particle 

and concluded that the LTE assumption is appropriate at high Nusselt numbers (Nu > 6). Walton 

and LeVan [51] showed that assuming a constant isosteric heat of adsorption had minimal impact 

on plateau temperature, partial pressure, and loading, but a significant impact on breakthrough 

time compared with temperature-dependent models. The most dramatic difference was observed 
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at the highest adsorbed-phase heat capacity where approximating the isosteric heat as constant led 

to a severely overestimated breakthrough time.  

1.2.2 Equilibrium adsorption isotherms 

Knowledge of single-component, equilibrium adsorption isotherms is critical to the design of 

pressure-swing adsorption (PSA) and temperature-swing adsorption (TSA) systems. Accurate 

measurements of CO2 isotherms are required for a broad range of applications, from greenhouse 

gas remediation to atmosphere revitalization. Another adsorbate/adsorbent pair that is of great 

interest is H2O on zeolite 13X. Many industrial processes (e.g., natural gas purification process 

[52]) use zeolite 13X to remove water vapor from gas streams. Removing water from gas streams 

reduces the potential for several undesirable effects, such as hydrate formation, corrosion, and 

condensation or freezing of moisture [53]. Moisture removal is also an important precursor to 

adsorption of other constituents; of particular concern to the present work is the use of adsorbent 

beds to dehumidify the cabin air of spacecraft prior to carbon CO2 removal [54], [55]. 

 

Accurate adsorption equilibrium data of CO2 and H2O on zeolite 13X are needed across a wide 

range of temperatures and pressures to enable these predictive simulations. Though many studies 

have published data for CO2 and H2O adsorption, discrepancies in reported isotherms are common 

in the literature due to variability in the adsorbents tested and differences in measurement 

procedures [56]. While in principle the measurement is straightforward and can be accomplished 

using a variety of commercially available or custom-built instruments, in practice, it is challenging 

to obtain repeatable and accurate measurements. Correct measurements are especially challenging 

to obtain at low vapor pressures and loadings, due to finite instrument sensitivities and the 

difficulty of verifying complete activation of the adsorbent. It is also difficult to determine when 

equilibrium has been reached in many measurement instruments. 

 

In 2009, Wang and LeVan [57] published several isotherms for CO2 and H2O adsorption on Grace 

Davidson zeolite 5A and 13X. While these data spanned a wide range of temperatures (−50 °C to 

175 °C) and pressures (0.07 kPa to 85 kPa) useful for many PSA and TSA applications, their 

activation temperature (175 °C) was too low to completely remove residual water loading [58]. As 

a result, their isotherms measured an erroneously reduced capacity. Brandani and Ruthven [59] 



36 

 

documented the effect of small quantities of water on the CO2 capacity in several different forms 

of zeolite X. They found residual water loading on NaLSX sorbent at temperatures as high as  

220 °C; increasing the temperature to 350 °C resulted in complete H2O removal. This agrees with 

later work performed at NASA [58] which showed that an activation temperature greater than 300 

°C was required to completely remove residual water loading. NASA has depended on published 

isotherms, such as those of Wang and LeVan [57], to model adsorbent-based life support systems 

which operate on PSA and TSA cycles to revitalize the cabin atmosphere of space vehicles. 

However, unresolved discrepancies between model predictions and experiments necessitated the 

development of new equilibrium adsorption isotherms for CO2 and H2O adsorption on zeolite 13X. 

1.2.3 Heat of adsorption 

The heat of adsorption is another important parameter for modeling PSA and TSA processes [60] 

and is often used as an essential screening metric for assessing different sorbent materials for a 

specific application [60]–[63]. Despite its importance, the heat of adsorption is rarely measured 

directly [64] but is rather predicted from equilibrium isotherms using the Clausius–Clapeyron 

equation [16], [65]. While a handful of studies have used microcalorimetry to measure the heat of 

adsorption of CO2 on 13X at a single temperature ([66]–[73]), none have measured the heat of 

adsorption of CO2 on 13X as a function of temperature. Llewellyn et al. [74] investigated the effect 

of temperature on the heat of adsorption of N2 and Ar on NaX and DAY and found that the polar 

interactions of the N2/NaX system caused significant variations in the heat of adsorption with 

temperature. Given that the electric quadrupole moment in the CO2 molecule interacts very 

strongly with the cations present in the zeolite 13X crystals, there is reason to believe that 

temperature may affect the heat of adsorption of CO2 on 13X.  

1.2.4 Models for axial dispersion in adsorption systems 

Actual fixed-beds of adsorbents consist of a random packing of polydisperse sorbent particles. 

This stochastic structure naturally results in a flow field with dispersive attributes. Dispersion in 

the bed can include turbulence, flow splitting and rejoining around particles, Taylor dispersion, 

channeling (due to radial variations in bed void fraction), and wall effects. Numerous correlations 

are available in the literature which predict axial (Dax) and radial (Dr) dispersion a priori from 

particle Peclet number, velocity, and pellet diameter (see the reviews of Delgado [46], [47]). 
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Unfortunately, none of these correlations account for all dispersive mechanisms, and there is 

significant variation between their predictions. 

 

Generally, the dispersion is considered a secondary effect and is commonly neglected from 

adsorption models [12]. Recent work by Knox et al.[11], [15] compared the a priori prediction of 

the axial dispersion coefficient, Dax, from available correlations to measured dispersion from 

experimental breakthrough data and the examined in detail the potential consequences of using a 

priori prediction of Dax. They found that measured axial dispersion was an order of magnitude 

higher than correlations would predict. This finding was attributed to channeling effects which 

inflate axial-dispersion in a one-dimensional model. Furthermore, Knox et al. [11], [15] examined 

the effect of the large measured Dax on fitting an axially dispersed plug-flow model with the 

Danckwerts outlet boundary to breakthrough data to extract LDF coefficient. They found that 

using empirical correlations to predict Dax can result in erroneous extraction of the LDF mass 

transfer coefficient from experimental breakthrough data. Knox et al. [11], [15] concluded that, 

contrary to prior works, axial dispersion should be considered in systems when extracting LDF 

from laboratory-scale experiments. 

1.2.5 Wall-channeling in confined geometries 

When a bed of pellets is confined in a rigid container, packing heterogeneities near the wall lead 

to faster flow around the periphery of the bed (i.e., wall channeling). As the bed-to-pellet diameter 

ratio increases, the fraction of the flow affected by wall channeling decreases. Thus, while radial 

flow variations are known to exist in fixed-beds [75], it is generally accepted that their effects can 

be safely neglected for sufficiently large beds. “Sufficiently large” is generally defined as beds 

with a diameter at least twenty times greater than the adsorbent pellet diameter [76] (dbed/dp ≥ 20).  

 

While a bed-to-pellet diameter ratio of 20 is generally considered to be large enough to ignore the 

effects of near-wall channeling [76], recent studies by Knox and coworkers ([11], [15], [77], [78]) 

have indicated that wall channeling can affect apparent axial dispersion at values of dbed/dp even 

as large as 48. Researchers routinely use bench-scale adsorption beds to measure breakthrough 

curves for calibrating mass transfer coefficients with highly confined beds (dbed/dp < 20)[79]. This 

approach relies on correlations to predict the axial-dispersion coefficient a priori; while several 
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such correlations exist [46], none of these pellet-driven dispersion correlations account for the 

effects of nonplug flow. Inaccurate prediction of Dax—due to the prevalence of nonplug-flow 

conditions—can lead to significant errors in the mass transfer coefficients fitted to breakthrough 

curves from such highly confined experiments [15], [78]. 

 

To circumvent the lack of available correlations for nonplug flow, Knox et al.[15] proposed a new 

experimental method that allows for independent extraction of the LDF mass transfer coefficient 

and the apparent axial-dispersion coefficient using two sampling locations: (1) a centerline 

sampling location embedded close to the end of the bed and (2) a downstream sampling location 

which measures the mixed-exit concentration. The intrabed, centerline location is assumed to be 

sufficiently far from the walls that it is not influenced by the nonplug-flow effects on axial 

dispersion. Thus, extant correlations for pellet-driven dispersion can be used to extract the mass 

transfer coefficient. Once the mass transfer coefficient is extracted from the centerline data, the 

mixed-exit data can be used to find the apparent axial dispersion, a term which incorporates the 

effects of nonplug-flow conditions that are prevalent in highly confined beds. 

 

Two approaches have been used when near-wall-channeling effects play a significant role in the 

hydrodynamics. The first approach maintains the plug-flow assumption and uses a larger, apparent 

axial dispersion to account for the wall-channeling effects (e.g., Knox et al.[15]). The second 

approach uses two-dimensional simulations to account for the radial distribution of velocity (e.g., 

Augier et al.[79]). Despite the increased accuracy of 2-D simulations, 1-D simulations are still 

widely used to reduce computational expense. This dissertation uses both approaches to examine 

what mechanisms cause the plug-flow assumption to fail and under what circumstances modelers 

need to consider higher-order effects. 

 Objectives 

The primary objective of this dissertation is to improve the accuracy of axially dispersed plug flow 

adsorption model. This simplified model is the cornerstone of NASA’s simulations which will be 

used to design the next-generation LSS for deep-space exploration. This dissertation aims to 

identify the critical model inputs that drive the overall model uncertainty then systematically 

improve the measurement and prediction of these key input parameters.  
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The first objective is to identify critical model inputs. Axially dispersed plug flow adsorption 

models have been shown to be highly sensitive adsorption isotherms, mass transfer coefficients, 

and several operating parameters (e.g., flow rate); however, the effects of uncertainty in model 

inputs on overall model uncertainty is not well understood. This dissertation includes a detailed 

comparison of empirically predicted input parameters to experimental measurements from the 

literature to determine the uncertainty in each predicted parameter. Such an analysis of these 

parameters (e.g., effective axial thermal conductivity) is unavailable elsewhere in the literature. 

Prior work in the literature also fails to investigate the effect of wall channeling on breakthrough 

curve uncertainty. In particular, the influence of wall channeling on the apparent axial dispersion 

is not considered. The present work accounts for axial dispersion, including the effects of wall 

channeling on axial dispersion. This is accomplished by calibrating the model against experimental 

data from intra-bed centerline concentration measurements to find the LDF coefficient. This LDF 

coefficient is then used to extract axial dispersion coefficients from mixed, downstream 

concentration measurements for both a small-diameter bed (dominated by wall-channeling) and a 

large-diameter bed (dominated by pellet-driven dispersion). The subsequent sensitivity and 

uncertainty analysis which model inputs most strongly impact the predicted effluent concentration 

and temperature profiles.  

 

Before investigating other model inputs, it is necessary to determine an accurate model of the 

equilibrium adsorption isotherms for CO2 and H2O on zeolite 13X. Equilibrium isotherms are 

known to be strong lever arms and a potentially dominant source of model error. The capacity of 

this sorbent/adsorbent pair is of great importance to NASA as the next generation atmospheric 

revitalization system will most likely use zeolite 13X. As such, this dissertation seeks to improve 

the fidelity of equilibrium isotherms for CO2 and H2O on zeolite 13X compared to extant data. 

New adsorption isotherms are reported for pure CO2 on zeolite 13X over a temperature range of 

0 °C to 200 °C and pressure range of 0.001 kPa to 100 kPa. Similarly, isotherms for water 

adsorption on zeolite 13X are measured at 25 °C, 35 °C, 50 °C, 70 °C, and 100 °C and at 

equilibrium pressures ranging from 0.006 kPa to 25 kPa. These pure component equilibria are fit 

with several models to determine the best expression for modeling the capacity as a function of 

temperature and pressure. This best-fit isotherm model from this analysis is now used NASA’s 

adsorption simulations and in all subsequent modeling efforts discussed in this dissertation. 
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Both LDF mass transfer coefficient and axial dispersion were shown to be important model inputs 

based on the uncertainty analysis in this dissertation. Thus, a primary objective of this dissertation 

is improving the measurement and prediction of LDF and axial dispersion coefficients to reduce 

overall model uncertainty. Previously, the effect of axial dispersion on breakthrough curves was 

thought to be minimal; axial dispersion is commonly neglected by modelers and those who do 

consider it use empirical predictions to predict it a priori. Recent work by Knox et al. [15], showed 

that the effects of wall-channeling on apparent axial dispersion could not be neglected even when 

the bed-to-pellet diameter ratio exceeded 20. This result contradicts the consensus in the literature 

for when wall-effects can be neglected. Furthermore, there is considerable variance not only in the 

values obtained from a priori predictions but also in the physical dispersion mechanisms each 

correlation considers. There is a gap in basic understanding of what mechanisms dominate axial 

dispersion, and this dissertation aims to close this gap. 

 

A dual experimental/numerical study is conducted to narrow this gap by evaluating the ability of 

the axially disperse plug-flow model to accurately predict breakthrough in confined geometries. 

The axially disperse plug-flow model is used to independently extract mass transfer and axial-

dispersion coefficients from breakthrough experiments via centerline and mixed-exit 

concentration measurements, respectively. Four experimental cases are considered: breakthrough 

of carbon dioxide (CO2) and water (H2O), in two cylindrical beds of zeolite 13X (NaX) each. The 

adsorbate concentration is monitored both within the bed (centerline) and after the bed (mixed exit) 

throughout each experiment. Mass transfer and axial-dispersion coefficients are then 

independently extracted by fitting to the intrabed centerline and mixed-exit breakthrough curves 

respectively. The mass transfer coefficient extracted by fitting to the intrabed, centerline 

breakthrough curve is shown to be independent of bed size, even when dbed/dp=17. The extracted 

axial-dispersion coefficients are compared to the predictions of existing correlations for 

mechanical dispersion that do not account for the effects of wall channeling, and thereby grossly 

underpredict the apparent axial dispersion observed in the bed. The relative magnitudes of wall-

channeling effects are shown to be a function of the adsorption/adsorbate pair and geometric 

confinement (i.e., bed size). Ultimately, the axially disperse plug-flow model fails to capture the 

physics of breakthrough when nonplug-flow conditions prevail in the bed. 
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Lastly, a two-dimensional adsorption model is used to examine the interplay of wall-channeling 

and adsorption kinetics/equilibrium on breakthrough in confined geometries which caused the 1-

D model to fail. The effect of radial variations in porosity on velocity and concentration profiles 

is described. The 2-D simulation results are validated against experimental data and then compared 

to 1-D results to illustrate the need to account for these radial variations. The validated 2-D model 

is then used to investigate causes H2O to exhibit more significant radial variations in concentration 

compared with CO2 breakthrough. 

 

This dissertation aims to reduce error in adsorption models by improving the measurement and 

prediction of several key model inputs. These results that are of great need to the adsorption 

community which depends upon precise knowledge of these input parameters for predictive 

models. This work directly addresses the need to improve model accuracy as industry increasingly 

relies on simulation-based design. This dissertation also provides a necessary investigation of the 

limitations of the axially disperse plug-flow model on predicting breakthrough in confined 

geometries via a combined experimental and simulation approach. 

 Organization of dissertation 

The work presented in this dissertation is organized into eight chapters. Chapter 1 introduces 

fixed-bed adsorption and provides motivation for the dissertation work. Chapter 2 reviews the 

relevant literature. Chapter 3 presents a detailed investigation of the uncertainty of a fixed-bed 

adsorption model. This chapter includes details on the development of the one-dimensional model 

including the calibration method and source of model inputs. Novel isotherm fits for CO2 and H2O 

on zeolite 13X are presented in Chapter 4 and Chapter 5, respectively. Chapter 6 presents 

experimental measurements of centerline and mixed-exit concentration for CO2 and H2O 

breakthrough on zeolite 13X in two adsorbent beds and examines the limitations of the axially 

dispersed plug-flow model in predicting breakthrough in confined geometries. A 2-D model is 

developed in Chapter 7 to examine the interplay of wall-channeling and adsorption kinetics and 

capacity on breakthrough in confined geometries which caused the 1-D model to fail in Chapter 6. 

Finally, Chapter 8 summarizes the conclusions of this dissertation.  
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2. CALIBRATION AND UNCERTAINTY ANALYSIS OF A FIXED-BED 

ADSORPTION MODEL FOR CO2 SEPARATION 

Understanding the accuracy of predictive adsorption models is increasingly important as we 

transition to a simulation-based design and optimization approach. A comprehensive uncertainty 

analysis accounting for contributions from all the input parameters of a model that does not make 

simplifying thermal assumptions is lacking in the literature. We address this deficit in this chapter. 

A high-fidelity model of cylindrical adsorbent beds is developed which accounts for axial 

dispersion, local thermal nonequilibrium, nonlinear Toth isotherms, thermodynamically derived 

heats of adsorption, and temperature-dependent properties. We then follow the calibration method 

prescribed by Knox et al. [15] to independently determine the mass transfer rate (i.e., LDF 

coefficient) and the axial dispersion coefficient. Upper and lower uncertainty bounds for each of 

the model inputs are found by comparison of experimental data from the literature to empirical 

correlations. Model uncertainty is then investigated by independently varying each model input 

between its individual upper and lower uncertainty bounds and observing the relative change in 

important output quantities. Equation Chapter 2 Section 1 

 

The predicted effluent concentration and temperature profiles are most strongly affected by 

uncertainty in LDF coefficient, sorbent density, and void fraction. The uncertainty analysis further 

reveals that ignoring the effect of wall-channeling on apparent axial dispersion can cause 

significant error in the predicted breakthrough times of small-diameter beds. The material 

presented in this chapter was published in Adsorption [78]. 

 Experimental facility 

The fixed-bed adsorption breakthrough experiments of Knox et al. [11], [15] and Son et al. [80] 

are used in this chapter for model calibration. Cross-sectional drawings of the two test stands from 

these experiments, respectively called test stand A and B in this chapter, are shown in Figure 2.1 

and their physical properties are listed in Table 2.1. Test stand A holds a 254 mm (10 in) long 

sorbent bed sandwiched between two layers of glass beads, each 127 mm (5 in) long. This bed is 

housed in a 47.6 mm (1.87 in) inner diameter canister, which equates to roughly 24 sorbent pellets 
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across the inner canister diameter. The sorbent bed in test stand B is shorter at 165 mm (6.5 in) in 

length, but is held in a much larger inner canister diameter of 93.6 mm (3.68 in), approximately 

42 pellets across. For both test stands, five exposed-tip thermocouples measure the gas-stream 

temperatures upstream and downstream of the bed, and at three centerline locations within the 

sorbent bed, as shown in Figure 2.1.  

 

 

Figure 2.1 Cross-sectional views of the cylindrical canister and sorbent bed for test stand A and 

test stand B, showing the axial locations of intra-bed temperature and CO2 sensors. Note that the 

inlet and outlet gas sampling tubes are physically located far away from the sorbent. 

Table 2.1. Dimensions and physical properties of the test stand A [15] and B [80]. 

 Test stand A Test stand B 

bed length, L, m 0.254 0.165 

void fraction, ε 0.35 0.35 

inner canister diameter, dcan,in, mm 47.6 93.6 

sorbent:     material Grace Davidson grade 522[81] UOP RK-38[82] 

mean pellet diameter, dp, mm 2.32 2.1 

conductivity, ks, W/(m K) 0.152 0.144 

heat capacity, cp,s, J/(kg K) 920 650 

pellet envelope density, ρenv, kg/m3 1180 1179 

canister:    material stainless steel aluminum 

thickness, tcan, mm 1.59 10.3 

conductivity, kcan, W/(m K) 14.2 205 

heat capacity, cp,can, J/(kg K) 475 902 

density, ρcan, kg/m3 7833 2712 

insulation: material Q-fiber®[83] and min-K®[84] Pyropel® LD-6[85] 

thickness, tins, mm 25.4 15.9 

conductivity, kins, W/(m K) 0.038 0.032 

heat capacity, cp,ins, W/(m K) 747 747 

density, ρins,  kg/m3 88 100 
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The thermocouples in test stand A are factory calibrated T-type thermocouples (±1 °C accuracy). 

Test stand A is instrumented with a gas chromatograph (Shimadzu GC-14A with CR601 

integrator, ±1.2% of reading uncertainty [11]) which monitors the centerline CO2 concentration at 

five axial locations: (1) upstream of the bed, (2) 6.5 mm from the inlet of the bed (i.e., 2.5% of the 

total bed length), (3) the middle of the bed, (4) 6.5 mm from the exit of the bed, and (5) far 

downstream of the bed. Total pressure was measured at each of these five-sampling locations in 

test stand A (Viatran pressure transducer, 0-30 psia range, and ±0.25% full-scale range uncertainty) 

which was connected to the gas sampling line during a separate pressure-drop test run at the same 

flow rate used for the breakthrough experiments. The thermocouples in test stand B are calibrated 

to measure temperature to within ±0.2 °C uncertainty using a dry-block calibrator with RTD 

sensor. Test stand B is instrumented with two continuous-sampling, infrared CO2 sensors placed 

upstream and downstream of the bed (Sable Systems CA-10 CO2 Analyzer, ±1% of reading 

accuracy over a range of 0-5% CO2 by volume). In test stand B, the total pressure is measured 

before and after the bed by two absolute pressure transducers (Honeywell FP2000, 2-172 kPa range 

and ±0.10% full-scale range uncertainty) in real-time throughout the breakthrough experiment. 

 

Detailed descriptions of the test stands and experimental methods can be found in Refs. [15], [11], 

and [80]. To match conditions in the CDRA, the experiments use zeolite 5A sorbent at similar 

superficial velocity (0.28 m/s) and inlet temperature (300 K) during breakthrough. The bed 

diameters, however, are significantly larger at ~20 pellets across for the bed in test stand A and 

~42 pellets across for the bed in test stand B; thus, we expect that the empirically fit axial dispersion 

coefficients will be much lower than the axial dispersion in a CDRA channel with ~6 pellets across 

the bed, where flow channeling, caused by low porosity near the wall, dominates the axial mixing 

and leads to a high apparent dispersion. Breakthrough test data can be used to calibrate the mass 

transfer (LDF) coefficient and dispersion coefficient. To perform breakthrough tests, the beds, 

which are initially filled with only N2, are exposed to an inlet flow of N2 and CO2 at t = 0. The 

inlet flow is maintained at a superficial velocity of 0.28 m/s and constant CO2 partial pressure, 

while the outlet is maintained at a constant total pressure. The CO2 is adsorbed by the sorbent as 

the gas mixture passes through the bed. Eventually, there is a small, but measurable quantity of 

CO2 detected in the bed effluent. The time at which this occurs is termed the initial breakthrough 

time, tb. For the purpose of this dissertation, the breakthrough time is defined as the time at which 
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the effluent concentration first reaches 1% of the influent concentration, c0. The test continues until 

the bed is completely saturated, meaning that the effluent concentration matches the influent 

concentration to within 1%. This occurs at approximately t = 2 h. 

 Modeling approach 

An axially dispersed plug-flow reactor model is developed based on the cylindrical bed geometries 

shown in Figure 2.1. We model the breakthrough process as described in section 2.1 above. The 

model is quasi-one-dimensional in that the temperature of the four separate constituents (gas phase, 

sorbent, canister wall, and insulation) can differ at the same axial position and are coupled via heat 

transfer coefficients. Thus, the model requires four separate energy balances, one for each 

constituent. The model additionally requires two mass balances for the gas phase and adsorbed 

CO2 phase. These six governing equations (two mass balances and four energy balances) are 

coupled and solved to obtain the CO2 concentrations and temperatures as a function of time and 

axial position. 

2.2.1 Adsorbed-phase mass balance 

The adsorbed phase concentration is computed using the linear-driving-force (LDF) 

approximation [13]. The physical process of adsorption is controlled by several mass transfer 

resistances, including macropore, micropore, and surface diffusion. The LDF approximation 

ignores the concentration gradient within a pellet and lumps these resistances into a single term. It 

is assumed that the adsorption rate (∂n/∂t) is linearly proportional to the difference between the 

adsorbate concentration in the gas phase, n, and the equilibrium adsorbed-phase concentration, n*, 

as 

 ( )*

l

n
k n n

t


= −


  2.1 

where the constant of proportionality, kl, is termed the LDF mass transfer coefficient. The 

equilibrium adsorbed-phase concentration, n*, corresponds to the CO2 partial pressure, 
2COp , at 

the adsorbent temperature, Ts, based on the equilibrium adsorption isotherm as described in Section 

0 below. The bed is assumed to be initially devoid of CO2 (i.e., n(t = 0) = 0). 
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2.2.2 Gas-phase mass balance 

The gas-phase mass balance is coupled with the adsorbed-phase mass balance via the rate of 

adsorption. This balance also accounts for advection and axial dispersion through the bed as 
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where c is the gas-phase concentration of the adsorbate (i.e., CO2). The axial dispersion coefficient, 

Dax, is calculated from the parametric equation of Edwards and Richardson [86] as described in 

Section 2.2.4. We represent the experimental boundary conditions in our model with a constant 

flux boundary condition at the inlet and the Danckwert’s boundary condition at the outlet, 

respectively defined as 
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2.2.3 Energy balances 

Separate energy balance equations for the gas, adsorbent, canister wall, and insulation are included 

in the model to account for local thermal nonequilibrium. An analysis of the time constants for 

energy flow between these four constituents indicates that none can be neglected. It is critical to 

account for diabatic effects due to the large thermal mass of the container. All four energy balances 

account for transient heat storage and heat transfer between the separate regions. In addition to 

these terms, the adsorbent energy balance includes a heat of adsorption term that accounts for the 

exothermic and endothermic nature of adsorption and desorption, respectively. 

 

The gas-phase energy balance includes transient heat storage, axial dispersion, advection, and 

convective heat transfer to the adsorbent and canister wall, 
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where hg-s is the convection coefficient between the gas and adsorbent, hg-can is the convection 

coefficient between the gas and canister wall. The effective axial thermal conductivity, keff, 

accounts for both the adsorbent- and gas-phase conductivities as well as axial thermal dispersion 

due to mixing. These coefficients are calculated using empirical correlations as described in the 

Section 2.2.4 below. 
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The adsorbent-phase energy balance accounts for transient storage, convective heat loss to the gas, 

and the heat of adsorption, but neglects axial conduction as the gas-phase energy balance already 

accounts for the adsorbent-bed conductivity, 
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where As is the pellet external surface area. The isosteric heat of adsorption, λ, is derived from the 

Clausius-Clapeyron relationship as will be described further in Section 2.2.4. 

 

The canister wall energy balance includes transient energy storage, axial conduction, and heat 

transfer with the internal gas-phase and the external insulation, 
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where Acan is the cross-sectional area of the canister wall and hcan–ins is the heat transfer coefficient 

between the canister and the insulation. A heat transfer coefficient of hcan–ins = 3 W/(m2 K) is 

assumed for both test stands having insulation loosely affixed to the canister wall. 

 

The insulation energy balance accounts for transient energy storage, axial conduction, and heat 

transfer with the canister and ambient air, 
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where Ains is the cross-sectional area of the insulation, and the heat transfer coefficient between 

the insulation and the ambient is assumed to have a value of hins–amb = 3 W/(m2 K). 

2.2.4 Model inputs 

The model described in Sections 2.2.1 to 2.2.3 above calls for several input parameters to predict 

the temperatures and concentrations within the sorbent bed. Table 2.1 provides the geometric 

dimensions and material properties of the adsorbent, canister, and insulation of the two test stands. 

The properties of the CO2 and N2 gas mixture are computed assuming that they are ideal gases and 

accounting for local temperature, pressure, and composition [87]. Table 2.2 summarizes the inlet 

and initial conditions measured during the breakthrough experiments [15], [80]. These conditions, 

representative of the conditions in the CDRA during adsorption, are used for all simulations in this 

chapter. The remaining model input parameters are either predicted from empirical correlations or 
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directly fit to experimental data. These inputs can generally be categorized as heat transfer 

coefficients, bed transport properties, or equilibrium isotherm parameters. 

 

Table 2.2. Inlet and initial conditions for breakthrough of CO2 on zeolite in test stands A [15] 

and B [80]. 

operational parameter Test stand A Test stand B 

volumetric flow rate, V, SLPM 28.3 132 

inlet temperature, Tg,in, K 298 299 

initial temperature, Tinit, K 299 299 

ambient temperature, Tamb, K 298 297 

inlet total pressure, pg,in, kPa 106 126 

inlet CO2 partial pressure, pCO2,in, kPa 0.816 0.689 

 

The empirical correlations used to predict the heat transfer coefficients and bed transport properties 

are expressed in terms of the dimensionless Prandtl, Schmidt, and Peclet numbers defined in the 

Nomenclature section. A dimensionless pellet Reynolds number is also used in these correlations, 

defined using the superficial fluid velocity and the pellet diameter as the length scale, 

 
p g

p

g

u d
Re






=  . 2.8 

The interfacial gas-adsorbent heat transfer coefficient, hg-s, is predicted from the empirical 

correlation of Wakao et al.[88], 

 
g-s p 1 3 0.6

g-s g p

g

2 1.1
h d

Nu Pr Re
k

= = +  . 2.9 

The heat transfer coefficient between the gas and inner canister wall, hg-can, is predicted using the 

empirical correlation from Li and Finlayson [89] as 
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The effective axial thermal conductivity is calculated from the correlation of Yagi et al.[90] as 
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where the effective axial thermal conductivity of a quiescent bed of spherical particles is given by 

the Krupiczka [91] equation, 
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The axial dispersion is predicted following the method described by Langer et al.[92]  This method 

expresses the axial dispersion coefficient for the jth species, Dax,j, in dimensionless form as 
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where τ and β are empirically fit constants respectively termed the tortuosity and radial dispersion 

factor, Pe∞ is the Peclet number at infinite velocity, and Scj is the Schmidt number for the jth 

species, 
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We find the molecular diffusivity of component j in the mixture using the relation given by 

Fairbanks and Wilke [93], 
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where Djk is the binary diffusion coefficient of species j in species k calculated from the kinetic 

theory of gases [94]. The coefficients τ and β in Eq. 2.13 were empirically determined by Edwards 

and Richardson [86] for flow through a uniformly packed bed of nonporous spherical particles to 

be 0.73 and 13, respectively. This correlation approximates only the pellet-driven dispersion and 

is valid for flow where 0.008 < Rep < 50 and 0.377 mm < dp < 6 mm. Theoretically, at infinite 

velocity, Pe∞ = 2; however, experimental observations show that Pe∞ a strong function of pellet 

diameter [92]: 
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We use this empirically observed expression for Pe∞ when calculating Dax in Eq. 2.13.  

 

The equilibrium adsorbed-phase concentration is calculated using the Toth equilibrium adsorption 

isotherm [95] as 
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where a is the saturation capacity, b is an equilibrium constant, E is the activation energy or energy 

of adsorption, and t is the heterogeneity parameter. Parameters a, b, and t are temperature-

dependent as shown, whereas a0, b0, and t0 are system-dependent, adsorption-isotherm parameters 

[57] given in Table 2.3. The isosteric heat of adsorption, λ, is derived from the Clausius-Clapeyron 

relationship for the Toth isotherm as 
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where 
2COp  is the partial pressure of CO2 and a, b, and t are the temperature-dependent parameters 

from the Toth isotherm shown in Eq. 2.17. 

Table 2.3. Toth equilibrium adsorption isotherm parameters for CO2 on zeolite 5A [57]. 

a0, mol/(kg kPa) b0, kPa-1 E, K f0 c, K 

9.875 × 10-7 6.761 × 10-8 5625 0.27 -20.02 

 Uncertainty bounds of model input parameters 

We compare the available empirical correlations with published experimental data to estimate the 

uncertainty in the heat transfer coefficients, axial dispersion, and effective axial thermal 

conductivity. Experimental data for the gas-adsorbent Nusselt number, Nug-s, as a function of 

Pr1/3Rep
0.6 taken from Wakao and Kagei [96] (and originally published in Refs. [97]–[107]) are 

reproduced in Figure 2.2 along with the empirical correlation by Wakao et al. [88] (solid line). The 

coefficient of the Pr1/3Rep
0.6 term in the Wakao et al. [88] correlation was varied to obtain upper 

and lower uncertainty bounds (dashed lines) encompassing 95% of all the experimental data. 

Similarly, for the gas-wall Nusselt number, the coefficient of the Rep
0.79 term in the Li and 

Finlayson [89] correlation was varied to obtain upper and lower uncertainty bounds (dashed lines) 

encompassing 95% of all the experimental data as shown in Figure 2.3. The experimental data in 

Figure 2.3 were taken from Li and Finlayson’s [89] review of the literature and were originally 

published in Refs. [108] and [109]. 
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A similar approach was taken to find upper and lower uncertainty bounds for the axial dispersion 

term. Delgado [46], [47] compiled experimental measurements of axial dispersion from several 

authors [86], [110]–[116]. These data were compared with the Langer et al. [92] correlation shown 

in Eq. 2.13. The empirical fits of Scott et al. [117] (τ = 0.57, β = 42) and Wicke [118] (τ = 1, β = 

0) provide the widest range of predicted values for Dax, encompassing 92% of the experimental 

data shown in Figure 2.4. We take these two correlations to be the upper and lower bounds on Dax. 

 

Özgümüş et al. [119] reviewed experimental studies measuring effective axial thermal 

conductivity for granular packed beds with a variety of bed materials and Reynolds numbers 

ranging from 0.001 to 3000. We compiled data from those studies [90], [120]–[124] which used 

spherical particles in a flowing gas (as opposed to water or other liquids). These data included a 

wide range of particle materials ranging from low thermal conductivity glass, ks = 0.1 W/(m K), 

to high thermal conductivity nickel, ks = 90 W/(m K). To account for the different particle and 

fluid properties, the quiescent-bed effective axial thermal conductivity, 
0

effk , was calculated for 

each experiment using the Krupiczka [91] equation (Eq. 2.12). We then subtract 
0

effk  from the 

reported keff and divided by the gas thermal conductivity, kg, to obtain the normalized effective 

axial thermal conductivity, 0

eff g eff gk k k k− . The normalized effective axial thermal conductivity 

is plotted against the product of Prandtl and Reynolds numbers, PrRep, along with the empirical 

correlation by Yagi et al. [90] (solid line) in Figure 2.5. The coefficient of the PrRep term in the 

Yagi et al. [90] correlation was then varied to obtain upper and lower uncertainty bounds (dashed 

lines) encompassing 95% of all the experimental data.  

 

The uncertainty in void fraction and pellet density comes directly from the uncertainty of measured 

values for test stand B as described by Son et al. [80]. The insulation-ambient heat transfer 

coefficient uncertainty comes from the typical full range of free-convection heat transfer 

coefficients given by Incropera et al. [125]. In the absence of a similar range of possible values for 

the canister-insulation heat transfer coefficient, we consider the two most extreme cases, an 

adiabatic interface (hcan-ins → 0) and an isothermal interface (hcan-ins → ∞). Knox et al. [11], [15] 

found that the uncertainty in LDF due to uncertainty in ad hoc prediction of axial dispersion when 

fitting to experimental data (following the method used in the present work) is approximately ±5%.   
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Figure 2.2. Experimental measurements [97]–[107]of interfacial gas-sorbent Nusselt number 

compared with the correlation of Wakao et al. [88] (solid line) and uncertainty bounds (dashed 

lines) encompassing 95% of data. 

 

Figure 2.3. Experimental measurements [109],[108] of gas-canister Nusselt number compared 

with the correlation of Li and Finlayson [89] (solid line) and uncertainty bounds (dashed lines) 

encompassing 95% of data.  
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Figure 2.4. Experimental measurements [86], [110]–[116] of axial dispersion of gases through 

fixed beds of spherical particles compared with the correlation of Edwards and Richardson [86] 

(solid line). Upper and lower uncertainty bounds on Dax are estimated from the correlations of 

Scott et al. [117] and Wicke [118], respectively.  

 

Figure 2.5. Experimental measurements [86], [110]–[116] of the effective axial thermal 

conductivity of a fixed bed of spherical particles with gas flow compared with the correlation of 

Yagi et al. [90] (solid line) and uncertainty bounds (dashed lines) encompassing 95% of data. 
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It is noted that we do not consider uncertainty in isotherm parameters, for which the adsorption 

model sensitivities have been extensively characterized and are well-known [17]–[20], [27], [33]–

[36], [39], [42]–[44]. Thermophysical properties for the canister wall, insulation, and gas mixtures 

are well known and not considered in this uncertainty analysis. The model uncertainty due to other 

inputs, such as the geometric dimensions of the bed and inlet conditions, is also not studied because 

these quantities can be trivially and accurately measured. 

 Solution procedure 

The governing equations as given by Eqs. 2.1–2.7 are coupled and solved in COMSOL 

Multiphysics [126]. A one-dimensional mesh is generated with a uniform element size of 1% of 

the total bed length. The PARDISO algorithm—a direct method based on LU decomposition—is 

used to solve linear equations and the Newton automatic highly nonlinear method to solve 

nonlinear equations. The solver uses the backward differentiation formula to dynamically modify 

the time step and improve computation time; we impose an initial time step of 1×10-8 s and a 

maximum time step of 120 s to improve stability. Convergence is reached when the relative 

residuals drop below 10-4 for all dependent variables, namely CO2 concentration in the gas phase 

and adsorbed phase, pressure, and temperatures of the adsorbent, gas, canister, and insulation. 

 Results 

The model is first calibrated using experimental data to determine the LDF coefficient, kl, and 

the axial dispersion coefficient, Dax. Then, an uncertainty analysis is performed by varying each 

model input between its upper and lower uncertainty bounds, as defined in Section 2.2.4 above, 

and observing the relative change in important output quantities. 

2.5.1 Model calibration 

Determining the axial dispersion coefficient from experiments using mixed, downstream 

concentration measurements is inaccurate for a small-diameter bed where wall channeling effects 

dominate the axial mixing behavior. Available empirical correlations for axial dispersion do not 

capture the influence of channeling in the near-wall region, as they are designed to predict pellet-

driven axial dispersion [46]. Knox et al. [15] described a method to more accurately obtain the 
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LDF coefficient from small-diameter reactors by using centerline measurements of concentration 

immediately before the exit of the bed. We follow this procedure in the current work to 

independently extract the LDF and axial dispersion coefficients from the experimental 

measurements of test stand A. The procedure assumes that dispersion in the center of the bed (far 

from the canister wall) is pellet-driven, and thus the axial dispersion at the centerline of a bed can 

be accurately predicted by empirical correlations. Using this prediction of axial dispersion from 

correlations as an input, the model can then be fit to the centerline measurement of concentration 

by varying the value of the LDF coefficient; the value that provides the best fit is taken as the LDF 

coefficient extracted from this calibration process.  

 

To extract the LDF coefficient from test stand A, we simulate breakthrough for LDF coefficients 

varying from 1.75×10-3 s-1 to 2.4×10-3 s-1 at increments of 5×10-5 s-1, while using the Edward and 

Richardson correlation [86] to predict axial dispersion at the inlet conditions (Dax = 1.13×10-3 m2/s). 

The temporal, gas-phase-CO2 concentration is then compared with experimental data at 97.5% of 

the bed length (z = 247.5 mm). Figure 2.6a shows the time dependence of the concentration of CO2 

at the bed exit breakthrough from the best-fit simulation (black line) alongside experimental 

measurements of the centerline concentration (red diamonds) for test stand A. This plot is 

commonly referred to as the breakthrough curve. The gray region in Figure 2.6a marks the span of 

the simulated breakthrough curves for LDF coefficient. Initially (at t = 0) the adsorbent is devoid 

of CO2, and when the N2-CO2 gas mixture first enters the bed, it adheres to the first few layers of 

adsorbent, filling up the most easily accessed surface area with monolayers of CO2. As time 

progresses, the adsorbent near the bed entrance becomes saturated, and the CO2 penetrates farther 

into the bed; however, the CO2 does not reach the bed exit until most of the bed becomes saturated. 

The breakthrough point as defined herein occurs when the CO2 concentration in the effluent 

reaches 1% of the influent concentration (c/c0 = 1%); this occurs at t = 0.45 h in Figure 2.6a.  

 

Due to the finite rate of adsorption, a diffuse concentration front forms as the CO2 progresses 

through the bed. This diffuse front is evident from the S-shaped portion of the breakthrough curve 

which shows a sharp initial rise in concentration near the breakthrough time and a gradual tapering 

off as the effluent approaches the influent concentration. The difference in curvature at these two 

locations is explained by the concentration dependence of the rate of adsorption. The rate of 
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adsorption is linearly proportional to the difference between the current and equilibrium 

concentrations of the adsorbed phase. Thus, the curvature of the effluent concentration is more 

gradual at the end of the test, when the bed is nearly saturated, compared with the sharp curvature 

seen in the initial concentration rise at breakthrough.  

 

To evaluate the sum of squared errors (SSE) between the model prediction and the sparse 

experimental data, a cubic spline is used to interpolate values of experimental concentration (see 

red line in Figure 2.6a). Note that   the saturation term of the Toth isotherm was increased by 16% 

to shift the model predictions along the time axis to be in closest agreement with the experimental 

data at the midpoint of the breakthrough curve. This is necessary because the isotherm parameters 

used in the model were not developed for the specific zeolite 5A formulation used in this study; 

furthermore, this capacity change has no influence on the slope of the curve and is thus 

inconsequential to the resulting best-fit kl value. Only data in the middle 50% of the concentration 

range are used to compute the SSE as indicated by the dashed blue horizontal lines in Figure 2.6a. 

This is done to fit the LDF to the linear portion of the breakthrough curve. Figure 2.6b shows the 

SSE as a function of the LDF coefficient. The minimum SSE corresponds to kl = 2.1×10-3 s-1. 

 

 

Figure 2.6. Calibration of LDF in test stand A: (a) model predictions shown alongside 

experimental measurements of exit concentration at 97.5% of the bed length for CO2 

breakthrough, and (b) SSE between the model prediction and cubic-spline fit to the experimental 

data as a function of LDF coefficient. The gray region in (a) marks the span of the simulated 

breakthrough curves for the range of LDF coefficients in (b). (Dax = 1.13×10-3 m2/s). 
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Using this LDF value, the effective axial dispersion of the entire bed (accounting for both the 

effects of pellet-driven dispersion and wall channeling) is determined by fitting the model 

predictions to the concentration of the mixed effluent, measured far downstream of the bed. 

Breakthrough is simulated for axial dispersion coefficients varying from 1×10-4 m2/s to 1 m2/s in 

logarithmic steps (forty steps per decade). Figure 2.7a shows the breakthrough curve from the best-

fit simulation (black line) alongside experimental measurements of the mixed downstream 

concentration (red diamonds) in test stand A, and Figure 2.7b shows the SSE as a function of axial 

dispersion coefficient. Again, for comparing the simulated concentration with experimental data, 

a cubic spline is used to interpolate values at the simulated time steps, and only data in the middle 

50% of the concentration range (indicated by the dashed blue horizontal lines in Figure 2.7a) are 

used to compute the SSE. The minimum SSE corresponds to an axial dispersion coefficient of Dax 

= 1.2×10-2 m2/s which is one order of magnitude larger than the axial dispersion coefficient 

predicted from the Edwards and Richardson [86] correlation, Dax = 1.13×10-3 m2/s. We attribute 

this significant difference to wall channeling effects that dwarf axial dispersion in beds with small 

bed-to-pellet diameter ratios. Our findings are consistent with those of Knox et al. [15], who also 

calibrated a one-dimensional adsorption model to experimental data from the same test stand. We 

attribute slight differences from their calibrated LDF and axial dispersion coefficients, 2.3×10-3 s-

1 and 1.3×10-2 m2/s respectively, to differences between our modeling approaches. Namely, the 

present model uses the Clausius-Clapeyron equation to determine the temperature-dependent 

isosteric heat of adsorption and separately models the canister wall and insulation, whereas Ref. 

[15] uses a constant heat of adsorption and combines the insulation and canister-wall energy 

equations. Additionally, we account for the effect of pellet diameter on Pe∞
53, a term in the 

Edwards and Richardson [86] correlation, while Ref. [15] assumes that Pe∞ = 2. 
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Figure 2.7. Calibration of Dax in test stand A: (a) model predictions shown alongside 

experimental measurements of mixed concentration far downstream of the bed for CO2 

breakthrough, and (b) the SSE between the model prediction and cubic-spline fit to the 

experimental data as a function of Dax. The gray region in (a) marks the span of the simulated 

breakthrough curves for the Dax values simulated in (b). (kl = 2.1×10-3 s-1). 

Unlike test stand A, test stand B is not instrumented to measure the centerline CO2 concentration. 

As such, the same procedure cannot be followed to obtain the LDF coefficient independently. 

Experiments on both test stand A and B were conducted using clay bound zeolite 5A pellets of 

similar diameter. Considering that the mass transfer coefficient is in theory only a function of the 

sorbent-adsorbate pair, the LDF coefficient obtained from stand A (kl = 2.1×10-3 s-1) is used to 

determine Dax for test stand B. Using this LDF coefficient, breakthrough simulations were run for 

test stand B while varying the axial dispersion from 1×10-7 m2/s to 1 m2/s in logarithmic steps 

(twenty steps per decade). The simulated concentration for each of these Dax is compared with 

experimental data for the mixed concentration downstream of the bed. Figure 2.8a shows the 

breakthrough curve from the best-fit simulation (black line) and experimental measurements (red 

line) in test stand B, and Figure 2.8b shows the SSE as a function of axial dispersion coefficient, 

respectively. Concentration measurements in test stand B are taken at a sufficiently high temporal 

frequency to allow direct comparison with the simulation results when computing the SSE. Again, 

only data in the middle 50% of the concentration range are used for this calculation (indicated by 

the dashed blue horizontal lines in Figure 2.8a). The resulting plot of SSE over the range of axial 

dispersion values evaluated shows no clear minimum SSE in Figure 2.8b. Rather, the error 
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asymptotically approaches a constant minimum value as the axial dispersion coefficient tends 

toward zero, with the best fit to the experimental results being the lowest simulated value, Dax = 

1×10-7 m2/s. This result indicates that axial mixing in test stand B is not dominated by channeling 

effects and the experiment is well represented by a plug-flow model. Furthermore, as the error 

remains relatively constant for all values of Dax ≤ 2×10-3 m2/s, we can use the Edwards and 

Richardson [86] correlation for pellet-driven axial dispersion with good accuracy for test stand B. 

These calibrated kl and Dax are taken as the baseline model inputs for the analysis. 

 

 

Figure 2.8. Calibration of Dax in test stand B: (a) model predictions shown alongside 

experimental measurements of mixed concentration far downstream of the bed for CO2 

breakthrough, and (b) the SSE between the model prediction and the experimental data as a 

function of Dax. The gray region in (a) marks the span of the simulated breakthrough curves for 

the Dax values simulated in (b). (kl = 2.1×10-3 s-1). 

2.5.2 Comparison to baseline 

Using the calibrated LDF and the axial dispersion coefficients, we assess the model predictions 

for a case with all input parameters fixed at a set of baseline values. These model input parameters 

and their baseline values are given in Table 2.4 for test stands A and B. The parameters are 

subdivided into three categories: bed parameters, heat transfer coefficients, and adsorbent 

properties. The model predictions are assessed in terms of five different output performance 

metrics: 
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1. breakthrough time, tb – the time when the concentration of adsorbate at the bed 

exit, c, first reaches 1% of the inlet concentration (i.e., c/c0 ≥ 0.01); 

2. stoichiometric breakthrough time, stoicht  – the time it would take to completely 

saturate the bed if there were no mass transport resistance, found via integration, 
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3. total capacity, χ – the mass of CO2 adsorbed by the zeolite 5A bed after the bed is 

saturated (i.e., c/c0 ≥ 0.99); 

4. time to reach maximum outlet temperature, t(Tg,max) – the time when the bed exit 

gas temperature reaches its maximum value;  

5. maximum temperature rise, ΔTg,max – the maximum temperature difference of the 

gas across the bed (i.e., Tg(z = L) – Tg(z = 0) ); and 

6. mean temperature rise, ΔTg,mean – the time-averaged temperature difference of the 

gas across the bed. 

The model is run with the input values as given in Table 2.4 to obtain baseline output parameters 

for both test stands. These results are tabulated in Table 2.5. Figure 2.9 shows the breakthrough 

curve from the baseline simulation (dashed line) alongside experimental measurements of the 

mixed downstream concentration for test stands A and B (panels a and b, respectively). The 

simulation breakthrough curve matches the experimental data very well. Test stand A takes 

approximately twice as long to break through (see solid green lines in Figure 2.9a and b). Given 

that both beds are subject to similar superficial velocities and bed void fractions (see Table 2.2), 

we attribute this difference in breakthrough time to the difference in bed length. For similar 

reasons, the stoichiometric breakthrough time of test stand A is greater than of test stand B (see 

dotted green lines in Figure 2.9a and b). The bed in test stand B is larger and thus holds more 

pellets and has a greater total capacity for holding CO2. Normalizing the capacities of the two beds 

by the mass of adsorbent in each, we find that both beds hold approximately 5% CO2 by mass at 

equilibrium. Figure 2.9 also shows the effluent temperature from the baseline simulation (dashed 

line) alongside experimental measurements of the mixed downstream concentration for test stand 

A and test stand B (panels c and d, respectively). The initial spike in the experimentally measured 

temperature of test stand A is attributed to N2 adsorption. Recall that test stand A is kept in a 

helium environment prior to starting the breakthrough experiment. The introduction of nitrogen to 
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the adsorption bed results in a slight rise in temperature as a minute quantity is adsorbed onto the 

zeolites; this phenomenon is not captured in our simulation results, which treat nitrogen as inert. 

Apart from this discrepancy in test stand A, the simulation predictions closely follow the initial 

temperature rise and match the maximum temperature to within one degree. The outlet temperature 

peaks sooner in test stand B than A, again due to the difference in bed length. Notably, the outlet 

temperature peaks in test stand B simultaneously with breakthrough. We attribute this to the very 

low axial dispersion in test stand B which closely mimics ideal plug-flow behavior. This close 

match also indicates that the temperature gradient in the radial direction of the bed is small and 

thus the overall temperature gradient, which is primarily axial, is well represented by the one-

dimensional model. 
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Table 2.4. Baseline values of the model input parameters varied in the sensitivity analysis. 

model input parameter test stand A test stand B 

linear-driving-force coefficient, kl, s-1 2.1×10-3 2.1×10-3 

axial dispersion, Dax, m2/s 1.20×10-2 1.13×10-3 

effective axial thermal conductivity, keff,ax, W/(m K) 0.673 0.726 

void fraction, ε 0.35 0.35 

gas-sorbent heat transfer coefficient, hg-s, W/(m2K) 128 148 

gas-canister heat transfer coefficient, hg-can, W/(m2K) 16.9 10.8 

canister-insulation heat transfer coefficient, hcan-ins, W/(m2K) 3 3 

insulation-ambient heat transfer coefficient, hins-amb, W/(m2K) 3 3 

sorbent envelope density, ρenv, kg/m3 1180 1179 

sorbent thermal conductivity, ks, W/(m K) 0.152 0.144 

sorbent specific heat, cp,s, J/(kg K) 920 650 

 

 

Table 2.5. Output metrics for the baseline simulation and experimental results. 

output metrics 

test stand A test stand B 

simulation experiment simulation experiment 

breakthrough time, tb, s 1000 N/A* 630 580 

stoichiometric breakthrough time, tstoich, s 2640 2676 1848 1876 

total capacity,  , g 17.1 18.9 43.3 45.3 

time to max outlet temperature, t(Tg,max), s 1300 1497 510 650 

max temperature rise, ΔTg,max, K 11.0 11.7 7.3 7.1 

mean temperature rise, ΔTg,mean, K 3.6 4.8 1.8 2.0 

* experimental data are not sufficiently resolved to determine the exact breakthrough time in test stand A 
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Figure 2.9. Comparison of baseline simulation and experimental data for test stand A (top) and 

test stand B (bottom). Left panels (a, b) show breakthrough curves and right panels (c, d) show 

exit temperature. All values are for mixed, downstream measurements. 
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2.5.3 Uncertainty analysis 

We next perform an analysis of model uncertainty given the expected potential deviations from 

these baseline parameters as described in Section 2.2.4. The percent change versus the baseline 

case is evaluated using the six performance metrics (defined in Section2.5.2) for upper and lower 

bounding values of each model input parameter. These bounds are summarized in Table 2.7. Given 

the excellent agreement between the baseline model and experiments, we consider this analysis as 

an approximation of uncertainty in the model predictions. The adsorbent conductivity and specific 

heat are excluded from this table because uncertainty values were not provided by the 

manufacturers, and also based on the results from a sensitivity analysis which showed that, at 

±10% uncertainty, these parameters would have a negligible effect on the simulated performance 

[77].  

 

Simulations were performed for all high and low bounding values included in Table 2.7. The 

percent changes in the performance metrics were then compared to the baseline case. Table 2.8 

reports these relative percent changes in the breakthrough time, stoichiometric breakthrough time, 

and total bed capacity. The analysis reveals that (for both test stands) the greatest uncertainties in 

the effluent concentration come from three parameters: LDF coefficient, void fraction, and pellet 

density. In addition to these parameters, uncertainty in axial dispersion is also important for test 

stand A. This is because wall channeling due to the small pellet-to-canister diameter ratio in test 

stand A results in significant axial mixing, which is not captured by the empirical correlations used 

to predict axial dispersion, as these correlations only account for pellet-driven dispersion. Thus, 

the baseline dispersion is almost an order of magnitude larger than the dispersion simulated for the 

uncertainty analysis. 

 

Figure 2.10 shows the breakthrough curve of the four simulations for which the axial dispersion 

and the LDF coefficient were held at their upper or lower uncertainty bounds, in addition to the 

baseline results. As expected, it shows that the slope of the breakthrough curve increases as the 

LDF coefficient is increased from the baseline value, causing the bed to breakthrough earlier; 

decreasing the LDF has the opposite effect on breakthrough time. Simulations run using the upper 

and lower bounds of axial dispersion coefficient, Dax, deviate significantly from the baseline in 
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test stand A. Both cases show a similar steepening of the curve which causes the breakthrough 

time to increase. The deviation in test stand A is due to the extremely high experimentally 

measured Dax that is an order of magnitude larger than even the upper uncertainty bound on Dax. 

We note that Figure 2.10 shows negligible deviation from the baseline case in test stand B as Dax 

is changed. This is consistent with the results of Knox44, who found that it is important to 

accurately capture the effects of wall channeling in small-diameter, fixed adsorbent beds. The high 

axial dispersion, which we found by fitting to experimental data, decreased the breakthrough time 

by 24% compared to ad hoc empirical predictions in test stand A (Table 2.8). This significant 

change in breakthrough time directly impacts the adsorption efficiency of the bed. Table 2.8 also 

shows that varying either the LDF coefficient or the axial dispersion has no effect on the capacity, 

which is expected considering that these parameters govern only the kinetics (and not equilibrium 

characteristics) of adsorption. Finally, we note that the uncertainty for both the stoichiometric 

breakthrough time and total capacity is approximately 1% for both test stands due to the accuracy 

with which we can determine porosity and void fraction. 

 

We also evaluated the impact of changing the model inputs on the three metrics quantifying the 

temperature of the gas stream leaving the bed. Both the composition and temperature of this 

effluent stream are of great interest in modeling multi-bed sorption systems, such as the CDRA 

and the next generation of four-bed molecular sieves (4BMS), because the effluent of one bed 

becomes the influent stream of the next. We choose the time at which the maximum outlet 

temperature is reached as a metric because it quantifies the time at which the thermal wave exits 

the bed (analogous to the breakthrough time for mass transport). The results are tabulated in Table 

2.8. Evaluation of the temperature metrics shows that several parameters are important to the 

model uncertainty: LDF coefficient, axial dispersion, effective axial thermal conductivity, gas–

canister heat transfer coefficient, and canister–insulation heat transfer coefficient. The effect of 

axial dispersion on temperature is only significant in test stand A due to the order-of-magnitude 

difference between the predicted axial dispersion and the baseline measured Dax for stand A. The 

effect of varying LDF coefficient and effective axial thermal conductivity are similar for both test 

stands; the exit temperature metrics for both test stands follow the same trend and show similar 

order-of-magnitude changes. However, the effluent temperatures of test stands A and B were 

sensitive to different heat transfer coefficients. We attribute this to differences in canister material 
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and thicknesses. Test stand A is constructed of a thin aluminum wall which has minimal thermal 

capacity and resistance; thus, heat easily flows through the canister wall and into the insulation. 

Conversely, test stand B has a thick, steel canister wall which acts as a large heat sink during the 

breakthrough process. Thus, test stand A was more strongly influenced by the canister-insulation 

heat transfer while test stand B was most strongly affected by the gas-canister heat transfer. It is 

important to note that the uncertainty bounds for the canister–insulation and insulation–ambient 

heat transfer coefficients were chosen to be extreme examples (e.g., we vary hcan-ins from 0 to ∞). 

Even with this very large range of values, the effect on the temperature behavior only changed by 

a few percents compared to the baseline. This is due to the weak temperature gradients observed 

during adsorption which are only on the order of 10 K. We expect that the model predictions would 

be significantly more prone to error due to uncertain heat transfer coefficients when modeling 

temperature-assisted desorption (where the bed is heated to nearly 300ºC). For test stand A, the 

maximum temperature rise across the bed is also sensitive to the axial dispersion coefficient; again, 

this is due to the order-of-magnitude discrepancy of our experimentally measured axial dispersion 

from the expected range of Dax. The mean temperature rise is proportional to the total energy 

transferred to the gas-phase during adsorption, which is simply proportional to the total mass of 

CO2 adsorbed less the heat loss to ambient and absorbed by the thermal mass of the test stand. As 

the thermal mass of the bed is small, we see that uncertainty in the mean temperature rise across 

the bed is mainly influenced by heat loss through the lateral walls. 

 

The effluent temperature of the simulation cases for which the temperature profile was most 

strongly affected by the uncertain parameter being evaluated is shown in Figure 2.11, along with 

the baseline case. Figure 2.11a shows that the time to reach the maximum outlet temperature 

remains largely unchanged for test stand A, while the maximum temperature rise across the bed is 

strongly influenced by the canister-insulation heat transfer coefficient; the same trend is seen in 

test stand B, but with the gas-canister heat transfer coefficient having the strong influence (Figure 

2.11b). From Figure 2.11b we also see that the upper bound of the effective axial thermal 

conductivity causes a noticeable drop in the maximum effluent temperature compared with the 

baseline, while the lower bound has a negligible effect. This is because the axial conduction in the 

baseline case is very low, much closer to the lower bound than the upper bound. 
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Table 2.6. Upper and lower bounds of model input parameters for uncertainty analysis. 

parameter 
test stand A test stand B 

lower bound upper bound lower bound upper bound 

linear-driving-force coefficient, kl, s-1 2.0 × 10-2 2.2 × 10-2 2.0 × 10-2 2.2 × 10-2 

axial dispersion, Dax, m2/s 1.00 × 10-3 1.20 × 10-3 1.03 × 10-3 1.22 × 10-3 

effective axial thermal conductivity, keff, W/(m K) 0.454 5.48 0.569 2.847 

void fraction, ε .343 .357 .343 .357 

gas-sorbent heat transfer coefficient, hg-s, W/(m2K) 91.4 238 105 276 

gas-canister heat transfer coefficient, hg-can, W/(m2K) 12.9 25.9 8.3 16.5 

canister-insulation heat transfer coefficient, hcan-ins, W/(m2K) 0 ∞ 0 ∞ 

insulation-ambient heat transfer coefficient, hins-amb, W/(m2K) 2 25 2 25 

sorbent envelope density, ρenv, kg/m3 1168 1192 1167 1191 
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Figure 2.10. For test stand A (a) and test stand B (b): breakthrough curve for the baseline 

simulation input parameters compared with four simulations where either the LDF coefficient or 

the axial dispersion coefficient, were set to their upper or lower bound given in Table 2.6. The 

zoomed-in inset shows the time where the outlet concentration curve crosses the breakthrough 

point (c/c0=1%), i.e., the breakthrough time. 

 

Table 2.7. Percent change in breakthrough time, stoichiometric breakthrough time, and total 

capacity from baseline case for model input parameters evaluated at their upper and lower 

uncertainty bounds as given in Table 2.6. 

 breakthrough time 
stoichiometric breakthrough 

time 
total capacity 

 test stand A test stand B test stand A test stand B test stand A test stand B 

parameter low high low high low high low high low high low high 

kl -5.0% 4.0% -6.3% 6.3% -0.2% 0.1% 0% 0% -0.3% 0.2% -0.1% 0.1% 

Dax 24.0% 23.0% 0% 0% 0.5% 0.5% 0% 0% 0.7% 0.7% 0% 0% 

keff,ax -1.0% 1.0% 0% 1.6% 0% -0.1% 0% 0% 0% -0.1% 0% 0% 

ε 2.0% -3.0% 3.2% -3.2% 1.1% -1.1% 1.1% -1.1% 1.0% -1.0% 1.1% -1.1% 

hg–s 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

hg–can 0% -1.0% 0% 0% 0% 0% 0% -0.1% 0% 0% 0.1% -0.1% 

hcan–ins -1.0% 1.0% 0% 0% -0.1% 0% -0.1% 0.1% -0.1% 0% -0.1% 0.1% 

hins–amb 0% 0% 0% 0% 0% 0.1% 0% 0.1% -0.1% 0% 0% 0.1% 

ρenv -2.0% 1.0% -1.6% 3.2% -1.0% 1.0% -0.9% 1.1% -1.0% 1.0% -0.9% 1.1% 
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Figure 2.11. For test stand A (a) and test stand B (b): breakthrough curve for the baseline 

simulation input parameters compared with four simulations where either the LDF coefficient or 

the axial dispersion coefficient, were set to their upper or lower bound given in Table 2.6. The 

zoomed-in inset shows the time where the outlet concentration curve crosses the breakthrough 

point (c/c0=1%), i.e., the breakthrough time. 

 

Table 2.8. Percent change in maximum/mean temperature rise across the bed from baseline 

model for model input parameters evaluated at their upper and lower uncertainty bounds as given 

in Table 2.6. 

 time to max outlet temp. max temperature rise mean temperature rise 
 test stand A test stand B test stand A test stand B test stand A test stand B 

parameter low high low high low high low high low high low high 

kl -1.6% 1.6% -6.3% 4.8% -1.2% 1.2% -0.5% 0.5% -0.3% 0.3% 0% 0.2% 

Dax 7.0% 7.0% 0% -1.6% 5.8% 5.8% 0% 0% 0.8% 0.8% 0.1% 0.1% 

keff,ax -0.8% 3.1% -1.6% 6.3% 0.3% -3.9% 0.3% -4.1% 0.2% -2.5% 0.2% -2.9% 

ε 1.6% -1.6% 1.6% -3.2% 0.4% -0.4% 0.1% -0.1% 1.0% -1.0% 1.1% -1.0% 

hg–s 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0.1% 0.1% 

hg–can -1.6% 1.6% -4.8% 6.3% -0.8% 1.9% 1.9% -3.2% 0% 0% 0.3% 0.2% 

hcan–ins 0.8% 3.1% 0% -1.6% 4.5% -5.2% 0% 0.4% 4.7% -3.8% 2.4% 0.3% 

hins–amb 0% -0.8% 0% 0% 0.2% -1.4% -0.1% 0.4% 0.8% -2.9% 0.1% 0.4% 

ρenv -1.6% 0.8% -3.2% 1.6% -0.3% 0.3% 0.3% 0.5% -1.0% 0.9% -0.5% 1.4% 
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 Conclusions 

We performed an uncertainty analysis to understand the variation in predictions of a one-

dimensional, fixed-bed adsorption model given expected potential deviations in several model 

input parameters including bed transport properties, heat transfer coefficients, and thermophysical 

adsorbent properties. The model was calibrated to experimental breakthrough data from two test 

stands of different lengths and bed-to-pellet diameter ratios. This work is the first documented 

validation of the calibration method proposed by Knox et al. [15]. We showed that the LDF 

extracted from centerline measurements in the smaller test stand A could be used to predict 

breakthrough in the larger test stand B yielding excellent agreement with experimental data. The 

uncertainty analysis was then performed for both test stands to which the model was calibrated by 

independently changing the model inputs between their lower and upper bounds of their predicted 

values. The model uncertainty was found by evaluating the resulting change in predicted 

performance metrics. Metrics such as the breakthrough time, total capacity, and time-averaged 

temperature rise across the bed were used to evaluate the model’s sensitivity to these inputs for 

breakthrough of CO2 on zeolite 5A in an N2 carrier gas. These metrics were selected due to their 

importance when modeling multi-bed systems. Based on the breakthrough time and capacity, 

uncertainty in the LDF coefficient and axial dispersion were identified to be the greatest source of 

model uncertainty. Only two parameters had a notable effect on the stoichiometric breakthrough 

time or capacity—porosity and pellet density—though the uncertainty in the predicted 

stoichiometric breakthrough time and capacity were small (~1%). The uncertainty analysis further 

identified that it is important to accurately predict the axial dispersion coefficient accounting for 

dispersion effects beyond pellet-driven dispersion. As previously noted by Knox et al. [15], 

empirical prediction of this parameter can induce large errors in beds with small pellet-to-diameter 

ratio (such as the small channels in a CDRA adsorbent core), due to a failure to account for wall-

channeling effects. The analysis also indicated that it is vital to obtain sufficiently accurate 

measurements of pellet density and bed void fraction to which the performance is highly sensitive. 

As we transition from a traditional design-build-test approach to simulation-based design, we need 

a firm understanding of the sensitivities and uncertainties of our models. This work should aid in 

the design of life support systems for deep space exploration as engineers continue to push the 

limits of model-based design and optimization.  
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3. MEASUREMENT AND PREDICTION OF HEAT OF ADSORPTION 

AND EQUILIBRIUM CONCENTRATION OF CO2 ON ZEOLITE 13X  

This chapter analyses isotherm data from NASA Ames Research Center and NASA Marshall 

Space Flight Center for CO2 adsorption on zeolite 13X (Grace Davidson, MS-544HP-13X) over a 

pressure range of 0.001 kPa to 100 kPa and at ten distinct temperatures ranging from 0 °C to 200 °C. 

These measurements were originally reported by Huang et al. [127] and Cmarik et al. [128]. Data 

were carefully collected to eliminate sources of bias in previous data given by Wang and LeVan 

[57], where incomplete activation resulted in a reduced capacity. We fit the isotherm data to four 

isotherm models of increasing complexity (Langmuir, Toth, 2-site Langmuir, and 3-site Langmuir). 

Two variations are considered for each model, one with a constant saturation capacity and another 

with a temperature-dependent saturation capacity. The goodness of fit for each model is described 

both statistically, via the average error and correlation coefficient, and by visually comparing to 

experimental data. We also present the first calorimetric measurements of heat of adsorption for 

CO2 on zeolite 13X across a wide range of temperatures (10 °C to 200 °C). The measured heats of 

adsorption are compared to predictions (using the Clausius-Clapeyron) based on the fitted isotherm 

models. Recommendations are made on the models to be used for fitting of isotherms and 

prediction of heats of adsorption for carbon dioxide on zeolite 13X. 

 

The material presented in this chapter was published in the Journal of Chemical Engineering Data 

[129]. Equation Chapter (Next) Section 1 

 Experimental methods 

3.1.1 Materials 

The adsorbent material used for isotherm and heat of adsorption measurements is zeolite 13X 

(Grace Davidson, MS544-13X, Lot 1000216159). The sorbent is characterized in the 

manufactured form as pelletized, spherical pellets with a mean diameter of 2.1 mm. The CO2 

(99.99% purity) and He (99.995% purity) gases were supplied by Airgas (for measurement of 

isotherms from 0 °C to 75 °C) and Sexton Welding Supply Co. (for measurement of isotherms 

from 100 °C to 200 °C and all heat of adsorption measurements). Note that zeolite 13X is a 
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commercial name for sorbents comprised of type X zeolite skeletal structure with Na+ as the major 

cation which are generally referred to as NaX zeolites. In this dissertation, we reserve NaX to 

describe studies on pure NaX-zeolite crystals that are not pelletized.  

3.1.2 Apparatus and procedure: equilibrium adsorption isotherms 

Isotherms for carbon dioxide adsorption on zeolite 13X were measured from 0 °C to 200 °C at 

intervals of 25 °C (with an additional measurement at 10 °C) and at equilibrium pressures ranging 

from 1×10-4 kPa to 100 kPa. Both low- and high-temperature isotherms were measured using a 

static volumetric type of apparatus following similar procedures. The low-temperature (0 °C to 

75 °C) isotherms were collected at NASA Ames, as originally reported by Huang et al. [127], 

using a physisorption volumetric analyzer (Micromeritics ASAP 2020) and a water/glycol bath to 

control the temperature to within ±0.3 °C. The high-temperature isotherms (100 °C to 200 °C) 

were collected at NASA Marshall; these data are published in a technical memo by Cmarik et al. 

[128] without details on the measurement technique. The following is a detailed description of the 

measurement approach. 

 

The high-temperature isotherms (100 °C to 200 °C) were measured with a physisorption 

volumetric analyzer (Quantachrome Autosorb-1C), equipped with a furnace which maintained the 

sample temperature constant with a precision of ±0.3 °C as monitored using RTD sensors. 

Additionally, the sample mass was measured (to determine loading) by activating the sample and 

measuring the mass on a balance (Scientech SA210, ± 0.1 mg accuracy). 

 

After placing ~400 mg of zeolite 13X into the sample tube, the sorbent was activated by heating 

to 350 °C (at 1.8 °C/min) then holding it at this temperature under vacuum (< 1 mTorr) for 4 hr. 

This high activation temperature is necessary to completely desorb the zeolite of water; the authors 

found that lower activation temperatures (even at 300 °C) gave inconsistent results that were 

attributed to residual water loading affecting the CO2 capacity. After the sample was activated, the 

sample tube was backfilled with helium to prevent ambient air from leaking into the tube while 

the sample was cooled to the measurement temperature.  
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The following is a description of the automated volumetric method used to measure loading at a 

single temperature (isotherm) across a range of pressures. First, helium gas is used to measure the 

free volume in the sample tube by injecting a known quantity of helium into the analysis manifold. 

The analysis manifold is a stainless-steel chamber of precisely known volume that is instrumented 

with high sensitivity pressure transducers (MKS Baratron, ±0.15% of reading accuracy) and a 

platinum resistance device (RTD, ± 0.3 °C). The mass of the injected helium is found from the 

known manifold volume and the measured pressure using the real-gas equation of state (i.e., the 

ideal gas equation with compressibility factor). The manifold is then opened to the sample tube, 

allowing helium to flow into the zeolite pore space. The volume of the sample can then be 

calculated using the difference in pressures before and after opening the analysis manifold to the 

sample tube, assuming there is no adsorption of helium onto the pellets. After evacuating both the 

sample tube and analysis manifold, the adsorbed-phase equilibrium concentration is measured by 

first injecting a known quantity of CO2 into the analysis manifold and then exposing the sample to 

this gas. The final pressure of CO2 is measured after equilibrium is reached. A mass balance 

accounting for the state before and after CO2 dosing allows calculation of the mass of CO2 

adsorbed on the sample. The two chambers are again separated by closing a valve, and more CO2 

is injected into the control-volume chamber. The pressure in this chamber is recorded before and 

after exposing the sample to this increased amount of CO2. This process of increasing the CO2 

concentration, exposing the sample, and recording the change in pressure (i.e., change in mass 

adsorbed) is repeated to obtain the equilibrium concentration of CO2 at several partial pressures 

and a single temperature (isotherm). This entire process was repeated to obtain isotherms at ten 

different temperatures between 0 °C and 200 °C.  

 

While it is difficult to quantify the measurement uncertainty of the closed-boxed commercial 

instruments used to measure the isotherms, we expect the intra-operator variability [127] and lot-

to-lot variations [58] to dwarf any instrumentation uncertainty. We instead quantify the 

repeatability of our measurements as an indication of the measurement fidelity. All experimental 

values were measured in duplicate with a resulting repeatability (within a single lot) within 1.5%. 
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3.1.3 Apparatus and procedure: heat of adsorption 

The calorimetric measurements of the heat of adsorption for carbon dioxide on zeolite 13X are 

measured from 25 °C to 200 °C at intervals of 25 °C (with an additional measurement at 10 °C) at 

CO2 partial pressure of 0.17 kPa to 20.3 kPa. These measurements are made using simultaneous 

thermogravimetric and differential scanning calorimetry (Setaram, Sensys EVO TG-DSC) as 

shown in Figure 3.1. The TG-DSC combines the ability to measure mass changes in the sample at 

precisely controlled temperature (±0.1 °C) conditions with the ability to measure the heat released 

during adsorption. The main portion of the TG-DSC comprises two parallel channels formed by 

alumina tubes. There is a wire basket suspended in each channel; these baskets hang on a 

microbalance that measures the mass difference between the two. 

 

 

Figure 3.1. Schematic of the thermogravimetric, differential scanning calorimeter (TG-DSC) 

used to measure the heat of CO2 adsorption on zeolite 13X pellets. 



75 

 

 

All measurements in the DSC were carried out under a flow of mixed He and CO2 at atmospheric 

total pressure. The total flow rate was held constant at either 150 mL/min or 50 mL/min while 

adjusting the relative flow rates of He and CO2 to obtain the desired CO2 partial pressure. The He 

and CO2 gas streams are controlled by separate flow controllers and mix in the dead-space above 

the channels. The mixed gas stream then splits and flows through the two channels in parallel. 

Before beginning measurements, the flow is adjusted to ensure equal distribution to each channel 

(e.g., 150 mL/min total flow rate equates to 75 mL/min per channel). For clarity, all reported flow 

rates in this chapter are total flow rates.  

 

After taring the balance with the two empty baskets, a sample of zeolite pellets (~60 mg) is added 

to the sample basket (on the right in Figure 3.1). The other basket remains empty and acts as a 

reference during the experiment. Both chambers are mounted in a calorimetric block that is water-

cooled and joule-heated. The sample is activated in situ before each isothermal measurement at 

350 °C under a flow rate of He of 150 mL/min for 2 hr. The sample was then cooled to the 

measurement temperature and allowed to thermally equilibrate with He continuing to flow at the 

total measurement flow rate (either 150 mL/min or 50 mL/min). Once the temperature stabilizes, 

a small portion of CO2 begins to flow into the chambers at a rate of 0.25 mL/min; note that the 

helium flow rate is reduced to maintain a constant total flow rate. The He and CO2 flow rates are 

maintained for 0.5 to 2 hours until equilibration of the adsorption of CO2 on the sample is reached; 

during this time, the sample chamber requires less heating than the reference chamber to maintain 

a constant temperature due to the exothermic adsorption process. The DSC measures the difference 

in heat flow between the two chambers, Q, which can be used along with the change in sample 

mass, (mi-mf), to compute the heat of adsorption per mol of CO2 adsorbed, λ, as 

 
( )

2i f CO

Q

m m M
 =

−
 3.1 

where 
2COM  is the molar mass of carbon dioxide. After the sample mass reaches equilibrium, the 

CO2 flow rate is increased to 0.5 mL/min and again allowed to equilibrate. This step-wise process 

of increasing the CO2 flow rate is repeated for CO2 flow rates of (0.25, 0.5, 1, 2, 4, 6, 8, and 10) 

mL/min, corresponding to CO2 partial pressures of 0.17 kPa to 6.7 kPa at a 150 mL/min total flow 
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rate and 0.51 kPa to 20.3 kPa at a 50 mL/min total flow rate. This measurement was repeated at 

nine different temperatures between 10 °C and 200 °C. 

 

The uncertainty in the calculated heat of adsorption is determined using the root sum of the squares 

method accounting for both the microbalance accuracy and heat flux sensor accuracy which were 

observed to be approximately ±0.1 mg and ±5% of the reading, respectively. 

 Isotherm models fitting 

Per the International Union of Pure and Applied Chemistry’s (IUPAC) recommendations on the 

classification of gas-solid adsorption isotherms [130], the experimental isotherms obtained are of 

type I because the isotherm monotonically increases and approaches a limiting value at high 

pressures. Type I isotherms are observed for microporous solids, such as zeolites, where the 

capacity is limited by the accessible micropore volume rather than by the internal surface area.  

 

In the present chapter, the experimental adsorption equilibrium data obtained are fit to the 

commonly used theoretical model of Langmuir [131] and semi-empirical Toth model [95], as well 

as the less-common multisite Langmuir model [124], [132]. Each model is fit both with and 

without the saturation capacity having temperature dependence. The resulting goodness of fits are 

then compared between models and recommendations are made for which model to use. 

3.2.1 Langmuir model 

The Langmuir isotherm describes monolayer adsorption on homogeneous flat surfaces. This 

isotherm assumes: (1) ideal gas at isothermal conditions; (2) adsorbed molecules are held at 

definite, localized sites which each can accommodate only one molecule; (3) the adsorption energy 

is constant over all sites (homogeneous surface); and (4) there is no interaction between 

neighboring adsorbate molecules. Based on the concept of dynamic equilibrium between the rate 

of adsorption and desorption, the amount adsorbed, n, is given as 

 
1

abp
n

bp
=

+
 3.2 
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where a and b are the saturation capacity and affinity parameter, respectively, and p is the adsorbate 

pressure. The saturation capacity and affinity parameter as functions of temperature are 

respectively given as  

 0 0a a c T= +   and  
0 exp

E
b b

RT

 
=  

 
 3.3,3.4 

where 0a , 0c , 0b , and E are fitted parameters. This version of the Langmuir model is sometimes 

referred to as the multitemperature Langmuir model because of the temperature dependence of b; 

because all our models account for the temperature dependence of b, we will drop the 

multitemperature adjective from the model names. The pre-exponential factor, 0b , is the affinity 

parameter and E is the adsorption energy of the single adsorbate. The product ab is often termed 

the Langmuir constant (or Henry’s constant). The Langmuir isotherm reduces to Henry’s law, 

  n abp= , when the adsorbate concentration n is very low. The Langmuir isotherm can be 

simplified by neglecting the temperature dependence of the saturation capacity (i.e., 0 0c = ) to 

reduce the number of fit parameters by one. 

3.2.2 Toth model 

The Toth isotherm is a popular empirical fit which satisfies Henry’s law and yields a finite 

adsorbate concentration at high pressures. This semi-empirical model accurately describes many 

type-I isotherms, and it has the following form: 

 

( )
1

1
f

f

abp
n

bp

=
 +
 

 3.5 

where, a and b are the saturation capacity and affinity parameter as given in Eqs 3.3 and 3.4, 

respectively. The Toth model includes an additional parameter to account for surface heterogeneity; 

this the temperature-dependent heterogeneity parameter is given as 

 0f f T= + . 3.6 

Eq. 3.5 reduces to the Langmuir isotherm when f = 1. The heterogeneity parameter is expected to 

approach unity as the temperature increases so that f0 ~1 . 
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3.2.3 Multisite-Langmuir model 

The Langmuir model can be extended to account for surface heterogeneity by assuming that the 

adsorbent that is composed of k homogeneous, but energetically different, patches (or sites). This 

model is commonly called the dual-site Langmuir when k=2. All the assumptions of the Langmuir 

model apply to each individual site, and the sites do not interact with each other. Assuming the 

adsorbate-adsorbent free energy on each site is constant, the loading can be described as a 

summation of Langmuir isotherms, one for each site 

 
1 1

k
j j

j j

a b p
n

b p=

=
+

  3.7 

where ja  and jb  are respectively the saturation capacity and affinity parameter on the jth site, and 

p is the adsorbate pressure. The saturation capacity and affinity parameter for each site are 

functions of temperature given as  

 0, 0,j j ja a c T= +   and  ( )0, exp /j j jb b E RT =    3.8,3.9 

where 0, ja , 0, jc , 0, jb , and Ej are fitted constants for the jth site. These parameters are analogous to 

their namesakes in the traditional Langmuir formulation. Henry’s law constant is simply the sum 

of those on each site (i.e., 
j ja b ). 

3.2.4 Fitting method 

The Generalized Reduced Gradient (GRG) nonlinear solving method was custom implemented 

using Excel to find the parameters which minimized the sums of squares error, SSE, defined as 

 ( )
2

pred measSSE n n= −  3.10 

where nmeas is the measured amount adsorbed and npred is the predicted amount adsorbed based on 

the isotherm model and fit parameters. The SSE is found by summing over all experimental 

measurements; thus, regions of data with higher pressures and lower temperatures having larger 

absolute values of nmeas and npred will lead to higher absolute differences and will be more 

emphasized in the resulting fit. The GRG nonlinear solver is converged to a residual of 1×10-12. 

To improve convergence and prevent ill-conditioning, the parameters actively modified by the 
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solver are normalized to be the same order of magnitude every 1000 iterations. This is done by 

dividing the actual model fit parameters by their order of magnitude to obtain a value of ~1.  

 Prediction of the heat of adsorption 

In lieu of direct measurement, the heat of adsorption can be indirectly estimated from the 

equilibrium adsorption isotherm using the Clausius−Clapeyron equation, 

 
( )

2 ln ln

1n n

p p
RT R

T T


   
= = −       

 3.11 

where R is the universal gas constant, p is the adsorbate pressure, and T is the temperature. Eq. 

3.11 assumes that the gas-phase and adsorbed-phase are at the same temperature, ideal gas 

behavior, and that the adsorbed phase volume is negligible. The subscript n indicates the adsorbed-

phase concentration is held constant while evaluating the partial derivative. Eq. 3.11 can be 

rewritten using the triple chain rule as [16] 

 
2

p

T

n

TRT

p n

p



  
    = −
  
    

 3.12 

where n is the adsorbed-phase concentration of adsorbate. Eq. 3.12 allows the heat of adsorption 

to be expressed as an analytic expression for any adsorption isotherm in the form n = f(p,T) by 

simple partial differentiation of the isotherm model. The isosteric heat of adsorption can be 

predicted from the Langmuir isotherm found by substituting Eq. 2 into the Clausius-Clapeyron 

equation, 

 ( )
2

0 1
p

T

n

T c RRT
E bp

p an

p



  
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. 3.13 

If the saturation capacity is held constant (i.e., c0 = 0), Eq. 3.13 reduces to 

 E = . 3.14 

The isosteric heat of adsorption predicted from the multisite-Langmuir model is found by the same 

procedure to be: 



80 

 

 

 
( )

( )

0,

2
1

2
1

1 1

1

k
j j j j

j

j j j

k
j j

j
j

c b a b
R E

b p b p

a b

b p


=

=

  
  +
  + +

  = −
 
 

+ 
 




. 3.15 

To predict the isosteric heat of adsorption from the Toth isotherm Eq. 3.5 is substituted into the 

Clausius-Clapeyron equation to find:  
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 Results and discussion 

3.4.1 Comparison of isotherm data to literature 

A comparison of the current isotherm results for carbon dioxide adsorption on zeolite 13X, 

measured at 25 °C and at equilibrium pressures ranging from 1×10-4 kPa to 100 kPa, to data from 

the literature is presented in Figure 3.2, which shows the equilibrium capacity of zeolite 13X as a 

function of CO2 pressure. The data from Rege et al. [133] have the same slope as the current results 

in the low-pressure region but show a higher loading capacity. We attribute this difference to the 

variation in 13X samples characterized. Rege et al. [133] measured the 25 °C isotherm for CO2 

adsorption on pure zeolite X crystals (i.e., no binder) whereas our sorbent was mixed with a small 

amount of binder to form pellets. The 25 °C isotherm from the present data were normalized 

against the data of Rege et al. [133] to estimate the binder content of Grace Davidson MS544-13X 

sorbent as being 18% by mass.  

 

The effect of incomplete activation is also seen in comparing the current data to those of Wang 

and LeVan [57]. Both use the same zeolite 13X (Grace Davidson, MS 544HP), but the current data 

involved activation at 350 °C compared to a lower temperature of 175 °C used by Wang and LeVan 

[57] (both under vacuum). This high activation temperature of 350 °C was selected after an 

extensive comparison of isotherms from four separate research facilities (NASA Marshall, NASA 

Ames, University of South Carolina, and Vanderbilt University) showed that lower temperatures 
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(e.g., 300 °C) caused an incomplete desorption of water and resulted in discrepancies between 

different isotherm measurements [58], [134, Fig. 6.2]. All discrepancies between the different 

research facilities and measurement techniques (e.g., gravimetric versus volumetric) were resolved 

by using an activation temperature of 350 °C.  
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Figure 3.2. Comparison of 25 °C adsorption isotherms for CO2 on zeolite 13X: current data (○), 

Rege et al. [133] (△), Wang and LeVan [57] (●). 

The dimensionless Henry’s constants, kH, were determined from virial plots for each of our 

measured isotherms. These constants are listed in Table 3.1 and plotted as a function of 1/T in 

Figure 3.3. The temperature dependence of kH can be expressed using the van’t Hoff equation, 

 
( )

H H,0

U RT
k k e

−
=  3.17 

where ΔU represents the change in internal energy at very low loadings and kH2O is the limit of 

Henry’s constant as T → ∞. We fit our data using Eq. 3.17 to find kH2O =7.44×10−4 and 

−ΔU/R=5230 K. Figure 3.3 also plots kH from Brandani et al. [135] for comparison; these 

constants were measured for CO2 adsorption on a commercial low-silica zeolite X (Si/Al ratio of 

1.0 and 18% clay binder by mass) using the zero-length column technique. These data sets match 

both in terms of slope and magnitude. 
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Table 3.1. Dimensionless Henry’s constant, kH, as a function of temperature. 

T, °C Hk  T, °C Hk  

0 158,000 100 836 

10 83,700 125 358 

25 32,600 150 178 

50 7,140 175 102 

75 2,260 200 46.5 

 

 

 

Figure 3.3. van’t Hoff plot showing the temperature dependence of the dimensionless Henry’s 

constants for CO2 adsorption on zeolite 13X: current data (○), least-squares fit of Eq. 3.17 to 

current data (dashed line), Brandani et al. [136] (△)
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3.4.2 Comparison of isotherm data to fitted models 

The accuracy of each model fit to the experimental data is quantified using the root-mean-square 

error (RMSE), the maximum error, and the regression coefficient (R2) as given in Table 3.2. The 

goodness of fit increases with the number of fit parameters as shown by the data in Table 3.2; 

however, this improved match against the experimental data comes at the expense of increased 

model complexity and risk of over-fitting. For example, the most complex 3-site Langmuir model 

with temperature-dependent saturation capacity, a, has the lowest overall error as evident by the 

RMSE and R2 values (0.0313 mol/kg and 0.9997 respectively). However, the maximum error of 

this model is larger than that of a 3-site Langmuir with constant a due to overfitting; the latter 

model also fits the data exceptionally well (RMSE = 0.0337 mol/kg, R2 = 0.9996), but has three 

fewer parameters, which reduces the risk of overfitting.  

 

In general, including the temperature-dependent term in the saturation capacity does not 

significantly improve the goodness of fit for any of the models (e.g., RMSE decreases by no more 

than 21%). Furthermore, there is a diminishing improvement in the goodness of fit as the number 

of fit parameters increases, indicating that a more complex model does not necessarily improve 

the prediction further. These goodness-of-fit statistics provide an objective comparison of the 

different models; however, it is also important to evaluate the distribution of errors before selecting 

a recommended fit.  

Table 3.2. Comparison of the goodness of fits for different the isotherm models. 

model 
No. of fit 

parameters 

RMSE,  

mol/kg 

maximum error, 

mol/kg 
R2 

Langmuir (constant a) 3 0.3670 0.952 0.9526 

Langmuir 4 0.3128 0.826 0.9656 

Toth (constant a) 5 0.0682 0.153 0.9984 

Toth 6 0.0680 0.152 0.9984 

2-site Langmuir (constant a) 6 0.0641 0.23 0.9986 

2-site Langmuir 8 0.0507 0.165 0.9991 

3-site Langmuir (constant a) 9 0.0337 0.089 0.9996 

3-site Langmuir 12 0.0313 0.11 0.9997 
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Figure 3.4 shows the experimentally measured isotherms compared with predictions for the 

Langmuir, Toth, 2-site Langmuir, and 3-site Langmuir models, both with temperature-dependent 

saturation capacity (solid lines) and with constant saturation capacity (dashed lines). For clarity, a 

reduced number of representative experimental points are included in Figure 3.4.  

 

The Langmuir model poorly fits the measured isotherms at low temperatures (Figure 3.4). This 

agrees with the analysis of Khelifa et al. [137], who found that the Langmuir model (with no 

temperature-dependent parameters) poorly fit measured isotherms for several zeolite 13X samples 

at 0 °C and 30 °C. Choudhary et al. [138] likewise used a temperature-independent Langmuir 

model to individually fit two CO2/13X isotherms at 32 °C and 80 °C. They observed a good match 

between the models and data; it should be noted, however, that they fit to sparse data (e.g., 5 

independent pressures), making it difficult to draw general conclusions about the goodness of fit. 

The Langmuir model shows the greatest change between the model fits with constant and 

temperature-dependent saturation terms. Figure 3.4 shows that the isotherms of these two models 

show very different slopes and actually cross over each other at low temperatures. While including 

the temperature-dependent term of a improves the model’s agreement at higher pressures, there is 

still a large error at low temperatures (below approximately 100 °C). Furthermore, although 

Langmuir model with temperature-dependent a better matches the magnitude of measured 

isotherms, the Langmuir model with constant a more closely agrees with the slope of the measured 

data. We conclude that the Langmuir model inadequately captures the adsorption of CO2 on zeolite 

13X, even when allowing for temperature dependence of the saturation capacity. 

 

In contrast, the Toth models with and without temperature-dependent a show negligible 

differences; they overlap in Figure 3.4 so much as to be indistinguishable. Both Toth models agree 

well with the measured data across the entire range of temperatures but not across the entire 

pressure range. Though all the isotherm models considered in this chapter obey Henry’s law in 

low-pressure region, this behavior is not clearly identifiable for the Toth isotherms as plotted in 

Figure 3.4. Henry’s law is a thermodynamic constraint which states that the amount adsorption 

will increase linearly with concentration at low pressures. This linear relation is only visually 

apparent for the Toth isotherms at extremely low pressures (~1×10-6 kPa), well below the limits of 

Figure 3.4. Though the Toth model captures the correct thermodynamic behavior, it diverges from 
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the measured data as pressure decreases (Figure 3.4). Even with this deviation from measured in 

the low-pressure region, both the Toth models outperform the Langmuir models. Wang and LeVan 

[57] similarly concluded that while the Toth isotherm gave the best agreement with their data 

(CO2/13X adsorption for -45 °C to 175 °C), other models provided a better fit in the low-pressure 

range. 

 

The 2-site Langmuir model shows excellent agreement with the measured isotherms. The model 

matches both the slope and magnitude of the measured data at low pressures as seen in the log-

scale plot of Figure 3.4. Both the constant and temperature-dependent saturation capacity models 

continue to agree with the data as pressure increases. Note that there is a small deviation from 

measurements at the highest pressures for 0 °C which is slightly reduced by accounting for the 

temperature dependence of the a. We conclude that the 2-site Langmuir model with constant a is 

the simplest model which correctly captures the measured equilibrium isotherm behavior across 

the entire range of temperatures and pressures. Allowing a to vary with temperature results in a 

small improvement of the fit at the lowest temperatures and highest pressures. 

 

Increasing the complexity to a 3-site Langmuir model provides a negligible improvement over the 

2-site Langmuir model when comparing the fits in Figure 3.4. The difference between 2- and 3-

site Langmuir is only evident from the goodness-of-fit metrics in Table 3.2. Based on this marginal 

improvement, and the unnecessary increase in complexity of the 3-site Langmuir model, we 

recommend using the 2-site Langmuir fitted model with constant saturation capacity for CO2 

adsorption processes on zeolite 13X. The fit parameters for this model are given in Table 3.3. Fit 

parameters for the other models considered in this chapter are listed in Appendix B. We advise 

using the isotherms only within the bounds of the experimental measurements (i.e., 0.001 kPa to 

100 kPa and 0 °C to 200 °C). 

 

Table 3.3. Fit parameters for the 2-site Langmuir isotherm for CO2 adsorption on zeolite 13X. 

j (site) a0,j, mol/kg b0,j, kPa-1 Ej/R, K 

1 2.219 5.866×10-8 5401 

2 3.602 4.436×10-8 4197 
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Figure 3.4. Measured isotherms (filled symbols) for CO2 adsorption on zeolite 13X compared to 

model fits with either constant saturation capacity (solid lines) or temperature-dependent 

saturation capacity (dashed lines). 
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3.4.3 Comparison of heat of adsorption data to literature 

We compare our heat of adsorption measurements at 25 °C to calorimetric measurements from the 

literature in Figure 3.5. Of these studies, half used pure NaX crystals [66], [68], [71], [72] (open 

symbols)  while the others used commercially available, clay-bound zeolite 13X [67], [70], [73] 

(closed symbols). Note that the measurements of Bläker et al. [69], which were conducted using 

clay-bound zeolites, are not shown in Figure 3.5 for clarity because of a large amount of noise in 

their data.  
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Figure 3.5. Comparison of the heat of adsorption of CO2 on NaX zeolites found via calorimetric 

measurement. Open symbols denote measurements using pure zeolite crystals while closed 

symbols were using samples of zeolite pelletized with 20% binder. 

Our data closely match other values from the literature, which all have similar values and trends 

at low loadings (<4 kJ/mol). Dunne et al. [66] found that the heat of CO2 on NaX decreases sharply 

from 49 kJ/mol at the limit of zero loading, then gradually declines to a plateau value of 36 kJ/mol. 

The initially high heat of adsorption is due to the preferential interaction of CO2 with stronger sites. 

Once these strong sites are filled, the heat of adsorption decreases as CO2 begins filling weaker 

sites. This is typical behavior for microporous adsorbents and indicates the presence of chemical 

heterogeneities or specific adsorption sites of differing strength [74]. Avgul' et al. [68], Shen et al. 

[67] and Khvoshchev and Zverev [71] all observed similar trends with minor variations between 

the initial heat of adsorption and final plateau. 

 

this work, 25 °C 

Avgul' et al.[56], 25 °C 

Dunne et al.[54], 30 °C 

Plant et al. [75], 27 °C 

Khvoshchev and Zverev [74], 30 °C 

Shen et al. [55], 25 °C 

Silva et al. [73], 0 °C 

Zimmerman and Keller [76], 31 °C 
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Notably, two studies [70], [73] measured a sharp decrease in the heat of adsorption at loadings 

above 4 mol/kg. Silva et al. [70] attributed this behavior to macroscopic condensation occurring 

in the larger pores of the adsorbate after the micropores were filled. Zimmerman and Keller [73] 

likewise attributed the decrease in heat of adsorption at high loadings to condensation and claimed 

that other studies did not observe this behavior because they used pure zeolites whereas their 

measurements were taken on sorbent pellets comprised of ~20% clay binder. This is contradicted 

by the results of Shen et al. [67], who used the same commercially available zeolite 13X 

(Honeywell UOP) as Zimmerman and Keller [73], but did not observe a steep drop in heat of 

adsorption at high loadings. Further experimental investigation of the heat of adsorption at high 

loadings is needed to explain this discrepancy.  

3.4.4 Comparison heat of adsorption data to predictions 

Figure 3.6 shows the experimentally measured heat of adsorption plotted as a function of CO2 

loading for temperatures between 10 °C and 200 °C. For clarity, data at low loadings with large 

uncertainties ≥25% are excluded from the plots, and only a reduced number of representative 

experimental points are shown. The original data are all given in Appendix A along with their 

respective uncertainties. Above loadings of ~1 mol/kg, the experimental data show a decreasing 

trend with increasing loading; there is insignificant temperature-dependence at these loadings. As 

mentioned previously, when comparing our experimental measurements at 25 °C to values from 

the literature, this decreasing trend with loading is expected for materials with type-I isotherms 

[74]. Below loadings of 1 mol/kg, the heat of adsorption shows a wide spread between different 

temperatures. No further conclusions can be drawn regarding the trends in this region given the 

relative uncertainty of the data. 

 

Figure 3.6 also shows the heat of adsorption predicted via the Clausius-Clapeyron equation for 

each of the eight fitted isotherm models. Comparing these predictions against measurements 

highlights the pitfalls of using complex isotherm models with multiple fit parameters to predict the 

heat of adsorption. The Langmuir model with constant saturation capacity describes a completely 

homogenous material; this results in the prediction of a constant λ from the Clausius-Clapeyron 

equation. Interestingly, this constant λ predicted from the simplest isotherm model closely match   
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Figure 3.6. Heat of adsorption for CO2 on zeolite 13X as a function of loading for temperatures 

of 10 °C to 200 °C. Experimental measurements are shown as symbols and predictions from the 

isotherm models are shown as lines.  



90 

 

 

the measured data, while the slightly more complicated Langmuir model with a temperature-

dependent saturation capacity grossly overpredicts the λ at high loadings. The sharp rise in the heat 

of adsorption for this model at higher loadings is caused by the flattening out of the isotherms at 

high pressures (see Figure 3.4) since the heat of adsorption is proportional to (∂n/∂p)−1. This 

illustrates the importance of matching the slope of a measured isotherm when fitting an isotherm 

model. 

 

Heat of adsorption predictions based on the fitted Toth models provide the closest agreement with 

the measured data; note that the predicted λ is similar for both the constant and the temperature-

dependent saturation coefficient Toth models due to the weak temperature dependence of the fitted 

a in the latter. Furthermore, the Toth models are the only isotherm models that correctly match the 

slope of the λ as loading increases. This implies that the formulation of the Toth isotherm model 

accurately describes the phenomena of CO2 adsorption on 13X. This can be attributed to the 

heterogeneity parameter which accounts for a continuous distribution of sites to which CO2 can 

adsorb, each with unique activation energy. This continuous distribution results in a steady decline 

and is distinct from the behavior of multisite Langmuir models, where the material is modeled as 

having a discrete number of homogenous sites, each of different energies. In other words, the 

multisite Langmuir model describes a surface with quantized adsorption energy  

 

Predictions based on the more complex 2- and 3-site Langmuir models are of the same magnitude 

as the measured data and show a decreasing trend with increasing loading, but show nonphysical 

inflections around 2 mol/kg. These inflections are an artifact of the quantized adsorption energies. 

Such distinct changes in λ are experimentally observed for zeolites with patchy surfaces (e.g., 

physical defects which strongly interact with the first monolayer of adsorbate at a higher energy 

[74]). The inflections predicted by the multisite Langmuir models, however, are not in agreement 

with our experimental λ measurements. This indicates that our surface comprises a continuous 

distribution of different-energy sites rather than a number of discrete sites. We also note that the 

nonphysical inflections are exacerbated in the version of these models with temperature-dependent 

saturation capacity; this implies that the models with temperature-dependent saturation capacity 

provided a better fit to the measured isotherms purely because it provides another fitting parameter, 

and not because the saturation capacity is physically a function of temperature. Hence, we 
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recommend against using a temperature-dependent saturation coefficient, due to the resulting poor 

prediction of λ. We furthermore conclude that while the Toth isotherm provides the best prediction 

of λ, the heat of adsorption is well approximated by a constant value across a wide range of loadings.  

 Conclusions 

Isotherms for CO2 adsorption on commercially available zeolite 13X (Grace Davidson MS544-

13X), taken at ten temperatures from 0 °C to 200 °C and at pressures from 0.001 kPa to 100 kPa, 

were analyzed to determine the best-fit isotherm model. The 2-site Langmuir model with constant 

saturation coefficient (commonly known as the dual-site Langmuir) provides the best agreement 

with measured isotherms. Heats of adsorption were also measured at nine temperatures from 10 °C 

to 200 °C using a TG-DSC. These measurements were compared with predictions of the heats of 

adsorption based on the fitted isotherm models. This comparison of the predicted heat of 

adsorption to measured values supports our recommendation to use a constant saturation 

coefficient. We furthermore conclude that while the Toth isotherm provides the best prediction of 

the heat of adsorption, it can be approximated as constant across a wide range of loadings. The 

heat of adsorption is not a strong function of temperature for CO2 on zeolite 13X. 
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4. EQUILIBRIUM ADSORPTION ISOTHERMS FOR H2O ON ZEOLITE 

13X 

This chapter reports isotherm data from NASA Ames Research Center for H2O adsorption on 

zeolite 13X (Grace Davidson, MS-544HP-13X) over a pressure range of 0.006 kPa to 25 kPa and 

a temperature range of 25 °C to 100 °C. Data were carefully collected to eliminate sources of bias 

in previous data given by Wang and LeVan [57], where incomplete activation resulted in a reduced 

capacity. We correlate the measured equilibrium data using the Aranovich–Donohue (A–D) model 

with four different isotherm equations (Sips, Toth, 2-site Langmuir, and 3-site Langmuir). The 

goodness of fit for each correlation is described in terms of several statistical metrics; this A–D 

Sips model is recommended for use based on its fit to the experimental data and simplicity. 

 

The material presented in this chapter is currently under review [139].  

 Experimental methods 

Isotherms for water adsorption on zeolite 13X are measured at 25 °C, 35 °C, 50 °C, 70 °C, and 

100 °C and at equilibrium pressures ranging from 0.006 kPa to 25 kPa. All isotherms were 

collected at NASA Ames Research Center using a vacuum gravimetric sorption analyzer. 

4.1.1 Materials 

The adsorbent material used for isotherm is a commercial zeolite 13X (Grace Davison, MS 544). 

The adsorbent is characterized in the manufactured form as pelletized, spherical beads with a mean 

diameter of 2 mm which contain 18% binder on a dry weight basis. Deionized water (Millipore 

Milli-Academic, 18.2 MΩ) is used as the adsorbate. Note that zeolite 13X is extensively used in 

current NASA systems for life support and that MS 544 is the primary zeolite 13X candidate for 

next-generation adsorbent-based, life-support systems [8]. Equation Chapter (Next) Section 1 

4.1.2 Sample preparation and activation 

The zeolite 13X adsorbent is carefully activated prior to measuring the equilibrium adsorption 

capacity to ensure complete removal of water and other adsorbed constituents. First, ~30 mg of 

adsorbent (4–5 beads) is placed into the sample pan. The zeolite 13X is activated by heating the 
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sample in situ with the internal preheater to 350 °C (at 1.8 °C/min) and holding it at this 

temperature under vacuum (< 0.01 mTorr) for 4 h. This high activation temperature is necessary 

to remove all residual water from the adsorbent pores; lower activation temperatures ( ≤ 300 °C) 

were found to provide inconsistent results that were attributed to incomplete desorption of water 

affecting the measured capacity of other sorbates [129]. After the sample activation is complete, 

the sample is slowly cooled under vacuum to the desired temperature for isotherm measurements. 

4.1.3 Measurement procedure 

An automated gravimetric method is used to measure loading at a single temperature (isotherm) 

across a range of water vapor pressures. These isotherms are measured in a vacuum gravimetric 

sorption analyzer (Surface Measurement Systems, DVS Vacuum) [140]. This instrument is 

comprised of a microbalance in a vacuum chamber that holds the adsorbent sample, a flask of 

liquid water and flow controls to provide adsorbate gas to the sample, instrumentation, vacuum 

pumps, and a thermal chamber (see Figure 4.1). The thermal chamber houses most of these 

components—including the vacuum chamber and water flask—and sets the temperature of both 

the vapor-generation system and the adsorbent sample to within 0.1 °C. The thermal chamber 

serves to both prevent condensation and to provide a stable, accurate environment for 

measurement. Isotherm measurements are made using the dynamic measurement mode [140] of 

the DVS Vacuum sorption analyzer. In this mode, a continuous flow of water vapor is provided to 

the vacuum chamber throughout adsorption while constant pressure is maintained via a butterfly 

valve that meters the vacuum conductance. The DSV Vacuum sorption analyzer can measure 

isotherms in a temperature range of 20 °C to 70 °C within a relative humidity range 0.05% to 90% 

RH. Higher temperature isotherms can be measured, but only under a reduced relative humidity 

range. This is due to the maximum temperature of the thermal control chamber (70 °C) which 

limits the source water vapor pressure to approximately 28.2 kPa (i.e., 90% of the saturated vapor 

pressure of water at 70 °C). The 100 °C isotherm is obtained using the preheater to maintain the 

adsorbent at 100 °C while the ambient chamber is held at 70 °C. This is the same preheater used 

during activation which can control the temperature of the sample chamber to within ± 1.0 °C. 
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Figure 4.1. Schematic diagram of the Vacuum Dynamic Vapor Sorption (Surface Measurement 

Systems, DVS Vacuum) instrument [140] used to measure H2O adsorption isotherms on zeolite 

13X pellets. 

 

To generate a desired water vapor concentration, water vapor inside the side-arm flask flows 

through a mass flow controller (Figure 4.1). The flask contains a two-phase mixture of liquid and 

vapor water at thermodynamic equilibrium with the temperature of the thermal chamber. Water 

vapor flow from the flask is induced by a low pressure in the vacuum chamber which pulls the 

vapor through the side-arm flask and up over the sample. Two vacuum pumps and a butterfly valve 

in series maintain this constant, subambient pressure in the vacuum manifold while the water vapor 

flow rate is independently controlled via a flow controller throughout adsorption. The butterfly 

valve maintains the desired pressure inside the vacuum chamber by adjusting the opening size in 

a feedback loop with the pressure transducers while changes in sample mass are simultaneously 

measured (Surface Measurement Systems, Ultrabalance™, 1–1000 mg full-scale range, 0.1 μg 

precision). This set-up allows for water vapor pressures within the vacuum chamber to reach 

approximately 90% of the saturated vapor pressure of the flask (i.e., the saturated vapor pressure 

at the thermal chamber’s temperature). Two pressure transducers (MKS Instruments, Baratron® 

transducers, 0.01–1000 Torr and 0.005–10 Torr full-scale ranges, ± 0.5% reading accuracy, 0.01% 
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FS resolution) continuously measure the pressure inside the vacuum chamber. The water vapor 

pressure is held constant until the adsorbent reaches equilibrium with the gas stream (dm/dt < 

0.006%/min). 

 

Further measurements are taken at successively higher concentrations of water vapor obtained by 

increasing the pressure within the chamber while maintaining the same total flow rate. This process 

of increasing the H2O concentration, equilibrating the sample, and recording the change in mass 

is repeated to obtain the equilibrium concentration of H2O at many partial pressures for a single 

isotherm. This entire process was repeated to obtain isotherms at five different temperatures 

between 25 °C and 100 °C. 

 Isotherm models 

Per the International Union of Pure and Applied Chemistry (IUPAC) classification of gas-solid 

adsorption isotherms [130], the experimental isotherms obtained are of type II because they exhibit 

a sigmoidal shape with an apparent divergence of n to infinity as the water vapor partial pressure, 

p, approaches the water-vapor saturation pressure, psat. Type II isotherms are observed for 

materials with a range of pore sizes; there is initially monolayer adsorption within the microporous 

solid at lower H2O partial pressures, followed by multilayer adsorption and then capillary 

condensation [141], [142]. The divergence of capacity at high p/psat values is caused by capillary 

condensation occurring in pores of increasing diameter [142] (e.g., the macropores formed by the 

clay binder in the zeolite pellets [143]). Aranovich and Donohue [144] proposed the following 

model to account for the singularity at p = psat, 

 
( )

( )sat

,

1
d

f p T
n

p p
=

−
 4.1 

where n is the equilibrium adsorbed-phase concentration, T is the temperature of the adsorbent 

(e.g., zeolite 13X), where f(p) is a function describing the adsorption of the first molecular layer, 

d is an adjustable parameter, and psat is the saturation-vapor pressure as calculated by the Antoine 

equation [145],  
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The function f(p,T) can be expressed using several equilibrium adsorption isotherm models. In the 

present work, we consider four isotherm models for f(p,T), including the Sips model [146], 
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Toth model [95], 
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and multisite (i.e., k-site) Langmuir model [124], [132], 
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where a0 is the saturation capacity, b is the temperature-dependent equilibrium constant,  

 ( )0, sexp /j j jb b E RT =    4.6 

and h describes the surface heterogeneity. The parameters a, b0, E, h, and d, are system-dependent, 

adsorption-isotherm parameters which we fit to the experimental data. 

4.2.1 Fitting method 

Isotherms are fit using the same method described in Section 3.2.4 and restated here. This method 

uses a custom implementation of the Generalized Reduced Gradient (GRG) nonlinear solver in 

Excel to find the parameters which minimized the sum of squares error, SSE, defined as 

 ( )
2

pred measSSE n n= −  4.7 

where nmeas is the measured amount adsorbed and npred is the predicted amount adsorbed based on 

the isotherm model and fit parameters. The SSE is found by summing over all experimental 

measurements; thus, regions of data with higher pressures and lower temperatures having larger 

absolute values of nmeas and npred will lead to higher absolute differences and will be emphasized 

more in the resulting fit. The GRG nonlinear solver converges to a residual of 1×10−12. To improve 

convergence and prevent ill-conditioning, the parameters actively modified by the solver are 

normalized to be of the same order of magnitude every 1000 iterations. This is done by dividing 

the actual model fit parameters by their order of magnitude to obtain a value of ~1.  
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 Results and discussion 

Isotherms for water adsorption on zeolite 13X (Grace Davidson, MS 544) were measured at 25 

°C, 35 °C, 50 °C, 70 °C, and 100 °C and at equilibrium pressures ranging from 0.006 kPa to 25 

kPa or from relative humidities of 0.05% to 90%. The experimental adsorption equilibrium data 

are presented in Appendix C. The uncertainty in the pressure reading is ± 0.5% of the measured 

pressure. The uncertainty in measured loading is determined using the root sum of the squares 

method accounting for the microbalance accuracy (±0.3 μg). The experimental adsorption 

equilibrium data obtained in the present work are compared with H2O/13X adsorption data from 

the literature. The present data are then correlated with the Aranovich–Donohue (A–D) Sips, Toth, 

and multisite Langmuir models. The resulting goodness of fits are then compared between models 

and recommendations are made for which model to use. 

4.3.1 Comparison of isotherm data to the literature 

Experimental data for water isotherms on zeolite 13X are collected from the literature along with 

details on the adsorbent, activation procedure, and measurement technique where available. Table 

4.1 summarizes the adsorption isotherms extracted from the literature ([53], [57], [142], [147]–

[158]); studies with isotherms which were found to be inconsistent either in shape (e.g., crossing 

isotherms or negative slopes) or magnitude (i.e., loading >50% discrepancy from the cluster of 

other isotherms) are excluded from this list. To allow for direct comparison between pure, 

crystalline samples and pelletized adsorbents, we normalize the reported loading as 

 *

1 (binder mass fraction)

n
n =

−
. 4.8 

Where a study does not explicitly state the binder’s mass fraction, the binder mass fraction must 

be assumed. The commercial adsorbents used in Ryu et al. [147], Kim et al. [148], Ahn and Lee 

[142], Li et al. [152], and Ferreira et al. [153] are estimated to contain 20% binder by mass to 

make their measured loadings consistent with studies of crystalline 13X or pellets with a known 

binder mass fraction. The lab-made adsorbent in Zhu et al. [151] is estimated to contain 15% 

binder mass fraction following the same approach. This is the same method for estimating binder 

mass fraction used by Loughlin et al. [159] in their review of isotherms for multiatomic species 

on zeolites. All data plotted in Figure 4.2 to Figure 4.4 are normalized using Eq. 4.8 and the binder 

mass fractions listed in Table 4.1.



 

 

Table 4.1. Summary of the water vapor isotherms collected from the literature. A dash (-) in the binder column indicates pure 

crystalline samples were used (i.e., no binder). Isotherms which exhibited a higher capacity are highlighted in green. 

Authors Year Adsorbent Description Binder Activation Measurement Technique T, °C 

Chuikina, et al. 

[149] 
1976 lab-made - 400 °C for 100 h (unspecified atmosphere) calorimetric-volumetric 23, 100 

Gopal, et al. 

[150] 
1982 Linde powder - 300 °C in ambient air for 24 h N/A 25 

Zhu, et al. [151] 1992 lab-made pellets 15%* N/A N/A 
40, 60, 80, 

100 

Ryu, et al. [147] 2001 Aldrich pellets 20%* 340 °C for 7 h (unspecified atmosphere) gravimetric 25, 35, 45 

Kim, et al. [148] 2003 Aldrich pellets 20%* 320 °C in vacuum (10
−3

 Pa) for 24 h 
volumetric (ASAP 2010, 

Micromeritics) 
20, 40 ,60, 80 

Ahn & Lee [142] 2004 Aldrich pellets 20%* 320 °C for 12 h (unspecified atmosphere) N/A 25, 35, 45 

Li, et al. [152] 2009 MOLSIV, UOP 20%* 320 °C (unspecified atmosphere and t) 
gravimetric 

(IGA-002, Hiden Isochema, Ltd.) 
25 

Wang & LeVan 

[57] 
2009 MS 544, Grace Davidson 18% 175 °C in vacuum overnight volumetric 0–100 

Ferreira, et al. 

[153] 
2011 

ZEOX OII pellets, Zeochem 20%* 375 °C in N
2
 atmosphere for 6 h gravimetric (Rubotherm) 35 

Z10-02ND pellets, Zeochem 20%* 375 °C in N
2
 atmosphere for 6 h gravimetric (Rubotherm) 35 

Chen, et al. [154] 2012 
Nanjing Inorganic Chemical 

Plant 
- 450 °C for 2 h (unspecified atmosphere) vacuum-gravimetric 25 

Hefti, et al. [155] 2014 ZeoChem 20% 400 °C in vacuum for 4 h gravimetric 45 

Mette, et al. 

[156] 
2014 13XBFK, Chemiewerk - 350 °C in vacuum, <10

−5
 mbar (unspecified t) 

gravimetric 

(IGA-002, Hiden Isochema, Ltd.) 
25–250 

Kim, et al. [53] 2016 APG MOLSIV, UOP 20% 300 °C in vacuum for 12 h 
volumetric 

(ASIQM0 V000-4, Quantachrome) 
20, 30, 40 

Lehmann, et al. 

[157] 
2017 13XBFK, Chemiewerk - 400 °C in vacuum, <0.05 Pa, for 16 h 

gravimetric 

(IGA-002, Hiden Isochema, Ltd.) 
31–250 

Semprini, et al. 

[158] 
2017 13XBFK, Chemiewerk - 350 °C in vacuum, <10

−5
 mbar (unspecified t) 

gravimetric 

(IGA-002, Hiden Isochema, Ltd.) 
25–250 

*Estimated binder mass fraction. 

 9
8
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Figure 4.2. Water on zeolite 13X isotherms from the literature [53], [57], [142], [147]–[158]. The 

isotherms are grouped based on the adsorbent’s capacity (top panels); most of the isotherms [53], 

[149]–[158] exhibit a high capacity for water (left), while a few ([57], [142], [147], [148], [153]) 

isotherms show a lower capacity (right). Isotherms are also grouped by adsorbent type (bottom 

panels), being either crystalline [149], [150], [154], [156]–[158] (left) or pelletized [53], [57], 

[142], [147], [148], [151]–[153], [155] (right). 
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The studies listed in Table 4.1 can be divided into two groups based on their capacity for H2O 

adsorption. Most of the studies showed a similar, high capacity of approximately 18.5 mol/kg at 1 

kPa of water vapor and 25 °C. These high-capacity isotherms are plotted in the upper left panel of 

Figure 4.2 and are highlighted in green in Table 4.1. Isotherms from remaining five studies—

which show a significantly lower capacity of ~15 mol/kg at 1 kPa of water vapor and 25 °C—are 

plotted in the upper right panel of Figure 4.2. Ferreira et al. [153] measured isotherms for two 

different commercial 13X samples, Z10-02ND and ZEOX OII (Zeochem). The first adsorbent, 

Z10-02ND, exhibited high water capacity and is plotted in the upper left panel of Figure 4.2 while 

the second adsorbent, ZEOX OII, is grouped with the low-capacity isotherms in the upper right 

panel. We attribute this difference in capacity for these two Zeochem adsorbents to differences in 

their formulations. All three studies on Aldrich pellets consistently exhibited low-capacity 

isotherms compared to the bulk of isotherms from the literature, indicating a difference in pellet 

formulation which yields capacity similar to ZEOX OII. We attribute the low-capacity isotherms 

from the final study [57] to incomplete activation caused by inadequate activation temperature.  

 

Through extensive comparison of CO2 isotherms on zeolite 13X from four separate research 

facilities (NASA Marshall, NASA Ames, University of South Carolina, and Vanderbilt 

University) NASA found that activation at lower temperatures (e.g., 300 °C) caused incomplete 

desorption of water and resulted in discrepancies between different isotherm measurements [58]. 

All discrepancies between the different research facilities and measurement techniques (e.g., 

gravimetric versus volumetric) were resolved by using an activation temperature of 350 °C. 

NASA’s results confirm the findings of Brandani and Ruthven [59] who found that zeolite 13X 

needed to be activated at 350 °C to completely remove H2O. In their study, Wang and LeVan [57] 

used the same adsorbent (Grace Davidson, MS 544) as the present work, however, they used a 

much lower activation temperature (175 °C). Based on our previous findings, we expected that 

these H2O/13X isotherm data would be biased due to residual water loading. This theory is 

confirmed by comparing the isotherms of Wang and LeVan [57] to the current data (see Figure 

4.3). The values reported by Wang and LeVan [57] are consistently lower by 1 mol/kg to 2 mol/kg 

with the largest discrepancies seen in the lowest temperature isotherms and in the low-pressure 

region. These results clearly show that a high activation temperature (e.g., 350 °C) is required to 

obtain accurate water isotherm data.
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Figure 4.3. Comparison of isotherms for H2O on zeolite 13X from current work (lines) to values 

from Wang and LeVan [57] (circles). 

 

 

 

 

Figure 4.4. Comparison of isotherms for H2O on zeolite 13X from current work (lines) to values 

from the literature [53], [149]–[158].
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In addition to grouping isotherms based on capacity, isotherms from the literature can be grouped 

based on the type of adsorbent used in their measurements (i.e., pelletized or crystalline) as shown 

in the bottom panels of Figure 4.2. Isotherms measured on pelletized adsorbents (right) showed 

different behavior than those measured on pure crystals (left) at high pressures. In pelletized 

adsorbents, the loading rapidly increases as the water vapor partial pressure approaches the 

saturation pressure, causing condensation within the mesopores and macropores of the pellets 

[142]. Because the isotherms obtained from the crystalline adsorbents do not extend into the region 

where the effects of binder are evident (i.e., high pressures where macropore condensation occurs 

[16]), they can be directly compared with isotherms from pelletized adsorbents. As such, we retain 

data for crystalline adsorbents when comparing our measurements to isotherms from the literature. 

 

A comparison of the current isotherm results for water adsorption on zeolite 13X to data from the 

literature ([53], [149]–[158]) is presented in Figure 4.4, which shows the equilibrium capacity of 

zeolite 13X as a function of H2O pressure. Isotherm data measured on Aldrich and Zeochem ZEOX 

OII adsorbents are excluded due to differences in the zeolite formulations. The data of Wang and 

LeVan [57] are also excluded due to the low activation temperature which was insufficient to 

remove residual water loading. Our data match both the slope and general magnitude of the 

literature data. We note that there is some scatter amongst the isotherms from the literature which 

we attribute to differences in the adsorbents tested. This scatter emphasizes the importance of 

measuring isotherm data for the specific adsorbent formulation of interest to achieve maximum 

accuracy. Water and carbon dioxide [129] adsorption on Grace Davidson MS 544 is of particular 

interest as MS 544 was recently selected for use in NASA’s next-generation life-support systems 

[8]. 

4.3.2 Comparison of isotherm data to fitted models 

The isotherm models given in Eq 4.4 through Eq 4.5 are fit to our experimental data as described 

in Section 4.2.1, with the resulting fits shown in Figure 3.4. The accuracy of each model fit to the 

experimental data is quantified using the root-mean-square error (RMSE), the normalized-root-

mean-square error (NRMSE), the maximum error (Emax), the normalized-maximum error (NEmax), 

and the regression coefficient (R2) as given in Table 3.2. The Aranovich–Donohue (A–D) 2-site 

Langmuir model predictions deviate from the experimental measurements as shown in Figure 3.4, 
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with the model predictions falling outside of the 95% confidence interval of measured loading 

values at low vapor pressures for the 40 °C and 100 °C isotherms. The A–D 2-site Langmuir model 

also yields the worst values for each goodness-of-fit metric considered in Table 3.2. Comparing 

the remaining three models requires a closer look at the plotted comparisons in combination with 

the values in Table 3.2. For example, while the A–D 3-site Langmuir model appears to provide an 

excellent fit based on the RMSE and R2 values (0.404 mol/kg and 0.985, respectively), but the 

plotted model predictions show nonphysical artifacts. Most notably, the predicted isotherms 

diverge from the theoretically expected Henry’s law behavior at low vapor pressures [141]. Not 

only are these inflections thermodynamically inconsistent with H2O adsorption on zeolite 13X, but 

they can also result in significant model errors if the Clausius–Clapeyron equation is used to 

predict the heat of adsorption [129]. These spurious fitting artifacts are caused by a larger number 

of free parameters (i.e., overfitting). The A–D Sips model also fits the data very well (RMSE = 

0.472 mol/kg, R2 = 0.979), but has half the number of fitted parameters, which significantly 

reduces the risk of overfitting. 

 

The RMSE, max error, and R2 values do not provide a complete picture of the goodness of fit at 

low loadings because they are absolute measures of the error. Two additional relative error metrics 

are therefore considered to better quantify the goodness of fit at low loadings; the normalized-

maximum error, NEmax, and the normalized-root-mean-square error (NRMSE), 
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These normalized metrics highlight the risks associated with overfitting data. Note that the 

multisite Langmuir models have almost double the normalized-maximum error as the much 

simpler Sips or Toth models. The normalized metrics also show that the A–D Sips model (NRMSE 

= 0.0492 and NEmax = 0.149) provides a slightly better fit than the A–D Toth model (NRMSE = 

0.0497 and NEmax = 0.151). Based on these goodness-of-fit parameters, we recommend using the 

A–D Sips isotherm model as given by Eqs 4.1–4.3 with the fitted parameters listed in Table 4.3. 

Fit parameters for the other H2O isotherm models are provided in Appendix D. The isotherms are 

only recommended for use within the bounds of the experimental measurements (i.e., 0.006 kPa 

to 25 kPa and 20 °C to 100 °C) and for zeolite 13X with similar formulation to the tested adsorbent.  
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Table 4.2. Comparison of the goodness of fit for the different isotherm models. 

Model 
No. of fit 

parameters 

RMSE,  

mol/kg 
NRMSE Emax, mol/kg NEmax R2 

A–D Sips 5 0.472 0.0492 1.31 0.149 0.979 

A–D Toth 5 0.463 0.0497 1.21 0.151 0.979 

A–D 2-site Langmuir 7 0.612 0.0616 1.88 0.260 0.965 

A–D 3-site Langmuir 10 0.404 0.0411 1.47 0.206 0.985 

 

 
Figure 4.5. Measured isotherms from the current work (symbols) for H2O adsorption on zeolite 

13X compared to isotherm model predictions (lines).  
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 Conclusions 

Accurate isotherm fits are a critical component of predictive adsorption models; good isotherm fits 

depend on both precise measurements and appropriate selection of the equilibrium adsorption 

isotherm equation. Isotherms for H2O adsorption on commercially available zeolite 13X (Grace 

Davidson MS 544), are measured at five temperatures from 25 °C to 100 °C and at pressures from 

0.006 kPa to 25 kPa. Our measurements compare favorably to other isotherm measurements in the 

literature and show the importance of careful collection techniques. We specifically showed that a 

high activation temperature (350 °C) is needed to obtain accurate water isotherms by comparing 

against experimental results from the literature which showed a reduced capacity due to incomplete 

removal of water at a lower activation temperature (175 °C). We then fit the Sips, Toth, 2-site 

Langmuir, and 3-site Langmuir (all modified with the Aranovich–Donohue equation) to our 

experimental measurements to determine the isotherm model that offers the best representation of 

the measured data. From this comparison, we recommend using the A–D Sips isotherm model as 

given by Eqs 4.1–4.3 with the fitted parameters listed in Table 4.3 when modeling water adsorption 

on zeolite 13X. While the isotherm fit presented in this work was developed for modeling life-

support systems, it can be broadly used in the design of numerous other adsorption systems such 

as gas stream dehumidification, industrial processes, and natural gas purification process. 

 

Table 4.3. Fit parameters for the A–D Sips isotherm model for H2O adsorption on zeolite 13X 

(Grace Davidson, MS 544). 

a0, mol/kg b0, kPa-1 E/R, K f0 d 

18.87 1.353 × 10-10 8150 0.288 0.02772 
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5. LIMITATIONS OF THE AXIALLY DISPERSE PLUG-FLOW MODEL 

IN PREDICTING BREAKTHROUGH IN CONFINED GEOMETRIES 

This chapter examines the ability of the axially disperse plug-flow model to accurately predict 

breakthrough in adsorbent beds confined by ridged walls. The axially disperse plug-flow model is 

used to independently extract mass transfer and axial-dispersion coefficients from breakthrough 

experiments via centerline and mixed-exit concentration measurements, respectively. Four 

experimental cases are considered: breakthrough of carbon dioxide (CO2) and water (H2O), in two 

cylindrical beds of zeolite 13X (NaX) each. The extracted axial-dispersion coefficients are 

compared to predictions from existing correlations which are ubiquitously used to predict 

mechanical dispersion in packed beds.  We show that such correlations grossly underpredict the 

apparent axial dispersion observed in the bed because they do not account for the effects of wall 

channeling. The relative magnitudes of wall-channeling effects are shown to be a function of the 

adsorption/adsorbate pair and geometric confinement (i.e., bed size). We show that the axially 

dispersed plug-flow model fails to capture the physics of breakthrough when nonplug-flow 

conditions prevail in the bed.Equation Chapter (Next) Section 1 

 

The material presented in this chapter is currently in preparation [160]. 

 Experimental procedure 

5.1.1 Description of the experimental facility 

Adsorption breakthrough experiments are conducted in two adsorbent beds, installed in separate 

facilities having the same primary flow components and sensors; differences between the facilities 

are limited to the specific component sizes and sensor locations. Figure 5.1 shows the primary 

components of the facilities in a flow diagram. Each facility contains a fixed bed of zeolite 13X 

adsorbent (Grace Davidson MS544HP-13X, lot 1000216159) housed in a cylindrical canister. 

Table 5.1 summarizes the physical properties of the adsorbent from the manufacturer [81]. A 

system of flow controllers, a humidification loop, and a mixing chamber upstream of the bed 

provide a finely controlled flow of adsorbate/carrier gas to the sorbent bed. The facility is 

configured to use CO2 or H2O as the adsorbate in nitrogen carrier gas. The nitrogen carrier gas is 
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supplied by a facility N2 line, and the CO2 (99.99% purity) gas is supplied by Sexton Welding 

Supply Co. Both facilities use deionized water to humidify a flow of N2 for the H2O breakthrough 

tests. An in-line heater located immediately upstream of the bed maintains the inflow at a uniform 

temperature of 25 °C.  

 

The gas composition is monitored at three locations during the breakthrough test. Sampling lines 

draw off a portion of the flow both upstream and downstream of the bed. These siphoned flows 

proceed through continuous-monitoring, infrared CO2 analyzers (Sable Systems CA-10 CO2 

Analyzer, ±1% of reading accuracy over a range of 0–5% CO2 by volume) and chilled mirror 

hydrometers (Edgetech, DewMaster X3SF, ±0.1 °C dew/frost point) before venting to the 

atmosphere. Because the downstream sampling line is installed more than a meter downstream of 

the bed, the flow is well-mixed. The concentration is also measured within the bed using a small 

sampling tube inserted into the bottom of the bed a few millimeters from the exit (see the inset in 

Figure 5.1). This tube redirects a portion of the flow from the centerline of the bed to a continuous-

monitoring, infrared CO2/H2O analyzer (LICOR, LI-840, ±1% and ±1.5% of reading accuracy 

over a range of 0–2% CO2 by volume and 0–60 mmol/mol for H2O, respectively). A mass flow 

controller sets the flow rate through the centerline sampling tube such that the superficial velocity 

through the sampling tube is equal to the superficial velocity in the sorbent bed; this minimizes 

flow disturbance near the centerline tube. Total pressure is measured immediately upstream of the 

adsorbent bed in both facilities by an absolute pressure transducer (Honeywell FP2000, 2-172 kPa 

range and ±0.10% full-scale range uncertainty) throughout the breakthrough experiment. 

 

There are two solenoid valves downstream of the bed in the large test stand which impose a 

significant pressure drop (~10 kPa) between the bed exit and the location where effluent vents to 

the atmosphere, leading to a higher pressure within the large-diameter bed than in the small-

diameter bed. The mole fraction of adsorbate is adjusted to account for this difference in bed 

pressure such that experiments in both test stands have the same adsorbate partial pressures—

approximately 0.3 kPa for CO2 and 1.3 kPa for H2O adsorption. 
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Figure 5.1. Schematic diagram of the experimental facility showing the flow paths and 

instrumentation. Note that the inlet and outlet gas sampling tubes are physically located far 

upstream and downstream respectively of the adsorbent bed. 

Table 5.1. Thermophysical physical properties for Grace Davidson MS544-13X. 

Property Value 

mean pellet diameter, dp (mm) 2.0 

conductivity, ks (W/m-K) 0.15 

heat capacity, cp,s (J/kg-K) 500 

pellet envelope density, ρenv (kg/m3) 1054 
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Figure 5.2. Cross-sectional views of the cylindrical canister and adsorbent bed for the small- and 

large-diameter test stands, showing the axial locations of intrabed thermocouples and centerline 

sampling tube. Note that all dimensions and locations are to scale. 

Figure 5.2 shows dimensioned cross-sectional drawings of the aluminum (AL-6061) canisters 

which house the sorbent beds in the two experimental facilities, called the small-diameter and 

large-diameter test stands in this chapter. The first facility contains a canister that is 34.9 mm in 

diameter, or approximately 17 sorbent pellets across, and is insulated with 50.8 mm of Pyropel® 

LD-6 [85]. The second facility uses a much larger canister that holds approximately 48 pellets 

across its diameter (dcan,in = 93.4 mm) and is insulated with 25.4 mm of Pyropel® LD-6. Exposed-

tip thermocouples measure the gas-stream temperatures upstream and downstream of the bed, and 

along the centerline at multiple locations within the sorbent bed, as shown in Figure 5.2. All 

thermocouples are factory calibrated (T-type; ±1 °C accuracy).  

 

The two facilities use different methods for humidifying the influent gas stream during H2O 

breakthrough tests. The small-diameter test stand sparges N2 through a temperature-controlled 

pool of water to humidify the gas; this humid stream then mixes with dry N2 to achieve the desired 

dewpoint. The large-diameter test stand passes dry N2 over a hollow-fiber, microporous membrane 

(EnerFuel, EFH-100WA), which allows humidification up to higher flow rates. The cross-flow of 
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N2 picks up evaporating water on the gas side of the membrane while the liquid side of the 

membrane is continually replenished via internal capillaries of the hollow-fiber tubes. Water is 

supplied to the membrane from a reservoir maintained at a fixed temperature by a thermoelectric, 

liquid recirculating chiller (Solid State Cooling Systems, Thermocube 400, ±0.05 °C).  

5.1.2 Sorbent activation and packing 

The sorbent is activated in an oven at 350 °C for 15 h prior to packing the bed. During activation, 

a continuous stream of dry N2 flows through the sorbent at a superficial velocity of ~0.25 m/s. The 

activated sorbent is moved to a dry-N2 glove box (dew point ≤ −65 °C) where the cylindrical 

canister is then packed using the “snow-storm filling” method [161], [162]. This method involves 

pouring the sorbent over a pair of staggered wire screens which interrupt the flow of particles as 

they fall, causing radial dispersion of the particles. This radial dispersion reduces the possibility of 

particles segregating by size and results in uniform deposition across the entire cross-sectional area 

of the bed. To fill the bed, a beaker of sorbent is held against the rim of the snowstorm screen as 

the sorbent slowly poured through these screens into the canister, increasing the bed height at a 

rate between 0.5 and 5 mm/min to a total height of 165 mm (6.5 in). 

 

After packing the bed, the canister is sealed and transported from the dry-N2 glove box to the test 

stand. Installation of the canister is done with a constant flow of dry N2 through the bed to prevent 

contamination by maintaining positive pressure in the canister. Installation takes ~2 min for the 

small canister and ~10 min for the large canister. Intrabed temperatures are monitored during this 

time to ensure that no ambient air entered the bed and caused water to adsorb on the sorbent, which 

would be detected as a noticeable temperature rise due to the high heat of adsorption.  

5.1.3 Breakthrough experimental procedure 

To perform breakthrough tests, the beds are initially filled with only N2 and then exposed to an 

inlet flow of N2 and adsorbate (either CO2 or H2O) at t = 0. The inlet flow is maintained at a 

constant superficial velocity and constant adsorbate concentration, while the outlet is maintained 

at a constant total pressure. The pellets adsorb CO2 or H2O as the gas mixture passes through the 

bed. Eventually, a small quantity of adsorbate begins to be detected in the bed effluent. The time 

at which this occurs is termed the initial breakthrough time, tb. For this work, the breakthrough 
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time is defined as the time at which the effluent mole fraction first reaches 1% of the influent mole 

fraction, x0. The test continues until the bed is completely saturated, i.e., the effluent concentration 

matches the influent mole fraction to within 1%. Bed saturation occurs at the same time for both 

the small- and large-diameter beds—approximately t = 2 h for CO2 and t = 6 h for H2O—because 

the bed length and superficial velocity are the same for both stands.  

 

Multiple CO2 and H2O breakthrough experiments are conducted to verify repeatability. The 

sorbent bed is activated in situ between repeated CO2 breakthrough tests; in situ activation is 

carried out under a flow of dry N2 at a superficial velocity of 0.3 m/s at 125 °C for ≥ 8 h and at 

200 °C for ≥ 4 h for the large- and small- diameter test stands, respectively. Note that the in-situ 

activation temperature of the large-diameter test stand is limited by the proximity of temperature-

sensitive pressure transducers to hot gases flowing through the bed. These activation procedures 

were selected after carefully testing to verify the resulting complete removal of CO2 from the 

sorbent. In-situ activation between H2O breakthrough tests is not possible in either test stand due 

to the strong affinity for H2O of zeolite 13X, which requires heating up to 350 °C. Instead, after 

each H2O breakthrough test, the sorbent is activated externally and repacked following the 

procedures in Section 5.1.2.  

 Modeling approach 

An axially dispersed plug-flow model is used to model the breakthrough experiments described in 

Section 5.1.1. This quasi-one-dimensional model independently tracks the temperature of the 

separate constituents (gas phase, sorbent, and canister wall) using three energy balances. The 

model additionally requires two mass balances for the gas phase and adsorbed phase of the 

adsorbate (i.e., CO2 or H2O). These five governing equations are coupled and solved to obtain the 

CO2 or H2O concentrations and temperatures as a function of time and axial position along the bed. 

This model is based on our prior work which analyzed the sensitivity [77] and uncertainty [78] of 

the axially dispersed plug-flow model, with a few distinctions. The present model omits the 

insulation energy balance and replaces it with an equivalent resistance. In addition, the current 

work uses different isotherms and an LDF definition appropriate for zeolite 13X which differs in 

equilibrium and kinetics from the zeolite 5A considered in our prior work.  
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5.2.1 Adsorbed-phase mass balance 

The physical process of adsorption is controlled by several mass transfer resistances, including 

macropore, micropore, and surface diffusion. By neglecting the concentration gradient within a 

pellet and assuming that a single mass transfer resistance dominates, we can use the linear-driving-

force (LDF) approximation [13] to express the adsorption rate as 

 ( )*

l

n
k n n

t


= −


 5.1 

where n is the adsorbate concentration in the gas phase, n* is the equilibrium adsorbed-phase 

concentration, and kl is the LDF mass transfer coefficient. The LDF approximation is a physically 

consistent [163] model for fixed-bed adsorption that is frequently used due to its simplicity and 

accuracy [14]. When macropore diffusion is the rate-limiting mass-transfer step—as is the case for 

both CO2 and H2O adsorption on zeolite 13X [164], [165]—the LDF coefficient is inversely 

proportional to the equilibrium adsorbent-phase concentration,  
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k
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n
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where k0 is a constant parameter that we will refer to as simply the mass transfer coefficient. 

 

The equilibrium adsorbed-phase concentration, n*, depends on the adsorbate partial pressure and 

the sorbent temperature. We use the isotherms developed in Chapter 3 and 4 for CO2 and H2O 

adsorption respectively. The bed is assumed to be initially devoid of CO2/H2O (i.e., n(t = 0) = 0) 

and the simulation runs until the bed is saturated with adsorbate. 

5.2.2 Gas-phase mass balance 

The gas-phase mass balance is coupled with the adsorbed-phase mass balance via the rate of 

adsorption. This balance also accounts for advection and axial dispersion through the bed as 
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where c is the gas-phase concentration of the adsorbate (i.e., CO2 or H2O). The axial-dispersion 

coefficient, Dax, is either calculated from the parametric equation of Edwards and Richardson [86] 

to estimate the pellet-driven dispersion or extracted from mixed-exit breakthrough curves to 

estimate the apparent dispersion, as described in the Section 5.3. We represent the experimental 
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boundary conditions in our model with the commonly used Danckwerts boundary conditions 

defined as 

 ( )ax 0
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5.2.3 Energy balances 

Separate energy balance equations for the gas, adsorbent, and canister wall are included in the 

model to account for local thermal nonequilibrium. All three energy balances account for transient 

heat storage and heat transfer between the separate regions. The gas-phase energy balance also 

accounts for axial advection and axial conduction, 
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where Afr is the free-flow area, i.e., the cross-sectional area of an empty canister. The interfacial 

gas-sorbent heat transfer coefficient, hg–s, is predicted from the empirical correlation of Wakao et 

al. [88] and the heat transfer coefficient between the gas and inner canister wall, hg–can, is predicted 

using the empirical correlation from Li and Finlayson [89]. The effective axial thermal 

conductivity, keff, is calculated using the correlation of Yagi et al. [90] which accounts for both the 

sorbent- and gas-phase conductivities as well as axial mixing. All these input parameters are 

calculated using the dimensionless Reynolds, Prandtl, Schmidt, and Peclet numbers as defined in 

the Nomenclature section.  

 

The sorbent-phase energy balance accounts for transient storage, convective heat loss to the gas, 

and the heat of adsorption, but neglects axial conduction, as the gas-phase energy balance already 

accounts for the sorbent bed conductivity, 
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The isosteric heat of adsorption, λ, is derived as a function of adsorbate partial pressure and sorbent 

temperature using the Clausius−Clapeyron relationship [129]. 

 

The canister wall energy balance, accounts for transient energy storage, axial conduction, and heat 

transfer with the neighboring phases as 
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R'can–amb represents the combined thermal resistance of the canister–insulation interface, 

conduction resistance across the insulation, and convection from the outside of the insulation to 

ambient air. These resistances are lumped together to combine several unknown/uncertain 

parameters (e.g., hins–amb and kins) into a single thermal resistance which we directly calibrate to 

each test stand as described in Appendix F. From this calibration, R'can–amb is found to be 2.04 K/(m 

W) and 3.82 K/(m W) for the small- and large-diameter test stands, respectively.  

 

We use experimentally measured temperatures to set the initial temperatures of all three 

constituents. The test stand was at thermal equilibrium prior to the start of the test and initial 

temperatures were taken as the average of all thermocouples shown in Figure 5.2. The inlet gas 

temperature comes directly from experimental measurements and is a function of time,  

 
0

( )g z
T f t

=
= . 5.9 

The outlet gas-phase boundary and all boundaries of the other two constituents are assumed to be 

adiabatic. 

5.2.4 Solution procedure 

The governing equations, as given by Eqs. 5.1–5.9, are coupled and solved in COMSOL 

Multiphysics [126]. The properties of the gas mixture are computed using the ideal gas assumption 

and accounting for local temperature, pressure, and composition [87]. A one-dimensional mesh is 

generated with a uniform element size of 1% of the total bed length. The Newton automatic highly 

nonlinear method is used to solve the coupled-nonlinear equations. The solver uses backward 

differentiation to dynamically modify the time step and reduce computation time; we impose an 

initial time step of 1×10−8 s. Convergence is reached when the relative residuals drop below 10−4 

for all dependent variables, namely adsorbate concentration in the gas phase and adsorbed phase, 

pressure, and temperatures of the sorbent, gas, canister, and insulation. 
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 Results 

Breakthrough experiments of carbon dioxide (CO2) and water (H2O) in the two cylindrical beds of 

zeolite 13X (NaX) are analyzed to extract the mass transfer coefficient and apparent axial 

dispersion. First, the mass transfer coefficient, k0, is found by fitting simulations to the centerline 

breakthrough curves of each bed. These simulations use available correlations to predict the pellet-

driven, axial-dispersion coefficient as an input to the model. Then the calibrated model (i.e., with 

the k0 extracted from centerline breakthrough curve data) is fit to the mixed-exit breakthrough 

curve to find the apparent axial-dispersion coefficient, Dax,app. When determining both unknown 

parameters, k0 and Dax,app, by fitting the model to experimental data, the sum of squares error (SSE) 

was minimized for the median 50% of the curve (i.e., 0.25 < x/x0 < 0.75) to focus the fit on the 

slope of the breakthrough curve.  

5.3.1 Experimental breakthrough tests for CO2 and H2O vapor on zeolite 13X 

Experimental breakthrough tests are run for CO2 and H2O vapor adsorption in the small-diameter 

(dbed/dp = 17) and large-diameter (dbed/dp = 48) beds of zeolite 13X. To verify repeatability, three 

and four repeated breakthrough experiments were respectively conducted for each adsorbate in the 

small- and large-diameter beds. All breakthrough experiments were performed at a superficial 

velocity of u∞ = 0.23±0.005 m/s with a time-averaged, inlet temperature of Tg,in = 25±0.5 °C. Table 

5.2 summarizes the test parameters for CO2 and H2O breakthrough; these values are averaged both 

over the duration of the breakthrough test (3 h for CO2 and 7 h for H2O breakthrough) and across 

all repeated tests. 

 

The normalized mole fraction of the adsorbate (x/x0) is plotted as a function of time in Figure 5.3 

for CO2 and H2O breakthrough at the three measurement locations: the upstream inlet of the bed, 

at the centerline immediately before the exit of  the bed, and downstream of the bed. The 

downstream measurements were taken sufficiently far away from the bed to ensure a well-mixed 

flow and are therefore referred to as the mixed-exit data. The centerline measurement location 

(Figure 5.2) is assumed to be sufficiently far from the walls to accurately neglect the effects of 

nonplug flow. We hypothesize that the difference between the adsorbate concentration at the 

centerline and mixed-exit sampling locations is an effect of near-wall-channeling. 
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Table 5.2. Summary of the inlet and initial conditions for CO2 and H2O breakthrough on 13X.  

 CO2 H2O 

 Small Large Small Large 

time-averaged inlet temperature, Tin (°C) 25.0 25.3 25.4 25.0 

initial temperature, Tinit (°C) 24.9 25.1 25.0 24.9 

ambient temperature, Tamb (°C) 23.1 25.3 23.3 25.0 

gas flow rate, V̇ (SLPM) 12.2 98.0 12.1 99.0 

superficial velocity, u∞ (m/s) 0.230 0.230 0.226 0.232 

pressure at bed inlet, pin (kPa) 101.82 114.55 103.38 114.91 

inlet adsorbate mole fraction, xCO2,in or xH2O,in 0.00304 0.00266 0.0123 0.0121 

inlet adsorbate partial pressure, pCO2,in or pH2O,in 0.306 0.304 1.27 1.39 

 

 
Figure 5.3. Experimental breakthrough curves of CO2 (top) and H2O (bottom) on zeolite 13X. 

These figures plot the mole fraction (normalized to the mean inlet mole fraction, x0) at three 

locations: upstream of the bed (gray), at the radial centerline a few millimeters from the end of 

the bed (blue), and far downstream of the bed (black). Three repeat measurements are shown for 

the small test stand (left), and four repeat measurements for the large test stand (right).  
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In the breakthrough curves (i.e., the gas-phase concentration profile histories), discrepancies 

between the centerline and mixed-exit data are observed for both adsorbates in the small-diameter 

bed and for water breakthrough in the large-diameter bed. Comparison of these centerline and 

mixed-exit breakthrough curves provides valuable insight into the nonplug-flow behavior in the 

beds. An earlier breakthrough in the mixed-exit data, compared with the centerline, is evidence of 

bed-scale mechanical dispersion. Mechanical dispersion is caused by differences in the flow paths 

that gas molecules can take through the bed. Pellet-driven dispersion is a well-studied type of 

mechanical dispersion caused by the stochastic nature of packed beds and is generally assumed to 

be the dominant dispersive mechanism. Pellet-driven dispersion occurs on the pellet scale and 

would not cause the differences observed in our experiments between the centerline and mixed-

exit data; such differences could only be caused by variations in the velocity at the bed-scale due 

to wall channeling. Channeling occurs in confined geometries due to a higher near-wall gas 

velocity caused by increased void fraction close to the wall. While the relative importance of 

channeling on flow dynamics is known to increase with decreasing bed-to-pellet diameter ratio 

[166], the extent of wall-channeling effects as a function of bed diameter during confined 

breakthrough has not been established.  

 

We observe earlier breakthrough of the mixed-exit data in all our experiments (Figure 5.3) 

implying that wall-channeling effects play a significant role. As expected, the large test stand 

shows a smaller variation between the centerline and mixed-exit data compared to the small test 

stand. However, it is noteworthy that wall-channeling effects are observed for the larger-diameter 

bed (dbed/dp = 48) as well, because a bed-to-pellet diameter ratio of 20 has been thought to be 

sufficiently large to obviate wall effects. [76] It is also worth noting that the discrepancy between 

the centerline and mixed-exit concentrations is significantly more pronounced for H2O 

breakthrough than for CO2 breakthrough tests, indicating that adsorption equilibrium and kinetics 

affect the degree of radial variation in concentration. 

 

The experimental breakthrough curves can be nondimensionalized to allow for direct comparison 

between the two adsorbates. Figure 5.4 plots the normalized concentration at the centerline (solid 

lines) and mixed-exit (dashed lines) against the nondimensional time, 
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where the stoichiometric time [167] is defined using the mixed-exit concentration as  
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The offset between the centerline and mixed-exit curves at x/x0 = 0.5 should be independent of 

adsorbate for a system with constant mechanical dispersion. We observe that the mixed-exit curves 

in the small bed cross at t  = 0.991 and 0.990 for CO2 and H2O, respectively, while the centerline 

curves cross at t  = 1.076 for both adsorbates. This equates to a difference in nondimensional time 

Δ t  of 0.085 and 0.086 for CO2 and H2O, respectively. The large bed yields smaller differences 

between the centerline and mixed-exit curves (Δ t  = 0.024 and 0.025 for CO2 and H2O 

respectively), which is expected because the large bed should have reduced wall-channeling-

induced dispersion effects. The results in Figure 5.4 confirm that, as expected based on the analysis 

of Knox et al.[15], the observed mechanical dispersion is a function of the bed diameter but 

independent of adsorbate/adsorbent pair. 

 

 

Figure 5.4. Experimental breakthrough curves of CO2 and H2O on zeolite 13X plotted against 

normalized time for the small-diameter bed and the large-diameter bed. Breakthrough curves 

measured at the mixed-exit and centerline locations are shown as dashed and solid lines 

respectively. 
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5.3.2 Extracting mass transfer coefficients 

Traditionally, mass transfer coefficients are determined from breakthrough experiments by using 

mixed, downstream concentration measurements. This method is inaccurate for a small-diameter 

bed where wall-channeling effects dominate dispersion, because it requires that the axial mixing 

behavior is accurately described by a priori prediction of pellet-driven dispersion. Knox et al.[15] 

proposed a method to more accurately obtain the mass transfer coefficient from small-diameter 

reactors by using centerline measurements of concentration immediately before the exit of the bed. 

The method assumes that axial dispersion in the center of the bed (far from the canister wall) can 

be accurately predicted by empirical correlations for pellet-driven dispersion. We follow this 

procedure to extract the mass transfer coefficients from the experimental measurements.  

 

Using the pellet-driven, axial-dispersion coefficient from the Edwards and Richardson correlation 

[86] and the centerline void fraction (calculated by the Cheng equation [168]) as inputs, the model 

is fit to the centerline measurement of concentration by varying k0 to minimize the sum-of-squared 

error between experimental and simulation results. This fitting is repeated for each individual 

breakthrough curve and the average of these fitted values is listed in Table 5.3. Note that the 

equilibrium adsorbed-phase concentration was adjusted to match the capacity seen in the 

breakthrough experiments by multiplying the predicted capacity, n*, by a constant value (listed in 

Table 5.3). We found that the required capacity adjustment for the large-diameter bed was 

consistently lower than the capacity adjustment for the small bed by ~10%; we attribute this to a 

minor amount of water contamination in the large bed caused by exposure during the longer 

installation time. Such capacity shifts have no impact on the slope of the curve and are thus 

inconsequential to the resulting mass transfer coefficient fit. 

 

Table 5.3. Summary of the mass transfer coefficient (k0) fitting for each adsorbate and test stand.  

 CO2 H2O 

 Small Large Small Large 

void fraction at centerline, εCL 0.350 0.321 0.350 0.321 

bulk void fraction, εbulk 0.368 0.327 0.368 0.327 

equilibrium capacity adjustment 0.97 0.88 1.16 1.07 

pellet-driven dispersion, Dax,p (m/s2) 0.00095 0.0011 0.00099 0.0011 

fitted mass transfer coefficient, k0 (1/s) 57 51 140 170 
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Figure 5.5. CO2 breakthrough simulation results fitted to centerline data (with Dax,p and 

calibrated k0 as given in Table 5.3) compared to experimental measurements. Top panels: 

Comparison of experimental (dotted) and simulated (solid) breakthrough curves. Bottom panels: 

Corresponding gas-temperature profile histories for simulations (solid) and experimental 

measurements (dotted): before (gray) and at several axial positions within (colored) the bed. 

 

The calibrated best-fit simulation results are plotted over top of the experimental data for CO2 

breakthrough in Figure 5.5 and for H2O in Figure 5.6, and the corresponding best-fit k0 values are 

tabulated in Table 5.3. These plots include data from a single, representative breakthrough 

experiment; dotted lines represent experimental data, and solid lines represent simulation results. 

The upper panels of Figure 5.5 and for H2O in Figure 5.6 plot the gas-phase mole fraction of 

adsorbate normalized to the inlet adsorbate mole fraction, x/x0, at the centerline and mixed-exit 

sampling locations; the lower panels contain temperature profile histories at several axial locations 

within the bed.  
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Figure 5.6. H2O breakthrough simulation results fitted to centerline data (with Dax,p and 

calibrated k0 as given in Table 5.3) compared to experimental measurements. Top panels: 

Comparison of experimental (dotted) and simulated (solid) breakthrough curves. Bottom panels: 

Corresponding gas-temperature profile histories before (gray) and at several axial positions 

within (colored) the bed. 

 

Note that the simulation is one-dimensional and thus cannot capture radial variations in 

concentration; when referring to the centerline simulation data we are referring to simulation 

results that correspond to the axial location of the centerline tube in the bed (i.e., z = 0.97L and z 

= 0.96L for the small and large-diameter beds respectively). Similarly, exit simulation data refer 

to data from the end of the bed (z = L), which is the simulation equivalent to the mixed-exit 

sampling location from experiments. The fitted model predictions show good agreement with 

centerline experimental data. The simulated and experimental concentration at the centerline 

sampling location (blue) overlap substantially, such that the individual curves are indistinguishable. 
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The model also provides a good match to the measured temperatures within the bed. The shapes 

of the simulated and experimental curves agree throughout the breakthrough period, and the 

temporal locations of peak temperatures are well-matched. We attribute the slight discrepancies in 

the magnitude of peak temperatures to temperature nonuniformities caused by radial heat loss 

within the bed, which cannot be captured in a 1-D model. The slopes of both the model and 

experimental gas temperatures are closely matched in the decreasing region (below approximately 

29 C for CO2 breakthrough and 55 C for H2O breakthrough) where mass transfer effects 

dominate the temperature profile. This match indicates that the correct mass transfer coefficient 

was extracted from fitting the model to the experimental centerline breakthrough curves.  

 

The resulting best-fit k0 are given in Table 5.3. The mass-transfer coefficient of H2O adsorption is 

larger than that of CO2 by a factor of approximately three; this is expected given the strong affinity 

of zeolite 13X for water [169]. More importantly, we see that the fitted mass transfer coefficient, 

k0, is independent of the sorbent bed diameter; for both adsorbates, k0 fit to data from the small- 

and large-diameter beds matches to within 20% (on the same order of magnitude as test 

repeatability). These results for two beds of vastly different sizes validates the method proposed 

by Knox et al. [15] for extracting k0 from the centerline breakthrough curve and demonstrates that 

the extracted mass transfer coefficients are independent of bed diameter as they anticipated.  

 

To further illustrate the importance of measuring the centerline adsorbate concentration, we used 

the traditional method of extracting the mass transfer coefficient from the mixed-exit data of the 

small-diameter test stand. Using the traditional fitting method, we find that k0 = 37 s−1 for CO2 

adsorption and k0 = 28 s−1 for H2O adsorption. Both mass transfer coefficients are significantly 

different from the values we obtained via the centerline data (Table 5.3). The traditional fitting 

method erroneously yields a k0 that is approximately half the actual value for CO2 adsorption and 

one-fifth the actual value for H2O adsorption.  

5.3.3 Extracting apparent axial dispersion coefficients 

In Section 5.3.1, we discussed the discrepancy in centerline and mixed-exit breakthrough curves 

caused by wall channeling within the bed. We then used a method for extracting mass transfer 

coefficients from the centerline breakthrough curve in Section 5.3.2. The current section describes 
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the extraction of the apparent axial dispersion—which includes wall-channeling effects on 

dispersion—from the mixed-exit breakthrough curve. This is followed by a discussion of the 

extracted apparent dispersions as well as the limitations of the axially dispersed plug-flow model 

to predict adsorption of strongly attractive species (i.e., H2O on 13X).  

 

After extracting the mass transfer coefficient, the apparent axial-dispersion coefficient, Dax,app, can 

be determined from the mixed-exit concentration measurements. The mass transfer coefficient, k0, 

obtained from the centerline breakthrough curve and the bulk void fraction are used as inputs (see 

Table 5.3). The model is then fit to the mixed-exit breakthrough curve by varying the value of Dax; 

the value that provides the best fit is taken as the apparent axial dispersion of the system, Dax,app. 

These fitted, apparent dispersions are tabulated in Table 5.4 along with the pellet-driven dispersion 

derived from the empirical correlation of Edwards and Richardson [86] for comparison.  

 

Figure 5.7 compares the fitted model predictions to experimental measurements for CO2 

breakthrough. The top panels show simulation predictions of the gas-phase concentration 

breakthrough curves at multiple axial locations along the bed, as well as experimental data from 

the centerline and mixed-exit sampling locations. The corresponding derivatives (i.e., slopes of 

these concentration breakthrough curves) of the simulation predictions are plotted in the bottom 

panels. The simulation model captures the shape of the mixed-exit experimental breakthrough 

curve (black dotted line) for both the small- and large- diameter beds. To achieve this match, the 

model required axial-dispersion coefficients that were significantly larger than the pellet-driven 

dispersion predicted by Edwards and Richardson [86].  

 

 

Table 5.4. Summary of axial-dispersion coefficients (Dax) for each adsorbate and test stand. 

 CO2 H2O 

 Small Large Small Large 

pellet-driven dispersion, Dax,p (m/s2) 0.00095 0.0011 0.00099 0.0011 

fitted apparent dispersion, Dax,app (m/s2) 0.0043 0.0015 - - 
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Figure 5.7. CO2 breakthrough simulation results fitted to mixed-exit data (with calibrated k0 and 

Dax,app as given in Table 5.3 and Table 5.4 respectively) compared to experimental 

measurements. Top panels: Comparison of and experimental breakthrough curves (dotted) and 

simulation curves (solid) which show the time-history of concentration in 5% increments along 

the bed. Bottom panels: Corresponding derivatives of the simulated breakthrough curves. 

 

The apparent dispersion of the small-diameter bed is approximately four times larger than that of 

the large-diameter bed. Furthermore, the Dax,app extracted from CO2 experiments in the large-

diameter test stand is only 45% larger than the pellet-driven dispersion predicted by the Edwards 

and Richardson [86], indicating that pellet-driven dispersion accounts for most of the axial 

dispersion in the large bed. In contrast, the Dax,app fitted to the small-diameter bed is 300% larger 

than the predicted pellet-driven dispersion. Given that both beds were exposed to identical inlet 

conditions (pCO2,in = 0.3 kPa, u∞ = 0.23 m/s, and Tg,in =25 °C), differences in Dax,app must be caused 

by variations in geometry between the two beds. As described in Section 5.3.1, differences in the 
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centerline and mixed-exit breakthrough curves indicate that there are spatial variations in velocity 

throughout the bed. In both beds, there is a radial variation in porosity caused by inefficient packing 

near the wall which in turn leads to higher velocities in the near-wall region. The portion of the 

affected by these porosity variations is inversely proportional to the size of the bed; thus, the spatial 

variation in velocity and apparent dispersion increase as the bed becomes more confined.  

 

Further conclusions about the flow behavior can be drawn from the slopes of the simulated 

breakthrough curves. In the bottom panels of Figure 5.7, the highest point of each individual dx/dt 

curve represents the slope of the corresponding breakthrough curve at x/x0 = 0.5. The peaks of 

these curves approach a constant value with increasing depth into the bed. This trend is 

characteristic of constant pattern behavior (CPB), defined by an adsorbate concentration front that 

propagates through the bed without changing shape. CPB is a widely established phenomenon that 

is theoretically expected [141] and has been experimentally confirmed [170], [171] to occur for 

systems with favorable Type I isotherms [170], [171], such as CO2 adsorption on 13X. 

 

There is an even more pronounced difference between the mixed-exit and centerline concentration 

time-profiles in the H2O breakthrough experiments (bottom panels of Figure 5.3). This difference 

is so significant that the model begins to show nonphysical behavior as the apparent axial-

dispersion coefficient is increased in an attempt to match the slope of the mixed-exit breakthrough 

curve. Figure 5.8 compares the experimental measurements for H2O breakthrough on zeolite 13X 

in the large-diameter bed with simulation predictions using an apparent axial dispersion that is 1, 

10, and 100 times greater than that predicted from the Edwards and Richardson [86] correlation. 

Note that the top panel corresponds to a value of Dax = Dax,p, as used in Section 5.3.2 to extract the 

mass transfer coefficient. As such, the model closely matches the shape of the experimentally 

measured centerline breakthrough curve (top panel in Figure 5.8), but very poorly captures the 

mixed-exit data.  
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Figure 5.8. Comparison of simulated (solid) and experimental (dotted) breakthrough curves of 

H2O on zeolite 13X in the large-diameter bed as measured at the radial centerline. Simulation 

curves show the time-history of concentration in 5% increments along the bed length.  
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As Dax,app is increased, the gas-phase concentration curves become distorted near the beginning of 

the bed. While this distortion is confined to a small portion of the bed entrance for low to moderate 

dispersion coefficients (e.g., 0.01 m2/s), the distortion extends to the full length of the bed at high 

apparent dispersion coefficients (e.g., 0.1 m2/s). This distortion is an unphysical artifact that arises 

when attempting to capture the highly 2-D flow effects by tuning the axial-dispersion coefficient 

in a 1-D model. Unlike the CO2 breakthrough experiments, the 1-D assumption breaks down for 

H2O breakthrough experiments.  

 

The H2O simulations required a far higher value for Dax,app (>100 × Dax,p) to capture the slope of 

the experimentally measured breakthrough curve measured downstream of the bed relative to that 

required for the CO2 system (only 4 × Dax,p), revealing that the interplay of the adsorbate/adsorbent 

system and the mechanical dispersion mechanisms can induce significant radial variations in 

concentration. While the exact nature and extent of this interplay is not clear, it is apparent that the 

water/zeolite 13X breakthrough curves are dominated by 2-D flow conditions, and therefore, the 

axially dispersed plug-flow model cannot be applied to this system. As such, we do not list values 

for the apparent axial-dispersion coefficient for H2O breakthrough Table 5.4 because the model 

itself breaks down for this adsorbate/adsorbent pair. 

 Conclusions 

This chapter examined the effect the effect of geometric confinement on apparent axial dispersion 

in fixed-bed adsorption systems using experimental measurements and an axially dispersed plug-

flow model. Breakthrough experiments of CO2 and H2O on beds of zeolite 13X were performed 

in two cylindrical test stands with dbed/dp = 17 and 48. Measurements of the adsorbate concentration 

were collected at a location far downstream of the bed where the effluent is well-mixed, and at a 

centerline location within the bed immediately before the exit. An axially dispersed plug-flow 

model was developed and fit to these experimental data to extract mass transfer and axial-

dispersion coefficients.  

 

The intrabed, centerline breakthrough curve was used to extract the mass transfer coefficient, k0, 

in the two beds under identical inlet and initial conditions. Similar mass transfer coefficients were 

obtained for both beds even when the beds experienced considerable near-wall channeling, i.e., a 
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nonplug-flow mechanical dispersion. This confirmed the recommendation of Knox et al. [15] that 

k0 can be extracted from centerline breakthrough curves, independent of the bed diameter, even 

when nonplug-flow conditions prevail in the bed. In comparison, k0 values extracted using the 

traditional method of fitting to mixed-exit breakthrough curve yielded significant differences 

relative to those extracted from centerline data (deviations of 40% for CO2 and 500% for H2O). 

Our results demonstrate how inaccurate prediction of Dax—due to the prevalence of nonplug-flow 

conditions—can lead to severe errors in the mass-transfer coefficients fitted to mixed-exit 

breakthrough curves.  

 

This work also compared the mixed-edit and centerline measurements to identify when nonplug-

flow conditions dominate the flow. A priori predictions of axial dispersion from existing 

correlations—which do not account for the effects of confinement—were shown to grossly 

underpredict the apparent axial dispersion in confined geometries. As a result, the breakthrough 

time predicted using a 1-D model was found to be incorrect by as much as 1 h (compared with 

experimental measurements). Wall channeling effects were observed to be significant even at 

dbed/dp = 48. This is in stark contrast to the prevailing consensus in the literature, which states that 

wall effects as negligible for beds with dbed/dp ≥ 20. Furthermore, the degree to which the 1-D 

model predictions deviated from experimentally observed breakthrough was a strong function of 

the adsorbent/adsorbate pair with H2O showing significant greater wall-effects compared to CO2, 

even though experiments for both adsorbates were run with identical flow conditions. Attempts to 

match the slope of the experimental mixed-exit breakthrough curve yielded nonphysical model 

predictions for water; the axially disperse plug-flow model with the Danckwert’s outlet boundary 

condition fails to capture the physics of these experiments. 

 

Despite the limitations of the axially disperse plug-flow model in describing confined geometries, 

this model can be used to extract accurate mass-transfer and dispersion information from 

experimental breakthrough curves when measured both inside and outside the bed. We recommend 

that intrabed concentration be measured when extracting mass transfer coefficients from 

breakthrough experiments. 

  



129 

 

 

6. EFFECT OF RADIAL FLOW VARIATIONS ON BREAKTHROUGH IN 

CONFINED GEOMETRIES 

This chapter uses a two-dimensional adsorption model to examine the interplay of wall-channeling 

and adsorption transport on breakthrough in confined geometries. Experimental results for 

breakthrough of carbon dioxide (CO2) and water (H2O) in a bed of zeolite 13X are compared to 

illustrate how the adsorbate/adsorbent pairing affects the radial variation in concentration. To 

examine this behavior, the effect of radial variations in bed porosity on the flow velocity profile is 

implemented into two-dimensional, axisymmetric adsorption model. The 2-D simulation results 

are validated against experimental data and compared to 1-D results to illustrate the critical need 

to account for these radial variations. The validated 2-D model is then used to investigate the 

specific adsorption kinetics and equilibrium parameters that cause H2O to exhibit more significant 

radial variations in concentration during breakthrough compared with CO2. It is found that 

breakthrough concentration profiles are sensitive to the mass-transfer resistance, and that radial 

variations in concentration due to wall-channeling effects become more pronounced as the mass-

transfer resistance decreases. Therefore, wall-channeling effects can be significant at larger-than-

expected bed-to-pellet diameter ratios (~50) for adsorbate/adsorbent pairings having fast 

adsorption kinetics. Equation Chapter (Next) Section 1 

 Experimental procedure 

Experimental results are taken from Chapter 5 (Son et. al. [160]) to provide data for model 

validation. A detailed description of the experimental facility and results can be found in Chapter 

5. The main features of the facility are summarized here. 

 

The experimental facility contains an aluminum canister which houses a fixed-bed of zeolite 13X 

adsorbent (Grace Davidson MS544-13X). The canister and bed dimensions are provided in Figure 

5.1, and the thermophysical sorbent properties from the manufacturer [81] are listed in Table 5.1. 

A system of flow controllers, a humidification loop, and a mixing chamber upstream of the bed 

provide a finely controlled flow of adsorbate/carrier gas to the sorbent bed. The gas composition 

is monitored at three locations during the breakthrough test: (1) far upstream of the bed, (2) far 
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downstream of the bed, and (3) within the bed. The downstream sampling location is located 

sufficiently far away from the bed that the flow is well mixed, we thus refer to this as the mixed-

exit location. The intrabed sampling location measured a small portion of the flow at the radial 

centerline, 6 mm away from the end of the bed as shown in Figure 5.1.  This centerline location of 

the flow is assumed to be sufficiently far from the walls to neglect nonplug effects. 

 

To perform breakthrough tests, the bed is initially filled with only N2 and then exposed to an inlet 

flow of N2 and adsorbate (either CO2 or H2O) at t = 0. The inlet flow is maintained at a constant 

superficial velocity and constant adsorbate concentration, while the outlet is maintained at a 

constant total pressure. The pellets adsorbed CO2 or H2O as the gas mixture passes through the 

bed while allowing the N2 carrier gas to pass through uninhibited. Eventually, there is a small 

quantity of adsorbate detected in the bed effluent. The time at which this occurs is termed the initial 

breakthrough time, tb. For this work, the initial breakthrough time is defined as the time at which 

the effluent mole fraction first reaches 1% of the influent mole fraction, x/x0 = 0.01. The test 

continued until the bed is completely saturated (i.e., x/x0 ≥ 0.99). Table 6.1 summarizes the 

experimental thermal and flow conditions, which were kept the same for both adsorbates, and 

Table 6.2 summarizes the mass transfer coefficient and equilibrium capacity of each adsorbate. 

 

Table 6.1. Summary of the flow and thermal conditions for H2O and CO2 breakthrough 

experiments. 

Quantity Value 

inlet temperature, Tin (°C) 25 

initial temperature, Tinit (°C) 25 

ambient temperature, Tamb (°C) 25 

superficial velocity, u∞ (m/s) 0.23 

pressure at bed outlet, pout (kPa) 111 

canister–ambient heat transfer 

resistance, R'can–amb K/(m W) 
0.304 

 

Table 6.2. Summary of inlet adsorbate mole fraction, adsorbent capacity, and mass transfer 

coefficient for breakthrough of CO2 and H2O on zeolite 13X. 

Quantity CO2 H2O 

inlet adsorbate mole fraction, xin 0.00266 0.0121 

equilibrium concentration at inlet conditions, n* (mol/kg) 1.3 15.2 

Mass transfer coefficient, k0 (s−1) 51 170 
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 Modeling approach 

A two-dimensional, axisymmetric model of the sorbent bed is used to model the water 

breakthrough experiment described in Section 6.2. For this model, we assume that: 

1. the rate of adsorption can be modeled using the linear-driving force assumption; 

2. porosity is a function of radial position (i.e., distance from the wall); 

3. all bed properties are axially uniform but can vary radially as a function of local porosity; 

4. the gas phase behaves as an ideal gas. 

This two-dimensional, axisymmetric model of the sorbent bed comprises two mass balances, a 

momentum balance, and three energy balances; the latter allows independent tracking of the 

temperature of the gas, sorbent, and canister wall. These six governing equations are coupled and 

solved to obtain the adsorbate concentration and temperatures as a function of time and radial/axial 

position within the bed. 

6.2.1 Conservation of mass 

The gas-phase mass conservation accounts for adsorption, advection, and axial dispersion as 

 ( ) ( ) ( )1r r r

c n
c c

t t
  
 

+  −  = − −
 

u D  6.1 

where c is the gas-phase concentration of the adsorbate (e.g., H2O), n is the adsorbed-phase 

concentration of the adsorbate, εr is the radially dependent porosity, u is the local superficial 

velocity (i.e., the Darcy velocity), and D is the dispersion coefficient tensor. The local porosity is 

calculated by the empirical expression of Giese [172] as, 
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where r is the radial distance from the centerline of the bed and ε∞ is the porosity far from the wall. 

Integrating Eq. 6.2 over the cross-sectional area of the bed and equating with the experimentally 

measured [160] average bed porosity (   = 0.327), we find ε∞ = 0.320. The dispersion coefficient 

tensor, 
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is composed of the axial- and radial-dispersion coefficients, respectively calculated per the 

empirical correlations of Delgado [47] as  
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where DM is the molecular diffusivity of water, and Edwards and Richardson [86] as 
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where [92]  
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See the Nomenclature section for definitions of the Reynolds number Rep and Schmidt number Sc.  

 

We use the linear-driving-force (LDF) approximation [13] to express the adsorption rate as 

 ( )*

l

n
k n n
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
= −


 6.7 

where kl is the LDF mass transfer coefficient and n* is the equilibrium adsorbed-phase 

concentration. The equilibrium adsorbed-phase concentration is input to the model a function of 

adsorbate partial pressure and sorbent temperature using the Aranovich–Donohue model and Sips 

isotherm as described by Son et al. [139]. Adsorption on zeolite 13X is rate-limited by macropore 

diffusion [164], [165]; thus the LDF mass transfer coefficient should be expressed as [16]  

 0

*l

k
k

n
=  6.8 

where k0 is a constant parameter referred to as simply the mass transfer coefficient. We previously 

found [160] the mass transfer coefficient for water adsorption on zeolite 13X to be k0 = 170 s−1 by 

empirical fitting. 
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6.2.2 Conservation of momentum 

Gaeini et al. [173] recently surveyed models for flow through a fixed-bed adsorber considering the 

effects of radial variation in porosity in the near-wall region. They found that the Brinkman 

extension to the Darcy–Forchheimer equation with an effective viscosity expression by Bey and 

Eigenberger [174] and radial bed void fraction profile by Giese [165] (Eq. 6.2) best represented 

the experimentally observed velocity profile in a bed of zeolites. Following this recommendation, 

we account for the Brinkman viscous dissipation, Darcy viscous dissipation and Forchheimer 

inertial dissipation terms. We additionally extend the momentum balance to account for radial 

velocities—which we observed to have significant impact on the predicted initial breakthrough 

time. The conservation of momentum equations can thus be written as,  
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and 
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where ρg is the gas-phase density determined by the ideal gas law. The effective viscosity is 

predicted from the model of Bey and Eigenberger [174] as 
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The empirical correlation of Cheng [168] is to express the bed permeability, 
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and the Forchheimer drag coefficient, 
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as functions of the local porosity. Here, M is termed the modification factor and is a function of 

the average bed porosity and the pellet-to-bed diameter ratio defined as 
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6.2.3 Conservation of energy 

Separate energy balance equations for the gas, adsorbent, and canister wall are included in the 

model to account for local thermal nonequilibrium. The gas-phase energy balance accounts for 

transient energy storage, conduction, convection, and heat transfer with the neighboring sorbent 

as 

 ( ) ( )g s
g ,g eff g g ,g g–s s g

bed

r p p
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where As/Vbed is the specific surface area of the adsorbent pellets. The interfacial gas-sorbent heat 

transfer coefficient, hg–s, is predicted from the empirical correlation of Wakao et al.[88]. The 

effective axial thermal conductivity accounts for both the sorbent- and gas-phase conductivities as 

well as axial thermal dispersion due to mixing. As the fluid flow is anisotropic, the effective 

thermal conductivity is expressed as a tensor 

 
eff,r

eff

eff,ax

0

0

k

k

 
=  
 

k  . 6.16 

The effective axial and radial thermal conductivity coefficients are calculated from the correlation 

of Cheng et al. [168] as 
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and Yagi et al. [90] as 
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where kg is the gas thermal conductivity, s,inu is the mean superficial velocity at the bed inlet, y is 

the distance from the wall, and 
0

effk is the effective axial thermal conductivity of a quiescent bed of 

spherical particles predicted using the Krupiczka [91] equation. All these input parameters are 

calculated using the dimensionless Reynolds and Prandtl numbers defined in the Nomenclature 

section. 

 

The sorbent-phase energy balance accounts for transient storage, convective heat loss to the gas, 

and the heat of adsorption as 
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The isosteric heat of adsorption, λ, is derived as a function of adsorbate partial pressure and sorbent 

temperature using the Clausius−Clapeyron relationship [129]. The canister wall energy balance is 

simply 
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6.2.4  Initial and boundary conditions 

The model uses a constant inlet mole fraction and a zero-concentration-gradient outlet, 
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The bed is assumed to contain no adsorbate at the start of breakthrough and the fluid to be stagnant. 

The superficial velocity at the inlet is linearly ramped from 0 to 0.23 m/s over a one-second period 

to improve model convergence. The velocity is maintained at 0.23 m/s for the remainder of the 

simulation.  To match experimental conditions [160], the temperature at the inlet of the bed is fixed 

at 25 °C and the pressure at the exit of the bed is fixed at 111 kPa, throughout the simulation. A 

convection boundary condition is used to model heat transfer between the gas-phase and wall, 
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using the empirical correlation from Li and Finlayson [89] to predict the gas–canister convection 

coefficient, hg–can. Heat transfer between the wall ambient and ambient is modeled as  
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 6.24 

where the thermal resistance between the canister and ambient was found by calibration [160] to 

be R'can–amb = 3.82 K/(m W). The walls of the sorbent bed, the bottom boundary of the gas-phase, 

and the top and bottom boundaries of the canister wall are all assumed to be adiabatic. In addition, 

radial symmetry is enforced at the centerline and there is no mass flux across the wall of the 

canister.  
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6.2.5 Solution procedure 

The governing equations (Eqs. 6.1–6.20) are coupled and solved in COMSOL Multiphysics 

[126]. The properties of the gas mixture are computed using the ideal gas assumption and 

accounting for local temperature, pressure, and composition [87]. An axisymmetric, two-

dimensional mesh of triangular elements is generated with a maximum element size of 3 mm in 

the center of the bed and reducing to 1 mm at the boundary between the canister wall and bed. The 

cansiter wall is also meshed with triangular elements reducing from 3 mm at the outside edge of 

the canister wall to 1 mm at the gas-canister interface. The elements in both domains are nearly 

equiangular with an average element quality = 0.88, and minimum quality = 0.34 based on a 

skewness metric. Additionally, a 12-element thick boundary layer region is added in the 

gas/sorbent bed domain at the wall, which extends 2 mm into the bed (i.e., one pellet diameter 

from the wall) to better capture the sharp velocity and concentration gradients in the near-wall 

region. These element sizes, resulting in a mesh containing a total of 46,000 elements, were 

selected based on a mesh refinement study. The Newton automatic highly nonlinear method was 

used to solve coupled-nonlinear equations. The solver uses the backward differentiation formula 

to dynamically modify the time step and reduce computation time; we impose an initial time step 

of 1×10−8 s to improve stability. Convergence is reached when the relative residuals drop below 

10−4 for all dependent variables, namely, the adsorbate concentration in the gas and adsorbed 

phases, pressure, and temperatures.  

 Results 

Experimental results for the breakthrough of carbon dioxide (CO2) and water (H2O) on zeolite 13X 

are presented. Comparison of these two adsorbates is used to illustrate that the adsorbate/adsorbent 

pairing affects the radial variation in concentration. The effect of radial variations in porosity on 

the velocity profile is then described. The 2-D simulation results are validated against the 

experimental data for H2O breakthrough and compared to 1-D results to illustrate the need to 

account for these radial variations. The validated 2-D model is then used to investigate which 

kinetic and equilibrium parameters cause H2O to exhibit more significant radial variations in 

concentration compared to CO2. 
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6.3.1 Experimental breakthrough tests for CO2 and H2O on zeolite 13X 

Experimental breakthrough data are for CO2 and H2O adsorption in a fixed-bed of zeolite 13X 

with dbed/dp = 48, at an inlet temperature of 25 °C and a superficial velocity of 0.23 m/s, were 

originally published by Son et al. [160] and are reproduced here, to illustrate the different behavior 

of these two adsorbates. To enable direct comparison between the two adsorbates, Figure 6.1 plots 

the normalized concentration against the nondimensional time, 

 
stoich
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t

t
=  6.25 

where the stoichiometric time [167] is defined using the mixed-exit concentration as  
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The normalized concentration is plotted for the centerline measurement (6-mm from the end of the 

sorbent bed) and the mixed-exit location downstream of the bed. Initially the adsorbate mole 

fraction is zero at both locations. As the the experiment progresses and the pellets become 

saturated, the adsorbate penetrates further into the bed, until it eventually reaches the end of the 

bed. At this time (i.e., t = tb) the concentration of adsorbent in the effluent starts to rise until the 

bed becomes completely saturated and the effluent concentration exactly matches the influent 

concentration (i.e., x/x0=1). 

 

Figure 6.1. Comparison of normalized experimental breakthrough curves for CO2 and H2O on 

zeolite 13X adapted from Son et al.[160] Breakthrough curves measured at the mixed-exit and 

centerline locations are shown as dashed and solid lines, respectively. 
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Comparison of the centerline and mixed-exit breakthrough curves provides insight into the 

nonplug-flow behavior in the beds. The offset between the centerline and mixed-exit curves at the 

midpoint (x/x0 = 0.5) is independent of adsorbate, which indicates that the mechanical dispersion 

mechanisms are the same for H2O and CO2 breakthrough as described in Son et al.[160] Further 

insight can be gleaned by examining the breakthrough time. The mixed-exit curve breaks through 

before the centerline for both adsorbates, indicating the presence of wall channeling. Notably, the 

discrepancy between the centerline and mixed-exit initial breakthrough times is significantly more 

pronounced for H2O than for CO2 breakthrough (Δ t b = 0.04for CO2 versus Δ t b = 0.23 H2O), even 

though breakthrough tests were conducted under identical flow conditions (see Table 5.2). This 

observation motivates the use of a 2-D model to investigate what causes this discrepancy between 

the mixed-exit and centerline breakthrough behavior.  

6.3.2 2-D model validation and comparison 

The 2-D, axisymmetric model developed in Section 6.2 can directly predict the effects of radial 

variations in porosity, without depending upon apparent dispersion parameters. We use this model 

to simulate the water breakthrough experiments from Son et al.[160] The predicted normalized 

mixed-exit concentration from the 2-D axisymmetric model is plotted as a function of time in 

Figure 6.2 along with experimental measurements and predictions from a 1-D model [160]. The 

2-D model better predicts the experimental data than the 1-D model, as is further described below. 

 

The 2-D model predicts breakthrough (tb = 2.5 h) within minutes of the experimentally measured 

initial breakthrough time (tb = 2.6 h), while the 1-D model predictions were off by one-hour (tb = 

3.6 h). The initial breakthrough time determines when a bed will be switched from adsorption to 

desorption operation in gas-separation systems; it is therefore critical to accurately predict tb when 

designing a separations system. The excellent breakthrough prediction provided by the 2-D model 

is noteworthy considering the assumed spatial distribution of porosity and other model input 

parameters. The 2-D model continues to match the experimental breakthrough curve well during 

the initial rise (i.e., t < 4 h) but begins to rise more steeply than the experimental curve as the bed 

approaches saturation at t > 4 h; this period of operation is of lesser concern to system designers.  
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Figure 6.2. Comparison of 1-D[160] and 2-D simulation predictions to experimental 

measurements of the mixed-exit concentration during water breakthrough on zeolite 13X. 

When a bed is confined in a rigid container, the pellets pack less efficiently near the wall, leading 

to a higher local porosity. The effects of these packing heterogeneities on hydrodynamics can be 

captured by a 2-D model where the bed permeability is described as a function of local porosity as 

described in Section 6.2.2. The local porosity (as described by Eq. 6.2) and interstitial axial 

velocity averaged over the entire duration of the H2O breakthrough simulation  are plotted in 

Figure 6.3. The left panels of Figure 6.3 plot these variations over the entire width of the bed as a 

function of normalized, radial distance from the centerline, while the right panels zoom in on the 

boundary-layer region (within two pellet-diameters of the wall). Note that though the velocity 

profile is time averaged, minimal temporal variations were observed and the results in Figure 6.3 

are indicative of the velocity at any given time step. Notice that the porosity reaches a constant 

value within approximately one pellet diameter from the wall (upper right panel). The velocity at 

the wall is constrained to zero by the no-slip boundary condition but peaks at a radial distance from 

the wall of 0.06×dp due to the increased permeability in the near-wall region. 
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Figure 6.3. Radial variation of porosity (top) and velocity (bottom) in the fixed-bed adsorber 

during water breakthrough. The left panels show variation across the entire bed while the right 

panels show a close up of the variation within two pellet diameters from the wall. 

 

The error in the 1-D, plug-flow model predictions is revealed to be a direct consequence of wall-

channeling effects. We examine gas-phase concentration profiles from both the 1-D and 2-D 

models at several time steps during breakthrough as shown in the upper and lower panels of Figure 

6.4, respectively. In discussing these plots, we define the mass transfer zone (MTZ) as the region 

where 0.1 < x/x0 < 0.9, i.e., where there is a steep concentration gradient indicating the occurrence 

of adsorption. The leading and trailing edges of the MTZ are indicated on the contour plots of 

Figure 6.4 with black and white dashed lines, respectively.  
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Figure 6.4. Spatial distribution of the normalized mole fraction of H2O (x/x0) during 

breakthrough in a bed of zeolite 13X as predicted the 1-D model [160] (top panels) and 2-D 

model (bottom panels).  

The 2-D model results clearly show H2O penetrates deeper into the bed near the walls where the 

interstitial flow is fastest and there is less capacity, effects of inefficient pellet packing adjacent to 

the rigid container walls as described above. This radial variation in concentration results in earlier 

breakthrough near the periphery of the bed and delayed the breakthrough at the bed centerline. 

Because breakthrough in the 2-D model initially occurs at the far edges of the bed and then 

progresses steadily inward, this results in a gradual rise in the mixed-exit concentration as is seen 

for both the 2-D simulation and experimental curves in Figure 6.2. Eventually, the core of MTZ 
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reaches the bed exit, causing a sharp rise in effluent concentration which is seen as an inflection 

point in the 2-D simulation breakthrough curve shortly before 4 h. Because the 1-D model assumes 

radially uniform velocity and porosity (i.e., capacity), the water concentration is only a function of 

time and axial position. Thus, the front advances uniformly across the bed with time, and there is 

no early breakthrough at the periphery. The mixed-exit concentration predicted by the 1-D model 

is incapable of capturing this early breakthrough near the edge of the bed.  

 

Further insight can be gleaned by comparing the behavior of the 1-D and 2-D models as the bed 

approaches saturation.  Notice that the 1-D and 2-D predictions of the mixed-exit concentration in 

Figure 6.2 run parallel for t >4 h. This can be explained by the concentration profiles in Figure 6.4. 

The flat concentration profiles for the 2-D model at the centerline indicate that flow in the middle 

of the bed is unaffected by the faster flow near the walls. Consequently, the concentration profiles 

in the center are only a function of the axial dispersion and mass transfer rate (i.e., the same 

mechanisms that control dispersion in the 1-D model). This result indicates that the flow at the 

centerline can be approximated as independent of wall effects and thus nearly one-dimensional. 

 

Even though the high porosity/velocity region is very small—only extending roughly 1×dp from 

the wall, as shown in Figure 6.3—it can have a large effect on the breakthrough dynamics, as 

demonstrated in Section 5.3.1. Wall-channeling effects are frequently ignored, and the flow is 

assumed to be one-dimensional to reduce computational costs. While 1-D simulations cannot 

directly model wall-channeling, some authors attempt to account for wall-channeling in a 1-D 

model by using an apparent axial dispersion coefficient that is calibrated to the specific system of 

interest.[15] We showed in the previous chapter [160] that this method fails to capture the 

breakthrough behavior when nonplug-flow conditions prevail in the bed and that nonplug-flow 

effects can be significant even in very large beds (dbed/dp = 48) for which the prevailing consensus 

in the literature states that wall effects should be negligible. It is therefore critical to further 

investigate what causes the plug-flow assumption to fail and revise the guidelines for when wall 

effects can be neglected. 
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6.3.3 Effect of capacity & adsorption kinetics 

The validated 2-D model is used to explain why wall channeling effects are more pronounced for 

H2O breakthrough than CO2 breakthrough on zeolite 13X. In the previous chapter [160], we 

hypothesized that the difference is caused by the interplay between wall channeling and the 

capacity and kinetics of the adsorbate/adsorbate pairing. Zeolite 13X has a greater affinity for H2O 

than CO2; the equilibrium capacity of 13X for H2O is approximately ten times greater than that of 

CO2 at the same temperature and adsorbate partial pressure.[129], [139] H2O also adsorbs more 

rapidly than CO2 reflected by its greater mass transfer coefficient [160] (see Table 6.2).  

 

To determine how these parameters affect breakthrough in the presence of wall-channeling, we 

changed n* and k0 for H2O in the adsorption model to match n* and k0 values for CO2. After running 

the baseline 2-D simulation for H2O breakthrough as described in Section 6.3.2, we run the model 

with the capacity decreased by 90% (i.e., n*
in = 1.5 mol/kg) while all other parameters remain 

unchanged from their definitions in Section 6.2. Then we run the model with the mass transfer 

coefficient reduced by 70% and 90% (i.e., k0 = 51 s−1 and 17 s−1) again with all other parameters, 

including capacity, unchanged. Results from these four simulations are presented in Figure 6.5. 

The top panels of Figure 6.5 show the gas-phase mole fraction of H2O at the point of breakthrough 

(xME/x0 = 0.01);e the lower panels plot the nondimensional breakthrough curve predicted by each 

2-D simulation alongside predictions from a 1-D model [160] for the same conditions.   

 

Looking at the left-most two panels, we see that the low-capacity simulation is very similar to the 

baseline. Thus, we conclude that the adsorbent capacity has little effect on the nondimensional 

initial breakthrough time. Furthermore, because both the baseline and low-capacity 2-D 

simulations therefore have the same deviation from their 1-D counterparts, this indicates that the 

magnitude of wall-channeling effects is insensitive to the adsorbate capacity. 

 

The mass transfer coefficient has a more significant impact on the nondimensional breakthrough 

curves than the capacity. The flow becomes increasingly dispersed in the axial direction as the 

mass transfer coefficient decreases. This can be observed by considering the mass-transfer zone 

(MTZ) in the top panels of Figure 6.5 . We see that the MTZ at the bed centerline expands from 

8% of the total bed length for the baseline simulation (k0 = 170 s−1) to 55% when k0 is reduced to 
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17 s−1. This behavior is in accordance with prior studies which found that the MTZ length is a 

function of the adsorption rate, axial dispersion, and the flow rate.[175]  Notably, the 1-D model 

predictions begin to approach the 2-D model as k0 decreases, as can be seen in the bottom panels 

of Figure 6.5. This is due to the increasing axial dispersion—from increased mass transfer 

resistance—which begins to overpower the effects of wall channeling. Conversely, the effects of 

wall-channeling are exacerbated for adsorbate/adsorbent pairings with high mass transfer 

coefficients. These results explain why a 1-D model can accurately predict the initial breakthrough 

time of CO2—which has high mass transfer resistance—but drastically fails to predict the initial 

breakthrough time of H2O at the same flow rate and in the same bed.  

 

 
Figure 6.5. Effect of capacity and kinetics on the gas-phase mole fraction of H2O at breakthrough 

in a bed of zeolite 13X. The baseline, 2-D simulation is compared against simulations where 

either the capacity (n*) or the mass transfer coefficient (k0) is modified while fixing all other 

parameters.  
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 Conclusions 

This chapter investigated the effect of adsorption kinetics and capacity on breakthrough behavior 

in confined geometries where wall-channeling effects cause spatial variations in the velocity. We 

summarized our previous experimental measurements [160] which showed an unexpected 

discrepancy between the breakthrough behavior of H2O and CO2 on zeolite 13X. While CO2 

breakthrough could be approximated using a 1-D plug flow adsorption model, H2O breakthrough 

showed significant deviations from plug-flow predictions. To explain, we developed a 2-D model 

which accounts for inefficient packing of the sorbent pellets near the walls. The effect of the 

resulting porosity variations on velocity and concentration profiles were then described for H2O 

breakthrough in a cylindrical bed with dbed/dp = 48, and the 2-D model was validated by comparing 

the predicted mixed-exit breakthrough curve to experimental data. The 2-D model showed 

excellent agreement with experimental data, especially at the point breakthrough, which is of 

paramount importance when designing an adsorbent system. The 2-D results were then compared 

against a 1-D model that was shown to be inadequate for describing water adsorption on zeolite 

13X due to neglecting the wall-channeling effects. Notably, the 1-D model yielded almost a 40% 

error in the initial breakthrough time compared to experimental measurements (~1 h difference). 

 

The validated 2-D model was then used to investigate the effect of adsorption equilibrium capacity 

and kinetics on the breakthrough behavior. Varying the capacity had little effect on the predicted 

nondimensional breakthrough curve and severity of wall-channeling effects. In contrast, as the 

mass transfer coefficient decreased, the increased resistance to adsorption caused a significant 

increase in the thickness of the mass-transfer zone. Ultimately, the 1-D and 2-D model converge 

when the mass-transfer resistance is sufficiently large (i.e., low k0), resulting in high axial 

dispersion that masks the effects of wall channeling. Our results indicate that wall-channeling 

effects cannot be assumed negligible based simply on a bed-to-pellet diameter criterion, but rather 

one must also consider the adsorption kinetics.  Thus, while wall-channeling effects may be 

deemed negligible for a system when the k0 value is sufficiently low, they may not be negligible 

for this same system if the adsorbate and/or adsorbent is changed.  In conclusion, this study shows 

how the plug-flow assumption can break down—even for large beds (dbed/dp = 48)—and highlights 

the need to consider adsorption kinetics in addition to the traditional dbed/dp criteria when assessing 

the validity of the plug-flow assumption.   
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7. CONCLUSIONS AND FUTURE WORK 

The principle objective of this dissertation was to improve the predictive capabilities of fixed-bed 

adsorption models and clarify the limitations of the commonly used plug-flow assumption. The 

work included rigorous examination of the sensitivities and uncertainties of these models, 

extensive experimental validation (Chapter 2), improved measurement sensitive model inputs 

(Chapters 3–4), and finally a tandem numerical/experimental study of the effects of plug-flow in 

confined geometries (Chapters 4–5). In addition to enhancing our fundamental understanding of 

dispersive mechanisms in fixed-beds, this work has shown many practical outcomes for improving 

the fidelity of models used to design the next-generation atmospheric revitalization system for 

humans’ journey to Mars. 

 

The primary conclusions from each preceding chapter are summarized below, followed by an 

outline of potential investigations for future work. 

 Conclusions 

In Chapter 2, an axially dispersed plug-flow model is developed and calibrated to experimental 

data. The uncertainty of the calibrated model is then quantified based on a systematic investigation 

of uncertainties in an ad hoc prediction of effective transport properties using available correlations 

compared to experimental data from the literature. The most sensitive model inputs are identified, 

as are the uncertainties that they are expected to induce in model predictions. Note that capacity—

which is well known to be a sensitive parameter—was not considered in this analysis. This work 

is the first such formal assessment of the uncertainty of a fixed-bed adsorption model due to the 

practical uncertainties associated with these model inputs.  

• A thorough review of the literature was performed to quantify the uncertainty of model 

inputs. Uncertainty bounds for these inputs with a 95% confidence interval were presented. 

• The model is most sensitive to the mass transfer coefficient, porosity, and sorbent density. 

• Ad hoc prediction of axial dispersion can lead to large errors in the predicted breakthrough 

time when wall-channeling dominates the apparent axial dispersion. 

• It is vital to precisely know density and porosity to which the model is highly sensitive.  
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The work in subsequent chapters are informed by the results of the uncertainty analysis in Chapter 

2, and efforts are focused on improving measurement/knowledge of highly sensitive parameters.  

 

Chapters 3 and 4 present and analyze experimental isotherm and heat-of-adsorption data for CO2 

and H2O on zeolite 13X, respectively. These two adsorption material sets are of broad 

technological interest and the experimental isotherm data presented in this dissertation reconciles 

errors in previously published isotherms. Chapter 3 also presents never-before measured heat-of-

adsorption values for CO2 adsorption on 13X. In addition to providing novel data, these chapters 

include in-depth discussion of experimental techniques and a comprehensive comparison to extant 

data to identify common errors in the experimental methods used to acquire isotherms. Both 

chapters also include details on the development of empirical fits of known isotherm models to 

these new data. 

• Inadequate activation temperature was shown to be the source of discrepancies amongst 

previously published isotherm data. Zeolite 13X must be activated at or above 350 °C to 

completely remove residual water loading prior to measuring isotherm data. 

• Isotherms for CO2 adsorption were measured at ten temperatures from 0 °C to 200 °C and 

at equilibrium pressures ranging from 0.001 kPa to 100 kPa. 

• Isotherms for H2O adsorption were measured at 25 °C, 35 °C, 50 °C, 70 °C, and 100 °C 

and at equilibrium pressures ranging from 0.006 kPa to 25 kPa. 

• Heats of adsorption for CO2 on zeolite 13X were also measured at nine temperatures from 

10 °C to 200 °C using a thermogravimetric, differential scanning calorimeter (TG-DSC).  

• The 2-site Langmuir model with constant saturation capacity (commonly known as the 

dual-site Langmuir) provided the best agreement with both isotherm and heat of adsorption 

measurements for CO2 on zeolite 13X. 

• The Sips isotherm model modified by the Aranovich–Donohue equation provided the best 

agreement with isotherm measurements for H2O on zeolite 13X. 

 

Chapter 5 investigates the effect of geometric confinement on apparent axial dispersion in fixed-

bed adsorption systems using experimental measurements and an axially dispersed plug-flow 

model similar to the one developed in Chapter 2. The 1-D model is used to independently extract 

mass transfer and axial-dispersion coefficients from breakthrough experiments via centerline and 
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mixed-exit concentration measurements, respectively. Four experimental cases are considered: 

breakthrough of carbon dioxide (CO2) and water (H2O), in two cylindrical beds of zeolite: one 

with a small bed-to-pellet diameter (dbed/dp = 17) and a second, significantly larger bed (dbed/dp = 

48). 

• Neglecting the effects of confinement can lead to large errors (500%) in mass transfer 

coefficient extracted using traditional methods (i.e., fitting to downstream mixed-exit data). 

• Conversely, that mass transfer coefficient can be extracted from centerline breakthrough 

curves with good accuracy even when nonplug-flow conditions prevail. 

• Wall channeling effects were observed to be significant even at dbed/dp = 48. This is in stark 

contrast to the prevailing consensus in the literature, which states that wall effects as 

negligible for beds with dbed/dp ≥ 20. 

• A priori predictions of axial dispersion from existing correlations—which do not account 

for the effects of confinement—grossly underpredict the apparent axial dispersion in 

confined geometries. As a result, the breakthrough time predicted using a 1-D model was 

found to be incorrect by as much as 1-hour (compared with experimental measurements).  

• Furthermore, the degree to which the 1-D model predictions deviated from experimentally 

observed breakthrough was a strong function of the adsorbent/adsorbate pair with H2O 

showing significant greater wall-effects compared to CO2 even though experiments for 

both adsorbates were run with identical flow conditions. 

• Ultimately, the axially disperse plug-flow model fails to capture the physics of these fixed-

bed adsorption when nonplug-flow conditions prevail. 

 

Chapter 6 describes a 2-D model that was developed to explore the effect adsorption kinetics and 

equilibrium have on breakthrough behavior and explain the discrepancy between the breakthrough 

behavior of H2O and CO2 observed in the previous chapter. The 2-D model was described in detail 

then validated against experimental data. The validated 2-D model was then used to investigate 

the effect of adsorption equilibrium and kinetics on the breakthrough behavior. 

• The 2-D model showed excellent agreement with experimental data, especially at the start 

of breakthrough which is of paramount importance when designing an adsorbent system. 

• Wall effects are a direct function of porosity variation in the near-wall region.  
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• The adsorbent’s capacity had little effect on the predicted, nondimensional breakthrough 

curve. In contrast, the model results were very sensitive to mass transfer coefficient. 

• As the mass transfer coefficient decreased, the increased resistance to adsorption caused a 

proportionate increase in the mass-transfer zone thickness. 1-D and 2-D model results 

converge when the mass transfer resistance is large enough to obviate effects of wall 

channeling. 

• Wall-channeling effects cannot be assumed negligible based purely on a bed-to-pellet 

diameter criterion; adsorption kinetics must also be considered when assessing the validity 

of the plug-flow assumption.    

 Suggestions for future work 

Plans for potential future studies are proposed in this section. The overall goal of the proposed 

investigations is to further improve the predictive capabilities of fixed-bed absorption models and 

to further enhance our understanding of the plug-flow assumption’s range of viability. 

7.2.1 Improvements for fixed-bed adsorption models 

The work presented in this dissertation is limited to the first half of an adsorption/desorption cycle. 

Similar work should be completed to evaluate model accuracy during desorption. First, a 

sensitivity and uncertainty analysis should be performed for desorption under the heating and 

pressure conditions expected in future life-support systems. It is expected that the model will be 

more sensitive to heat transfer parameters as the bed temperature increases. Furthermore, 

uncertainty in heat transfer parameters will become significant under near-vacuum conditions. 

Thus, additional efforts may be required to improve prediction of parameters such as effective 

thermal conductivity, heat transfer coefficients, or heat of adsorption. The sensitivity and 

uncertainty analysis should be used to guide such efforts to improve model accuracy so that efforts 

can be focused on improving knowledge of input parameters that control the overall model 

uncertainty. 
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7.2.2 Determining the plug-flow assumption’s range of viability 

This dissertation highlighted the paramount role wall-channeling effects can play in fixed-bed 

adsorption and showed that plug-flow cannot be assumed based purely on the size of a bed. Perhaps 

most concerning is the experimental evidence that the widely used plug-flow assumption can fail 

even at very large bed diameters. While the present work demonstrated that this failure could be 

predicted with a 2-D model, it is infeasible to presume that the modeling community will, or even, 

can perform high-order simulations of every system they consider. Thus, significant future work 

is needed to derive updated guidelines for determining when the plug-flow assumption is valid a 

priori. This work could include scaling analyses of the dispersive mechanisms in a fixed-bed 

adsorber, parametric studies with 2-D studies, or further experimental investigations. Ideally, a 

mechanistic model of axial dispersion due to wall channeling could be developed which would 

allow modelers to evaluate a system’s conformity with the plug-flow assumption. There are 

currently no such models in the literature, and this is a necessary step to improving our 

understanding of wall-channeling on axial dispersion. This model will enable a priori 

determination of when the effects of wall-channeling on axial dispersion must be considered 

without requiring costly and time-consuming experiments and/or high-order simulations. 
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APPENDIX A. CO2 HEAT OF ADSORPTION DATA 

 

 

 

 

 

Table A1. Calorimetrically measured heat of adsorption of CO2 on zeolite 13X (10 °C, 25 °C, 

and 50 °C) 

 10 °C 25 °C 50 °C 
 n Ha n Ha n Ha 
 mol/kg kJ/mol mol/kg kJ/mol mol/kg kJ/mol 

5
0
 m

L
/m

in
 

 1.73 ± 0.047  38.9 ± 2.2  1.33 ± 0.047  40.8 ± 2.5  0.76 ± 0.046  42.6 ± 3.3 

 2.11 ± 0.047  37.4 ± 2  1.64 ± 0.047  40.1 ± 2.3  1.04 ± 0.047  42.0 ± 2.8 

 2.49 ± 0.048  37.3 ± 2  2.01 ± 0.048  39.2 ± 2.1  1.36 ± 0.047  41.3 ± 2.5 

 2.98 ± 0.048  36.4 ± 1.9  2.46 ± 0.048  38.2 ± 2  1.74 ± 0.047  40.5 ± 2.3 

 3.50 ± 0.049  35.6 ± 1.8  2.99 ± 0.049  37.3 ± 1.9  2.20 ± 0.048  39.6 ± 2.1 

 3.81 ± 0.049  35.3 ± 1.8  3.31 ± 0.049  36.8 ± 1.9  2.50 ± 0.048  39.0 ± 2.1 

 4.01 ± 0.049  35.0 ± 1.8  3.54 ± 0.049  36.5 ± 1.9  2.73 ± 0.049  38.6 ± 2 

 4.16 ± 0.05  34.9 ± 1.8  3.71 ± 0.049  36.3 ± 1.9  2.91 ± 0.049  38.3 ± 2 

1
5
0
 m

L
/m

in
 

 1.27 ± 0.069  39.2 ± 2.9  0.91 ± 0.069  40.5 ± 3.6  0.39 ± 0.069  40.3 ± 7.2 

 1.55 ± 0.07  38.1 ± 2.5  1.18 ± 0.07  39.7 ± 3  0.60 ± 0.069  40.0 ± 4.9 

 1.87 ± 0.07  37.3 ± 2.3  1.48 ±  0.07  39.1 ± 2.7  0.86 ± 0.069  40.3 ± 3.8 

 2.26 ± 0.071  36.6 ± 2.1  1.83 ± 0.071  38.4 ± 2.4  1.15 ± 0.07  40.3 ± 3.1 

 2.73 ± 0.072  35.8 ± 2  2.25 ± 0.071  37.6 ± 2.2  1.50 ± 0.07  40.1 ± 2.7 

 3.03 ± 0.072  35.4 ± 1.9  2.54 ± 0.072  37.2 ± 2.1  1.72 ± 0.071  39.8 ± 2.5 

 3.25 ± 0.073  35.1 ± 1.9  2.75 ± 0.072  36.9 ± 2.1  1.90 ± 0.071  39.6 ± 2.4 

 3.42 ± 0.073  35.0 ± 1.9  2.92 ± 0.072  36.6 ± 2  2.04 ± 0.071  39.4 ± 2.4 
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Table A2. Calorimetrically measured heat of adsorption of CO2 on zeolite 13X (75 °C, 100 °C, 

and 125 °C)  

 75 °C 100 °C 125 °C 

 n Ha n Ha n Ha 
 mol/kg kJ/mol mol/kg kJ/mol mol/kg kJ/mol 

5
0
 m

L
/m

in
 

 0.34 ± 0.046  42.4 ± 6.2  0.14 ± 0.046  39.6 ± 12.7  34.7 ± 19.4  34.7 ± 19.4 

 0.53 ± 0.046  41.8 ± 4.2  0.25 ± 0.046  39.1 ± 7.5  32.5 ± 10.6  32.5 ± 10.6 

 0.80 ± 0.047  41.7 ± 3.2  0.41 ± 0.046  39.8 ± 4.9  33.7 ± 6.8  33.7 ± 6.8 

 1.12 ± 0.047  41.7 ± 2.7  0.64 ± 0.046  40.3 ± 3.5  36.3 ± 4.8  36.3 ± 4.8 

 1.51 ± 0.047  41.2 ± 2.4  0.96 ± 0.047  41.0 ± 2.8  38.5 ± 3.6  38.5 ± 3.6 

 1.77 ± 0.048  40.7 ± 2.3  1.18 ± 0.047  40.9 ± 2.6  39.0 ± 3.1  39.0 ± 3.1 

 1.97 ± 0.048  40.4 ± 2.2  1.35 ± 0.047  40.8 ± 2.5  39.2 ± 2.8  39.2 ± 2.8 

 2.13 ± 0.048  40.0 ± 2.2  1.49 ± 0.047  40.6 ± 2.4  39.3 ± 2.7  39.3 ± 2.7 

1
5
0
 m

L
/m

in
 

 0.16 ± 0.068  34.9 ± 14.9  0.09 ± 0.068  25.9 ± 19.5  34.9 ± 29.2  34.9 ± 29.2 

 0.27 ± 0.068  35.1 ± 9.1  0.15 ± 0.068  27.9 ± 12.5  33.0 ± 17.8  33.0 ± 17.8 

 0.34 ± 0.046  42.4 ± 6.2  0.14 ± 0.046  39.6 ± 12.7  34.7 ± 19.4  34.7 ± 19.4 

 0.53 ± 0.046  41.8 ± 4.2  0.25 ± 0.046  39.1 ± 7.5  32.5 ± 10.6  32.5 ± 10.6 

 0.80 ± 0.047  41.7 ± 3.2  0.41 ± 0.046  39.8 ± 4.9  33.7 ± 6.8  33.7 ± 6.8 

 0.34 ± 0.046  42.4 ± 6.2  0.14 ± 0.046  39.6 ± 12.7  34.7 ± 19.4  34.7 ± 19.4 

 0.53 ± 0.046  41.8 ± 4.2  0.25 ± 0.046  39.1 ± 7.5  32.5 ± 10.6  32.5 ± 10.6 

 0.80 ± 0.047  41.7 ± 3.2  0.41 ± 0.046  39.8 ± 4.9  33.7 ± 6.8  33.7 ± 6.8 
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Table A3. Calorimetrically measured heat of adsorption of CO2 on zeolite 13X (150 °C, 175 °C, 

and 200 °C)  

 150 °C 175 °C 200 °C 

 n Ha n Ha n Ha 
 mol/kg kJ/mol mol/kg kJ/mol mol/kg kJ/mol 

5
0
 m

L
/m

in
 

 0.05 ± 0.046  33.1 ± 28.8  0.04 ± 0.046  22.6 ± 26  0.07 ± 0.046  64.5 ± 40.9 

 0.09 ± 0.046  30.9 ± 15.6  0.07 ± 0.046  19.9 ± 13.3  0.11 ± 0.046  61.0 ± 26.7 

 0.15 ± 0.046  30.7 ± 9.7  0.11 ± 0.046  23 ± 9.9  0.14 ± 0.046  60.7 ± 20.3 

 0.23 ± 0.046  32.5 ± 6.7  0.16 ± 0.046  27.1 ± 7.8  0.18 ± 0.046  58.5 ± 15.2 

 0.36 ± 0.046  35.4 ± 4.9  0.24 ± 0.046  31.5 ± 6.2  0.23 ± 0.046  57.3 ± 11.6 

 0.47 ± 0.047  36.7 ± 4  0.31 ± 0.046  33.3 ± 5.2  0.28 ± 0.046  55.4 ± 9.5 

 0.56 ± 0.047  37.4 ± 3.6  0.38 ± 0.046  34.3 ± 4.5  0.32 ± 0.046  53.7 ± 8.1 

 0.65 ± 0.047  37.7 ± 3.3  0.44 ± 0.047  34.9 ± 4.1  0.36 ± 0.046  52.4 ± 7.2 

1
5
0
 m

L
/m

in
 

 0.05 ± 0.068  35.4 ± 49.6  0.04 ± 0.068  38.2 ± 67.5  0.03 ± 0.068  90.2 ± 203 

 0.08 ± 0.068  32.9 ± 27.6  0.06 ± 0.068  43.8 ± 48.1  0.05 ± 0.068  81.4 ± 121 

 0.12 ± 0.068  34.2 ± 19.6  0.09 ± 0.068  44.0 ± 33.7  0.06 ± 0.068  76.4 ± 86.5 

 0.17 ± 0.068  34.2 ± 14  0.12 ± 0.068  43.7 ± 24.8  0.08 ± 0.068  74.9 ± 67.2 

 0.23 ± 0.068  36.7 ± 11.2  0.15 ± 0.068  45.3 ± 20.1  0.09 ± 0.068  74.0 ± 53.5 

 0.28 ± 0.068  38.0 ± 9.6  0.18 ± 0.068  46.0 ± 17.2  0.11 ± 0.068  73.9 ± 46.8 

 0.32 ± 0.069  38.5 ± 8.4  0.21 ± 0.068  45.8 ± 15.1  0.12 ± 0.068  73.2 ± 41.7 

 0.36 ± 0.069  38.9 ± 7.6  0.23 ± 0.068  45.3 ± 13.4  0.13 ± 0.068  72.4 ± 37.7 
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APPENDIX B. FITTED PARAMETERS FOR ALL CO2 ISOTHERMS 

Table B4. Parameters for the Langmuir model with constant saturation capacity for CO2 

adsorption on zeolite 13X (Grace Davidson, MS 544). 

a0, mol/kg b0, kPa-1 E/R, K 

4.960 1.1847×10-7 4553 

 

Table B5. Parameters for the Langmuir model with temperature-dependent saturation capacity 

for CO2 adsorption on zeolite 13X (Grace Davidson, MS 544). 

a0, mol/kg c0, (mol K)/ kg b0, kPa-1 E/R, K 

0 1441 8.713×10-7 4003 

 

Table B6. Parameters for the Toth model with constant saturation capacity for CO2 adsorption on 

zeolite 13X (Grace Davidson, MS 544). 

a0,j, mol/kg b0,j, kPa-1 E/R, K f0 α 

7.656 2.394×10-8 5827 0.4962 -54.86 

 

Table B7. Parameters for the Toth model with temperature-dependent saturation capacity for 

CO2 adsorption on zeolite 13X (Grace Davidson, MS 544). 

a0,j, mol/kg c0, (mol K)/ kg b0,j, kPa-1 E/R, K f0 α, K 

6.780 239.8 2.451×10-8 5815 0.52 -61.12 

 

Table B8. Parameters for the 2-site Langmuir model with constant saturation capacity for CO2 

adsorption on zeolite 13X (Grace Davidson, MS 544). 

j (site) a0,j, mol/kg c0, (mol K)/ kg b0,j, kPa-1 Ej/R, K 

1 0.7198 393.6 8.502×10-8 5325 

2 0.5577 873.9 1.450×10-6 3250 
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Table B9. Parameters for the 3-site Langmuir model with constant saturation capacity for CO2 

adsorption on zeolite 13X (Grace Davidson, MS 544). 

j (site) a0,j, mol/kg b0,j, kPa-1 Ej/R, K 

1 2.587 8.779×10-8 4375 

2 1.652 4.866×10-8 5593 

3 1.964 3.721×10-9 4473 

 

Table B10. Parameters for the 3-site Langmuir model with temperature-dependent saturation 

capacity for CO2 adsorption on zeolite 13X (Grace Davidson, MS 544). 

j (site) a0,j, mol/kg c0, (mol K)/ kg b0,j, kPa-1 Ej/R, K 

1 1.4186 78.69 5.039×10-8 5573 

2 0 763.5 1.827×10-7 4138 

3 0 517.2 1.208×10-6 2133 

 

  



 

 

 

APPENDIX C. H2O ISOTHERM DATA 

Table C11. Adsorption equilibria of H2O on zeolite 13X (25 °C, 35 °C, 50 °C, 70 °C, and 100 °C).  

25 °C 35 °C 50 °C 70 °C 100 °C 

p n p n p n p n p n 

kPa mol/kg kPa mol/kg kPa mol/kg kPa mol/kg kPa mol/kg 

0.0064 8.6 ± 0.9 0.0128 8.4 ± 0.9 0.0062 7.1 ± 0.7 0.0061 4.9 ± 0.5 0.0061 3.3 ± 0.4 

0.0128 10.5 ± 1.1 0.0192 9.0 ± 0.9 0.0124 7.7 ± 0.8 0.0091 5 ± 0.5 0.0091 3.3 ± 0.4 

0.0192 11.0 ± 1.1 0.0281 9.6 ± 1.0 0.0247 8.6 ± 0.9 0.0263 5.7 ± 0.6 0.0263 3.7 ± 0.4 

0.0256 11.3 ± 1.2 0.0422 10.3 ± 1.1 0.0495 9.6 ± 1 0.100 7.5 ± 0.8 0.100 4.7 ± 0.5 

0.0319 11.5 ± 1.2 0.0563 10.7 ± 1.1 0.0742 10.1 ± 1 0.200 8.7 ± 0.9 0.200 5.6 ± 0.6 

0.0639 12.1 ± 1.2 0.1125 11.4 ± 1.2 0.0990 10.5 ± 1.1 0.667 10.3 ± 1.1 0.667 7.7 ± 0.8 

0.128 12.8 ± 1.3 0.225 12.1 ± 1.2 0.124 10.7 ± 1.1 1.67 11.8 ± 1.2 1.667 9.7 ± 1 

0.192 13.3 ± 1.3 0.338 12.6 ± 1.3 0.742 12.5 ± 1.3 3.17 12.3 ± 1.3 3.173 10.3 ± 1.1 

0.255 13.6 ± 1.4 0.450 12.9 ± 1.3 1.237 13.1 ± 1.3 5.63 12.8 ± 1.3 5.627 10.9 ± 1.1 

0.319 13.9 ± 1.4 0.563 13.2 ± 1.3 2.466 14 ± 1.4 7.60 13.1 ± 1.3 7.599 11.2 ± 1.1 

0.479 14.3 ± 1.4 0.844 13.6 ± 1.4 3.700 14.4 ± 1.5 10.1 13.4 ± 1.4 10.132 11.5 ± 1.2 

0.639 14.7 ± 1.5 1.125 13.9 ± 1.4 4.949 14.7 ± 1.5 12.3 13.6 ± 1.4 12.332 11.7 ± 1.2 

0.798 14.9 ± 1.5 1.407 14.2 ± 1.4 6.166 15.1 ± 1.5 15.2 13.8 ± 1.4 15.199 11.9 ± 1.2 

0.958 15.1 ± 1.5 1.688 14.4 ± 1.5 7.423 15.2 ± 1.5 20.3 14.2 ± 1.4 20.265 12.2 ± 1.2 

1.12 15.3 ± 1.5 1.97 14.5 ± 1.5 9.90 16.1 ± 1.6 25.33 14.9 ± 1.5 25.33 12.4 ± 1.3 

1.28 15.5 ± 1.6 2.25 14.7 ± 1.5 11.14 17.1 ± 1.7     

1.60 15.8 ± 1.6 2.81 15.0 ± 1.5 12.37 17.6 ± 1.8     

1.92 16.2 ± 1.6 3.38 15.2 ± 1.5       

2.24 16.5 ± 1.7 3.94 15.5 ± 1.6       

2.55 17.1 ± 1.7 4.50 15.9 ± 1.6       

2.87 18.2 ± 1.8 5.06 16.6 ± 1.7       

 1
5
6
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APPENDIX D. FITTED PARAMETERS FOR H2O ISOTHERMS 

Table D12. Fit parameters for the A–D Toth isotherm model for H2O adsorption on zeolite 13X 

(Grace Davidson, MS 544). 

a0,j, mol/kg b0,j, kPa-1 E/R, K f0 d 

22.39 5.95×10-6 8078 0.174 0.02525 

 

Table D13. Fit parameters for the A–D 2-site Langmuir isotherm model for H2O adsorption on 

zeolite 13X (Grace Davidson, MS 544), d = 0.03957. 

k (site) a0,j, mol/kg b0,j, kPa-1 Ej/R, K 

1 8.975 2.19×10-5 5294 

2 6.022 3.68×10-12 8716 

 

Table D14. Fit parameters for the A–D 3-site Langmuir isotherm model for H2O adsorption on 

zeolite 13X (Grace Davidson, MS 544), d = 0.02812. 

k (site) a0,j, mol/kg b0,j, kPa-1 Ej/R, K 

1 4.897 2.11×10-13 9025 

2 4.633 2.66×10-20 18896 

3 7.514 1.92×10-9 7535 
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APPENDIX E. MEASURING PELLET DENSITY 

The sorbent’s pellet density, ρenv is also needed to calculate the bed's porosity. The pellet density, 

also known as the envelope density, is a measure of the bulk density of a single particle. This 

density is measured using a Micrometrics envelope density analyzer, GeoPyc Model 1360, 

conformal to ASTM D-6683. First, a small sample of the sorbent is activated per the method 

described in Appendix B. After activation, ~25 mL of sorbent is measured and placed in a 

hermetically sealed vial in the dry-N2 glove box to prevent contamination. The mass of sorbent is 

measured on a scale (Mettler Toledo, XS105 Dual Range Balance, ±0.02 mg). A 50.8 mm inner 

diameter, precision bore glass cylinder was then filled with 50 mL of DryFlow powder, a 

proprietary substance that acts as a quasi-fluid composed of small, rigid spheres having a high 

degree of flowability. The glass cylinder was placed in the GeoPyc where the exact volume of 

powder was measured with a consolidation force of 145 N. The sorbent was then added to the 

cylinder along with the powder, and the volume of the sorbent plus DryFlow powder was measured 

(see Figure E1). The difference between these two measurements is the envelope volume of the 

sorbent. 

 

 

Figure E1. Volume determination by displacement of a dry medium in Micrometric, GeoPyc 

Model 1360, schematic of the measurement technique. 

 

This measurement was repeated several times for each type of sorbent to estimate the variability 

within a single batch of sorbent. The results are summarized in Table E15.. 
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Table E15. Envelope density measured for several commercial sorbents. 

Sorbent 
ρpellet (kg/m3) 

mean 

measurement std. 

deviation (kg/m3) 

population std. 

deviation (kg/m3) 

std. deviation of 

mean (kg/m3) 

VSA-10 973.8 0.7 6.9 7.0 

APG-III 1112.1 4.4 32.6 32.9 

ASRT-95 1118.6 0.5 3.0 3.1 

RK-38 1179.0 N/A N/A N/A 

SG-B125 1183.2 1.2 31.3 31.4 

544-13X 1053.9 0.6 5.4 5.5 

544C-13X 1045.2 0.5 4.3 4.3 
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APPENDIX F. CALIBRATION OF CANISTER–AMBIENT THERMAL 

RESISTANCE 

The canister–ambient thermal resistance represents the combined resistance of the canister-

insulation interface asEquation Chapter (Next) Section 1 

 can–amb can–ins ins ins–amb' ' ' 'R R R R= + + . F1 

where R′can–ins is the contact resistance between the canister and insulation R′ins is the conduction 

resistance across the insulation, and R′ins–amb s the resistance due to convection from the outside of 

the insulation to ambient air. The latter two resistances can be expressed as 

 
( )ins,out ins,in

ins

ins

ln
'

2

d d
R

k
=  F2 

and 

 ins–amb

ins,out ins–anb

1
'R

d h
=  F3 

respectively. This approach lumps several unknown/uncertain parameters (e.g., kins and hins-amb) 

into a single thermal resistance which can be directly calibrated for each test stand.  

We perform a separate thermal heat loss characterization experiment to calibrate the heat transfer 

resistance from the canister to ambient for each test stand. The test is performed by flowing hot N2 

through the cylindrical chamber/sorbent bed. Pure N2 with no adsorbate is used so that the heat of 

adsorption does not need to be considered in the analysis. Once the desired flow rate is set, the 

centerline gas temperature and canister surface temperature are monitored for approximately three 

hours until steady state is observed, and then recorded at 1 Hz for an additional 60 min. 

Temperature measurements and volumetric flow rate data are averaged over the steady-state period. 

A line is fit to the time-averaged gas temperatures versus axial position (see Figures S1 and S2). 

The heat loss per unit length is then calculated from the derivative of the linear fit as 

 g

,g' p

dT
q mc

dz
=   F4 

The thermal resistance between the outside of the canister wall and ambient air is then calculated 

as 
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 can amb
can–amb'

'

T T
R

q

−
=    F5 

From the average of the thermal resistances measured, R'can–amb was found to be 2.04 K/(m W) and 

3.82 K/(m W) for the small- and large-diameter test stands, respectively. 
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Figure F2. Plot of temperatures as a function of axial position in the large-diameter bed. Results 

for three independent tests are plotted in three shades of gray. Filled circles represent gas-phase 

temperatures measured at the centerline of the bed and empty circles represent the canister wall 

temperature. Least-square fits are plotted as lines for each independent experiment. 

 

 

 

Figure F3. Plot of temperatures as a function of axial position in the small-diameter bed. Results 

for two independent tests are plotted in two shades of gray. Filled circles represent gas-phase 

temperatures measured at the centerline of the bed and empty circles represent the canister wall 

temperature. Least-square fits are plotted as lines for each independent experiment.  
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Table F16. Summary of test conditions and resulting thermal resistance between the outside of 

the canister wall and ambient air for the large-diameter test stand. 

test description V (SLPM) 
Tg 

(°C) 

Tcan 

(°C) 

Tamb 

(°C) 

dTg/dz 

(°C/m) 

dTs/dz 

(°C/m) 

q' 

(W/m) 

R' 

(K/Wm) 

Empty Canister 

119.0 76.5 71.8 22.7 -3.97 -5.62 10.6 4.6 

116.5 77.0 72.5 23.4 -5.09 -4.98 13.3 3.7 

100.0 70.9 67.1 23.5 -7.49 -5.18 16.8 2.6 

Packed Bed 119.0 77.8 73.2 22.9 -4.90 -5.39 13.0 4.0 

 

 

 

Table F17. Summary of test conditions and resulting thermal resistance between the outside of 

the canister wall and ambient air for the small-diameter test stand. 

test description V (SLPM) 
Tg 

(°C) 

Tcan 

(°C) 

Tamb 

(°C) 

dTg/dz 

(°C/m) 

dTs/dz 

(°C/m) 

q' 

(W/m) 

R' 

(K/Wm) 

Thermal Test 
16 81.8 75.9 22.0 -78.7 -69.9 28.2 1.9 

16 83.5 76.7 22.0 -70.1 -65.2 25.1 2.2 
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