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ABSTRACT

Jensen, Scott C. PhD, Purdue University, December 2018. Progress Toward Time-
Resolved X-ray Spectroscopy of Metalloproteins. Major Professor: Yulia Pushkar.

Metalloproteins, or proteins with a metal ion cofactor, are essential for biological

function of both lower and higher level organisms. These proteins provide a multitude

of functions from molecular transport, such as the hemoglobin transport of oxygen, to

biologically important catalytic processes. As an example case, photosystem II (PSII)

is studied as a representative metalloprotein. It was chosen based on the potential

impact in the energy sector due to its ability to perform water oxidation using solar

based energy. Understanding mechanisms by which the Mn4Ca cluster inside PSII,

also known as the oxygen evolving complex (OEC), can store energy as redox equiva-

lents for splitting water will be essential for future development of analogous artificial

systems. By using time resolved x-ray spectroscopy, the electron structure of the

metal in the protein was probed through the catalytic cycle. While the applications

mentioned herein are based on PSII from spinach, the developments in time-resolved

x-ray spectroscopy techniques are also applicable to other metalloproteins.

By creating a new x-ray spectrometer we were able to capture the difference in

x-ray emission spectra between two compounds differing in a single metal bound

ligand, i.e. MnIV-OH and MnIV=O. This both establishes the functionality of the x-

ray emission spectrometer and provides useful insight into the expected changes upon

an oxygen double bond formation. This change in spectroscopic signal is discussed in

context of the OEC which has been hypothesized to form a MnIV=O state.

A new sample delivery system and further developments to the x-ray spectrometer

enabled both time-resolved x-ray absorption and time-resolved x-ray emission of PSII.

These experiments show the potential of synchrotron sources for time-resolved x-ray
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spectroscopy. From our x-ray absorption measurements we were able to follow the

electronic structure changes in time using a single incident photon energy. From

the kinetic traces obtained, we show possible alternative interpretations of previous

results showing a delay in reduction during the final step in water oxidation. From the

x-ray emission spectroscopy (XES) measurements of PSII we were able to reproduce

previous results within a limited collection time and give estimates for data size

requirements for metalloproteins using this spectrometer. Between the results of both

these measurements, we show the improved capability for time resolved measurements

at synchrotrons.

The development of x-ray free electron lasers (XFELs) has also opened many op-

portunities for understanding faster electronic dynamics by providing femtosecond

x-ray pulse durations with ∼1012 photons per pulse. While theoretical modeling of

distortions to crystallographic data have been performed, little to no work has been

done to understand under what conditions such an intense pulse will have on an im-

pact on emission spectra. Here an atomistic model was developed, and data collected,

to clarify the effects of sequential ionization, i.e. two single photons absorbed by the

same atom at different times during a single pulse. Experimentally we found that

XFELs easily achieve flux densities that invoke a different response than is classically

observed for single photon absorption and emission for MnII which was used as a

representative case for 3d transition metals in general. We also give parameters by

which the onset of this damage can be predicted and an approximation to its effect on

3d transition metals. Additionally this work guides the work of future XFEL facilities

as it shows that shorter pulses, currently believed to be able to escape x-ray induced

distortions to crystallography data, is not a viable method for overcoming changes in

x-ray emission spectra.
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1. Overview

As the building blocks of life, proteins enact various functions to sustain life. Some

proteins, called metalloproteins, incorporate a metal center to obtain catalytic func-

tion for biologically relevant reactions or for molecular transport. These reactions

include, but are not limited to, the production of superoxides by the immune sys-

tem, DNA synthesis, respiration in the mitochondria and photosynthesis. While the

static structures for some of these metalloproteins have been obtained through x-ray

crystallography, insights into dynamics are often needed to understand the mecha-

nisms of action. Results from time resolved studies, therefore, are crucial for guiding

biomimetic approaches. This leaves a need to understand the critical role of the metal

center to determine the electronic structure changes necessary for it to carry out its

biological function. Time resolved x-ray spectroscopy provides a unique tool for prob-

ing element specific metal center and tracking the spectroscopic signatures through

time. On a broader scale, this thesis addresses the potential for time resolved room

temperature measurements of metalloproteins using x-ray spectroscopy by answering

the following:

1. What potential do synchrotrons pose for time resolved measurements of dilute

metalloproteins?

2. Can a more effective solution be found to enhance sensitivity and to make time

resolved spectroscopy a more routine technique?

3. How to determine the limitations to x-ray emission spectroscopy at x-ray free

electron lasers and under what conditions does the traditional interpretation of

spectra break down?
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4. Are shorter pulses at x-ray free electron lasers able overcome x-ray induced

changes to the emission spectra?

In this dissertation, the representative metalloprotein, PSII, is used. This protein

is highly studied because of its importance in maintaining an oxgenated atmosphere

and as a potential model for artificial based photoinduced water oxidation and hydro-

gen fuel production. An overview of photosynthesis, with a focus on the Kok cycle,

is given in Chapter 2 where the different oxidation states, or S-states, are described.

Each transition between S-states is triggered by photon absorption. This cycle in-

volves a careful modulation of oxidation states and ligand types that leads to the

most important step of O–O bond formation. From this specific metalloprotein we

can also address the following questions:

1. Can time resolved measurements with high S-states advancement be achieved

without a preflash (as is currently performed at XFEL sources)?

2. Is the lag seen in the S3-S0 transition of the OEC only explainable by a depro-

tonation event [1] or can other kinetic models fit the data?

To address all questions presented here, the work in the following chapters is

based on x-ray emission and absorption spectroscopy (see Chapter 3) to achieve the

following:

• Development of a custom x-ray emission spectrometer prototype (Chapter 4)

and demonstrate it’s capability (Chapter 5).

• Create a new sample delivery system and an improved spectrometer for time-

resolved spectroscopy (Chapter 6)

• Measure the time resolved x-ray absorption spectroscopic signals of Mn in the

OEC using the sample delivery system (Chapter 7).

• Record undamaged x-ray emission spectra of photosystem II at discrete time

points using the instrumentation in Chapter 6 (Chapter 8).
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• Measure time resolved x-ray emission spectra at a x-ray free electron laser source

and develop a model to identify the regime where classical emission, or the single

photon absorption and emission, interpretation breaks down (Chapter 9).

The results of this research are then reviewed in the conclusions of this document

(Chapter 10).
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2. Background

2.1 Photosynthesis

Photosynthesis is a process that occurs in plants, algae and cyanobacteria which

uses water and light to convert carbon dioxide into sugar and molecular oxygen. This

process is crucial in sustaining animal and plant life by converting solar energy into

chemical energy and provides the majority of the atmospheric oxygen that is needed

to sustain animal life.

Progress toward natural [2] and artificial replication of photosynthetic water split-

ting has shown potential that could make a large impact on the energy sector through

production of hydrogen fuel. Hydrogen based fuel sources provide a renewable and

clean energy source that can be stored long term [3, 4] with some storage methods

showing promise to have up to ∼40% the energy density of gasoline [5]. This is

of particular importance as the world becomes more energy dependent with an esti-

mated 1.2% increase in power demands every year and over 75% of energy production

coming from non-renewable sources [6].

To aid in the understanding of photosynthetic water splitting, the reactions are

categorized into two sections: light dependent reactions and light independent reac-

tions. The light dependent reactions are driven by photoabsorption within chlorophyll

pigments to ultimately create the cellular energy molecules, adenosine triphosphate

(ATP)and (nicotinamide adenine dinucleotide phosphate) NADPH. The light inde-

pendent reactions use the energy stored from the light dependent reactions to use

carbon dioxide to create sugar during the Calvin cycle.
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2.2 Light Dependent Reactions and the Electron Transport Chain

The light dependent reactions are unique because of their ability to drive redox

reactions and energy conversion via photoabsorption. This process begins with the

chlorophyll pigments. Antenna chlorophyll, or chlorophyll a molecules in photosystem

II, capture a photon and transfer the energy, in the form of excitation energy, between

chlorophyll molecules through a resonant dipole-dipole interaction known as Förster

Resonance Energy Transfer (FRET). As the energy transfers between chlorophyll it

eventually finds its way to a chlorophyll dimer known as P680, or the special pair,

within photosystem II (PSII). When this dimer receives energy through FRET or

direct photoabsorption, it undergoes charge separation through an electron transfer

(ET) event and the donated electron goes to a nearby acceptor, thus starting the

electron transport chain. As an electron leaves P680 to follow the electron transport

chain, tyrosine 161, YZ , in the D1 subunit of PSII donates an electron to fill the hole,

becoming oxidized. The tyrosine is in turn reduced by the oxygen evolving complex

or its surrounding ligands. The energy stored from these oxidation events is used to

drive water splitting described in Section 2.2.2.

After the electron in the special pair is donated to pheophytin, it continues to

follow the energetically favored transitions, see Figure 2.2, to QA then QB both of

which are plastoquinones. The transfer process from QB does not continue until it

has received two electrons from QA and two protons from the stroma, after which it is

released into the quinone pool where it diffuses to cytochrome b6f complex to transfer

the electrons. Here the protons are transported to the lumen side (see Figure 2.1) of

the thylakoid membrane and one of the electrons is transferred to photosystem I via

plastocyanin while the other goes to a plastoquinone bound to the stroma side of the

cytochrome b6f where it collects another electron and two protons before entering the

Q-pool.

The electron transported to PSI then receives more energy from the excited state

of another special pair, P700, which was excited either by the transfer of energy
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Figure 2.1. The electron transport chain is depicted with the electron
starting with waters (not shown) in the OEC and follows the blue arrows
to form NADPH. Light is also used at the locations of PSII and PSI which
is depicted in red.

through FRET from the chlorophyll attached to PSI or direct absorption of light.

The electron can then enter a cyclic transport where the excited electron is reused

for creating a proton gradient across the thylakoid membrane, a process which has

been suggested to be important for protecting the stroma from over reduction [7],

or it can continue in the electron transport chain to ferrodoxin. After ferrodoxin

the electron is used by a NADP reductase to reduce NADP and H+ to NADPH. As

the protons travel through the proton pump across the concentration gradient to the

stroma, part of the complex will rotate. The rotation process is used to drive the

phosphorylation of ADP to ATP. The ATP and NADPH are then used in the light

independent reactions.
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Figure 2.2. The Z-scheme is shown with the general trend of increasing
reduction potential after each electron transition and a lower potential
transition after photon absorption.

2.2.1 Light Independent Reactions

The light independent reactions together comprise the Calvin cycle. This cycle

generates carbon-based chemical energy storage (carbohydrates) out of carbon diox-

ide, NADPH and ATP. For simplicity this cycle is split into three sub groups which

are mentioned here in brief: carbon fixation, reduction and regeneration.

• During carbon fixation the carbon dioxide binds to ribulose 1,5-biphosphate

(RuBisCo) creating a 6 carbon intermediate molecule. Two 3-phosphoglyceric

acid molecules or 3-PGA, are formed after the newly formed complex breaks

down.

• In the reduction phase ATP and NADPH are used to convert the 3-PGA

molecules to glyceraldehyde 3-phosphate, G3P.
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• Finally, 3 RuBisCo, Ribulose-1,5-bisphosphate carboxylase/oxygenase, molecules

are regenerated from 5 G3P in the final stage using ATP to ADP conversion.

The extra G3P created out of three carbon dioxide molecules will be used in a

separate process to form sucrose, glucose, cellulose or another carbohydrates.

2.2.2 Oxygen Evolving Complex

The oxygen evolving complex (OEC) is a Mn cubane structure that enables wa-

ter splitting during the photosynthetic process. Splitting water in this way was first

reported to be a 4 step process with each accumulating additional charges in a trap-

ping center [8]. The process became known as the Kok cycle and the trapping center

was found to be the OEC. Although much progress has been made to improve the

structural and electronic understanding of this system, many of the transitions or

intermediates involved in water oxidation by the OEC reduction have not been iden-

tified. These transitions occur on a time scale of tens of microseconds to over a

millisecond. Each transition is unique and provides insight into the mechanism of

water splitting, di-oxygen formation and local energy storage.

The OEC cluster comprises four manganese (Mn) atoms, one calcium atom and

several oxygen atoms in a cubane structure [9–11]. Within this complex and in the

surrounding ligand environment, oxidation equivalents are stored for the splitting of

water.

With the OEC as the catalyst, water is split into electrons, protons, and oxygen.

The electrons are used to replace the electron given away by the reaction center special

pair. The protons are used to generate ATP through ATP-synthase. The oxygen is

contained, potentially as a ligand, until it can be released safely as diatomic oxygen

after a series of four photoabsorption events. Kok first suggested the existence of five

different states with four light induced oxidative transitions with the positive charge

stored in a trapping center [8]. These states were denoted S states and are used to



9

S0 S1

S2

S3

S4

e- H+

e-
e-

e-

H+

H+

H+

hν

hν
hν

hν

O2

OH

Figure 2.3. The Kok cycle with time transition times as measured by time
resolved x-ray absorption with the S4 state partially faded to emphasize
the unknown nature of the S3-S0 transition [1].

delineate the steps in the cycle where energy is stored within the oxygen evolving

complex.

2.3 The S States

Below is a brief description of each of the different S-states. In each header is the

respective S-state and the oxidation state of the Mn atoms in the OEC according to

the high oxidation model (which is strongly supported by x-ray spectroscopy). Some

of the x-ray spectroscopic techniques are mentioned here without description, for a

brief introduction see Chapter 3. Many of the other S-state measurements have been

done at low temperature to reduce damage or to freeze the sample in a particular state.

This approach, though common, has be shown in some cases to give varying results

from those of room temperature [12]. For this reason time resolved room temperature

measurements are emphasized in this section. Additionally, diffraction models have
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been obtained using x-ray free electron lasers (XFEL) for the S1 [9,10,13,14], S2 [13]

and S3 [10,11,14] states.

2.3.1 S1 - (MnIII
2 MnIV

2)

Of the S-states S1 is the best characterized. This is mainly due to S1 being the

dark adapted state, meaning when left in the dark all other S-states have been shown

to transition back to this state [15]. Even S0, the most reduced state, transitions

to S1 by oxidizing a nearby tyrosine. This allows for easier measurements since no

laser pump is required to reach this state. This state is also the most pure state

since almost all of the OEC’s in a sample will be in this state, whereas with laser

excitation double hits (two advancements) or misses (single absorption that leads to

no advancement) will cause a convolution of states [16].

The oxidation state of the manganese atoms in the S1 state has been supported by

several techniques including X-ray spectroscopy [17,18]. Possible structure of the S1

state has been greatly narrowed by the seminal work of Umena et al. in 2011 where

the structure of photosystem II from Thermosynechococcus volcanus was determined

to a resolution of 1.9 angstroms [19]. This work showed that the Mn4CaO5 cluster

makes a closed cubane structure with an additional Mn and O atom forming a back,

much like the form of a chair. It also shows 2 substrates (assumed to be waters) on

both the Mn4 and the Ca atoms with an oxygen binding the two metal centers (note

that Mn and O atoms are numbered according to convention shown in Figure 2.4).

While arguments have been made that the OEC is photoreduced due to x-ray damage,

this was nonetheless an important discovery which allows a refined interpretation of

other spectroscopic results.

Extended x-ray absorption measurements in particular have found that the bond

distances were slightly different from those in the diffraction model, thus leading to

some variations in the proposed structure [20]. A free electron laser was used to

obtain what is reported to be a damage free diffraction patterns [13, 14, 21], which



11

Figure 2.4. The approximate oxygen evolving complex structure as deter-
mined by Suga et. al. showing the open cubane and the dangle atoms for
the S1 State [9].

were later obtained with a much higher resolution of 1.95 angstroms [9]. A more

recent room temperature crystallographic structure at 3 angstroms obtained at an x-

ray free electron laser source [10] did not find differences in structure with their lower

resolution data, though the authors argue that the large Mn1-O5 distance indicates

there is no bond so that the OEC is an open cubane. Alternatively, room temperature

measurements in extended x-ray absorption fine structure (EXAFS) showed some

variations in bond distances suggesting refinement may be necessary [22]. While

some debate still exists on the bonding of the O5 atom, an equally important piece of

missing information is about local protonation states of the OEC and protein. This

information will hopefully be achieved in future work involving neutron diffraction.

2.3.2 S2 - (MnIII MnIV
3)

After the first flash in dark adapted PSII, the oxidation state of one of the man-

ganese atoms changes. This has been shown using the inflection point shift and

spectral shape of the second derivative of the X-ray absorption near edge structure

(XANES) for the Mn K-edge. Additionally, oxidation state changes in Mn has been

shown with the first moment of the x-ray emission line Kβ1,3 peak shift and difference
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plots between the S1 and S2 states. The low dependence on pH and H2O/D2O ex-

change indicates that proton transfer is unlikely in this transition [23]. The structure

is believed to be very similar to that of S1 in Mn-Mn bond distance as shown by

EXAFS spectroscopy [24]. This state has an electron paramagnetic resonance (EPR)

signal that has been used to define laser excitation turnover efficiency for each of the

S-states [25]. It has also been used as an indication that the S2 state is in reality an

inter-convertible state with the dangler Mn atom binding to an open cubane structure

or a Mn atom dangling via a µ-oxo bridge to a closed cubane [26].

2.3.3 S3 - (MnIII MnIV
3 or MnIV

4)

At this stage in the cycle the formal oxidation state of Mn is unclear. X-ray

absorption (emission) spectroscopy have shown only slight changes in inflection point

(first moment) that are on the order of ∼1/3 that of the expected signal from an

oxidation state change in one of the metal centers [17,18,20], though not all researchers

agree [27]. Interpretation of the mixed x-ray spectroscopic results can be difficult in

the case of the S2-S3 transition due to the strong changes in local structure, making

the spectral positions susceptible to changes in coordination [28]. Both XANES and

x-ray emission spectroscopy (XES) are shown to have some dependence on the ligand

environment and coordination of the metal center which could explain the small

shifts, see Chapters 3,5. Furthermore, experimental evidence of structural changes

have been reported for the S2-S3 transition [20,29,30]. Complicating matters further,

electron paramagnetic resonance (EPR) measurements have taken the opposite view,

indicating a Mn centered oxidation does occur [31], thought this claim has not gone

without dispute [32]. While unclear if Mn centered oxidation or ligand oxidation

advancements in understanding this state continue to move forward. The structure

in the S3 state has been captured using diffraction at a XFELs, where PSII protein

crystals were exposed to 2 laser flashes and diffraction data was collected [10, 11,

14]. Young et al. has shown that the structure of the OEC is likely in an open
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cubane structure [10] while a later diffraction model suggested an oxygen atom was

incorporated near O5 [11, 33] between Mn4 and Mn1 (see Figure 2.4 for numbering

assignment). This extra oxygen has long been predicted by Dr. Per Siegbahn using

density functional theory (DFT) to show it’s energetically favorable incorporation

into the OEC [34]. This oxygen is important as it is likely involved in the formation

of the O–O bond as discussed in Section 2.3.6.

2.3.4 S3-S0 Transition

The S3-S0 transition occurs on the ms time scale and is widely believed to include

the formation of the O–O bond. It has also been reported that there is a lag in

absorption changes for x-rays, ultraviolet (UV) and infrared (IR), which has been

reported as a potential deprotonation event creating a transient state, S4, before

oxygen release and Mn reduction [1, 23, 35, 36]. While there is still much unknown

about this transition, it is clear that Yz+• must be reduced and molecular oxygen

formation must occur during this transition. Information regarding transition states

and O–O bond formation mechanisms are highly sought after but remains fairly

elusive due to it’s transient nature.

2.3.5 S0 - (MnIII
3 MnIV)

This state is the most reduced of the 4 states. While it is not the dark adapted

state there are ways to force the OEC into this state and prevent advancement to

the S1 state. While the S1 state is believed to be similar to S0, the S0 state has

been shown to have a unique EPR signal [37] and one longer Mn-Mn bond distance

than that of S1 [38]. The protonation state of the OEC or its ligand environment

is also suggested to be altered since the S0-S1 transition is also believed to include

a deprotonation event [39, 40].Support for the different oxidation state has also been

presented [36].
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2.3.6 Suggested Models for the O–O Bond Formation

One of the most important details of the Kok cycle is the formation of the O–O

bond and ultimately O2 release. This process has persistently eluded experimental

scientific scrutiny in all but time resolved studies. While still highly debated, several

models have been proposed to predict the location and mechanism of the O–O bond

formation within the S3-S0 transition. Some of the main current models include

nucleophilic attack or radical coupling. Nucleophilic attack involves the donation of

an electron pair from one chemical species, nucleophile, to another, electrophile, to

form bonding. As the Nucleophile and electrophile bond, the previous bonds the

electrophile had are released. In the case of PSII, the nucleophile is an OH− group

that attacks an oxo ligand in the Mn cluster. While this mechanism has had some

support [41], recent updates to structure allow for a more thorough DFT analysis

which strongly opposes this mechanism [42].

Radical coupling is as it’s name suggests and involves two chemical species with

unpaired electrons. The electrons then form a bond between the two speicies. In

the case of PSII, two oxygen radicals would come together to create a bond. While

the locations of the O–O bond formation are still debated, recent reports of an addi-

tional oxo or hydroxyl group near the location of O5 [11,33] is very suggestive. This

oxygen is not present in S1 or S2 and is therefore incorporated at some point during

the S2-S3 transition and is removed before reverting back to S1. Radical coupling

between these two oxygens is therefore likely and has even been reported prior to the

recent crystallograpic findings [43]. This is in agreement with previous findings using

crystallographic data of ammonium substituted S3 state. There they showed that

ammonium is likely taking one of the water locations around Mn3 but it still evolves

oxygen. This suggests at least one of those is not involved in O–O formation. The

location of the more favorable water binding locations indicate a water bound to Ca

would react with O5 or a Mn4 would bind with O4 to create the O–O bond.
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While most mechanisms address the S3 state in a particular configuration to ad-

vance, a more recent computational study based on previous time resolved x-ray emis-

sion studies and DFT [12] has shown that the S3 state could include an peroxo-isoform

which was labeled S3OO [44]. This state was found to be energetically accessible for

models with a MnIV=O formation in the S3 state.

2.3.7 Transition Times for the S-States

There have been several time-resolved measurements of the S-states and their

associated time constants. This includes transient absorption of x-rays as a probe

the Mn oxidation state [1], transient absorption of 295 nm ultra violet (UV) light

measuring oxidation or electron transfer to the Tyrosine from the OEC [35], infrared

(IR) absorption using 1400 and 2500 cm−1 measuring vibrations of carboxylate groups

and polarizable protons [45], and photothermal beam deflection measuring volume

changes in PSII [46].

Table 2.1.
S-state kinetic time constants determined experimentally using a con-
tinuous x-ray probe for oxidation state changes in the OEC µs. PSII
membrane fragments were used.

X-ray Absorption Spectroscopy

Sample S0-S1 S0-S1

Lag

S1-S2 S2-S3

Lag

S2-S3 S3-S0

Lag

S3-S0

pH 6.2a [1] <50 100 277 300 1612

pH

6.3ab [47]

52(8) 89 26 317 153 1538

pD

6.3ab [47]

66(6) 108 117 568 380 2208

a

These were the pH of the solution before 30% dehydration of samples.
b

Errors types were not explicitly stated and thereby excluded.



16

Table 2.2.
S-state kinetic time constants determined experimentally using a contin-
uous UV probe for oxidation state changes in the OEC in µs. PSII mem-
brane fragments were used except where otherwise noted. Errors given
when reported.

Sample S0-S1 S0-S1

Lag

S1-S2 S2-S3

Lag

S2-S3 S3-S0

Lag

S3-S0

pH 6.5 [48] 35 45 170 900

pH 6.5a [48] 42 55 180 3188

a

PSII Core Complexes were used

Table 2.3.
S-state kinetic time constants determined by index of refraction changes
upon light exposure (assigned to deprotonation and structural rearrange-
ment) µs. PSII membrane fragments were used except where otherwise
noted. Errors given in parenthesis as one standard deviation when re-
ported.

Photothermal Beam Deflection

Sample S0-S1 S0-S1

Lag

S1-S2 S2-S3

Lag

S2-S3 S3-S0

Lag

S3-S0

pH 5.5 [46] 155(20) 105(10) 55(10) 300(F) 120(40) 1875(100)

pH 6.0 [46] 120(20) 95(10) 40(10) 290(F) 290(90) 1590(100)

pH 6.2 [46] 100(15) 95(10) 35(10) 270(90) 25(10)a 1605(100)

pH 6.5 [46] 105(20) 90(10) 30(10) 280(F) 30(10) 1560(100)

pH 7.0 [46] 110(20) 90(10) 20(10) 270(F) 15(10) 1640(100)

pD 6.2 [46] 25(10) 255(40) 135(10) 150(20) 510(90) 425(90) 2030(100)

a

Also a 250 µs kinetic was inferred
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3. Methodology

3.1 X-ray Sources

X-ray tubes were first invented over a century ago as the worlds first artificial x-ray

source. While primitive in the beginning, x-ray tubes have become more powerful,

delivering a higher photons flux than ever before. Other sources, such as synchrotrons

and x-ray free electron lasers (XFELs), have also been developed and are the sources

used for the work contained herein. As it is outside of the scope of this research

to describe in detail how x-rays are generated at synchrotron or free electron laser

sources, only a brief overview of these sources is described here. Parameters involved

once the x-rays are delivered to the beamline are discussed in the experimental section

of the corresponding chapters.

Synchrotron x-ray sources, and more recently XFELs, have far surpassed that of

bremsstrahlung based x-ray tubes in many parameters important for spectroscopic

measurements. These source can have a much higher monochromatic flux, pulse

intensity and smaller divergence. These improvements have been characterized by

one parameter, brilliance, which is defined as the flux per mm2 per milliradian2 of

solid angle where photons are within a 0.1% bandwidth in photon energy, which can

be written as

Brilliance =
Photons in 0.1% energy bandwidth

mm2mrad2 sec
. (3.1)

The brilliance of x-ray sources has increased by more than 8 orders of magnitude

over the last several decades and continues to increase. This is achieved through the

different methods of generating x-ray pulses.

The Advance Photon Source (APS), a synchrotron at Argonne National Lab, uses

a linear accelerator and a booster ring in order to accelerate electrons to high relativis-

tic speeds of >0.99999999c (Lorentz factor of ∼14,000). These energetic electrons,
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7-GeV, are kept in a storage ring where they continue to travel in an approximately

circular pattern with straight and bent trajectories. The bends in the circle are made

of bending magnets which employ a strong magnetic field to change the trajectory of

the electrons. The electrons that undergo this acceleration will radiate high energy

photons in the form of x-rays. Downstream elements can then be used to collimate,

monochromate, focus, and shape the x-ray beam before being delivered to the sample

of interest. In addition to bending magnets, insertion devices are designed to create

x-ray radiation in regions where it is unnecessary to steer the electrons in a different

direction. Insertion devices are instead used in straight segments of the electron path

and emit x-rays by forcing an electron to oscillate in strong alternating magnetic

fields. This method of producing x-rays is preferred for many experiments as they

often produce a higher photon brightness.

Free electron lasers employ a similar technology as that of the insertion device. An

intense bunch of relativistic electrons radiate photons as they oscillate in the alternat-

ing magnetic fields. As the electric field from the emitted photons gets strong enough,

electrons start to arrange themselves into small bunches at every half wavelength of

emitted light. This bunching is a result of the force of the electric field from the x-

rays on the electron. As the electrons bunch, the radiated x-rays become increasingly

coherent and the electric field will amplify with the same frequency, narrowing the

electron bunching further. This results in coherent x-rays in a very narrow energy

range. Pulses from these sources can be ultrafast, on the order of 1-100 fs, and can

be very intense, >1012 photons/pulse.

3.2 X-ray Spectroscopy

Hard x-rays, or x-rays with an energy >5keV, have energies comparable to the

core electron energy level for many atomic species. When an x-ray of sufficient energy

is absorbed it can promote a core electron to an empty orbital or ionize it to the

continuum (see Figure 3.1). The hole created can then be filled with another bound
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electron and the release of energy in the form of a photon (fluorescence) or as another

ionized electron (Auger decay).

X-
Ra
y

Photoelectron

K-Shell

L-Shell

M-Shell

Figure 3.1. A pictorial version of core-hole ionization is given with shell
energy levels (left) and the physical picture is also given (right) with the
dark blue center representing a nucleus with orange electrons surrounding.

Two forms of x-ray spectroscopy are addressed, x-ray absorption spectroscopy

(XAS) and non-resonant x-ray emission spectroscopy (XES). Interpretation of these

techniques relies on the quantization of allowed electron energy levels around a nu-

cleus. These energy levels are characteristic to each element and give rise to specific

absorption edges and emission lines that can be used to probe the average electronic

state of a specific element in the sample. Each one provides a different insight into

the electronic structure surround the target atom.

The naming convention for the electron energy levels surrounding a positively

charged nucleus is different in spectroscopy than that typically used in chemistry or

physics. When referring to the principal quantum number of the system, n, the energy

levels are not numbered but given letters starting with K and continuing through the

modern English alphabet (e.g., n=1,2,3 relates to K, L, M respectively). This naming

convention was created when x-ray fluorescence was first being characterized [49] and

due to common usage, the nomenclature remains.
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3.2.1 X-ray Absorption Spectroscopy

X-ray absorption is a photoexcitation process where a tightly bound electron,

typically in the K or L levels, absorbs a photon and is either promoted to an unoc-

cupied energy level or is completely ejected from the host atom. In x-ray absorption

spectroscopy (XAS) the ratio of incident to x-rays absorbed by a sample is measured

as a function of incident photon energy. This is either done directly by measuring

transmission (see Figure 3.2), with a detector before and after the sample measuring

photon flux, or indirectly by measuring a secondary process such as partial fluores-

cence yield or electron yield, where the incident photons are recorded and the number

of photons/electrons emitted are used as a basis for x-ray absorption by the sample.
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Figure 3.2. Diagram of the typical setup for a simple transmission setup
with each of the ion chambers recording the number of x-rays passing
through. Blue arrows indicate incident and transmitted x-rays, whereas
the red arrow indicates x-ray fluorescence from the sample.

A typical transmission setup at a synchrotron beamline consists of gas propor-

tional detectors before and after the sample to measure the number of incident and

transmitted photons. The number of incident photons, I0, and transmitted, It, can

then be used in Beer’s law,

It = I0e
−µtotal(E)x (3.2)
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where µtotal(E) is the absorption coefficient and x is the sample thickness. The ab-

sorption coefficient can be written as

µtotal(E) =
1

V

∑
i

(σini) (3.3)

where V is the volume of the sample being exposed to x-rays, σi is the atomic total

absorption cross section (cm2/atom) of the element i at a given incident photon energy

and ni is the atomic density of the same element (atoms/cm3). This coefficient is then

found in transmission as,

µtotal(E)x = ln(I0/It). (3.4)

Note that this is valid when the thickness is constant throughout the measurement

and the absorption coefficient changes with incident energy. In this case the equation

can be written with the constant only depending on a normalization factor during

processing, as the following proportionality

µtotal(E) ∝ ln(I0/It). (3.5)

This simple result is only valid for transmission measurements which are viable under

a range of certain conditions. If the sample is not uniform, the sample is thick with

a low concentration or if the sample is a thin concentrated sample, then using partial

fluorescence yield measurement will often produce better results.

In a typical partial fluorescence yield measurement, the fluorescent signal is mea-

sured using an energy resolving detector instead of a gas proportional counter in

transmission. This indirect approach assumes the number of x-rays absorbed by the

target element is considered to be directly proportional to the number of fluorescent

photons emitted. This proportionality can then be written in terms of absorption, or

(I0-It), such that

If ∝ I0 − It = I0(1− e−µtotal(E)x) (3.6)
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Now in the limit where µ(E)x << 1, which is true for very thin samples, the expo-

nential can be expanded using a Taylor series and keeping the first order term, the

absorption becomes

µtotal(E)x ∝ If/I0. (3.7)

Here we can drop the constant sample thickness, x, as part of the proportionality

µtotal(E) ∝ If/I0. (3.8)

The same result of Equation 3.8 can be found for dilute thick samples for partial

fluorescence yield measurements (after subtracting a slowly varying function) [50].

Both transmission and partial fluorescence yield measurements will depend to

some degree on the absorption of the entire sample. The absorption from elements

with that do not contain an absorption edge in the energy range used in XAS

(∆E∼1keV) will have a nearly linear dependence on the incident energy. The de-

crease from these elements, and other factors in the proportionality of Equation 3.8,

are approximated from the extended x-ray absorption fine structure (EXAFS) region

and region before the edge or pre-edge. These values are used to subtracted a back-

ground and normalize the absorption spectra. The processed data will then closely

reflect the absorption of the element of interest.

The change in the absorption coefficient versus incident x-ray photon energy gives

rise to the absorption spectrum, shown in Figure 3.3. X-ray absorption spectra are

evaluated in two regions, the x-ray absorption near-edge structure (XANES) region

and the EXAFS region. The XANES region can have a pre-edge feature and also

includes the rising edge, which result from electron promotion into an unoccupied

orbital or to the continuum respectively. This region then continues past the ioniza-

tion energy by 30-50eV and energies beyond that are considered to be in the EXAFS

region. Both regions provide different information, and when recording EXAFS, typ-

ically both areas are measured.
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Figure 3.3. A background subtracted and normalized absorption spectra
of MnCl2 is shown with each of the main features labeled. Both the rising
edge and the pre-edge are part of the XANES spectra.

3.2.2 XANES

The XANES region of the absorption spectrum consist of the pre-edge and rising

edge features shown in Figure 3.3. The pre-edge feature for the first row transition

metals can include a transition between the 1s to the 3d orbital when exciting the

K-edge. The normal dipole selection rule, ∆l=±1, doesn’t allow this transition but

a quadrupole excitation, ∆l=±2, does. Since quadrupole transitions are much less

likely to occur, the intensity of this feature is about 2 orders of magnitude weaker.

This amplitude difference can be compensated for by distortions to the isolated atomic

orbitals such as metal d -orbital mixing with s and p ligand orbitals, which will provide

some dipole-allowed contribution [51].

Once the incident photon energy is sufficiently high, dipole allowed transitions

become possible. For the first row transition metals it can be seen that from the 1s

transition the electron can enter into unoccupied 4p orbitals or other higher states

until the electron is so weakly interacting with the system that it will be ejected into
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the continuum. At this energy there is a large rise in the x-ray absorption due to the

metal atom which forms a feature known as a white line or absorption edge which

exhibits a sharp rise in absorption.

Both the pre-edge and edge features can be used as an estimate of the average

oxidation state of an element in the sample. When a 3d transition metal is ionized (i.e.

loses a valence electron) the core electrons become more tightly bound to the atom

due to the reduced electron repulsion but equal positive charge, raising the amount of

energy needed to ionize the electron. These changes can be analyzed using the shift

in position of the rising edge in comparison to similar compounds of known oxidation

states [52]. This is an easy and quick analysis, though not always accurate since

there are more factors involved than oxidation state alone that affect the electronic

energy levels. Modeling of pre-edges, though more difficult, can be used to identify

additional information such as bonding characteristics and coordination number [53].

3.2.3 EXAFS

In the EXAFS region the electron can be used to probe the local structure around

the element of interest. When an x-ray is absorbed it will scatter off neighboring

atoms creating interference between it and the initial outgoing wave. These changes

in absorption will show up as oscillations in the extended region of the absorption

spectrum. These changes can be plotted as the EXAFS function,

χ(E) =
µ(E)− µ0(E)

∆µ0(E0)
(3.9)

where µ(E) is the experimental values for the absorption coefficient, µ0(E) is the

absorption of an isolated atom (fit as a smooth function), and ∆µ0(E0) is the “edge

jump” which is the change in the total absorption before and after the rising edge.

The x-ray absorption coefficient for a particular atom can be modeled using the

probability of absorption. The probability, obtained from Fermi’s golden rule, models

the probability of quantum transitions given a time dependent Hamiltonian to a new

steady state (e.g. absorption of a photon to create a core hole and a photoelectron).
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A full derivation of the EXAFS equation is not given here, the reader may refer to

another reference for an in depth discussion of the equation [54].

As the EXAFS equation is dependent on the wave number of the photoelectron,

k, we define this value in terms of the kinetic energy of the electron as,

k =

√
2me(E − E0)

~2
(3.10)

where E0 is the ionization energy, E is the energy of the absorbed photon, me is the

mass of the electron and ~ is the reduced Planck’s constant. The theoretical EXAFS

equation is then given as a model with fit parameters as follows,

χ(k) = S2
0

∑
i

Nifi(k)

kR2
i

e−2k2σ2
i sin(2kRi + δi(k)) (3.11)

where S0
2 can be thought of as the overlap between the spectator electron initial

and final state, Ni atoms at radius Ri involved in the photoelectron scattering and

incorporates the probability of scattering off N atoms and with re-absorption fi(k).

It also accounts for phase changes corresponding to scattering off a nearby atom δi(k)

and σi is the mean atomic displacement.

Models for the atomic structure are then used as initial guesses for finding the

best fit to the parameters in the EXAFS equation. The fit can then refine models

based on the statistical support for the bond distances and atoms used in the fit.

3.2.4 X-ray Emission Spectroscopy (XES)

X-ray emission spectroscopy is very similar to that of absorption spectroscopy

except XANES information comes from transitions to the unoccupied electron states

and XES provides information based on transitions from the higher occupied levels.

This can be seen in Figure 3.4 where it shows a core-level electron being excited to an

unoccupied state or the continuum (absorption) and relaxation of a 2p or 3p electron

into the hole made during absorption (emission). The electron relaxation into a lower

energy hole can cause fluorescence which is measured for emission spectroscopy. Non-

resonant XES uses incident photons well above the ionization energy of the absorbing
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electron to create the core hole. Resonant inelastic x-ray scattering (RIXS) occurs

when the electron is only promoted to an unoccupied state. This means that the

probed electronic system is left in an excited state of equal energy to the photon

since an electron was not emitted during this process. The final state in RIXS is

similar to that of the initial only with a small amount of energy and momentum

transferred to the system.

3.2.5 Non-Resonant XES

Non-resonant XES occurs after core hole ionization during electron filling of the

core hole. An example case for K-shell ionization is shown in Figure 3.4.
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Figure 3.4. Core-hole ionization is given with shell energy levels (left) and
the resulting fluorescing transition (right).

The most common fluorescence pathway involves a 2p electron to fill the hole which

results in Kα emission lines. For 3d transition metals the Kβ1,3 and Kβ’ emission

lines can also occur and involve a 3p electron filling the core hole, where these Kβ

lines together are the mainlines. These lines are indirect measures of the valence 3d

electrons through an exchange interaction which causes the splitting between the two

mainlines depending on the spin of the electron undergoing a transition from the 3p
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to the 1s and the total spin of the 3d electrons. When the spin of the electron in the

initial 3p state is parallel to the 3d electrons a Kβ’ emission is observed otherwise, in

the antiparallel case, Kβ1,3 is emitted. If the state (high or low spin) of the system

is known, then the oxidation state can be estimated indirectly from the splitting of

these two emission lines. Example of the emission lines is shown in Figure 3.5.

Kβ’

Kβ1,3

Figure 3.5. Emission spectra of Mn Oxides with the Kβ1,3 and Kβ’ emis-
sion lines shown.

For direct measurement of the valence electrons in 3d transition metals the valence-

to-core, or satellite peaks, Kβ2,5 and Kβ” can be recorded. The lines reflect the emis-

sion from an electron transitioning from the 3d to 1s which, as a dipole forbidden

transition, are much weaker that the other lines. When ligands are present on the

central transition metal, the orbitals will mix making these lines direct probes to

orbital mixing and ligand types [55]. This is particularly useful for low Z element

ligands such as O, C, and N where other methods, such as EXAFS and diffraction are

limited. For ligand transitions, the Kβ2,5 and Kβ” correspond to 1s filling from ligand

p or ligand s orbitals respectively [56]. While all Kβ emission lines are important for

spectroscopic tools, the Kβ mainlines are approximately 100 fold more probable than

that of the satellite transitions. This limitation of the valence to core transition can
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exclude certain systems since the signal will be lower than the detection limit. This

is the case for time-resolved measurements of photosystem II.

The analysis of the Kβ mainlines can be difficult and a variety of approaches

have been taken. For a simple oxidation analysis, other contributing factors to the

fluorescent lines are usually ignored, and effects of the spin state on the peak position

or the first moment of the Kβ1,3 can be analyzed. The first moment is defined as

FirstMoment =

∑
iEiIi∑
i Ii

(3.12)

where Ei and Ii are the emission energy and intensity at each point i respectively.

The peak position or first moment is generally compared to standards and model

compounds. Since the splitting between the two mainlines is dependent on the net

spin of the 3d electrons, a high-spin system undergoing oxidation will lower in spin and

reduce the spacing between the two lines. This means the Kβ1,3 first moment will shift

to lower energy and can give semi-quantitative information on oxidation state changes.

Additionally, an alternative method involves using a standard of a known spin and

comparing the integrated absolute difference (IAD) [57] between the spectra from an

unknown and known sample. As it’s name suggests, this is done by simply summing

of the absolute value of the residuals between the sample of interest and a standard,

or itself in a dynamic case, with the area of consideration is normalized to unity for all

data sets. A linear scale can then be made with other spin state compounds (usually

oxides) using the same standard to obtain IAD values for each compound. A linear

trend is then made with the IAD values and know spins. An estimate the nominal

spin of the unknown compound is then found given the function of the linear fit.

While these methods are more reliable than those of XANES estimation of oxidation

state, the emission lines are still affected by factors other than 3d spin alone. Shifts

have been observed from structural changes, covalency and ligand types, though these

shifts are often small in comparison to an oxidation-induced shift while XANES has

been shown to have large shifts due to both oxidation and structure [55,58].
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3.2.6 X-ray Emission Spectroscopy at XFEL Sources

An x-ray free electron laser (XFEL) source differs from that of the more con-

ventional synchrotron source in that the temporal resolution of the pulse is on the

order of fs and each pulse contains ∼1012 photons. These shorter pulses have en-

abled crystallography measurements of nanocrystals [59] with the hopes of moving

to large single particle reconstruction [60]. More relevant for this work, fundamental

process such as electron transfer, bond dynamics and chemical reactions have also

been studied [61–64]. While one could envision both XAS and XES being undertaken

at XFEL sources, the uncertainty in the incident photon energy makes XAS a much

more challenging measurement. Non-resonant XES on the other hand, is not depen-

dent on the excitation energy and can circumvent these issues making it the prevalent

measurement type at these facilities.

XES conducted at XFEL sources can result in a number of processes not achiev-

able at synchrotron sources. For synchrotron sources, the process of non-resonant

XES is that which is described in the previous section. This occurs when a single

electron is ionized through photoabsorption and the hole created is filled by a nearby

electron with more energy during photoemission. This process is referred to as classi-

cal XES in this document for clarity. This process is typically used for understanding

the electronic structure surrounding a metal center. Beyond the classical x-ray emis-

sion spectra, non-linear effects are also achievable at XFEL sources which can give

completely different information or cause spectroscopic misinterpretation. Some of

these effects include:

• Sequential photoabsorption: Multiple single photon absorption events by a sin-

gle atom [65].

• Electron cascade effects: Electrons freed during x-ray exposure interact with

other electrons cause secondary ionization.
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• Stimulated emission: A population inversion is created in a core orbital through

x-ray ionization. Normal emission is then amplified as the emitted x-rays cause

stimulated emission in the surrounding atoms [66–68].

These processes are a subset of nonlinear effects found [21, 69–78] but are the main

ones considered for this research. Such effects allow new, previously unattainable

states and interactions with matter to be studied experimentally, however, they also

illustrate the difficulty in appropriately interpreting spectroscopic results.

Figure 3.6. The sequential single photon absorption in the K-shell of
a transition metal is depicted. A) Core-hole ionization via x-ray absorp-
tion, B) possible electron configurations based on time A and C with I)
no relaxation, II) 1s decay, III) 2s and 2p decay, C) absorption event with
possible electronic configurations represented by the question mark and
shown in B), and D) Kβ emission in the presence of many possible elec-
tronic configurations. Note that only a subset of possible configurations
are shown for Auger transitions and that for pulse durations used in this
dissertation, B-III are most likely configurations to occur.

For the atomistic model of sequential photoabsorption see Figure 3.6. Depicted

is an atom absorbing a photon, potentially undergoing electronic relaxation (referred
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to as electronic decay, or just decay, in this dissertation), absorbs another photon

then undergoes relaxation. In this figure only Kβ decay is shown during the second

decay for clarity since this is the signal we record. The Kβ measured is then shown

in the presence of several ionization states depending on the decay pathway and time

between the two absorption events. Each of these configurations will result in a

different spectroscopic signature, leading to a convoluted sum of final states.
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4. An X-ray Emission Spectrometer Design

4.1 Introduction

To obtain high-quality emission spectra, a high energy resolution detection sys-

tem must be used. In the ideal case both the collection and energy discrimination

could be done by the detector. Currently, energy resolving detectors, such as sili-

con drift detectors, only have an energy resolution of ∼100 eV for hard x-rays and

most area detectors are much worse. To overcome this limitation, superconducting

detectors [79] are being developed to obtain ∼2 eV but these detectors are limited in

availability, detector element size, count rates and overall detector size. Because of

these limitations in current x-ray detector design, an x-ray spectrometer is required to

spatially separate photons by energy before they are recorded by a detector. For high

energy x-rays this can be done using Bragg reflections off a crystal surface, following

Bragg’s law.

sin(θ) =
nλ

2d
(4.1)

where θ is the angle from the crystal plane to the incident photon direction, n is a

positive integer and λ is the x-ray wavelength.

There are two main types of x-ray spectrometers: scanning and dispersive. The

ideal scanning crystal, Johansson [80], is a spherically bent crystal analyzer which

has a lattice bent to a radius of 2R but the surface is ground to a radius of R. Here

the radius R is the radius of what is known as the Rowland circle. When a point

source is located on the Rowland circle, all the x-rays will diffract off each point of

the analyzer with the same Bragg angle and focus on the opposite side of the circle

where they can be recorded (see Figure 4.1). In this way, a scanning optic can focus

a very tight range of photon energies to a small spot. The optic is then scanned to

reflect different Bragg angles to create a full spectrum from the fluorescent x-rays.
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Rowland Circle

Johannson Crystal

Focal Point Point Source

Figure 4.1. Two different point sources on the right side of the Rowland
circle. The lines from each source simulate ray tracing of the emitting x-
rays where all rays from a single point will all have the same angle relative
to the 2R lattice plane of of the Johansson optic. Due to Bragg’s law all
x-rays will be of the same energy and, by design of the curved surface, the
x-rays will also focus onto a single point on the other side of the Rowland
circle (which has radius R).

A Johann optic [81] is similar to the Johansson except the lattice and surface

both have a radius of 2R. This leads to a wider range of energies reflected onto the

detection surface decreasing the energy resolution of the system. This deficiency can

be overcome by using diced crystals which follow a simulated curve by using the

dispersive separation of energy of each diced segment [82].

The spherically bent analyzers generally have high background rejection because

of the tight focal point with apertures and typically large radius of curvature which

increases the path length and decreases scattered x-rays. The large working distances

of these analyzers (∼0.5-10m radius) also have the advantage of improving the energy

resolution. One major disadvantage when using crystals in scanning mode in time

resolved studies is that a full energy spectrum cannot be recorded at the same instance
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in time. This forces a larger number of repeated measurements for each time point

recorded. Any shot to shot variations will also affect the generated spectra distorting

the emission data making this approach less than ideal.

In the dispersive geometry, a spectrometer will spatially separate the entire col-

lected energy range onto a position sensitive x-ray detector which can then be con-

verted to a spectrum. In the simple case of a single flat crystal can be used to separate

the photons by energy [83], though it is inefficient at fluorescence capture and leaves

little room for apertures to reduce background. A more common and practical design

is based on the von Hamos geometry [84]. A von Hamos analyzer consists of a cylin-

drically curved crystal which diffracts x-rays of different energies along the unbent

width of the crystal and focuses in the curved direction (see Figure 4.2). This is

similar to the flat analyzer except the curved surface will focus all x-rays of a single

energy to a single point along the spectral line on the detection surface. This design

allows for a full spectrum to be recorded simultaneously on a shot-by-shot basis.

A variation of the typical cylindrically bent von Hamos design is a diced, or seg-

mented [85], von Hamos geometry. Such a design is very similar only the diffracting

crystal is not bent to a cylindrical shape, instead the cylindrical surface is approxi-

mated stepwise with flat strips. This design has the benefit of avoiding any localized

strain or imperfections during the bending process of the wafer, leading to an in-

creased resolution. Unfortunately, there will also be a small loss in solid angle from

the spacing between the diced strips of wafer as well as an increased spectral line

focus which will be approximately twice the width of the diced strips.

4.2 Theoretical Energy Resolution (von Hamos)

The theoretical energy resolution is approximated as the full-width half-maximum

(FWHM) of the energy distribution recorded in each energy bin used in the spectrum.

For a von Hamos spectrometer detection system, this is generally calculated with three

different sources of error, namely the Darwin rocking curve, the sample/x-ray inter-
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Figure 4.2. X-ray dispersive analyzers are shown as (A) a flat crystal, (B)
the cylindrically curved von Hamos geometry with the characteristic focal
line, and (C) a diced von Hamos analyzer with the final focal width twice
the crystal strip width. (D) A diced von Hamos analyzer fabricated in
our lab with a 1 mm strip width and (E) the recorded Pilatus image from
MnO.

action spot size and the detector pixel width. Note that there is some inconsistency

in some of the equations reported in literature [85–88]. Here these contributions are

presented individually with clear definitions. An additional error term associated

with diced crystals is also discussed.

Each of the different contributions is first found in terms of a range of Bragg

angles, then combined as uncorrelated errors to obtain the total error,

∆ΘTotal =
√

∆Θ2
Darwin + ∆Θ2

Spot + ∆Θ2
Det + ∆Θ2

Diced (4.2)
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where ∆ΘTotal is the FWHM of the angular resolution, while ∆ΘDarwin, ∆ΘSpot,

∆ΘDet and ∆ΘDiced are the Darwin rocking curve, spot size, detector pixel size

and diced crystal contributions respectively. The combined angular range is used

in Bragg’s law to find the equivalent range of energy.

Figure 4.3. The individual energy resolution contributions and the total
energy resolution is shown using the Pilatus 100k (left) and the Mythen
1K (right) detectors.

Theoretical energy resolution at different Bragg angles is given for the spectrom-

eter as shown in Figure 4.3 as a function of the emission energy.

4.2.1 Darwin Error

The rocking curve, or Darwin width, is the range of angles reflected off a crystal

surface when exposed to a monochromatic beam of fixed energy. The range of angles

for a typical pure crystal is from 10-100 µradians. Equivalently, this can be under-

stood as a range of photon energies that can reflect at each Bragg angle in a crystal,

making the reflection at each angle not perfectly monochromatic. The Darwin width

contribution is then solely represented as the FWHM of the theoretical rocking curve,

∆ΘDarwin = FWHM(Rocking Curve). (4.3)
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The FWHM of the rocking curve is an intrinsic property of the crystal type and purity

level.
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Figure 4.4. The fraction of incident beam reflected as a function of the
difference between the Bragg angle and the actual incident angle for an
x-ray photon energy of 6490eV. These values are calculated using the
software package XOP [89] for a Si(440) reflection.

4.2.2 X-ray Spot Size

The source, or the x-ray fluorescing region of the sample, is not a perfect point

source so x-rays with a range of diffracted angles from the sample will converge on

the detection surface. This range of Bragg angles subtended by the sample from any

point on the detector is treated as the error term for this contribution.

This leads to the equation for the angle error ∆ΘSpot,

∆ΘSpot =
(Spot Size) sin(θBragg)

2R
(4.4)

where R is the radius of the von Hamos crystal curvature. This simplifies when the

Bragg angle is close to back scatter to be

∆ΘSpot ≈
Spot Size

2R
. (4.5)
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Here the spot size refers to the diameter of x-ray beam spot size. Note that this

doesn’t include factors such as sample thickness which may be important depending

on the orientation of the spectrometer. For the spectrometer mentioned herein, the

spot size is a good approximation for the range of angles in the dispersion direction

(i.e. along the axis of curvature of the x-ray crystal) that will converge on a single

spot on the detection surface, or x-ray spot size contribution to the error.

4.2.3 Detector Pixel Size

The detector pixel size has a similar contribution, only the reverse geometry is

considered. The range of Bragg angles used here is that subtended by a single pixel

from a single point on the sample. This error simply follows the previous and is

approximated for large Bragg angles as

∆ΘDet ≈
Pixel Size

2R
(4.6)

where the pixel size is the width of the pixel in the direction of energy dispersion.

The only difference in this case is that the detector is typically perpendicular to the

incoming x-rays which makes the approximation more exact.

4.2.4 Diced Von Hamos Errors

The final error discussed is only associated with diced von Hamos used in a focused

geometry. The first part can be easily understood as the range of angles reflecting off

the diced crystals of width dw. The x-rays diffracting off the center of the crystal will

have different Bragg angles than those hitting the side. The range of angles across the

width can be found geometrically to be the difference between the central reflection

and the reflection off the edge, which can be written as

∆ΘDiced = θBragg − arctan

(
R(

( R
tan (θBragg)

)
2

+ (dw
2

)
2
) 1

2

)
(4.7)

This error becomes negligible as the dicing width gets small and R gets larger.
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This error becomes more complicated when considering multiple diced strips whose

reflective surfaces are not parallel to the detector surface. This means x-rays will travel

a further/shorter distance, and at different Bragg angles, to the same point on the

detection surface depending on which side of the analyzer the x-rays are reflected.

While this error term becomes quite complicated symbolically, calculations for the

FWHM for this spectrometer with an incident energy of 6490 eV shows a negligible

energy error of <0.002 eV for the one crystal spectrometer described in this chapter.

4.3 Analyzer Fabrication

The fabrication process for the finely diced von Hamos analyzer is here described

and outlined in Figure 4.5. The fabricated x-ray analyzer used a 200 mm diameter

polished Si(110) wafer that was 1.5 µm thick. The wafer was diced to the 180 mm x

45 mm shape then glued to a 1/16” polycarbonate sheet that is slightly larger in area

than that of the wafer. The glue used was a non-expanding epoxy (Epotek 301 parts

A and B) that requires 3 days minimum drying time at room temperature. Care was

taken to eliminate bubbles or particles from affecting the bonding. After the glue was

in place, a parallel plate press was used to maintain the appropriate pressure to form

a very thin uniform layer of glue between the two surfaces.

After the glue was dried, the plastic substrate was mounted to a thin tape for

dicing. This was done with a minimal amounts of heat to prevent surpassing the

glass transition temperature of the epoxy, 65◦C. The wafer was diced parallel to the

dispersion direction (in this case the 45 mm length direction) using a dicing saw,

cutting completely through the thickness of the wafer but leaving the plastic material

underneath uncut or minimally scarred. Each of the diced strips were 1 mm in width

with a 300 µm kerf, or cut width, between strips. Note that the resulting spectral line

width will minimally be twice the width of the diced strips and that the kerf width

doesn’t contribute to the overall collection efficiency. When determining the wafer

thickness, a balance must be met between the wafers being thick enough to not break
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Uncut Wafer  Wafer Bonded
to Plastic 

Wafer With Epoxy

 Convex Pusher Diced von Hamos
Analyzer

Diced Wafer
on Plastic

Concave Base

 Bent Plastic Substrate

Rectangular Wafer

A) B) C)

D) E) F)

Figure 4.5. The general process of making a diced von Hamos analyzer is
outlined starting with a A) wafer diced to shape, B) glueing the plastic
substrate to plastic by bending and attaching to a wafer to reduce air
bubble formation, C) binding to plastic, D) diced into strips and E) and
F) fixed to an Al base. B) highlights the process of creating a layer of
epoxy between the plastic and wafer without bubbles (glue is shown as
red) by bending the plastic and pressing onto the wafer.

or flex in the pressing process, but not so thick that a wider dicing blade is required,

increasing the kerf. Once the final dicing is done, the plastic bound wafer strips will

have the flexibility to form a cylindrical base.

Wire electrical discharge machining (EDM) aluminum was used to obtain a top

pusher and base at the correct radii. While attempts to use plastic pushers/bases

were used, they were found to have too much flex during the pressing procedure.

The wafer was then sandwiched between the wire EDM pusher, with the desired

radius, and the base which it would be glued to, with an adjusted radius for the

wafer and plastic thickness. While in the press, the glue between the base and the

plastic allowed the diced wafer to take the final form. Various protocols were tested

to isolate the glue from the top pusher to prevent the silicon from bonding to the

pusher. The final procedure included a uniform 4µm Kapton film over the pusher

with a Leadership Performance Sustainability (LPS) brand lubricant spray applied
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to the mating surface of the top pusher. The Kapton with lubricant could then be

removed after the glue between the plastic and aluminum based is dried.

We also note that this process does not require deep reactive-ion etched silicon on

insulator wafers [90] or a scar and break process for diced analyzers [85]. While the

deep reactive ion etching can create smaller cuts, it is also requires more technical

equipment, is limited to materials that can be used in this process and result in very

fragile wafers. The breaking process leaves some uncertainty in reproducibility and

unlikely to achieve finely diced strips obtained here or with deep reactive-ion etching.

4.4 Diced von Hamos Spectrometer Design

Previous PSII time resolved x-ray emission Spectroscopy (TR-XES) measurements

by our group incorporated the miniXS [91–93] spectrometer which has ten crystals to

simulate the von Hamos geometry similar to that of a diced crystal. This series of flat

crystals are only partially aligned (to within 0.5 degrees) and are only positioned using

a 3-D printed surface. The energy error from misaligned spectral overlap between

crystals is overcome by recording each reflection at a distance from the sample where

each reflection is both out of focus and isolated.

The miniXS has proven to be quite versatile, partly due to its straightforward

alignment and easy integration into most beamlines. While in many ways this detector

is advantageous over other dispersive spectrometers, TR-XES measurements of dilute

samples, such as PSII, result in low signal. This makes the shifts in PSII spectra,

≤0.06 eV, difficult to identify even with several beamtimes of data collection.

In order to detect the weak signals, a new spectrometer was specifically designed,

and is described herein, for the TR-XES of dilute samples.

The new spectrometer incorporates a single large analyzer as shown in Figures 4.6

and 4.2. This particular design uses a fixed diced von Hamos analyzer that diffracts,

according to Bragg’s law, both the Mn Kβ1,3 and Kβ’ emission onto a dispersive

focal line of ∼2 mm width. The whole spectrum is read out by an a stripline or
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100mm

X-rays

Figure 4.6. A new 3-D printed spectrometer is shown with the crystal
mounted to the back face in the horizontal orientation, as shown, with
two removable eyelets to align the spectrometer to the x-ray beam (left).
A removable plate seals to the back half of the spectrometer to maintain a
He environment and allow access inside (plate not shown). The entrance
and exit apertures are shown from the front without the internal shielding
in place.

2-D position sensitive x-ray detector. The background x-ray counts are reduced in

the current spectrometer geometry by using anisotropic nature of the elastic scatter.

The minimum scatter occurs in the plane of x-ray polarization, which is the plane

where the electric field of the x-rays are oscillating. In this plane, and at an angle

of 90 degrees from the incident x-ray beam, the theoretical elastic scatter off a point

source goes to zero. This spectrometer design is built around that angle to reduce the

number of scattered photons accepted into the entrance aperture. The tight focus

eliminates background signal by using internal apertures and an area detector to

reject photons outside of the focal line. A single large x-ray optic ensures that tight

internal apertures can be used while maintaining the large solid angle 23.6 mSr.

Because of the large collection angle and focusing geometry, the spectrometer

increases the recorded signal and increases the speed of elastic scatter calibration

which was previously prohibitive. Like the miniXS, this system is easily integrated

into most beamlines by a simple two-step process of 1) aligning two eyelets (see Figure
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4.6) to the x-ray beam and 2) scanning the sample upstream and downstream to find

the center alignment for the entrance aperture. The second step can be replaced by

a short focal depth camera and a 3-D printed mid-plane alignment tool which uses

the same dowel pin holes as the alignment eyelets.

The spectrometer was 3-D printed using VeroBlackPlus RGD875 material, which

does not to have any detectable x-ray fluorescence at 10keV. The space inside of the

spectrometer is isolated from the environment using a thin Kapton window for the

entrance and exit apertures and a constant He flow.

Total production costs for the analyzer was <$500 U.S., most of which is in

the cost of the aluminum base, whereas the solid angle equivalent would require

∼4 spherical analyzers, 100 mm diameter with 1 m radius curvature, each typically

costing approximately $10,000 commercially. This setup also does not require the

additional cost for motors since the single optic is left stationary. While the helium

chamber was printed using prototype (i.e. 3-D printing) technology for more flexibility

and adaptability, cheaper methods could also be employed in future designs. Both the

miniXS and this spectrometer feature a cost effective design, with this spectrometer

having the additional compatibility with stripline detectors, such as the Mythen 1k.

Stripline detectors are usually much cheaper ($23,000 U.S. Dollars for Mythen 1k)

than the 2-D area sensitive pixel detectors ($65,000 for the Pilatus 100k). This further

lowers the cost of the complete detection system.

4.5 Methods

Measurements were taken at the Advance Photon Source beamline 20-ID-C. Here

the x-rays were first conditioned after the undulator by high heat load slits which

reduce x-ray flux and protect downstream elements from thermal damage. A long

toroidal mirror was then used at a glancing angle to focus the beam which then goes

through two Si(111) crystals to make a monochromatic beam with an energy reso-

lution of ∆E
E

=1.33x10−4. The beam position from the monochromator is monitored



44

by a diamond beam position monitor from Sydor Technologies. This gives real-time

feedback to the monochromator so as to maintain the incident angle of the beam. The

stabilized beam was then shaped using slits then focused using a set of Kirkpatrick-

Baez (KB) mirrors to a size of ∼100x100µm2. The beam spot size was verified using a

YAG crystal with a Prosilica camera. The beam intensity was ∼5×1012 photons/sec

at 7500 eV.

Calibration of the monochromator was done using a potassium permanganate

(KMnO4) which has a sharp absorption pre-edge feature at 6543.3 eV. Elastic scatter

from the sample was used to calibrate the emission spectrometer in 2-3 eV steps

according to a previously established procedure [92]. The incident beam was tuned

to 7500 eV for all non-resonant measurements and a Pilatus 100k was used to collect

the emission spectra.

All oxides used were purchased from Sigma Aldrich including KMnO4, MnO,

MnO2 and Mn2O3. KMnO4 was used as a powder sealed between two layers of Kapton

tape while MnO, MnO2 and Mn2O3 were prepared as pellets with a concentration of

boron nitride as a binder of 0%, 10% and 12% by weight. These were sealed between

a Kapton tape on the back side and a 4 µm polypropylene window on the front. A

thin plastic sheet, ∼0.5 mm in thickness, was used for energy resolution measurement

using elastic x-ray scatter . All samples were positioned at 45 degrees relative to the

incident beam and the spectrometer entrance aperture.

4.6 Results

The energy resolution of the monochromator, ∆E
E

=1.33x10−4, was then used to

find the resolution of the detection system using the equation

Eres =
√

(FWHM)2 − (Emono)2. (4.8)
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The energy resolution at 6490 eV was found to be 0.13 eV which is consistent

with the theoretical error of 0.14 eV obtained using the energy resolution equations

described in this chapter.

Spectrometer parameters of other Mn spectrometers are herein compared to pre-

vious designs in Table 4.1 including the miniXS [91] and a 16 crystal von Hamos

analyzer built at the Linac Coherent Light source [88].

Table 4.1.
The spectrometer design is reported with an experimental energy reso-
lution and calculated solid angle. Alignment details, focus geometry are
discussed elsewhere (Section 4.7)

Current

Spectrometer

miniXS [91] LCLS - 16

Analyzers [88]

Analyzer Material Si(4,4,0) GaP(4,4,0) Si(4,4,0)

Energy Resolution @ 6490 eV 0.13 eV 0.3 eV 0.55 eV

Solid Angle 23.6 msr 12 msr 165.6 msr

Focused Geometry Yes No Yes

Quick Alignment Yes Yes No

Approximate Cost (U.S.) <$1,500 ∼$1,000 ∼$300,000+

A series of Mn compounds were measured using the new spectrometer. A few

Mn standards are shown in Figure 4.7 which can be compared to those recorded

previously with the miniXS at the Advanced Photon Source beamline 14-ID-B.

4.7 Discussion

The spectrometer described in this chapter has several advantages when compared

to other von Hamos configurations. Some of the main features involved include back-

ground rejection, energy resolution, solid angle, cost, alignment and focus geometry.
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Figure 4.7. Comparison of the new detection system to that of the miniXS
using Mn Oxides. Both graphs are normalized by area between 6470-6500
eV making spectra with a higher energy resolution and lower background
have a higher peak value.

The energy resolution of this particular spectrometer was found to be ∆E
E

= 2x10−5

at 6490 eV and can be further improved by using a Mythen detector with 50 µm

pixel strips (see Figure 4.3) or by using a smaller spot size until it is limited by the

bandwidth of the crystal.

The solid angle of the spectrometer is largely increased due to the fabrication

process which enables large wafers to be used. As can be seen in Table 4.1 the solid

angle is ∼2x that of the miniXS design. The solid was calculated to be twice that

of the miniXS at 23.6 msr which is extremely high for a single crystal spectrometer.

While the solid angle is smaller than that of large multi-crystal spectrometers [86,88],

multi-crystal von Hamos systems generally suffer from reduced energy resolution,

costs, difficult alignment, also provide little space for any apertures to reduce back-

ground. As these multi-crystal setups can be quite large, occupying a large space

in the beamline hutch or vacuum chamber, they are not very easy to deploy into
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different time resolved beamlines based or on multipurpose beamlines unless they are

strongly considered in the permanent setup. This new spectrometer, however, shows

the same simplicity of easy beamline integration as the miniXS designs [91].

One of the main features of the miniXS spectrometers was the cost, since there

are only diced wafers placed on a 3-D printed scaffold, the majority of the price is

the prototyping material. Similarly, this spectrometer has few costs due to the fixed

geometry and the fact that it only uses a single large analyzer. This design is also

3-D printed and the fabrication protocol is simple and effective. This simple design

also allowed for a larger unobstructed space around the sample, allowing a liquid jet

to be used, whereas the previous miniXS did not accommodate such improvements.

While Mn oxides showed the proof of concept of the spectrometer, the ability to

measure small shifts in FM of dilute samples was also tested at room temperature.

Two samples, [MnIV(OH)2(Me2EBC)]2+ and [MnIV(O)(OH)(Me2EBC)]+ [94], were

measured to give insight into the changes that occur to a central metal atom when

the ligand character has small changes (i.e. OH− to O). These subtle changes were

used to understand shifts in more complex system using non-resonant XES as outlined

in Chapter 5.

4.8 Conclusions

The spectrometer outlined in this chapter allows for the recording of dilute sam-

ples by higher solid angle capture of fluorescence, high energy resolution and high

background rejection. This system is also an effective tool for integration into most

beamlines using a simple method of alignment. As a cost effective solution this

spectrometer can be used at synchrotron, as part of the user equipment or for mul-

tipurpose beamlines, or with lab-based sources. Costs are further reduced for the

complete detection system as this spectrometer only requires a 1-D position sensitive

x-ray detector, or stripline detector, which are a fraction of the cost of 2d position

sensitive x-ray detectors. As a prototype, the solid angle is a factor of 2 higher than
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the miniXS spectrometer designed to record Mn Kβ emission. This system also al-

lows for more space around the sample for easier integration of new sample delivery

methods.



49

5. XES of Biomimetic Compounds and Validation of

Spectrometer Performance

The spectrometer discussed in the previous chapter was designed to improve effi-

ciency for measure dilute metalloproteins (such as PSII) by increasing the solid an-

gle that captures emission while maintaining a high energy resolution. However,

due to the spectroscopic signal of PSII being extremely dilute, we chose to first

test the spectrometer’s capability by measuring the two biomimetic compounds,

[MnIV(OH)2(Me2EBC)]2+ and [MnIV(O)(OH)(Me2EBC)]+. Through the measure-

ments of these two biologically relevant compounds, we verified the performance of

the spectrometer when recording samples of limited volume which result in small

spectroscopic shifts, while identifying changes between MnIVOH vs MnIV=O.

5.1 Introduction

X-ray emission spectroscopy is often used as a probe of oxidation state changes

for a specific element in a sample. This can be important for metalloproteins in

particular as the metal content is low but can still be probed directly. Time resolved

measurements following oxidation state changes enable the capturing of transient

states or to understand the mechanisms at play during their function. For example,

the OEC is the catalytic center in PSII responsible for splitting water in plants.

As has been mentioned in previous chapters, gaining a clearer understanding of the

changes in the electronic structure of this Mn4Ca cluster, is essential to the future

design of efficient artificial photosynthetic systems.

As the OEC in PSII has four separate Mn atoms, changes in oxidation of any one

atom will result in a comparatively small shift in the Kβ1,3 mainline. To test the

feasibility of detecting such a small shift reliably, we use two standard compounds
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[MnIV(OH)2(Me2EBC)]2+ and [MnIV(O)(OH)(Me2EBC)]+. As these compounds had

a significantly higher Mn content than metalloproteins this enabled a faster feedback

for the system.

Additionally, through measurements of these two samples we can estimate the

changes a single deprotonation event can have in the emission signal for PSII as

the two compound are identical except that the first compound contains a MnIVOH

fragment while the second contains a MnIV=O fragment. Of particular note is the

report of the possibility of the MnIV=O fragment being involved in the role of oxygen

formation during water splitting [12]. By comparing the spectroscopic signatures

of previously obtained PSII and the biomimetic compounds, we see that a similar

nominal spin is obtained in both cases.

5.2 Methods

5.2.1 Sample Preparation

Using the spectrometer described in Chapter 4, x-ray emission spectra were col-

lected at room temperature from two Mn complexes namely [MnIV(OH)2(Me2EBC)]2+

(1) and [MnIV(O)(OH)(Me2EBC)]+ (2) [95, 96] (Me2EBC = 4,11-dimethyl-1,4,8,11-

tetraazabicyclo[6.6.2]hexadecane), see Figure 5.1A in the results section. Each sample

was delivered in 8 mM solution via a liquid jet of diameter ∼500µm. The method

published by Yin et al. [96] for creating Compound (1) was followed, then the result-

ing precipitate was dissolved in water at pH4.4 and adjusted with NaOH to generate

(2) at pH 8.4.

All of the oxides used in this experiment were acquired from Sigma Aldrich includ-

ing MnO (Cat. No. 377201), Mn2O3 (Cat. No. 463701), MnO2 (Cat. No. 243442)

and KMnO4 (Cat. No. 22346). The powder KMnO4 was sealed between two layers

of Kapton tape. The other oxides, MnO, MnO2 and Mn2O3, were prepared as 1cm

diameter pellets with boron nitride composing 0%, 10% and 12% by weight respec-

tively. These pellets were sealed between a 4 µm polypropylene window and Kapton
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tape. Mn oxide pellets were oriented at an angle of 45 degrees relative to the incident

beam and the entrance aperture of the spectrometer.

5.2.2 Beamline Parameters

XES measurements were taken at the Advanced Photon Source beamline 20-ID-C.

Focusing of the beam was done using a long toroidal mirror. A monochromatic beam

with an energy resolution of ∆E/E=1.33 10−4 was created using two cryogenically

cooled Si(111) crystals. A potassium permanganate (KMnO4) was used to calibrate

the monochromator by using the pre-edge feature at 6543.3 eV.

5.2.3 Sample Delivery and Data Collection

The sample was delivered as a liquid jet which cycled 15 mL of the sample volume

every 15 seconds. This was done with both samples (1) and (2) at room temperature.

The XES measurements were collected within the first 10 seconds of continuous x-ray

exposure as a series of 100 exposures of 100 ms. Subsequent cycles of the jet were

used for an in situ spectrometer calibration using 2 eV steps of the monochromator

beam. The x-ray beam spot was slit down to ∼100×100 µm2 was and an incident

flux of ∼5×1012 photons/sec was used for the oxides and an Al film was used to

attenuate the beam to ∼5×1011 photons/sec for samples (1) and (2). The incident

photon energy for all XES measurements was 7.5 keV. To limit x-ray induced changes

to the electronic structure, samples received a dose of only 140 Gy (a factor of 100

less than that required to damage the sensitive PSII) [97].

5.3 Results

5.3.1 X-ray Emission Spectra

The XES spectra of the two Mn compounds exhibit a slight shift of 0.07eV, Fig-

ure 5.1. This provides critical information of how other factors besides the formal
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Figure 5.1. (A) Diagrams of the Me2EBC ligands,
[MnIV(OH)2(Me2EBC)]2+ (1) and [MnIV(O)(OH)(Me2EBC)]+ (2).
(B) Room-temperature Mn Kβ XES spectra of (1) at pH = 4.4 and (2)
at pH = 8.4 in aqueous solvent. Inset are the spin densities of those
compounds (from DFT), which show a shift of electron density to the
oxygens upon deprotonation. This difference in electron density gives
rise to the observed spectral shift.

oxidation state affect the MnKβ spectral positions. This is evidence that upon de-

protonation, the electron density shifts which changes the observed spectra.

5.3.2 Nominal Spin Assignment

XES is commonly analyzed by changes to a first moment. The first moment stems

from shifts in the Mn Kβ1,3 line and are calculated as FM= ΣiIiEi/Ii, where Ei is

the emission energy and Ii is the intensity of the spectrum at that energy. The Kβ1,3
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Figure 5.2. To understand the relationship between the nominal spin and
the first moment energy (or IAD), a linear fit is created from the known
values of Mn oxides in three different oxidation states. With each fit,
the nominal spin of selected S states and the complexes (1) and (2) were
found.

spectral feature is in the 6485-6495 eV range. All spectra were smoothed using 9-

point boxcar averaging which corresponds to a 0.9 eV range. A linear background

was then subtracted across the energy range of 6470-6500 eV by using a linear fit to

the first and last five data points in the range (0.5eV). Similar to the first moment

analysis, another measure of the data is the integrated absolute difference (IAD). For

the IAD values reported here, MnO was used as the reference see Section 3.2.5 for

further discussion of IAD. The values for both the first moment and the IAD data

are listed in Table 5.1.



54

The IAD and the first moment analysis have been shown to be a good estimator

of the nominal spin of a sample [57]. By carrying out a linear least-squares fit to

Mn oxide data, a linear relationship can be formed between the first moment or IAD

value and the known nominal spin, Figure 5.2. The linear fits obtained had an R2

= 0.99 for the first moment and R2 = 0.98 for. This linear dependence was used

to predict the nominal spins for (1) and (2), Table 5.1. The expected spin value for

each of these MnIV ions is S=3/2. The nominal spin value for(1) is in good agreement

with the expected value of 1.5 for a MnIV ion (1.52 or 1.53 for first moment and IAD

respectively); however the nominal spin value of (2) starts to deviate significantly

from this value (1.41 or 1.36 for first moment and IAD respectively).

5.3.3 Comparing Results with DFT

To better understand the the different spin values for the two compounds despite

their identical oxidation state, DFT calculations following the methodology outline

previously [95], were calculated (see atomic positions in Appendix B). Formation of

the MnIV=O fragment was shown to result in a redistribution of charge and spin in

the complex.

Recognizing that different ligands affect the nominal spin (and thereby the energy

spectrum) of a compound isn’t new. Previously, two Mn compounds with MnIII/MnIV

oxidation states showed a first moment difference of ∼0.14 eV based on their ligand

environment [98]. DFT calculations were used to attribute the difference to a nominal

average spin difference of 0.07 eV between the two compounds. Here, DFT analysis

closely matches our experimental results by confirming a significant difference in the

calculated nominal average spin for [MnIV(OH)2(Me2EBC)]2+ (ρ=2.98; 1.49) and

[MnIV(O)(OH)(Me2EBC)]+ (ρ=2.54; 1.27) (See Figure 5.2, Table 5.1).

Here we note that the Mn Kβ XES results represent different yet complementary

results to those obtained earlier during XANES analysis [95]. XANES analysis of

the pre-edge region showed considerable differences between the two compounds. A
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sharp pre-edge feature was shown to exist for the MnIV=O fragment due to the strong

mixing of the oxygen p orbitals with those of the Mn 3d orbitals as is typical found for

MnIV=O fragments [99, 100]. Contrary to the sharp changes in the pre-edge feature,

the rising edge for Mn K-edge XANES of (1) and (2) are nearly indistinguishable,

based on the lack of change in oxidation state. Mn Kβ XES, however, does change

according to the nominal spin of the Mn center, Figure 5.2, Table 5.1. The change

in first moment of 0.07 eV then corresponds to the formation of a MnIV=O with

reduced nominal spin. As a result of this MnIV=O fragment, the main line of the Mn

Kβ emission spectrum is shifted to a detectably lower energy.

Table 5.1.
Experimental values for the first moment and IAD calculations based on
the Mn Kβ1,3 XES and DFT results. Errors in parenthesis are standard
errors of the mean with a sample population of 100 (i.e. the first moment
was calculated for each exposure). Errors in spin are calculated using the
linear fit and the error in measurement.

First Moment IAD DFT

Experiment Spin* Experiment Spin* Spin

1 6491.04 (0.02) 1.52 (0.03) 0.31 (0.003) 1.53 (0.009) 1.49

2 6490.97 (0.007) 1.41 (0.01) 0.37 (0.001) 1.36 (0.003) 1.27

∆ 0.07 (0.02) 0.11 (0.03) 0.06 (0.003) 0.17 (0.009) 0.22

*Spins are predicted from fits shown in figure 5.2.

5.4 Interpretation of spectroscopic signal

These results are interesting in the context of water oxidation mechanisms. In Ru-

based water oxidation catalysts, a highly oxidized Ru=O species plays an important

role in O-O bond formation [101–105]. Many have anticipated a similar mechanism in

photosynthesis, yet a MnIV=O intermediate has not yet been detected for the OEC.
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The S3 state is the most oxidized state of the Mn4Ca cluster, and EXAFS) [29,30] and

femtosecond crystallography, [10,11,14] have indicated that the S3 state is associated

with many structural changes, but less is understood about its electronic structure.

Based on a small first moment shift in the recorded Mn Kβ XES spectra, Messinger

et al. concluded that the S2-S3 transition must involve a ligand-centered oxidation

rather than a Mn-centered oxidation [18]. Similarly, recent room temperature XES

measurements of the S3 state have been interpreted as oxidation of the five coordinate

MnIII to a six-coordinate MnIV during the S2-S3 transition [28] but there is still much

debate about this state, see Section 2.3.3.

For comparison purposes, previous results of the first three S states of room tem-

perature PSII [106] are added in Figure 5.2. Results for the S3 state lie in between

the values for compounds (1) and (2). This indicates that an all MnIV redox con-

figuration is plausible for the S3 state, Figure 5.2. Additionally, the formation of a

MnIV=O is still plausible given a similar shift in XES between the S2 to S3 state,

shown in Figure 5.2, in the same direction. While combining oxidation to the MnIV

state and Mn=O formation would create a larger shift than the formation of MnIV by

itself, the possibility of the simultaneous changes are not excluded given the reduced

magnitude of shift for a system in which one in four Mn atoms being affected by the

change and simultaneous changes in structure (possibly coordination) which will also

result in a change in localized spin density.

5.5 Conclusions

The impact of this experiment is two-fold:

• To improve our interpretation of spectroscopic signals when measuring Mn-

based metalloproteins such as PSII.

• To show the efficacy of the spectrometer described in the previous chapter.

By measuring the two similar biomimetic complexes [MnIV(OH)2(Me2EBC)]2+ and

[MnIV(O)(OH)(Me2EBC)]+, we were able to verify the ability of the new spectrome-
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ter in measuring small spectroscopic shift. The small shift of 0.07 eV between the two

compounds confirms that ligand environment affect the local spin density which in

turn affects the spectroscopic signal. While it remains unconfirmed, our data suggest

an all MnIV OEC in S3 is plausible and a model containing a MnIV=O redox con-

figuration in the S3 state of photosystem II is also possible, though a simultaneous

reduction in localized spin density through structural rearrangement would have to

occur.

The XES spectra of the two compounds show a small shift of 0.07 eV, Figure 5.1.

As described in the previous chapter, the benefits of this spectrometer include more

background rejection and better energy resolution for the recorded energy range of Mn

x-ray emission. More importantly, however, is the 2 fold increase in solid angle capture

that a single analyzer spectrometer was able to achieve. This success of this prototype

led to the development of multiple analyzer spectrometers as is discussed in the next

chapter. Additionally, the sample delivery method would not have been achievable

using the previous spectrometer design. This is due to the lack of space between the

x-ray/sample interaction point and the reflected x-rays from the crystal surfaces. This

increase in sample space opens new possibilities for an a simple automated design for

sample delivery of metalloproteins.
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6. Time Resolved X-ray Spectroscopy Instrumentation

6.1 Introduction

As explained earlier, X-ray emission spectroscopy (XES) is a valuable technique

that can give bulk information about the electronic structure and, depending on the

emission lines recorded, can be used to identify the oxidation state, ligand type and

covalency of specific elements [57, 107, 108]. The development of X-ray free electron

lasers (XFELs) [109–114], more advanced synchrotron beamlines [115–117] and high

power benchtop laboratory based sources [118–120], has greatly increased the avail-

ability and options of using XES to probe electronic structure. As the number of

sources has increased, so has the demand for X-ray emission detection and sample

delivery systems that are cost effective and customizable.

Though useful, XES is not without its challenges. Signals are inherently weak due

to fluorescence being a secondary process, analyzer dispersion limiting throughput

and small solid angle capture. This is problematic in and of itself but this issue is

only amplified in cases where samples are dilute or x-ray sensitive (typically both in

the case of metalloproteins). In an effort to improve the signal, large arrays of crystal

analyzers have been used to maximize solid angle capture [121]. While this method

is useful for facilities with dedicated setups and larger budgets, this is unrealistic for

smaller laboratories with limited funding and/or physical space. In some cases energy

resolution can be sacrificed by using highly annealed pyrolytic graphite analyzers

with increased reflectivity but this comes at the cost of a dramatic loss of energy

resolution [122,123]. These systems then become a delicate balance between trying to

have the capacity to measure a spectrum and the resolution to interpret the spectrum.

Here a spectrometer designed to maintain a high energy resolution and still collect

high amounts of signal using new cost effective analyzer fabrication process described



59

in Chapter 4 is outlined. We created a new cost effective analyzer fabrication process

that increased the solid angle collection. After our success with a single analyzer

spectrometer, we then improved our original design to increase the detection area

even more by using multiple analyzers in the spectrometer without the need for motor

alignment of each crystal.

Another common problem of TRXES is the ability to reliably replace sample. The

most common method of replenishing photoactive samples measured at XFELs is the

use of a liquid jet. As the sample jets towards the interaction region, the sample

is excited with a laser pulse. The x-ray probe delay is adjusted by adjusting the

timing sequence and the distance above the x-ray interaction region the laser excites

the sample. This method of delivering sample can be extremely wasteful with large

portions of the sample passing the X-ray interaction region without measurement.

A newer system previously developed overcomes many of these deficiencies by using

an acoustic droplet ejection system to deposit drops of sample on a thin film [124].

The film is then moved to a predetermined location for both the pump and probe

excitations. We improved upon that design and created a system with a much lower

price point and doesn’t require acoustic ejection. Our system is fairly compact and

can be easily transported and integrated into hard X-ray beamlines or with sources

in the lab. Applications of this system are particularly useful for liquid samples that

are X-ray sensitive, or limited in volume

6.2 Multi-Analyzer X-ray Emission Spectrometer

While the previous prototype worked for most samples, metalloproteins are known

to be dilute and give exceptionally weak signal, so a spectrometer with three ana-

lyzers was designed. The new spectrometer was built in a similar manner to the

previous spectrometer [125], see Chapter Spectrometer, with the distinction that the

3D printed case has built in locations for three analyzers, Figure 6.1. These crystals

are oriented such that the reflections of each crystal are parallel, but do not overlap,
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on the detection surface. The crystals are fixed inside the spectrometer so that no

motorized alignment is required. This limits the spectrometer to a single emission

range, Mn Kβ in this case, however it also improves the ease of integrating into any

beamline since the system is independent of internal motors and is already fixed at the

optimized geometry. The entrance and exit apertures are covered with a thin Kapton

film to reduce scattering and absorption but maintain a He environment inside. A

large access port in the back is sealed with an O-ring and a thick plastic cover. The

holes around the gasket were filled with metal inserts to obtain 2-56 threaded holes.

In order to reduce the x-ray scattering by gas inside the spectrometer, a low constant

flow of Helium is supplied. To record the data of a three crystal spectrometer, a 2D

position discriminating X-ray detector is required. For our Mn Kβ spectrometer, we

used a Pilatus 100k (Dectris).

Exit Aperture

Entrance Aperture

Dice Von Hamos
Analyzers

Kβ
1,

3
Kβ

’

A) B)

10 cm

Figure 6.1. A) A picture of our 3D printed spectrometer with the three
von Hamos Analyzers inside. Analyzers are colored orange for easy dis-
cernment. B) Emission spectra from MnO taken with Pilatus 100k. The
two outside spectra were dispersed by analyzers with 100 µm strips and
the center spectra was dispersed by analyzers with 75 µm strips.
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6.3 Sample Delivery System

To improve our ability to efficiently and reliably deliver PSII sample in our ex-

periments, we developed a new sample delivery system. This system can be run in

two different modes: 1) deposit nanoliter droplets of liquid sample on a thin film

(similar to a system used at the Linac Coherent Light Source [124]), or 2) deposit

a continuous stream of liquid. This system is particularly useful for samples with

small volumes or where the sample is easily damaged during measurement, similar to

PSII. This cost effective design of this delivery system makes it a practical solution

for liquid based samples. This system’s simple automation makes it a great resource

for experiments using both synchrotrons and benchtop based sources. The physical

system can be described in three distinct parts: 1) the syringe pump, 2) deposition

system and 3) film replacement. For stepper motor (StepperOnline part #17HS19-

0406S and 17HM19-0406S) control and timing, an Arduino microcontroller was used.

6.3.1 Syringe pump

The syringe pump system uses a stepper motor mounted to a trapezoidal thread

lead screw to convert rotation (0.9 degree per step) into a linear motion. The syringe

is firmly mounted to the base plate and the plunger was pressed by the L beam with

each micro step taken (see Figures 6.2 and 6.3). The sample was then transported to

the deposition system nozzle using a 19 gauge PTFE tubing with Luer lock connector

(Hamilton item # 90619). A smaller diameter nozzle (0.016 in. ID 0.035 in. OD) was

taken from a plastic syringe needle (JensenGlobal part number # JG22-0.5XPRO)

and glued inside the end of the tubing to produce smaller droplets.
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A)

B)

C)

50 mm

100 mm

50 mm

Figure 6.2. A) Top view of syringe pump system including a stepper
motor driving a lead screw which translates a metal L-beam to push the
plunger on the syringe. Rigid clamps on the syringe and motor not shown
for clarity. B) Side view of the tapper assembly (also called the deposition
system) is shown with the rotary arm mounted to a three axis stage and
holding the plastic nozzle that deposits the sample (in the thin tube)
onto the film. C) Side view of the roller assembly is shown with a roll of
thin film (right), a Teflon sheet with 25 cm radius of curvature, and the
motorized roller for collecting the film (left).3D printed pieces (red) give
the Teflon its curvature. Also, springs are shown on top of the thin film
roller which can be compressed to vary the tension in the film.
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6.3.2 Deposition system

The deposition system uses a stepper motor to rotate an arm which holds the

nozzle, Figures 6.2 and 6.3. When depositing individual nanoliter droplets (rather

than a continuous stream), the aluminum arm rotates in and the plastic nozzle lightly

taps against the thin film (impact of the nozzle should be barely visible). The sample

adheres and a small droplet is left as the arm returns to its original position. The noz-

zle size, the syringe pump step size and rate all determine the sample spot size which

we tuned to be approximately 400 µm in diameter. When running with a continuous

stream, the nozzle is left in place so that it only lightly touches the substrate. For

alignment purposes, the arm/stepper motor system is mounted on a manual 3 axis

stage. This allows fine adjustments to the sample position on the film without the

need of moving the whole system, and thereby possibly changing the plane in which

the film is maintained. This also allows minor adjustments to be made to ensure a

soft contact between the nozzle and film.

Figure 6.3. The complete sample delivery assembly is shown.



64

6.3.3 Film Replacement

A thin film of 3.6 µm was used as the substrate for sample transport. Either

Mylar or polypropylene was found sufficient. The film was purchased (Chemplex) in

63.5 mm wide rolls. Each roll was cut using a razor blade firmly mounted to a lathe

using slow speeds. The resulting strips were 1-1.5 cm wide. Once cut, the roll is

placed over a rod whose diameter is slightly smaller than the internal diameter of the

film roll. The film is pulled so that it rubs against a Teflon sheet. The sheet is forced

to a 0.25 m radius of curvature by mounting it to a 3D printed piece. A 12 mm x 20

mm window in the Teflon was cut as the interaction point where the nozzle deposits

the sample on the film. The curvature of the Teflon ensures the film is tight as it is

slowly pulled around a winding spool. The spool rotation is actuated by a stepper

motor. The winding spool has a large diameter which ensures only slight variations

to the spool width as the film is collected over time, thus preventing film loss due to

over stepping. Each roll of film contains 6 strips of ∼10 mm strips which corresponds

to 0.25-0.5 million drops. During measurement these films gave virtually no visible

x-ray scattering.

6.3.4 Software control

The Arduino Uno was used for timing the sequence of events during sample deliv-

ery. Motor stepping was also controlled by the Arduino with an Adafruit Motorshield

with a 12 V powersupply. For our setup, the Arduino activates a sample delivery se-

quence when it receives a high TTL signal. The sequence consists of 5 stages: 1)

the syringe pump is activated, the thin film is moved and the nozzle starts to ro-

tate simultaneously, 2) the arm rotation speed is reduced so that the nozzle makes

a soft impact with the film after all other motors finish, 3) after sample deposition,

the nozzle returns to its original position 4) a TTL signal is optionally sent to open

any optical or X-ray shutters which were closed by the same TTL received initially

by the Arduino to start the sequence and 5) wait for another signal to repeat. For
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the current setup, sample delivery can be operated at 10 Hz. Faster frequencies are

possible if the nozzle arm motion is reduced or if the motorshield, which is limited

by the I2C communication, is replaced by a faster system. Microstepping throughout

this sequence was necessary to reduce vibrations and control the nozzle impact. The

syringe pump should also be set to microstep if nanoliters droplets are desired.

6.4 Conclusions

As the availability of x-ray sources capable of XES continue to increase, so will

the demand for x-ray spectrometers and sample delivery tools. A 3D printed x-ray

emission spectrometer was developed with von Hamos analyzers fabricated following

the protocol outlined in Section 4.3. This spectrometer system is a cost-efficient way

to detect x-ray emission lines with high efficiency (factor of 6 greater solid angle

over miniXS). This design permits advanced customization while maintaining a low

price point and by using the analyzer protocol, can be reproduced for any energy

range, given the availability of crystal wafers. By using a fixed geometry inside a He

chamber, this system easily integrates into beamlines and laboratory sources for XES.

The space around the sample interaction region also allows for the compatibility of a

larger range of samples, sample environments and sample delivery systems.

A new automated sample delivery system was also developed. With this setup,

sample can be delivered as nanoliter droplets or as a continuous stream or onto a thin

film for measurement. This system eliminates waste of liquid samples, automatically

replaces spent sample with fresh sample and provides no background scattering, all

useful when dealing with metalloproteins. The subsequent chapters will give insight

into the capability and results of using these new tools.
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7. Time Resolved X-ray Absorption Spectroscopy of

Photosystem II

7.1 Introduction

In this chapter a system for performing time resolved x-ray absorption spec-

troscopy (TRXAS) and its application to PSII is outlined. The setup described

enables µs recording of the absorption spectrum using the partial fluorescence yield

methodology(see Chapter 3). In this manner, kinetic traces were obtained for x-ray

absorption using a single incident x-ray energy at a time. These traces are useful in

observing electronic structure changes in the target atom in operando. This is par-

ticularly useful for metalloproteins as they are often involved in catalytic functions

and the element specificity of this measurement type allows the isolated spectroscopic

measure of metal centers inside a large organic framework.

As mentioned in Chapter 2 the Kok cycle in PSII consists of a series of distinct ox-

idative states and results in the splitting of two waters to form diatomic oxygen. The

OEC and its surroundings in each S-state transition, triggered by photon absorption,

donates an electron to a nearby tyrosine. The system cycles through a series of four

flashes (1F-4F) before returning to the initial state. A Mn centered oxidation occurs

during the S1-S2 majority, or 1F, transition and debate has arisen about the nature

of oxidation in the 2F transition. The only redox effects during the 3F reported by

TRXAS has been that of reduction back to the original state (S0 majority) after an

initial lag phase. Here we examine each of these transition using TRXAS of the Mn

K-edge using 1µs time resolution to achieve the following goals:

1. Prove the functionality of the sample delivery system for time resolved mea-

surements of metalloproteins in solution.
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2. Evaluate the validity of time resolved studies of photosystem II without the use

of a preflash.

3. Verify the previous results for redox behavior during the Kok cycle.

4. Compare models for different kinetics not considered in the previous reports.

[1, 47]

7.2 Experimental Setup

7.2.1 Beamline Parameters

TR-XAS measurements were performed at the beamline 20-ID-C at the Advanced

Photon Source. The x-ray beam first goes through high heat load slits which will pro-

tect downstream elements from damage. After that, a long toroidal mirror was used

to focus the beam which was monochromated by two Si (111) crystals. The beam po-

sition from the monochromator was monitored by a diamond beam position monitor

from Sydor technologies. The feedback system was used to automatically adjust for

minor temporal variations, such as d-spacing changes from temperature. The stabi-

lized beam was slit to a spot size of ∼300x300 µm2. The beam spot size was measured

using a YAG crystal with Prosilica camera focused on the x-ray spot. Beam intensity

was monitored by the diamond beam position monitor and ion chambers filled with

He gas both upstream and downstream of the sample. The beam was attenuated to

prevent sample damage by using thin aluminum foils upstream of the beam shaping

slits. Damage studies were performed to ensure that the x-ray illumination of the

sample will not induce changes in edge position during the exposure period. Previous

work done to estimate the damage threshold was used to estimate our maximal dose

delivery [97]. Damage studies were also verified with in situ measurements for each

beamtime. An x-ray energy of 6551 eV was used for all studies shown here.
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Calibration of the monochromator was done using potassium permanganate (KMnO4)

which has a sharp absorption pre-edge feature at 6543.3eV. The calibration was stored

and used to align excitation energies from different beamtimes.

7.2.2 Sample Delivery

At the beamline, the thylakoid membrane fragments stored as a pellet at -80 c

(see appendix A) were mixed with a 1 to 1 volume sucrose buffer (pH 6.0) with

500 µM PPBQ. The pellet was resuspended with a paint brush and loaded into a 3

mL syringe. The sample was filled and delivered according the the sample delivery

system outlined Chapter 6. The sample was replaced after a full kinetic trace was

completed while x-rays and laser shutters were closed by the Arduino. While the

sample replacement was carried out in 220 ms for these measurements, it was later

optimized to perform sample delivery in under 90 ms allowing for 10 Hz continuous

operation. Another improvement made to the sample delivery system after these

measurements was the injector nozzle. In earlier versions a tapered plastic nozzle

with a 250 µm diameter hole was used instead of a short section of the plastic needle

tip with a 400 µm diameter hole as described previously.

7.2.3 Timing

This setup requires synchronization of the laser, stepper motor to refresh the

sample, laser diode, and x-ray detector as depicted in Figure 7.2. Typically our mea-

surements were recorded in the 324 bunch mode used at the APS, which means there

were 11.37 ns between x-ray pulses. Since our measurements were recorded with 1 µs

resolution, synchronization to x-ray pulses was not required. To achieve synchroniza-

tion, a function generator was used to create a 10 Hz clock which drives the system.

This 10 Hz signal was used to trigger the laser’s flash lamp and delay generators

which trigger the Q-switch (laser output), stepper motor (for sample refreshing), and

gate for the 1 MHz signal that provides 1 µs resolution for data collection. X-rays
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Figure 7.1. Diagram of the electronic timing setup with the 10 Hz Function
Generator setting the clock used for all timing.

were recorded using silicon drift detectors and laser pulses were recorded by an op-

tical diode. These signals were recorded using synchronized digital pulse processors,

known as an xMap card, and stored as time-stamped photons which can be used to

reconstruct kinetic traces. Synchronization with the motor was verified by stopping

the 1 MHz clock used to time-stamp photons, creating a single bin with a longer dwell

time and photon count, immediately before motor motion.

7.2.4 Excitation Scheme/Laser setup

The laser illumination was done using 2 fiber optics focused to a FWHM ∼500 mi-

cron diameter focal spot on the sample with a power output of ∼500 µJ (4 mJ/mm2)
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each during a 5-8 ns pulse. Both sides were illuminated with an angle of incidence

of the laser being ∼10 degrees offset from the x-rays. The front laser/x-ray overlap

was verified using a YAG scintillator with an optical camera. Additionally a second

fiber optic coupled from the same laser was positioned to overlap with the position of

the first and x-rays using a piece of burn (photoactive) paper. Overlap on the sample

with the same vertical height as the x-ray beam ensures overlap between the three

beams. The interaction region was fixed in space using a short depth of focus (∼50

µm) camera. The sample deposition was easily adjusted to deposit in the interaction

region for the laser/x-ray overlap using the manual stage, see Section 6.3. During

measurement, the sample stayed in a lead tape covered nozzle which rotated in to

deposit the sample just before measurement.

10 Hz Signal

Arduino Trigger

Laser Q-Switch

470 ms
270 ms

60 ms

1 ms
475 ms

X-ray Shutter
70 ms15 ms 30 ms

~300 µs delay after 10Hz

475 ms

475 ms

Laser Shutter
(Ardunio Controlled)

X-ray Shutter
(Ardunio Controlled)

260 ms

260 ms

324 ms

65 ms

65 ms

100 ms

XMAP Gate
(1MHz Signal)

Figure 7.2. Diagram of the timing sequence that runs the experimental
setup. Note that the laser shutter is open when high and the x-ray shutter
closes when either of the two signals are high (5 V).
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7.3 Data Processing

The raw kinetic trace of absorption was collected with a resolution of 1 µs with

each trace being aligned by the signal from the diode recording the laser flash. Data

processing of the traces consisted of 4 steps: 1) Data were binned (20 µs) 2) An

estimation for the variance in the signal was calculated, 3) a linear background was

subtracted and 4) offset was incorporated. The data were binned by summing the

data around the center point and splitting the endpoints to their nearest neighbors.

Estimation of the variance in the signal was done using 1000 points (1 ms) of data

just before each corresponding laser flash. The linear background was found by a

least squares fit to 5 ms of data after the initial kinetics (considered to be 3 ms for

all data except 3F, which used 6 ms) and subtracted from the signal. The zero point

for each fit was defined as the average of the 1000 points (1 ms) just before the laser

flash and was used as the initial point for the kinetic traces. The models were then

fit to the first 3 ms of data after the flash for all transitions except 3F, which used 6

ms.

7.4 Models Considered

Here we considered five models to explain the 3F transition, S3-S0 state transition

majority, kinetics. The first consideration was an obvious one consisting of a transition

of a sample population A to that of B. The rate equation for this model was then

simply written as

A
k1−→ B (7.1)

where k1 is the rate constant for the transition, or one over the time constant τ1, of

a population from state A to state B. The fractional population in state A was then

found by solving the differential equation

dA

dt
= −k1A (7.2)
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whose solution can be easily found to be

A = e−k1t (7.3)

The population B is then simply 1-A given given the conservation of the entire pop-

ulation

B = (1− e−k1t) (7.4)

The change in fluorescent intensity between state A and B is, ∆IB−A, can be written

as

∆IB−A = IB − IA (7.5)

where Ix is the fluorescence of the x state. Here it is important to note that population

A is a distribution of S-states and not all S-states change in going from A to B.

With this we can rewrite the intensity predictions of model 1 as

IM1 = ∆IB−A(1− e−k1t) (7.6)

Note that this model, and all others considered, were offset such that the initial

intensity, IA, is zero and all the OEC centers in the initial state A at time t=0, or at

the time of the 3rd laser flash This kinetic model would suggest that the transition

is actually a one step process from S3 to S0 triggered by the oxidized tyrosine YZ

becoming reduced.

The second model used was very similar to the first except it considers two inde-

pendent first order reactions including Equation 7.1 and

C
k1−→ D (7.7)

In this case Model 2 is written as

IM2 = ∆IB−A(1− e−k1t) + ∆ID−C(1− e−k2t) (7.8)

One interpretation of this model is the mixing of two different populations, S2 and

S3, leading to two independent initial and final states, S2-S3 and S3-S0, which are

both triggered at the same time.
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Both models three and four involve three populations with one intermediate. Here

we assumed a similar system of rate equations with three populations, A, B and C

with two rate equations k1 and k2 as shown:

A
k1−→ B

k2−→ C (7.9)

where population A was the initial state, B was an intermediate necessary for the

formation of C. These lead to the following differential equations:

dA

dt
= −k1A (7.10)

dB

dt
= −k2B + k1A (7.11)

dC

dt
= k2C (7.12)

These equations were then solved to find the fraction of the total population in each

of these states. Assuming k1 not to be equal to k2 the differential equations then

become the following:

A = −ek1t (7.13)

B =
k1(e−k1t − e−k2t)

k2 − k1

(7.14)

C = 1 +
k1e

−k2t − k2e
−k1t

k1 − k2

(7.15)

From these populations we can form two different models. One where the the inter-

mediate doesn’t play an active role in the absorption of the Mn atoms,

IM3 = ∆IC−A(1 +
k1e

−k2t − k2e
−k1t

k1 − k2

) (7.16)

and one where it does,

IM4 = ∆IB−A
k1(e−k1t − e−k2t)

k2 − k1

+ ∆IC−B(1 +
k1e

−k2t − k2e
−k1t

k1 − k2

) (7.17)

In the case of model 3 a passive, in terms of electronic structure, intermediate has been

interpreted as a deprotonation event [1] while results of model 4 were not reported or

discussed.
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One last model was considered which included the passive intermediate for the

S3-S0 and a single first order reaction that matched the fit of 2F-3F written as

IM5 = ∆IC−A(1 +
k1e

−k2t − k2e
−k1t

k1 − k2

) + ∆IE−D(1− e−k2t) (7.18)

where D is treated as the population distribution in 1F, or S2 state majority, such that

the change in absorption during 1F-2F were used to constrain the time constant to

be no more than 2 sigma from the best fit found for the 1F-2F, S2-S3 state majority,

transition.

7.4.1 Fitting procedures

Fitting of the data included the following methods. The python library LMFIT

was used to find the best fit given an input function [126]. The best fit was found by

minimizing the sum of the residuals squared, nonlinear least square fit, while adjusting

the free parameters. The first four models considered were not constrained during

fitting with the exclusion of the time constants being forced to be positive non-zero

values. The final model was constrained based on parameters found for the 2F-3F

state change and is discussed later.

The error for the free parameters in the best fit for each model was then eval-

uated using an F-test regression analysis. This was done by comparing the best fit

model with an alternative model where one of the free parameters is fixed. The fixed

parameter in the alternative model was then tested under a range of values. This

continues until the two models differ enough such that they can no longer be recon-

ciled by the reduced degrees of freedom and that the models are considered different

within some confidence interval. For the data reported in this chapter, the confidence

interval corresponds to a one σ variation (68%) for each parameter. The F-test value

is expressed as

F = (
χ2
fixed

χ2
bestfit

− 1)
N − P
Pf

(7.19)
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where F is the confidence that the two models are statistically different, χ2
fixed and

χ2
bestfit are the chi-squared values for the model with a fixed point and the best fit

respectively, N is the number of data points, P is the number of free parameters in

the best fit and Pf is the difference in the number of free parameters in the best fit

and fixed models. It was also important to note here that the F-test does not exhibit

the same dependence on the way the variance was calculated since variance cancels

out in the ratio of χ2 values.

7.4.2 Evaluation of Fits

The comparison of the quality of fit between the presented models were measured

by both Akaike information criterion (AIC) and Bayesian information criterion (BIC)

[127]. While a reduced χ2 can also be used to judge fit quality, the value of this

parameter was found to be dependent on the range of points used to calculate the

variance. While this led to small variations in the uncertainty, this difference could

offset one model or another to be closer to the ideal value 1, thus requiring a more

robust method for model comparison. While both AIC and BIC depend on the χ2

value, the dependence on the variance will cancel when comparing the difference.

While AIC will find the best fit more often, the more conservative (in terms of a

higher penalty for free parameters) BIC can help against over fitting. Typically both

AIC and BIC are used together and a difference of 4 between the two models is good

indication that the lower value model is a better representation of the data, a value

of more than 6 is strong evidence (95%) in favor for the lower fit.

AIC = N ln(
χ2

N
) + 2Nvar (7.20)

BIC = N ln(
χ2

N
) + ln(N)Nvar (7.21)

Where N is the number of data points, and Nvar is the number of variable param-

eters used in the fit. The equation for χ2 is given as
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χ2 =
N∑
i=1

(Oi − Fi)2

σ2
i

(7.22)

where Oi and Fi are the ith observed and fit values respectively and σ2 is the

variance.

7.5 Results
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Figure 7.3. Time traces binned to 50 µs showing the transitions between
the different states from two beamtimes. The red line indicates the timing
of the laser flash as recorded by the diode and the blue shows the offset
Mn Kα fluorescence intensity. Gaps in data represent where the x-ray
shutter was closed. Flash number is shown as xF where x is the number
of laser pulses. The majority S-state is also shown.

A kinetic trace of undamaged PSII was taken with 1 µs resolution is shown in

Figure 7.3. Across the kinetic trace 5 flashes (1F-5F) of light were used to advance the

sample through all S-state transitions and returning to the S1-S2 majority transition.
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Clearly visible are the different s-state transitions with the prominent S1-S2 majority

transition, or 0F to 1F transition, being the first transition recorded.

This setup is very different than the methodology used previously where a very

large series of wells were individually filled and each one was only used to measure

one S-state transition [1]. Instead we have a constant delivery of fresh PSII to the

interaction point where all S-state transitions are recorded once for each sample. This

greatly reduces the burden of sample preparation for metalloprotein delivery. We note

here that while two beamtimes were used to collect the data shown, less than one

beamtime worth of measurement is represented here. This is due to technical issues

at the beamline and the need for on-the-fly adjustments to the prototype sample

delivery design. The more consistent and stable form of the sample design resulting

from these adjustments is reported in Chapter 6.

To evaluate the advancement of the sample a fifth flash was recorded. By using

the cycle of flashes we were able to cycle through the different S-state majorities until

the initial S1-S2 is reached. By comparing the amplitude of the absorption changes in

the two transitions we can estimate the percent of the initial population transitioning

from the 0F to 1F that also shows up in the 4F to 5F transition four flashes later.

By assuming each state has the same probability of advancement, P, we find

∆I5F−4F = ∆I1F−0FP
4 (7.23)

where ∆I5F−4F is the fluorescence intensity change from 4F to 5F and ∆I1F−0F is

the fluorescence intensity change from 0F to 1F. Since the transitions just before 5F

either have slow opposite changes in absorption, 2F-3F, or have only weak changes,

3F-4F, the contribution to the change in overall fluorescence based on the convolution

of 4F-5F with either of these is ignored.

Given that the intensity changes from 4F to 5F found were between 42-52% of 0F

to 1F, an advancement of 81-85% was found. We do note that our data were measured

without a preflash. The importance of a preflash is to obtain nearly 100% in the S1

state [128]. When left in the dark, both the S2 and S3 transition back to S1 [15].

The population initially in S0, however, will remain in S0 without advancement. For
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samples without a preflash, if we assume a random initial distribution of S-states then

about 25% of the dark adapted population will be in S0 and 75% will be in S1. When

illuminated both the S0 and S1 PSII centers will advance with the S2 and S3 states

transitioning back to S1. This creates a high percentage of S1 as the initial state.

Here we show the convolution of all S-states based on this advancement in Table

7.1. Here we note, that according to this model we achieve nearly the same S3-S0

state transition percent, 43%, in the third flash as the data obtained previously [1],

47%, despite a preflash being performed. This is due to a large population of PSII

centers in that report that do not advance past S2. While it is unclear the cause of

such a high population of states that didn’t advance, it is clear that the method for

advancement and sample preparation is at least matched with previous data for this

important transition.

Table 7.1.
S-state population percentages based on number of flashes is shown. The
advancement model assumes 83% advancement for all states, no double
hits and the initial population of 1F is as shown. All values are rounded
such that slightly more/less than 100% population is found for some states.

S-state Convolution by Flash

S0 S1 S2 S3

0F 25 75 0 0

1F 4.3 33.5 62.3 0

2F 0.7 9.2 38.4 51.7

3F 43.0 2.2 14.2 40.1

4F 41.0 36.1 4.2 18.7

5F 22.5 40.2 30.6 6.7

In Table 7.2 the fits for a single kinetic transitions are given. Here our results are

in good agreement with that reported in literature for time resolved measurements.

This supports the idea of a single step toward oxidation for the 1F state transition.
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For the 2F transition a lag phase was reported using D2O exchange [47] and only a

small lag was found for H2O which indicated a passive intermediate time constant of

20 µs. That such an intermediate can be reliably obtainable H2O after smoothing and

binning to 20 µs is uncertain, however the increase in this delay with D2O substitution

does support the notion of sequential kinetics during this transition. This is in line

with a deprotonation event responsible for the Mn coordination change [33]. Using

the Model 3 for this transition resulted in the best fit collapsing to a single kinetic,

τ 1 becoming zero, and unreasonable uncertainties on all parameters such that we

cannot evaluate this model based on our current uncertainties and bin size. The 3F

transition as a single rate yields a longer than expected time constant and discussed

later. For the 4F transition we also find that the time constants are consistent with

those reported previously and 5F time constant is similar to that found in 1F though

slightly smaller.

Table 7.2.
S-state time constants determined experimentally for electron transfer in
µs. Errors given are in the 68% confidence interval.

Single First Order Reaction Fits

τ1 (µs) ∆IB−A

1F 311 (+27/-26) -0.052 (+/-0.0008)

2F 380 (+60/-50) -0.023 (+/-0.0008)

3F 3600 (+490/-400) 0.052 (+0.004/-0.003)

4F 76 (+65/-53) -0.0083 (+/-0.0007)

5F 228 (+43/-40 ) -0.022 (+/-0.0007)

In Figure 7.4 the best fits for models 1-4 for the 3F transition are shown. Model

1 of a single first order reaction has larger residuals in the first ms of the data leading

to a worse fit quality, an observation supported by comparing AIC and BIC values

obtained for the best fits in Table 7.3. As both AIC and BIC for Model 1 are quite high
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in comparison to the other models we exclude this model from serious consideration.

Through AIC and BIC analysis, the data are best fit by models 2 and 4 which collapse

to become the same function. These seem to account best for the reduced fluorescence

during the first 0.5-1 ms. Model 3, while it has slightly higher AIC and BIC values,

is still considered here as a viable representation of the data due to the large level of

noise in the system.

In Model 2, where two independent single reactions occur, the values obtained

for the best fit are rather extreme. If Model 2 were an accurate representation of

the physical system, the changes in absorption, ∆IB−A, caused by the intermediate

would be larger than that of S1-S2. Use the value within the 68% confidence interval
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Figure 7.4. Best fits found for the four models considered, namely: A)
single first order rate equation, B) two single first order rate equations, C-
D) sequential populations without and with an intermediate that changes
absorption respectively. Note the fits for B) and D) collapse to the same
function. The 3F transition shown here is binned to 20 µs.
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Table 7.3.
The best fit parameters and their uncertainties are shown for the 3F tran-
sition using models 1-4. Uncertainties correspond to a 68% confidence
interval.

Single First Order Reaction (AIC-43 BIC-50)

τ1 (µs) ∆IB−A

Best Fit 3600 0.052

Uncertainty +490/-400 +0.004/-0.003

Two First Order Reactions (AIC-0 BIC-14)

τ1 (µs) τ2 (µs) ∆IB−A ∆ID−C

Best Fit 590 1000 -0.08 0.1

Uncertainty +260/-360 +360/-280 +0.05/-0.13 +1.2/-0.05

Sequential - Passive Intermediate (AIC-10 BIC-21)

τ1 (µs) τ2 (µs) ∆IC−A

Best Fit 1000 1000 0.038

Uncertainty +360/-280 +350/-290 +/-0.001

Sequential - Active Intermediate (AIC-0 BIC-14)

τ1 (µs) τ2 (µs) ∆IB−A ∆IC−B

Best Fit 590 1000 -0.014 0.036

Uncertainty +780/-230 +360/-660 +0.004/-0.032 +/-0.001

of -0.03, or even at 95% with -0.017 (not shown in Table 7.3), then the absorption

change is still large enough the second single rate cannot be explained by a small

population undergoing an S2-S3 transition. This leaves a strong change in absorption

on the same scale as that of oxidation. While full oxidation of a Mn atom may occur

during the S3-S0 transition to obtain MnV, this oxidation state assignment is not

supported by the lack of a strong pre-edge feature in previous work [1]. This would

indicate that either S3 is not in the MnIV
4 state or that other changes are responsible

for this change in absorption. While several factors are shown to affect the electronic
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structure, and thus ionization energy levels of the electrons, they are typically weaker

changes than that observed for full oxidation. Given these results, we conclude that

Model 2 could be plausible, though no physical picture can currently explain this

behavior and more data would be required to confirm this result.

Model 3 includes a lag phase caused by the formation of a passive intermediate.

This model, and that of Model 1, were the only ones suggested by the only other group

to publish TR-XAS of PSII [1, 47]. As can be seen in Table 7.3, the AIC and BIC

values for the fit are much improved over that of the single first order rate model.

Even so, the model doesn’t freely fit the time constant found previously for this

transition, τ1 = 300 µs and τ2 = 1.6 ms. While we consider the small differences in

pH, 0.3, unable to account for these drastic changes, we do consider the differences in

x-ray excitation energy to be a more plausible explanation source for the discrepancy.

In Dr. Michael Haumann’s 2005 paper [1], the isobestic point for the second flash,

6556 eV, to eliminate any interference with sample that didn’t advance on the second

flash. Here, we used 6551 eV. A discussion of the effects of a convolution of states

is considered later. Given the noise, size of the binning and smoothing performed

on the data, it is unclear if the oxidation, or reduced signal intensity, occurs at that

energy point as well. While we do not rule out the possibility of consistent findings,

we also consider alternative models with lower AIC and BIC values.

Model 4 is a good balance between a good fit and reasonable values. This model

suggests an active intermediate which causes small changes to the absorption, -0.014

as the best fit, -0.01 as σ and -0.007 for two σ. This is much less than a full oxidation

and could be interpreted as changes in the electronic structure surrounding the Mn

atoms. While a more plausible model for the 3F transition, the fit parameters are

widely varying and require more data to narrow the range of possible values for the

free parameters. Without a narrowing this range of expected values, it would be

difficult to suggest the proper mechanism for the intermediate, though we do not

exclude the possibility deprotonation as suggested by the previous work.
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To check if Model 3 combined with a sub-population undergoing S2-S3 after the

third flash is feasible, Model 5 was also evaluated. The fits to model five when the

S2-S3 component was not constrained led to a negative shift of 0.6 the magnitude

obtained for the 2F transition. This suggests nearly equal advancement after the

second and third flashes which is not possible with an advancement of 83%. When

Model 5 was constrained so that the amplitude of the 2F contribution was constrained

to be ∼19% of that found during 2F, the time constant obtained for the fit was more

than 2 sigma away from that obtained during 2F. In conjunction with the fit not not

freely choosing parameters that fit the physical model, the AIC and BIC values were

also much higher than those obtained either by Model 2 or Model 4, suggesting this

is indeed a worse fit to the data.

Table 7.4.
The best fit parameters are shown for model 5 using the constraints on
the time constant and amplitude for the 2F contribution during 3F.

Sequential - Passive Intermediate With S2 (AIC-5 BIC-24)

τ1 (µs) τ2 (µs) ∆IC−A τS2 (µs) ∆IE−D

Best Fit 930 900 0.041 280 -0.0044

Uncertainty +290/-60 +/-60 +/-0.001 +100/R R/-0.0006

R Best fit value found was the constraint used

7.6 Conclusions

Through this TRXAS work we were able to prove a methodology for recording

changes in x-ray absorption for metalloproteins at the µs time scale. We also show

that the sample delivery system, which has been subsequently improved, enables an

efficient measurement in a tight interaction region in a reproducible way.

From these studies we show good advancement (approximately 83%) of PSII with-

out the need for preflash and achieving similar S3-S0 transition percents to preflashed
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data. This is extremely important validation for ongoing time resolved work per-

formed at synchrotrons and XFEL sources. We also verify the results obtained for

TRXAS for both the S0-S1 and S1-S2 state transitions. Our data supports the 2F

state transition as a single reaction, though the possibility of a short lived intermedi-

ate is not excluded. For the 3F transition we give some support to models containing

an intermediate. Given our quality of data we do not believe we can exclude the pas-

sive intermediate model reported previously [1] but we do note that fits to our data

do indicate that an active intermediate is preferred. We acknowledge the fact that

there will be some convolution of S-state before 3F and give reasonable arguments

why these effects alone are not likely to explain the data.
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8. Time Resolved X-ray Emission Spectroscopy of

Photosystem II

8.1 Overview of Kβ Emission Spectroscopy of Photosystem II

Non-resonant Kβ XES can provide information on the spin state, structural

changes, covalency and ligand type of target atoms in a sample. Splitting of the

two Kβ mainlines in 3d transition metals is mainly due to the spin state of the cen-

tral atom, which can be used as a probe of the oxidation state for high spin systems,

such as the Mn cluster in photosystem II (PSII) (see Section 3.2.4).

For TRXES presented here, both Kβ mainlines are recorded at specific points in

time to capture the different states of PSII. The abilities of the new three crystal

spectrometer was demonstrated and a feasibility study was conducted to understand

what level of data was required to find statistically significant shifts based on the

expected shift size. This was used to evaluate the capability of a synchrotron to

determine if a statistically significant S2 to S3 transition could be reasonably obtained.

This transition has had conflicting reports on the level of first moment shift and is

important for the oxidation state model, see Section S2-S3.

In addition, D2O exchange was used. A D2O exchange experiment may not be

able to distinguish between the kinetic models used in 7.4 depending on the kinetic

isotope effects, it could be used to evaluate the claim of deprotonation during the

S2-S3 transition by the existence of a lag phase. While such a lag phase was not

detectable in data reported in Chapter 7 for H2O, Zaharieva et al. reported a 26 µs

delay for H2O and a 117 µs delay in D2O [47] using TRXAS. Capturing this difference

with TRXES may give a more useful insight into the nature of this delay in oxidation.
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Additionally, previous TRXES measurements showed a reduction in the first 50

µs [106] which may show a kinetic isotope effect. We also present a feasibility study

for studies of this transition.

The goals of the work presented in this chapter were the following:

• Demonstrate the capability of instrumentation developed in Chapters 6.

• Conduct a feasibility study for new work with PSII using the new detection

system and evaluate if the following are obtainable:

– Statistically significant shifts between the S2-S3 state that are robust.

– Validation of a lag phase between the S2-S3 state.

– Understanding isotopic effects S2-S3 and S3-S0 using D2O exchange.

8.2 Experimental Setup

8.2.1 Beamline Parameters

Table 8.1.
Beamline parameters for x-rays used for TRXES of PSII.

Beamline Parameters

Excitation Energy Peak energy 7.85 keV, FWHM 500 eV

X-ray Spot Size ∼45x100µm2

Pulse Length 22µs

Photon Flux 1.5x1011

Dose per Pulse ∼7 x 107 photons/µm2

Repetition Rate ∼20Hz

A laser pump, x-ray probe emission setup is described using the Advanced Photon

Source at Argonne National Lab, beamline 14ID-B [117]. The laser delivers a 527



87

nm pulse to the sample at 10 Hz. A power density for a laser pulse was 11 mJ/mm2

was obtained by coupling the light into a fiber optic and focusing the emitted light

onto the sample in a ∼220 µm diameter spot. X-ray triggering of a 22 µs pulse train

is used in conjunction with laser triggering to ensure proper excitation of PSII. The

short pulses were delivered using a high heat load chopper and ms shutter to allow

only a small pulse train through. Overlap of the two signals were established using a

phosphor screen in the interaction region.

This setup uses a wide photon energy range, with a grazing angle mirror to create a

high energy cutoff, known as a pink beam. This allows a higher dose to be delivered in

a very short amount of time, which has been shown previously to increase the damage

threshold for photosystem II [97]. Two sets of Kirkpatrick-Baez (KB) mirrors where

used. These mirrors are dynamically bent with one mirror focusing the beam in the

vertical direction and the second in the horizontal to improve focusing while a second

set is used to collimate the beam. The lowest energy setting for the U27 undulator,

corresponding to an 11.7mm gap was used during calibration of the spectrometer.

8.2.2 Timing

Triggering and timing of the laser and x-ray pulses are controlled using a field

programmable gate array. The x-ray temporal width is first shortened using a high

heat load chopper to remove x-rays between probe exposures. The separate pulse

trains are then isolated by millisecond shutter to ensure the proper time of arrival of

the x-rays. The timing of the laser with the x-ray shutter are verified using a diode

at the interaction region. An x-ray delay of 500 µs after one and two flashes was

recorded, while 50 µs, 200 µs, 500 µs and 40 ms delays were recorded after three

flashes. The dark adapted S1 state with no laser flash was also recorded.
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8.2.3 Sample Preparation and Delivery

Sample preparation deviated from that reported in Appendix A in that the last

re-suspension and centrifugation was done in a sucrose buffer with D2O at a pD of

6.0. At the beamline, the thylakoid membrane fragments were stored as a pellet on

dry ice until thawed in an ice water bath and mixed with a 1 to 1 volume D2O sucrose

buffer (with 500 µM PPBQ) to pellet. The sample was then loaded in a syringe into

the system described in Chapter 6. To incorporate the sample delivery system with

the spectrometer, the sample delivery system was mounted upside down, or vertically

flipped, from the orientation shown in Chapter 6. There was no noticeable difference

in performance in either orientation.

8.2.4 Spectrometer

The integration of the spectrometer described in Chapter 6 was relatively simple.

Two eyelets were used at the front of the spectrometer to ensure a proper location

for the x-ray interaction point. The sample position was then located using a 3-D

printed alignment tool which was inserted in the dowel pin holes previously used by

the eyelets on the spectrometer. This tool allowed the center plane of the spectrometer

to be established without the need for scanning the sample up/down stream. A high

resolution camera was then used to maintain the interaction region by using a short

(50 µm) focal depth. A Pilatus 100k is then stepped toward the spectrometer to find

the maximum focus of the three crystal analyzers.

Calibration of the double crystal Si(111) monochromator was done using a single

point calibration from the absorption edge of an iron foil. Elastic scatter from the

sample was then used to calibrate the spectrometer in 2-3 eV steps. The scattering

peak positions were then interpolated using 4th order polynomial to convert pixel

position to emission energy.
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8.2.5 Data Collection

Here we describe the collection of three different time points during the Kok cycle.

These time points include:

• F0 (S1) - no Laser Exposure

• F1 (S2) - 500 µs delay after a single laser flash to x-ray exposure

• F2 (S3) - 500 µs delay after the second laser flash to x-ray exposure

• F350 (S450) - 50 µs delay after the third laser flash to x-ray exposure

• F3200 (S4200) - 200 µs delay after the third laser flash to x-ray exposure

• F3500 (S4500) - 500 µs delay after the third laser flash to x-ray exposure

• F4 (S0) - 40 ms delay after the third laser flash to x-ray exposure

Each of the these S-states were recorded for each sample syringe loaded into

the sample delivery system. Two images of each state were taken as a systematic

cycling through to the s-states was performed. Each image captures 800 x-ray pulse

exposures, each with fresh sample and each with the same delay. The first state

recorded after a new syringe was loaded into the system was also cycled to prevent

any systematic error.

The choice of all S-states were matched to that of previous work for comparison

[106].

8.2.6 Data Analysis

For all data presented in this chapter, emission spectra were obtained using a

Pilatus 100k. The images were processed by using a fourth order polynomial fit to

the elastic scattering recorded in two eV steps across the detector. The pixels were

then assigned energies, extracted and binned into 0.1eV. The spectra were then only
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smoothed and background subtracted for visualization of the shift (described in text),

all other data were processed using raw values. A first moment value was obtained

for each recorded image and the analysis was done over the range of 6485-6495 eV

except as noted in the text. One-way analysis of variation (ANOVA) is then used

to test the null hypothesis that the first moment measurements of the two S-states

represent the same population. In this way, the significance of the shift is then gauged

by the confidence obtained. This is calculated as the F statistic which compares the

between-group variability, MSB, to that of variability within a group, MSW , to obtain

F =
MSB
MSW

(8.1)

where

MSB =
Σini(ȳi − ȳ)2

g − 1
(8.2)

and

MSW =
ΣiΣj(yik − ȳk)2

N − g
(8.3)

where i is the index for each group, k is the index for each measurement in the

corresponding group k, where ni is the number of measurements in the ith group, N

is the total number of measurements, g is the number of groups, yik is the value of

the ith measurement in the kth group. Using the degrees of freedom the F statistic

is then used to find the confidence interval for the null hypothesis.

Power analysis for one-way ANOVA was performed using the program G*Power.

A power analysis can be used to estimate the number of measurements necessary to

find a statistical significance between the measurement of two different population

means. More specifically, when designing the experiment one can choose the power,

or level of confidence that a false negative will not occur. A typical power is 80%, but

can vary depending on the needs of the experiment. In this manner, the rejection of

the null hypothesis is based on the confidence interval obtained from the F statistic.

If one-way ANOVA fails to reject the null hypothesis, then this represents an 80%

certainty of that rejection being correct. The equation for this analysis is

n = 2(Z1−α
2

+ Z1−β)2
( σ

|µ1 − µ2|

)2

(8.4)
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where n is the number of total measurements required for the experiment (half in each

of the two data sets being compared), α is the acceptable probability of type I error

(false positive), β is the acceptable type II error (false negative), Z is the Z-score, µ

is the population mean, σ is the mutual SEM. Here we use an α of 0.05, or 5%, and

a beta of 0.2, or 20%.

8.3 Spectroscopic Results from Photosystem II

To demonstrate the capability of the spectrometer and sample delivery systems, we

measured Mn Kβ emission from the oxygen evolving complex (OEC) of photosystem

II at room temperature. The OEC, which features a unique Mn4CaO5 core, was

chosen as it has a very dilute Mn content (∼500 M) which damages rapidly [97].

Precautions were taken to only provide non-damaging doses of 22 µs to the sample.
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Figure 8.1. The Kβ X-ray emission spectra of the Mn atoms in the OEC
is shown for the S1 and S2 states. The intensity was normalized by area
under the curve between 6470-6495 eV. The difference between the two
states is also shown to emphasize the visibility of a small shift.

Using TRXES, we were able to capture the shift between two different oxidation

states, S1 and S2, of the oxygen-evolving complex (OEC) at room temperature. The
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spectra, after smoothing using a 9 point boxcar average and a linear background

subtraction, are shown in Figure 8.1. This figure shows a difference spectra indicating

a shift in the Kβ1,3 peak from S1 to S2 towards lower energy, or oxidation. This shift

indicates an average higher oxidation state (reduced localized spin density) for the

average Mn atom in the OEC which is in agreement with previous results [18,28,106].

A first moment analysis was also performed for the S1 and S2 states on raw data.

Here, one-way ANOVA was used used to test the null hypothesis that the two states

represent the same population, a hypothesis which is here rejected if the probability

is less than 5% (p<0.05). In the case of S1-S2 we show that the p value is less

than 0.01. This shift was observable with a small data set containing a total photon

exposure of ∼1 seconds of integrated signal, or <7x1015 photons, per S-state. This is

between 1
2

to 1
4

of the photons used in each of the four individual data sets in a recent

report [106] where data sets had to be combined to achieve this level of confidence.

The capture of this shift with such a small data set shows the effective nature of our

setup and verifies the capability of this simple system to see detect small shifts from a

dilute sample using the three crystal spectrometer and to reproducibly deliver small

volumes accurately with the sample delivery system.

As the FM is dependent on a fairly arbitrary energy range, a map of p-values

was also obtained through one-way ANOVA analysis for the S1-S2 transition with

the y-axis representing the start and x the end of the energy range used, Figure

8.2. Along with that map of the probability of rejecting the null hypothesis, a map

of the shift in energy is also is shown. The shifts shown here are smaller than those

reported in cryo-temperatures because these data were processed without background

subtraction. The background level in a signal is known to change the absolute value

of the FMs and dampen the expected shifts [106], however, background subtraction

is very prone to producing misinterpretation of data and should be avoided whenever

possible [28]. For this reason, the FM shifts reported here are only reported for raw

data and only compared within the data sets collected for consistency.
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Figure 8.2. A map of A) oxidation and B) p-Value for the S2-S3 state
transition are given. Each point on the map represents a different starting
energy, y-axis, and ending energy, x-axis, in the calculation of the first
moment.

The S2-S3 transition was also measured during the course of the two beamtimes

sample data was collected to identify the capabilities of synchrotrons giving strong

statistical evidence of the existence of a shift. A statistical power analysis of the

data collected shows that at least 7x the data would be required to obtain 80%

confidence that a type II error, or false negative, didn’t occur given an observed
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shift value of 1
3

that of S1-S2, as has been reported for cryogenic temperature [18],.

While obtaining this amount of data is itself prohibitive (representing a ∼6+ days of

beamtime only recording S2 and S3 to find this shift), if the shift is actually closer

to 1
10

that of S1-S2 as our preliminary data suggests, then an order of magnitude

more data would be required. We believe, therefore, that this shift is unlikely to be

resolved without a significant undertaking at a synchrotron source. This analysis calls

into question the significance of other reports which state FM shifts without testing

for significance, particularly as smoothing and other data analysis procedures were

employed which are know to affect interpretation [18, 28]. Determination of a lag

phase in S2 to S3 is potentially inaccessible using this setup at synchrotron facilities,

as is determining kinetic model differences as discussed in the previous chapter as

these represent very small differences, ∼ 1
10
− 1

100
of a shift compared to S1 to S2. This

requires differentiation between 2 models which are much smaller in value by a factor

of 10 than that of the S2-S3 transition.

In more general terms, the power analysis for sample size requirements is expanded

based on expected oxidation state changes for metalloproteins in general in Table 8.2.

This was done assuming that the the S1-S2 transition represents a typical oxidation

stat shift of one in four atoms and that the convolution of states and advancement

is the same as found in the previous chapter. This would then mean that 0F-1F

transition really only represents ∼60% S1-S2 which is 1
4

the bulk oxidation such that

the FM change is 3
20

of that expected from a normal oxidation state change. The total

exposure required, based on the spectrometer design and sample concentration, are

presented as well. As a first order of approximation, the concentration and efficiency

of the spectrometer are directly proportional to the exposure required to measure the

sample. For our experiments here, the approximate Mn concentration is estimated to

be 250 µM and the efficiency of the detector can compared using the crystal reflectivity

and the solid angle covered by the analyzers. As an example case, a metalloprotein at

1mM concentration with two metals of the same atom would have 8x the concentration

of the metal species but only experience 1/2 a bulk oxidation state shift when one
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of the pair of metals is undergoing a oxidation state shift. This would mean that

8x less exposure is required that what is predicted for the 1/2 oxidation state shift.

Note that the oxidation state shift is not directly proportional to the total exposure

required and must be accounted for carefully.

Table 8.2.
Given our data collected from PSII we were able to calculate the necessary
total sample exposure for dilute (∼250 µM metal content) proteins using
a three crystal spectrometer similar to that presented here. All Values are
approximate and have an approximate error of 50%. Shots refer to either
the pulse train used here (22 µs) or to a single pulse at an XFEL.

Exposure Required for Statistically Significant FM Shift

∆FM (0F-1F) Bulk Oxidation

State Change

Total X-ray

Exposure

Sector 14

Shots

XFEL

Shots

6.7 1 4x1014 3x103 4x102

3.3 0.5 1x1015 7x103 1x103

1.6 0.25 3x1015 3x104 4x103

0.6 0.1 2x1016 2x105 3x104

0.33 0.05 8x1016 6x105 8x104

0.16 0.025 3x1017 2x106 4x105

0.06 0.01 2x1018 2x107 3x106

Also shown in Table 8.2 are the number of shots required using our setup at

Sector 14 at the APS and the number of pulses required at an the Linac Coherent

Light Source based on the typical photons per pulse (1x1012). In addition to the

number of pulses is the consideration of sample delivery. As our setup uses a single

laser, we operate at 10 Hz for advancement, thus requiring over 0.3 s to measure each

3F state. With multiple lasers the sample can be delivered more quickly where the

sample is illuminated in path to the interaction point. As some XFELs have this

capability integrated, a sample measurement of the 3F state can be improved up to
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36x faster, 120 Hz, than the setup used here. While this is not an inherent difference

between the two facilities, it does show that in XFELs are more likely to be already

equipped with the necessary tools to look at small changes in dilute samples. Some

of these methods however may require more sample so a tradeoff must be considered.

In reference to the findings in Table 8.2 we suggest that for bulk oxidation state

shifts smaller than 0.1, strong consideration should be taken to use an XFEL facility

for the measurement. Additional information regarding XES at XFELs is considered

in the next chapter.

8.4 Conclusions

Using the sample delivery system and the x-ray emission spectrometer outlined in

Chapter 6 we were able to collect TRXES data using PSII at a synchrotron source.

The data collected for the S1-S2 state transition shows a significant improvement in

capability of the TRXES spectrometer over that used previously [106], yielding higher

levels of significance with less data collected. This is consistent with the increase of 6

times the solid angle over that used previously. This larger capture of signal enables

weak signals to be detected and recorded with statistical significance on a reliable

basis. Additionally the sample delivery system was a significant improvement in

terms of workload and manpower required at the beamline to maintain constant

sample data collection and sample replacement.

The feasibility study for the S2 to S3 state transition resulted in the need for addi-

tional data, potentially beyond that which is reasonably obtainable using the current

setup at a synchrotron source. We note,that this clarifies the limits of TRXES at

beamlines given the exposure requirements in measuring bulk oxidative changes. Un-

less a specific need arises and sufficient beamtime allotments obtained, we suggest

that the oxidation of 0.1 bulk oxidation be toward the limit of synchrotron work.

Additionally, we note that isotopic substitution, such as that of D2O, will result in

comparing measurements at discrete time point. This results in the need to distin-
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guish smaller differences between data sets which makes data collection unreasonable

to obtain statistically significant differences.

Also as reported in this chapter is the need for a rigorous statistical analysis for

analyzing shifts of weak signals. While the proper interpretation of weak signals is can

be challenging, we emphasis that statistical methods should be used for validating

statistically significant shifts between data sets. This methodology is particularly

important in the context of metalloproteins where signals are almost guaranteed to

be weak.
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9. Sequential Ionization at X-ray Free Electron Lasers

9.1 Introduction

X-ray free electron lasers (XFELs) enable ultrafast measurements (∼10-100 fs)

using high energy x-ray pulses (1012 photons per pulse). While the ability to cap-

ture a series of snapshots during ultrafast electronic processes holds great promise,

difficulties also await on the horizon for the interpretation of these signals. This

includes taking snapshots of the metalloproteins to reconstruct ultrashort dynamics

and catalytic changes. As is mentioned in Section 3.2.6, a multitude of nonlinear ex-

citation processes now become accessible even when using routine XFEL parameters.

These processes must be accounted for in order to properly interpret the spectroscopic

signals obtained through XAS or XES at XFEL sources.

In this chapter we identify the regime where the classical spectrum, or single x-

ray absorption and emission per atom, is no longer obtained owing to processes such

as sequential ionization. In sequential ionization multiple single photon absorption

events occur in a single atom during an XFEL pulse. We address the impact this

process in 3d transition metals has on data collected using XES. Here we collected

data on a representative system, MnII in solution, then created a rate equation model

to describe the behavior. We address the impact of electron relaxation/no relax-

ation between absorption events, multiple sequential ionization events, the impact of

shorter XFEL pulses, and how to get a first order estimate to the onset of sequential

ionization. Even with the increase in the number of XFEL sources globally, beam-

time is limited and few groups obtain multiple opportunities to conduct research.

This places extreme importance on proper planning for TRXES experiments to be

undertaken at these sources and emphasizes the importance of the simple estimation

tool presented here for predicting the onset of sequential ionization given experimen-
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tal parameters. While the research mentioned herein will impact the time resolved

measurements of metalloproteins, a more broad impact is obtained with implications

for all XES measurements at XFEL sources.

9.2 Mn as Model System

For work in this chapter we used MnII ions in a low Z (H, C, O) solution as a general

model for XES of 3d transition metals. This model has important impact for the

ongoing research conducted by XES at XFEL facilities for understanding the OEC in

PSII [129]. As has been previously mentioned in this document, the OEC is very x-ray

sensitive, causing damage to the electronic structure with only small doses [91,97,130].

Models for radiation damage at synchrotron sources have been based on the radicals

formed and photoelectrons created due to the x-ray exposure [97]. The resulting

damaged OEC results in a reduced form of Mn and structural rearrangement of

atomic structure, extending Mn bond distances. This process unfolds on a time scale

typical of that of normal chemical processes and can thus be outrun using fs pulses,

such as those generated by XFELs [9–11,14]. As is described in brief detail in Section

3.2.6 however, XFEL pulses can also cause changes in the electronic structure as well.

9.2.1 XES Versus Crystallography at XFELs

For crystallography, it is currently believed that unaltered crystal structures can

be obtained when using fs XFEL pulses. This is known as diffract before destroy and

has been predicted since the year 2000 [131]. The idea is simple in that the effects

of highly ionized electrons causing secondary ionizations and structural motion of

atoms in response to this change in localized charge will not have time to react

and create a Coulombic explosion. This suggests that the x-rays will probe the

electron densities in the crystal structure with only minimal impact from delocalized

photoelectrons and Auger electrons, leaving the larger atomic densities surrounding

the atoms intact. It was later argued that even longer pulse durations will contribute
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only to the background and not alter the crystallographic data [132]. These effects

have been demonstrated through improved results in PSII geometry and better bond

distances within the OEC [9–11, 33], though it is still unclear the complete effect

sequential ionization has on interpretation of these results.

Spectroscopy, on the other hand, is quite different from crystallography and

presents a more cautionary tale. While a study of the limits to the classical XES,

or XES where each atom only absorbs no more than one photon, at XFEL sources

has not previously been conducted in detail. Here XES has been used to identify

new nonlinear effects obtainable at XFEL sources and to model their effects. The

two main effects near the onset of x-ray intensity dependent spectral changes are

sequential single photon absorption (SSPA) and electron cascade(see Section 3.2.6).

Of these effects, SSPA is believe to be more largely responsible during short pulses

while secondary ionization from energetic electrons is discussed in context.

9.3 Experimental Setup

9.3.1 Beamline Parameters

Research for this chapter was performed at the Coherent X-ray Imaging instru-

ment [133] at the Linac Coherent Light Source (Menlo Park, USA) XFEL [110]. XFEL

pulses were focused prior to the sample interaction region using a set of Kirkpatrick-

Baez mirrors. The preset conditions using these mirrors typically results in a spot

size of 1.3 µm (FWHM) which is the value used in calculations for this work, how-

ever, values could range up to 2.3 µm. An upstream gas monitor measured the pulse

energy and was read out each shot. The number of photons was estimated from the

pulse energy and assumed about 60% X-ray transmission efficiency through the X-ray

optics to the downstream interaction point. Two beamtimes were used for the collec-

tion of this data (LJ49 and LL23) with the former consisting of data taken at 6.9keV

with a pulse duration of 20 fs (Dataset 1) as well as 40 fs (Dataset 2). The latter

beamtime was used to collect data were collected with 16 fs (Dataset 3) and 34 fs
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(Dataset 4) x-ray pulses. The experiment was monitored using the software package

OnDA [134]. During the course of the second beamtime (LL23) the micro-bunched

electrons were recorded for each pulse using an X-band radio-frequency deflector [135]

with background images taken every two hours for calibration.

9.3.2 Sample Preparation and Delivery

The MnII sample was prepared by dissolving MnCl2•(H2O)4, obtained from Sigma

Aldrich, in a solution of water (Dataset 1) or ethanol (Datasets 2-4) to a concentration

of 1 Molar. During the beamtime both gas-dynamic virtual nozzles [136] and double

flow focusing nozzles [137] were used to deliver the solution in a ∼5 µm diameter

jet into the interaction region. The two jetting techniques only differ in the medium

around the sample that maintains a constant flow of solution. Flow rates of 5-40

µl/min were used with a 40 µm diameter port in the nozzle.

Table 9.1.
The different data sets and basic parameters for each is shown.

Data Set 1 Data Set 2 Data Set 3 Data Set 4

X-ray Photon Energy 6.9keV 6.9keV 8.7keV 8.7keV

X-ray Pulse duration 20fs 40fs 16fs 34fs

Sample Solution Ethanol Water Ethanol Ethanol

The diameter of the jet estimated to have fluctuated between 5-20 µm in diameter

during data collection. The constant flow of the jet ensured fresh sample was measured

during the 120 Hz operation. The liquid jet was collected below in an aluminum

catcher directly below the interaction region. Powder Mn oxides were also measured

using X-ray pulses. In this case, the spot size was adjusted to 100 µm FWHM and

measured over a few spots during the second beamtime (LL23). This was done by
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inserting a sample holder at the interaction region with the oxides sealed in Kapton

tape. No spectral changes were found between X-ray exposures on the same sample.

9.3.3 X-ray Emission Detection

A von Hamos X-ray emission spectrometer [121] was used to collect both the Mn

Kβ1,3 and Kβ’ emission lines. Data collected at 6.9 keV and 8.7 keV were collected

using the CSPAD [138] and the ePix [139] detectors respectively. Both of these

detectors have gaps between modules where data could not be collected. This occurred

between 6499.8-6500.3 eV emission energies for data collected with 20 fs pulses at 6.9

keV, 6490.1-6490.6 eV for data collected with 40 fs pulses at 6.9 keV and between

6483-6484 eV for all data sets obtained using 8.7 keV incident energy. For dead or

missing pixels, values were linearly interpolated by two nearest data points in the

final emission spectrum.

As the setup required a liquid sample catcher under the liquid jet, the spectrometer

was tilted at∼15 degrees from the vertical so as to enable the recording of the emission

signal. In beamtime two, LL23, Kβ’ was also measured unlike that of previous reports

[121] due to a smaller catcher reducing geometric constraints.

Spectra were then recorded at an angle across the detection surface. These were

analyzed using a bilinear interpolation [140]. This interpolation method was used to

recreate the spectra by taking evenly spaced steps along the emission line as recorded

by the detector and interpolating a new set of points based on proximity to the four

nearest neighbors. The spectra were then calibrated based on the angles reflected

from the spectrometer as a function of distance and by matching the MnCl2 sample

collected at a low X-ray beam intensity to that obtained at a synchrotron source.

9.4 Rate Equation Model

A rate equation model was developed to follow the excited states of atoms based

on the number of 1s holes created and photons absorbed. Shown in Figure 9.1 is the
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model used to understand the behavior of SSPA. Symbolically, the rate equation with

j, the number of current 1s holes, and k, the total number of ionization events, can

be written as
dSjk
dt

= Aj−1Sj−1
k−1 +Dj+1

k Sj+1
k − AjSjk +Dj

kS
j
k (9.1)

Where A is the absorption rate and D is the decay rate of the indicated state. The

the absorption rate can be written as

Aj = Φσj1s (9.2)

Where Φ is the photon flux density (photons/area/time) and σj1s is the energy depen-

dent 1s orbital photoelectric cross section given j holes. In this figure photoabsorption

is represented by arrows indicating an advancement to a vertically higher level (maxi-

mum of two 1s holes). Relaxation of the electronic system to fill a 1s hole is a vertical

drop to the level below.

The 1s cross section and the decay rates were found using the program package

XATOM [141–143]. The flux density was calculated by assuming an uncorrelated

s0
0 s1

0 s2
0 s3

0 s4
0

s1
1 s2

1 s3
1 s4

1

s2
2 s3

2 s4
2 . . .

. . .

. . .

Figure 9.1. The rate equation model with each state, S, labeled by the
number of 1s holes (super script) and total 1s absorption events (subscript)
and the bar above indicates that there are multiple electronic configura-
tions in this state. Arrows going up indicate 1s absorption and arrows
down are electronic relaxation. Colors are referenced to differentiate emis-
sion from different electronic configurations where blue represents classical
single photon absorption/emission.
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bivariate Gaussian profile which was evaluated stepwise in 30 sections ranging from

0 to three times the FWHM. Each solution from the stepwise approximation was

normalized by the integral percentage of x-rays in that region and summed. The

system of equations generated for the model shown in Figure 9.1 were evaluated using

Maple 2017. This fundamental model also used the following assumptions: 1) the x-

ray intensity didn’t change with sample thickness (<10% absorption for all samples

used here), 2) absorption events caused by orbitals other than the 1s were ignored

(∼10% contribution in our experiments), and 3) near identical values for decay rates

were found using XATOM for states representing multiple electronic configurations,

which led to the use of a single decay value for each state shown in Figure 4.

The average number of ionization events that occur to each atom after a 1s hole

is formed was calculated using time constants and decay rates in XATOM for the S0
1

state. Essentially, we assumed in this calculation that all holes in the L-shell were

filled by M-shell electrons immediately after 1s ionization. This was found to be a

good approximation for our data considering the short time constant of these states,

0.2-2 fs. This corresponds to Figure 3.6B-III.

9.5 Results

9.5.1 X-ray Emission Spectra of MnII

In order to understand the role of sequential ionization in XES at XFEL facilities

a series of four data sets were collected under the series of conditions as shown in

Table 9.1. These data sets were recorded using the MnII metal ion in a low element

environment. X-ray emission spectra were captured from each of the data sets using

a range of pulse intensities as shown in Figure 9.2. Here, the presence of an x-ray

pulse intensity dependence of the emission spectra is clearly visible. It is also clear to

see that the shifts are not equal in each data set, suggesting an additional dependence

on photon energy or pulse duration.
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To understand the series of observed spectral shifts in each of the data sets, a

theoretical model was developed. This model is based on rate equations [65,144,145]

and a schematic is shown in Figure 9.1. The population of Mn centers that have

j holes in the 1s after a series of k ionization events, Sjk, throughout a single pulse

is found by solving the resulting differential equations. In this model, the initial

population is entirely in the ground state S0
0 as a MnII with a filled 1s orbital. As
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Figure 9.2. Kβ emission spectra of MnII using a range of x-ray per pulse,
colored green to red for increasing values. Data sets 1-4 are shown with
the top two data sets representing beamtime one using 6.9 keV and the
bottom beamtime two with 8.7 keV. The Kβ’ region was only recorded
during beamtime two (see methods). As can be seen visually, broadening
of the low energy side of the Kβ1,3 line is present for higher pulse intensities
is visible.
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the atom undergoes photoabsorption events, the population advances through the

different states, as described in Section 9.4.

The model is only dependent on a few experimental factors, namely the 1s orbital

cross section (dependent on incident photon energy), the photon flux density (both

of which make the absorption rate), and the pulse duration. As such, a parameter, α,

is used to capture all of these characteristics as an approximation to the absorption

rate multiplied by time. This parameter can be expressed as,

α = σ0
1s

(0.5(PhotonsPerPulse)

Area

)
≈ Ajt (9.3)

where σ1s is the photoelectric cross section of the 1s orbital, half the photons per

pulse is the number of photons in the FWHM of the x-ray profile and the Area is the

area of the x-ray spot size. This parameter is only an approximation since it does not

account for the photon flux density changes within the Gaussian profile.

One physical way to interpret this parameter is to realize that the fraction popu-

lation of atoms that have absorbed a photon, Pa, is

Pa ≈ 1− eα (9.4)

which can be further simplified as simply α when α is small by taking the first term

of a Taylor series expansion. Thus, this parameter is related to the number of atoms

absorbing photons. In any case, the parameter is simply used herein as a method

for comparing different data sets that were collected using different incident photon

energies, beam intensities, and pulse durations. As α captures much of the dependence

of these effects on the data, it provides a clean method for comparison. Here we show

the different values for this parameter for our data and previous work, see Table 9.2.

In Figure 9.3 the fraction of the recorded Kβ emission spectra that are emitted

from the different ionization states is shown. Here we only consider up to three

sequential ionization events, after which Kβ emission is largely inaccessible due to an

empty 3p shell. This plot gives a visual representation of the different proportions

of the recorded signal that arises from the classical singly 1s ionized state and those
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that have undergone SSPA. In this figure the color scheme matches that of Figure 9.1.

From this data we estimate the percent of classical fluorescence, Fclassical obtained in

the linear region of low α as,

Fclassical = 100%− 34%α, where α ≤ 0.25 (9.5)

This estimation tool allows for a simple calculation of the expected effect SSPA will

have on data given simple experimental parameters. While the behavior of other

spectroscopic techniques may lead to slightly different effects, we note that this tool

may be translatable to some extent to any XFEL based spectroscopic experiment.

In Figure 9.2 we used a first moment analysis as described in Section 3.2.5. The

emission energy range used in the first moment analysis was 6485-6495 eV with the

spectra being in 0.1 eV bins. Here we used the change in the first moment as the

indicator for detectable shifts in the spectra. As each data set contains a low dose

emission spectra, or classical spectrum, this was taken to be the initial point for

Table 9.2.
The different measurements and corresponding alpha for each.

Pulse Duration Photon Energy α

Present Work 20 fs 6.9 keV 0.015 - 1.4

40 fs 6.9 keV 0.026 - 2.2

16 fs 8.7 keV 0.037 - 0.7

34 fs 8.7 keV 0.013 - 0.77

Low Dose [88] 50 fs 7 keV 0.12

100 fs 7 keV 0.037

50 fs 9.5 keV 0.055

100 fs 9.5 keV 0.017

Stimulated Emission [68] 10 fs 6.6 keV 2.4-18

30 fs 6.6 keV 2.4-18
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all shifts shown in Figure 9.4. These changes indicate the strength of the spectral

shift, which in the single absorption picture is a change in localized spin density or

oxidation state. The prediction of FM spectral shifts based on SSPA is accounted for

based on the number of holes formed in the m-shell after relaxation, each of which is

approximated to give a shift equivalent to that of one oxidation state. This prediction

generates the models shown in Figure 9.4.

The near identical collapse of the rate equation predictions in Figure 9.4 as a result

of α capturing . There are, however, more variations in the data than is observed in

the model. These deviations are likely the result of the electron cascade, initiated by

the initial photoelectron emission and Auger electrons. If this is true then the longer

pulse durations are likely to have a larger impact as this would represent more time
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Figure 9.3. The contributions to the total Kβ fluorescence based on decay
from five different states: emission from an atom with a single core hole
emission after 1, 2 and 3 X-ray absorption events and a double core hole
after 2 and 3 X-ray absorption events with colors matching those in Figure
9.1. The solid and dotted line representing 40 fs at 6.9 keV and 16 fs at
8.7 keV respectively. An approximately linear regime is highlighted in
yellow.
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for electron-electron interactions causing additional ionization events. In addition,

the parameter α compensates for the energy dependence of the 1s cross section of

the absorbing atom not the medium in which the ion resides. For lower energies

the percent of absorption by the solvent is actually increased and could represent an

increase in the number of free electrons initiating the electron cascade.

As the quality of crystallography is strongly dependent on the x-ray pulse duration,

we show the dependence of pulse duration on XES for comparison. The results, shown

in Figure 9.5, shows the fractional contribution to the recorded Kβ emission spectra.
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Figure 9.4. The change in first moment is shown for the four data sets.
Predictions from the rate equation model for the data are represented by
dashed lines with colors corresponding to the data. All rate equation pre-
dictions overlap with nearly identical predictions based on the parameter
α. The highlighted region represents a nearly linear dependence of the
change in first moment to α. The horizontal bars indicate the difference
between the FM values of MnII, MnIII and MnIV oxides from the reference
MnII oxide to indicate typical FM shifts based on oxidation state. Data
were randomly broken into five groups to get a SEM for the first moments.
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Similar to Figure 9.3, these data are also color coded based on the decay pathways

presented visually in Figure 9.1. This figure illustrates the effect of durations similar

in length to the time constant of the S1
1 state, or even shorter. From this plot it is

clear that the percent of emission from the single photon absorption state is largely

unaffected. In Figure 9.5A, the fractional contributions to the recorded signal ignore

dual core hole spectra, as it is likely to lie outside the typical XES range. Figure 9.5B

does include dual core hole spectra, or hypersatellites, to show the total Kβ emission

source. While this figure indicates that classical XES are not obtainable by moving to

shorter pulses, it does hint that hypersatellite spectra may be a better spectroscopic

tool if XFEL pulses continue to become shorter and more intense.

9.6 Discussion

Sequential ionization involves a single x-ray absorption event creating a core-hole

and possibly relaxing before another x-ray is absorbed by the same atom. As shown in

Figure 9.2 the Mn Kβ emission lines are affected by this process. The shifts calculated

based on the rate equation model were well fit to the data and good predictors for

emission line shifts, Figure 9.4. It is also clear that data sets with lower incident x-ray

energy or longer pulse duration deviate more from the model. This effect is attributed

to the increased number of electrons freed from the host atom and causing additional

ionization events through electron-electron interactions. With lower energy incident

photons but the same value of α, an increase in the number of low Z elements that

cause ionization events and longer pulse durations will allow for more interactions.

From the rate equation model, spectral line shifts were calculated for MnII specif-

ically, however, other high spin systems will likely exhibit similar shifts depending on

their FM dependence on oxidation. An estimation of the expected shift for transition

metals was generated using the highlighted region in Figure 9.4. From this linear
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regime, the dependence on the first moment shift as a function of α can be written

as

FMshift = −0.3α, when α ≥ 0.25 (9.6)

This simple calculation is a first order estimate to the FM shift expected which, when

compared to the expected shift of the sample, can be used to estimate what value of

α is tolerable.

Knowing this level of tolerance is quite important for systems, such as photosystem

II, where small first moment shifts of ∼0.02eV have been reported for the S2 to S3

state transition [18]. For such a system, the threshold should be placed at an α that

corresponds to a shift much less than 0.02 eV, especially when considering that this

model doesn’t account for effects expected from the electron cascade. As an example,

one group reported their findings did not contradict a previous report of no detectable

shift in the X-ray emission spectra of MnCl2. In their report, an uncertainty of 0.05

eV was given for their comparison between XFEL and the unshifted synchrotron

data [121] whereas the predicted shift using the rate equation model is of ∼0.036 eV.

While this may seem like a small shift, data for PSII was also recorded using these

same conditions leading to some uncertainty in the quality of the PSII data.

With the emphasis in creating shorter pulses for improved crystallographic results,

XFEL sources have been trying to push the limits toward sub fs pulses. As these pulse

durations are reached there may be some advantages gained in avoiding electron

cascade effects, however, the predictions in Figure 9.5 show that SSPA cannot be

overcome in this manner. This can be understood simply with the physical model.

When a very short intense pulse causes multiple ionizations before the atom can relax,

it will create a dual core hole. Since the emission from atoms in the 1s0 state are

likely to be significantly shifted relative to single 1s hole spectra [146], they are not

expected to overlap and contribute to shifts in the final FM. On the other hand, when

the second 1s hole is filled, the emission process will be in the presence of several holes

but it will still likely have overlapping spectral lines . The second decay will have a

higher probability of occurring in the presence of another low lying hole in the n=2
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shell given the short amount of time after dual core hole decay and single core hole

decay. This is in contrast to longer pulses used here where the holes are in the n=3

level and are expected to lead to a different FM shift that that shown in Figure 3.6.

Nevertheless, spectral line shifts from sequential ionization cannot be outrun and the

race toward shorter X-ray pulses will not overcome these effects.

As two sources of x-ray induced spectral changes to XES are presented, we find

it prudent to identify the best ways in which these sources can be mitigated. As

sequential ionization is dependent on α, the choices are simply to reduce the number

of photons, increasing the x-ray spot size or use a higher excitation energy. Out

of these methods, only increasing the spot size will reduce spectral shifts without a

corresponding loss in signal intensity. When changing the spot size is not feasible,

such as in some cases of simultaneous crystallography and diffraction, then higher

energy incident x-rays should be preferred. This will reduce the SSPA contribution

to the emission spectra and also reduce the electron cascade effects.

As shorter pulses will also lead to fewer electron interactions this is also believed

to be a valid method for reducing electron cascade effects, however, shorter pulses

will likely cause an increase in stimulated emission. While not measured in our

experiment, stimulated emission has been reported as a possible methodology to

increase emission signals. While true, the signals obtained through this processes

have in some cases shown to be shifted relative to the classical spectral data [68].

While these shifts were unexplained in that report, it is evident from a rate equation

standpoint that increasing the rate of decay by providing an additional relaxation

pathway through stimulated emission will only fill the 1s orbital faster and increase

the chance of sequential absorption. This leads to an increase of emission from highly

ionized states.

As mentioned previously, the relaxation of an atom with a dual core hole will lead

to hypersatellite emission lines. As these lines are not likely to overlap with single

core hole emission spectra, this may be a useful technique in consistently capturing

unaltered emission data. This would be done by exposing a sample to an ultrashort
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pulse that causes dual core hole ionization and ends abruptly before the holes can

be filled in an emission process. Once the X-rays are past the sample, emission can

then be recorded. As the first core hole is filled, a hypersatellite is emitted. As the

second hole is filled, a single core hole emission spectra is emitted in the presence of

other holes. If the two spectra don’t overlap, then the first emission will result in a

clean hypersatellite spectra. There are of course complications and limitations to this

approach including limited signal from the subpopulation of the sample that actually

reached the dual core hole state. Additionally, the physical picture presented is over

idealized since the intense x-ray pulse will more than likely cause additional holes in

orbitals other than the 1s generating altered hypersatellite spectra as well. In either

case some work has been done with hypersatellites experimentally [71], but clearly

more research will be required experimentally and theoretically before hypersatellites

can be used as a viable spectroscopic technique.

9.7 Conclusions

With the increasing number of XFEL sources becoming available, the user base

and the number of time resolved XES measurements will also increase. As these op-

portunities become available, the need for guiding principles for proper experimental

conditions will increase. Additionally, XFEL sources are pushing time scales that

have not been previously achievable with intense hard x-ray pulses. As we enter this

new regime, which is pushed forward by crystallography, care must be taken to not

ignore the minimal impact shorter pulses will have on preventing sequential ionization

shifts in x-ray emission spectra.

In this chapter MnII Kβ emission was recorded in four data sets to identify any

dependence of x-ray induced shifts in the emission spectra. A rate equation model

was created to calculate the percentage of the recorded emission spectra is from

single photon absorption. Those predictions address the need for a simple method

for estimating x-ray induced shifts resulting from sequential ionization. This will
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enable uses to properly prepare for and effectively use their time at these important

facilities. Additionally, the inability to escape sequential ionization using shorter

pulse durations was also discussed.
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10. Conclusions

Within this dissertation a range of topics were discussed and questions answered

centering around time resolved x-ray spectroscopy of metalloproteins. Within this

text, new instrumentation is presented, model compounds were measured, promising

capabilities using TRXAS was demonstrated, potential and limitations of TRXES

at synchrotrons were evaluated and the potential an pitfalls of XES at XFELs were

addressed. For clarity, the discussion of each is addressed in turn, briefly describing

the major points of the chapters herein.

A new spectrometer design was presented as a cost effective solution that can

easily integrate into almost any beamline using a routine alinement procedure. The

fabrication protocol for segmented, or diced, von Hamos optics for almost any radius of

curvature or material is presented. A three crystal spectrometer design was developed

at a cost of ∼$2,000 USD which is about 1
150

the cost and nearly half the efficiency

of a 16 analyzer spectrometer.

An automatic sample delivery system was developed and proven capable for de-

livering sample to a tight interaction point where both laser pump and x-ray probe

occurs. The liquid sample is automatically replaced using a stepper motor and Ar-

duino motor controller to run at 10 Hz which can likely be pushed to higher speeds

with small adjustments as described. This system greatly reduced to manual effort

required in sample preparation and delivery at the beamline for time resolved stud-

ies and has potential impact for applications with laboratory sources or with other

techniques altogether.

Biomimetic compounds were measured using a prototype spectrometer with only

one crystal. Sufficient data was recorded in only 10 seconds, yet still being able to

resolve a small (0.07 eV) shift in the first moment. Using these compounds we show

that beyond changes in oxidation state of a metal, XES is sensitive to the changes
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in the nominal spin density which is affected by the ligands, which in this case was

a deprotonation event for an hydroxyl group. This change was then compared with

changes found in photosystem II in the S2-S3 state transition. While a very similar

change was found in the S2-S3 transition, if Mn centered oxidation occurs during this

same transition then the shift expected in the emission spectra from oxidation must

be masked by other changes that increase the spin density of the Mn atoms.

Time resolved x-ray absorption spectra were taken of photosystem II for all tran-

sition states. Here we achieved a high advancement of photosystem II, ∼83%, and

show a similar S3-S0 contribution to absorption changes in the 3F as that of preflashed

data. We also compare the different S-state models with those reported earlier. In

particular, we compare the S3-S0 transition of our data with that of the only other

group to preform these measurements [1, 47]. We address the possibilities of other

models not previously considered that match the data better than the model sug-

gested, though more data would be required before conclusive statements could be

made. The setup developed, along with the sample delivery system, prove to be an re-

liable method for conducting time resolved measurements of metalloproteins without

the need for a specialized beamline.

Given the development of a new spectrometer and sample delivery system, we

test the capabilities of these systems in TRXES. This proved to be a more complex

endeavor as metal concentrations in metalloproteins is often quite low and XES is

also a low signal measurement. Despite this challenge, we were able to collect a

small data set from which we were able to identify a statistically significant S1-S2

transition at room temperature. While this had be achieved previously, it took much

more data than what was used here. Additionally, we show the data requirements to

find statistically significant shifts of other magnitudes and give the guidence of ∼0.1

bulk oxidation state shift being toward the limit of synchrotron capability. Alternative

methods for increasing this capability are discussed including using an XFEL source.

The combination of intense and ultrashort x-ray pulses at XFEL facilities provides

the capability to measure TRXES of fundamental processes that could otherwise not
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be seen. For metalloproteins this both means a needed increase in signal intensity and

the capability to capture short lived intermediate states. Despite these advantages,

caution still must be taken so as to avoid misinterpretation of spectroscopic results.

Once an atom is exposed to an XFEL pulse, sequential single photon ionization

may occur, thus resulting in a different spectra than that expected for single photon

absorption spectra. As there was no simple method for predicting this change in

regime, a general tool was developed in Chapter 9 to estimate the onset of such

changes and their impact to x-ray emission spectra. This metric is a useful tool to

estimate the percent of the emission generated from atoms that have only absorbed

one x-ray or multiple x-rays during a single pulse and the expected first moment

changes that can cause. Along with this estimate were general conclusions about

how to limit damage when performing experiments at these facilities. The analysis of

XFEL data also lead to the discovery of continued damage with shorter x-ray pulses

of the same intensity. While this is considered to be a viable method to escape most

crystallographic damage, XES is clearly dependent on the electronic configuration

which can become highly ionized in a single pulse. This result is believed to be

important as XFEL facilities continue to move forward in development since the

typical notion has been to try and create sub fs pulses. While this does have the

potential in overcoming electron cascade effects by shortening the time for electron-

electron interactions, it doesn’t overcome spectral changes from sequential ionization.

Overall, the future of time resolved x-ray spectroscopy for metalloprotiens is

bright. New tools for measurements have been developed that can enable these

measurements to be more routine at synchrotron sources using simple cost effec-

tive designs. XFEL sources are also on the rise with several coming online across the

globe enabling faster measurements to be made on even more dilute samples. These

facilities, when used with the proper caution, will enlarge our understanding of the

role metalloproteins play in maintaining oxygen in our atmosphere, providing our

bodies with energy and enabling the basic functions of life.
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ter, C. Blaga, C. Bostedt, J. D. Bozek, P. H. Bucksbaum, C. Buth, M. Chen,
R. Coffee, J. Cryan, L. DiMauro, M. Glownia, E. Hosler, E. Kukk, S. R. Leone,
B. McFarland, M. Messerschmidt, B. Murphy, V. Petrovic, D. Rolles, and
N. Berrah. Ultraintense X-Ray Induced Ionization, Dissociation, and Frustrated
Absorption in Molecular Nitrogen. Physical Review Letters, 104(25):253002, jun
2010.



127

[70] L Fang, M Hoener, O Gessner, F Tarantelli, S T Pratt, O Kornilov, C Buth,
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H Ågren. Establishing nonlinearity thresholds with ultraintense X-ray pulses.
Scientific Reports, 6, 2016.

[79] Joel N Ullom and Douglas A Bennett. Review of superconducting transition-
edge sensors for x-ray and gamma-ray spectroscopy. Superconductor Science
and Technology, 28(8):84003, 2015.
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drius Baltuška. High-brightness table-top hard X-ray source driven by sub-100-
femtosecond mid-infrared pulses. Nature Photonics, 8:927, 2014.

[121] Roberto Alonso-Mori, Jan Kern, Dimosthenis Sokaras, Tsu-Chien Weng, Den-
nis Nordlund, Rosalie Tran, Paul Montanez, James Delor, Vittal K Yachan-
dra, Junko Yano, Uwe Bergmann, Physical Biosciences Division, and Lawrence
Berkeley. A multi-crystal wavelength dispersive x-ray spectrometer. The Review
of scientific instruments, 83(7):73114, 2012.

[122] L Anklamm, C Schlesiger, W Malzer, D Grotzsch, M Neitzel, and B Kan-
ngiesser. A novel von Hamos spectrometer for efficient X-ray emission spec-
troscopy in the laboratory. Review of Scientific Instruments, 85(5):53110, 2014.

[123] H Legall, H Stiel, M Schnurer, M Pagels, B Kanngiesser, M Muller, B Beckhoff,
I Grigorieva, A Antonov, V Arkadiev, and A Bjeoumikhov. An efficient X-ray
spectrometer based on thin mosaic crystal films and its application in various
fields of X-ray spectroscopy. Journal of Applied Crystallography, 42:572–579,
2009.

[124] Franklin D Fuller, Sheraz Gul, Ruchira Chatterjee, E Sethe Burgie, Iris D
Young, Hugo Lebrette, Vivek Srinivas, Aaron S Brewster, Tara Michels-Clark,
Jonathan A Clinger, Babak Andi, Mohamed Ibrahim, Ernest Pastor, Casper
de Lichtenberg, Rana Hussein, Christopher J Pollock, Miao Zhang, Claudiu A
Stan, Thomas Kroll, Thomas Fransson, Clemens Weninger, Markus Kubin,
Pierre Aller, Louise Lassalle, Philipp Bräuer, Mitchell D Miller, Muhamed
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A. Preparation of Photosystem II

This gives a step by step preparation for isolating PSII enriched thykaloid membranes

from spinach. This is adapted from earlier work by by Berthold, Babcock and Yacom

[147].

A.1 Buffers

Grind Buffer - 1600mL at pH 7.5

1 mM EDTA

50 mM HEPES (Bio Buffer)

4 mM MgCl2•6H2O

0.4 M NaCl

Add shortly before use

5 mM Sodium Ascorbate

2 mg / mL BSA

Wash Buffer - 800 mL at pH 6.0

50 mM MES (Bio Buffer)

8 mM MgCl2•6H2O

0.15 M NaCl

Resuspension/Incubation - Buffer 800mL at pH 6.0

5 mM CaCl2•2H2O

50 mM MES (Bio Buffer)

10 mM MgCl2•6H2O

15 mM NaCl

Sucrose Buffer - 600mL at pH 6.0

5 mM CaCl2•2H2O
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50 mM MES (Bio Buffer)

5 mM MgCl2•6H2O

15 mM NaCl

0.4 M Sucrose

A.2 Procedure

A) Blend leaves and grind buffer in a Waring blender with three short bursts on

medium and grinding on low for ten seconds.

B) Filter the resulting suspension through 4 layers of cheesecloth. Squeeze the

fibrous mass to maximize the volume of extracted liquid. Then use 2 layers of nylon

to filter the smaller particles.

C) Centrifuge at 8000g for 10 minutes, then discard supernatant.

D) Using paintbrushes, quickly resuspend chloroplast pellet in wash buffer making

sure that the pellet doesn’t have any particulates unsuspended (speed is necessary to

minimize exposure to free proteases).

E) Centrifuge at 8000g for 10 minutes, then discard supernatant.

F) Resuspend thylakoid pellet using minimal amounts of resuspension/incubation

buffer and homogenize the suspension thoroughly and transfer to graduated cylinder.

Measure volume.

G) Using the UV-Vis spectra, determine the chlorophyll concentration and to-

tal mass in the sample. Add Triton X100 to make a 25:1 chlorophyll mass ratio.

Dilute with resuspension/incubation butter to obtain a chlorophyll concentration of

2mg/mL.

H) Allow the Triton to stir for 30 minutes to reduce the PSI content.

I) Centrifuge at 36600g for 15 minutes, then discard supernatant.

J) Resuspend the chlorophyll concentrated pellet (green) resuspension/incubation

buffer and leave the white starches behind.

K) Centrifuge at 1000g for 2 minutes, then discard pellet.
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L) Centrifuge at 36600g for 30 minutes, then discard supernatant.

M) Resuspend the chlorophyll concentrated pellet in resuspension/incubation buffer

and leave the white starches behind.

N) Centrifuge at 36600g for 10 minutes, then discard supernatant.

O) Resuspend in the Sucrose buffer, use the UV-Vis spectra to determine the

chlorophyll concentration and total mass in the sample. Extract sample for an oxygen

evolution measurement.

P) Centrifuge at 36600g for 20 minutes, then discard supernatant. Store tube

wrapped in Al foil in the -80c freezer.

Q) From one of the tubes extract sample for EPR to measure if any S2 multi-

line signal is visible. The EPR sample is then exposed for 30min to high intensity

light, while in a dry ice cooled ethanol bath, to transition to S2 after the initial

measurement.

R) Oxygen evolution is done using a Clark type electrode. Turnover rates are de-

termined though a calibration of the air saturated and depleted (adding hydrosulfate)

water.
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B. DFT Coordinates

Table B.1.: DFT Coordinates for

MnIV(OH)2(Me2EBC)]2+

Mn -0.02694 -0.02973 -0.60239

O 0.357139 -1.3878 -1.72995

H 0.376889 -1.22379 -2.69183

O -0.45909 1.207503 -1.84814

H -0.49712 0.943376 -2.78719

N -2.0167 -0.80317 -0.44425

N -0.3469 1.522408 0.827025

N 0.339159 -1.26093 1.097846

N 2.084193 0.640485 -0.45748

C -2.62574 -1.01403 -1.79509

H -1.94857 -1.611 -2.4127

H -3.57812 -1.55469 -1.67865

H -2.82166 -0.04855 -2.27258

C 2.500248 1.020357 -1.84904

H 3.527816 1.414293 -1.82402

H 2.477691 0.13358 -2.49281

H 1.824034 1.783422 -2.24656

C -2.95866 0.052863 0.369516

H -3.9787 -0.2934 0.137113

H -2.79535 -0.15474 1.434296

C -1.81025 -2.14476 0.199966

H -2.78699 -2.58544 0.46244
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H -1.33486 -2.79138 -0.54881

C -2.836 1.54152 0.070105

H -3.76136 2.034095 0.406171

H -2.78349 1.699492 -1.01472

C -0.93914 -2.0029 1.429716

H -1.46175 -1.45259 2.222444

H -0.69425 -2.99046 1.848531

C 3.082548 -0.38916 0.068361

H 4.004385 -0.27454 -0.52065

H 3.349145 -0.11642 1.09795

C 2.629589 -1.83937 -0.01396

H 3.494181 -2.4574 0.276111

H 2.401372 -2.09429 -1.05444

C 1.458499 -2.26634 0.886914

H 1.00197 -3.15987 0.44334

H 1.815816 -2.54545 1.892499

C 2.102455 1.872403 0.417121

H 2.459348 1.595771 1.415705

H 2.828605 2.599595 0.020586

C 0.735984 2.517934 0.491501

H 0.460462 2.951936 -0.47765

H 0.739516 3.326868 1.24185

C 0.67556 -0.33595 2.233443

H 0.527222 -0.85911 3.193645

H 1.739883 -0.10046 2.177438

C -0.19037 0.920363 2.2041

H 0.213438 1.674105 2.900623

H -1.19893 0.681318 2.562327

C -1.67355 2.270156 0.755526
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H -1.94207 2.543725 1.787262

H -1.49482 3.207535 0.215643

Table B.2.: DFT Coordinates for

[MnIV(O)(OH)(Me2EBC)]+

Mn -0.04168 -0.02517 -0.6524

O 0.367911 -1.45519 -1.73169

H 0.247588 -1.13405 -2.64649

O -0.42067 1.058098 -1.87088

N -2.00213 -0.81 -0.45126

N -0.36119 1.560354 0.811974

N 0.342142 -1.23747 1.174209

N 2.066933 0.638792 -0.50671

C -2.58422 -1.06923 -1.80084

H -1.92981 -1.75909 -2.34192

H -3.58715 -1.51488 -1.69243

H -2.64393 -0.12762 -2.35672

C 2.469119 0.961001 -1.91043

H 3.478279 1.40596 -1.91628

H 2.475262 0.03545 -2.49759

H 1.733913 1.642536 -2.35169

C -2.95092 0.072602 0.311212

H -3.97432 -0.27044 0.084139

H -2.79928 -0.09195 1.3868

C -1.79709 -2.11745 0.249693

H -2.7721 -2.56667 0.510727

H -1.29214 -2.77762 -0.46794
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C -2.79816 1.550224 -0.03845

H -3.74346 2.066775 0.1915

H -2.62418 1.653628 -1.11778

C -0.94224 -1.94171 1.496055

H -1.48037 -1.35536 2.25416

H -0.74016 -2.92295 1.956348

C 3.05848 -0.36936 0.054562

H 3.981131 -0.2913 -0.54154

H 3.335109 -0.05717 1.071478

C 2.597299 -1.82373 0.042336

H 3.473362 -2.43787 0.307514

H 2.306411 -2.09459 -0.9791

C 1.461574 -2.22794 1.003228

H 1.017029 -3.15183 0.609975

H 1.860077 -2.46451 2.007449

C 2.080746 1.893241 0.323139

H 2.454137 1.652209 1.326546

H 2.789664 2.623266 -0.10194

C 0.707486 2.531824 0.410478

H 0.407162 2.903081 -0.57804

H 0.739458 3.380566 1.11886

C 0.675681 -0.26682 2.255611

H 0.545793 -0.73333 3.250771

H 1.738232 -0.02617 2.172845

C -0.18317 0.999084 2.191918

H 0.234524 1.762458 2.873389

H -1.18708 0.769225 2.571553

C -1.68915 2.285008 0.72131

H -2.01606 2.51936 1.747451
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H -1.51599 3.246642 0.222026
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