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GLOSSARY

Unless otherwise noted, all definitions are taken from the Merriam-Webster online dictionary

(Merriam-Webster.com, retrieved 2018).

Cent – a unit of pitch based on the equal tempered octave such that one equal tempered semitone

is equal to 100 cents (Nave, n.d.).

Frequency – the number of repetitions of a periodic process in a unit of time: such as the number

of complete oscillations per second of energy (such as sound or electromagnetic radiation)

in the form of waves

Note – a written symbol used to indicate duration and pitch of a tone by its shape and position on

the staff

Octave – a musical interval embracing eight diatonic degrees

Pitch – the property of a sound and especially a musical tone that is determined by the frequency

of the waves producing it: highness or lowness of sound

Rhythm – the aspect of music comprising all the elements (such as accent, meter, and tempo) that

relate to forward movement

Semitone – a difference in sound that is equal to 1/12 of an octave

Synesthesia – a subjective sensation or image of a sense (as of color) other than the one (as of

sound) being stimulated

Tempo – the rate of speed of a musical piece or passage indicated by one of a series of directions

(such as largo, presto, or allegro) and often by an exact metronome marking

Timbre – the “color” of the tone (Smith & Williams, 1997)

Visualization – using software to generate a visual representation of specific music properties

(Fourney & Fels, 2009)
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ABSTRACT

Author: Schmidt, Kathryn L. M.S.
Institution: Purdue University
Degree Received: December 2018
Title: Meaningful Music Visualizations
Major Professor: R. Mark French

Given the powerful influence that music carries in all cultures, it is ideal that everyone

have the access and means to learn and understand music. Music visualizations are powerful tools

which have proven abilities to help people learn and understand music, as well as enjoy the music.

However, when used for educational purposes, it is imperative that the visualization be accurate.

This thesis investigated the creation of a visualization which could take input from a live guitar

and, in real time, accurately display the pitch within ±2¢, correctly display the note name, and

transcribe the note onto the Western music staff. Research was conducted on the history of music

visualizations, types of music visualizations and their uses, and commonly used methods of pitch

detection.

Processing©3 was selected as the development environment for creating the visualization.

Autocorrelation was chosen as the method of pitch detection. Sine waves accurate to 0.01 Hz

were generated in MATLAB and used to test the visualization. A tc electronic® PolyTune® 2

guitar tuning pedal was used to tune the guitar before input into the visualization. This served as a

means to verify the accuracy of the visualization’s output. A Rocksmith® 1/4-inch to USB cable

was used to bring the live guitar signal into the visualization.

Processing©3 served as a successful tool for creating the music visualization. The

visualization correctly displayed the note name, transcribed the note onto the Western music staff,

displayed the audio input, displayed the FFT of the audio input, and accurately displayed the

pitch in real time. However, autocorrelation did not give the desired results for pitch accuracy.
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The detected pitch was not consistently accurate to the desired ±2¢. But, the pitch was accurate to

at least ±8¢ over the open string range (E2 to E4), and at least ±18¢ over the full range of the

guitar (E2 to D6). Though Processing©3 worked well to create the visualization, it may not be the

best tool for processing the audio when high accuracy is desired in real time.
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CHAPTER 1. INTRODUCTION

Chapter one introduces the problem statement, research question, scope, significance,

assumptions, limitations, delimitations, definitions, and other background information relevant to

this research project.

1.1 Statement of the problem

Music is all around us (Fourney & Fels, 2009); it can be heard in restaurants, stores,

offices, gas stations, churches, homes, etc. Music is a vital part of every culture; it is a method of

passing down stories and information as well as providing a source of expression, enjoyment and

entertainment. When combined with pictures or visualizations, music becomes an even more

powerful force. This musical impact is so powerful that many songs have become iconic, and the

thoughts and emotions that they evoke have become integral parts of various cultures. For

example, the American culture contains many exemplars of effectual/iconic songs, including

“Jaws,” “Jeopardy,” “The Twilight Zone,” “The Wedding March,” and “The Star-Spangled

Banner.”

Given music’s influence on society, many people of all ages and walks of life aspire to

learn and play music. Many begin by learning a familiar instrument such as the piano or guitar.

However, learning to play an instrument can be quite a daunting task, especially for those with

hearing impairments. Learning music theory is also quite a challenge; grasping fingerings,

remembering the notes, and understanding the structures and notations can be a barrier which

causes some students to give up on their musical education endeavors. DePrisco, Malandrino,

Pirozzi, Zaccagnino, and Zaccagnino (2017) and Cantareira et al. (2016) articulated the

difficulties of students to gain a true understanding of musical structures and properties. For

people with hearing impairments, musical education can be even more arduous. The development

and usage of hearing aids has bolstered the accessibility of music, but hearing aids are not
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necessarily the ideal solution. Chasin (2003) reported how hearing aids can really distort music,

which certainly will not help the user. To truly make music more accessible to the deaf or hard of

hearing (D/HH), the music must be conveyed using senses other than auditory.

Visualization is one approach that people have used to bridge this gap in musical

accessibility, and also to help students of all levels/abilities learn and understand the technical

aspects of music. However, the visualization must be reliable and accurate if it is to be trusted and

used. The visualization should also be engaging to the users so that they find it both educational

and enjoyable.

1.2 Research Questions

The research questions investigated in this study were:

1. Can an open-source programming environment that is geared towards the visual arts be

used to identify and display an individual note’s pitch value from a live instrument as

accurately as a standard guitar tuning pedal?

2. Can an open-source programming environment that is geared towards the visual arts be

used to transcribe the individual notes from a live instrument into a standard musical

notation system?

1.3 Scope

This study focused on the creation of a visualization which could accurately identify and

display an individual note’s pitch value from a live instrument. The visualization also transcribed

the individual note into a standard musical notation system. An open-source programming

environment was used to both process the audio and create the visualization. The visualization

was run in real-time. The number of channels in the visualization was limited to one in order to

demonstrate the concept. Only one instrument was chosen for use with the visualization to

demonstrate the concept. The visualization was not designed for detecting chords, only single
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notes. The detectable frequency range of the visualization was limited to the frequency range of

standard guitar tuning, E2 (82.4 Hz) to D6 (1174.7 Hz), with the reference pitch of A4 = 440.0 Hz.

1.4 Significance

Music is known and created in some form within every known culture around the world,

and exists to pass on history, tales, and other information as well as for pure expression and

entertainment. People play music for a myriad of reasons; to create a certain atmosphere,

influence emotions, aid with healing from health problems, express feelings, or just simply for

fun (DePrisco et al., 2017). Lee and Fathia (2016) state that “hearing and vision are closely tied in

human sensitivity” [p. 1]. Musicians use music as a medium to convey their ideas, stories, and

expressions. Many artists hold that music has a tremendous ability to touch the human soul

(Brougher & Mattis, 2005, p. 31). Suttoni (1989) made the following statement in the

introduction of his book translating Franz Liszt’s writings:

Music, in other words, is too ideal of itself to be truly understood by any but the

select few. If it is to flourish, therefore, in the world of the Real, it should have a more

comprehensible point of reference for the ideas and/or feelings it means to convey.

One way of achieving this is to relate it to another form of art, visual or literary. [p.

XXV]

Liszt’s ideas here apply to both the enjoyment of music and the education of music. Musical ideas

can sometimes be difficult to understand; and the concepts, theories, and structures can be

particularly difficult to learn. By using another medium as an aid to the music, true understanding

can be more easily achieved.

So, why choose visualization? Griscom (2014) stated that “our full experience of the

world relies on all of our sensory capabilities...sensory systems can maximize the usefulness of

these various streams of information for perception by combining input from multiple modalities

into a single, unified representation...” [p. 2]. Brougher and Mattis (2005) talked about how music

can be translated to other sensory organs, specifically the eye. Visualization has become one of

the most popular ways of relating to music through the use of another sense. Bain (2008) noted
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that “visualizing music provides an alternate medium that can capture a brief snapshot or history

of a music performance” [p. 1].

Visualizations can also be used to supplement and enhance the educational learning

experience for students who study music. Cantareira et al. (2016) described the struggles for

students to understand the structures as well as gaining a deeper comprehension of the associated

musical properties. If students could visualize these structures and properties, and understand

what the sound “looks” like, it could greatly aid in the development of musicians. DePrisco et al.

(2017) conveyed some challenges that lie in visualizing the structures of music and gaining a true

understanding of those structures. The two major challenges in visualizing musical structures

identified by DePrisco et al. (2017) included preprocessing the musical input data and creating a

“meaningful and intuitive graphical representation of music” [p. 140]. The focus of this thesis

centered in on the preprocessing challenge.

The D/HH community is no exception when it comes to enjoying, learning, and

understanding music. Fourney and Fels (2009) express that something should be done to help the

D/HH community so that its members are more equipped and able to fully enjoy and understand

music. Visualization is a natural choice of medium to enhance the musical experience for the

D/HH community.

1.5 Assumptions

The assumptions for this study included the following:

• The need existed for this music visualization tool.

• The programming software chosen was a viable tool for processing the audio and creating

the visualizations.

• The programming environment chosen worked properly and as expected.

• The guitar tuning pedal used in the study was properly calibrated by the manufacturer and

met the standards and accuracy specified by the manufacturer.

• The guitar string tension remained constant between tuning and input into the visualization.
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• The guitar string bending stiffness was negligible.

• The guitar string was plucked in an analogous manner each time.

1.6 Limitations

The limitations for this study included the following:

• Only one note was analyzed and displayed at a time.

• Only one instrument was chosen for use in this study.

• Only one music notation system was chosen for transcription of the notes.

• The detectable frequency range of the visualizer was limited to the frequency range of

standard guitar tuning with the reference pitch of A4 = 440.0 Hz.

1.7 Delimitations

The delimitations for this study included the following:

• The system was not designed to analyze and/or display multiple notes simultaneously.

• This study did not explore or compare all possible visualization software options.

• This study did not seek to characterize all instruments.

• This study did not analyze all possible pitch detection algorithms.

1.8 Summary

Chapter one detailed the problem statement, research question, scope, significance,

assumptions, limitations, delimitations, definitions, and other background information for the

research project. The next chapter provides a review of the literature relevant to this research.
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CHAPTER 2. REVIEW OF LITERATURE

Chapter two provides a review of the literature relevant to music visualizations, as well as

the techniques and methodologies used to create them.

2.1 Why Visualize Music?

Visualization in some form plays an appreciable role in our everyday lives. When it comes

to music, visualizations can be equally as important. Throughout history, both musicians and the

people enjoying the music have used visualization as one means to give music a more permanent

form (Pon, 2012). Bain (2008) writes that “Visualizing music provides an alternate medium that

can capture a brief snapshot or history of a music performance” [p. 1]. Combining music with

visualizations allows listeners to gain a deeper connection to the artist and the emotions that the

artist seeks to convey through the music. Visualization also plays a vital role in the successful

comprehension of music (Thibeault, 2011), both for the enjoyment and the education. In his book

titled The study of ethnomusicology: Thirty-one issues and concepts, Nettl (2005) conveys how an

understanding of music requires some sort of visual aid. Chapter seven, titled “I can’t say a thing

until I’ve seen the score” [p. 74], specifically discusses use of the Western music notation format.

2.2 A Brief History of Music Visualizations

Musical notations and their history is a very substantial subject, and this thesis does not

seek to give a comprehensive history of musical notation. A brief overview of this history,

however, is beneficial to the understanding of musical visualizations and the key roles that they

fill in human lives.
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2.2.1 Musical Notations

The two primary purposes for using music notation are to guide the performer and to serve

as a written record (Pon, 2012). The origins of the Western conventional music notation can be

traced back to mnemonic devices known as neumes – dots and squiggles (Pon, 2012)– which

were used in plainchant as a method of indicating changes in the pitch or melody. These neumes

are thought to be rooted in cheironomic hand gestures (Gerson-Kiwi & Hiley, n.d.), as the Latin

meaning of neuma signified “gesture, sign, movement of the hand” (Pon, 2012, p. 15). After the

10th century, neumes came to represent more; they could represent both single pitches as well as

a series of pitches simultaneously. However, specific pitches were not indicated (Bent et al., n.d.).

Figures 2.1 and 2.2 show examples of neumatic notation found on historical manuscripts (The

Schøyen Collection Series, n.d.).

Figure 2.1. Neumatic notation - Aquitanian neumes (The Schøyen Collection Series, n.d.).
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Figure 2.2. Neumatic notation - Yang chants with Tibetan Yang-Yig graphic music notation (The

Schøyen Collection Series, n.d.).

Musical notations continued to evolve over time, accommodating for more complex

music. Modern Western staff music notation has become the ubiquitous standard system for the

notation of music. This system now includes both symbols (ie. fermatas and accidentals) and

graphics which resemble the sounds created (ie. crescendos and decrescendos) (Pon, 2012). See

figure 2.3 below for a sample of commonly used symbols and graphics in Western music notation.
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Figure 2.3. Commonly used symbols and graphics in Western Music (Musical Symbol 2228728,

2016).

However, one large problem with Western staff notation is that it does not necessarily

translate well across other cultures - these notations may not correctly represent another musical

culture (Thibeault, 2011). Nettl (2005) states that “...there is no inter-culturally valid

conceptualization or definition of music. Very few societies have a concept (and a term) parallel to

the European ’music.’ They may instead have taxonomies whose borders cut across the universe

of humanly organized sound in totally different ways from those of Western societies.” [p.17].

Another problem with Western staff notation is that it requires training to understand; and to fully

comprehend and use its capabilities requires many hours of extensive studying and training. This

steep learning curve tends to cause music students to struggle, and for many it becomes a barrier

to music. In order to address this struggle, new forms of notation systems have started to emerge,

and many have the goal of making the process of learning how to read, write, and play music a

more approachable and enjoyable experience. One such example is the Music Notation Project,

developed by Morris, Dalley, Johnston, Keislar, and Keller (n.d.). This visualization project seeks

to provide users with alternative forms of notations. The mission stated on the project’s website is:

To raise awareness of the disadvantages of traditional music notation, to explore

alternative music notation systems, and to provide resources for the wider

consideration and use of these alternatives [para. 1].
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2.2.2 Music through Art

Music can be visualized through several mediums, including art and dance (Fourney &

Fels, 2009). With the advancement of electronics and computers, a whole new form of music

visualization was opened, as well as a new way to use art and dance to visualize music. One

popular example of this is the film Fantasia developed by Disney in 1940. Fantasia is a film that

was remarkably technologically advanced for its time, and each of the musical works chosen for

the film was beautifully depicted through both abstract and literal art developed by Disney’s team

of artists (see figures 2.4 and 2.5). These artistic renderings not only successfully communicated

some of the emotional, technical, and other aspects of the music, but was also highly entertaining.

The film required an immense amount of work from hundreds of people; such films would never

be practical to develop for mass amounts of music. (Fourney & Fels, 2009; Lee & Fathia, 2016).

Figure 2.4. Walt Disney’s Fantasia – the Soundtrack visualization was used to depict what an

instrument’s sound looks like (Fantasia (1940), 2015).
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Figure 2.5. Walt Disney’s Fantasia – Chinese Dance by Pytor Ilyich Tchaikovsky (Maltin, 2015).

Another early use of electronics to visualize music through art was the Atari Video Music

system. Developed in 1976 by R.J. Brown, this program enabled users to create their own visual

effects on a television using a series of buttons and knobs (see figure 2.6). The user could also

place the system in an automatic mode where the video would automatically react to the music

(Brown, 1976). This visualization was purely abstract, and created solely for the user’s

entertainment. While this system was very entertaining to use, it did not serve as a good means of

communicating the technical information in the music.

Figure 2.6. R.J. Brown’s Atari Video Music (Blinddog, 2012).
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Griscom studied the relationships people have between music and color, using the

Emotional Mediation Hypothesis: “cross-modal mappings between music and color are actually

mediated by shared emotional meaning of the two sets of stimuli” (Griscom, 2014, p. 2). He

discovered evidence that semantic and emotional features may play a guiding role in the

cross-modal responses. While he did not directly create a visualizer based on musical emotions,

he did discover a link between the music and emotions which guide users towards particular

shapes and colors. However, using colors to illustrate emotion in music inherently bears a large

challenge. Different colors carry very different meanings across cultures, and some of those

meanings lie at opposite extremes. For example, blue can represent relaxation and peacefulness,

but it can also represent sadness and loneliness (ie. having “the blues”). Red is a happy and

auspicious color in Asian countries, but in the Middle East it is associated with danger and evil

(Cousins, 2012).

Exploring a more mathematical relationship between music and color led many artists and

inventors such as Sir Isaac Newton, Castel, Rimington, and Helmholtz to devise color-mapping

schemes which mapped sounds to colors of the rainbow. In 1704, Sir Isaac Newton

conceptualized the chromatic mapping of the seven notes of the piano (A, B, C, D, E, F, G) to the

seven colors of the rainbow (red, orange, yellow, green, blue, indigo, violet) (Bain, 2008; Collopy,

2004). Since then, many other color-note scales have been presented. See figure 2.12 below for an

illustration of some of these color scales. Beyond the chromatic mapping, another way in which

artists and inventors sought to map colors to notes was using the circle of fifths. Alexander

Scriabin used the circle of fifths in 1911 (figure 2.8), and described his approach as one “which

assumes an approximately spectral order if we commence with the note C and proceed in the

circle of fifths’” (Jones, 1972, p. 104).
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Figure 2.7. Three centuries of color scales (Collopy, 2004).

Figure 2.8. Scriabin’s color wheel, based on the color-theory of Rudolf Steiner (Wolfman, 2016).
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2.3 Visualization Applications and Techniques

The following sections will provide an overview of several visualization applications and

specific programs, as well as the various techniques implemented and their effectiveness.

2.3.1 Visualizations for Information and Education

Visualizations in some form have been used as a tool for education in a wide variety of

subjects for as long as humans have been educating themselves. Visualizations have numerous

helpful applications when applied to the study of music. DePrisco, Malandrino, Pirozzi,

Zaccagnino, and Zaccagnino (2017) presented a study which successfully concluded that

visualization is an effective approach to aid in the understanding of the structures of musical

compositions. Klemenc, Ciuha, and Solina (2011) also explored these educational possibilities,

specifically using colour visualization to depict the fundamental harmonic relationships between

musical tones.

Fourney and Fels (2009) found that most music visualization research is being conducted

with an emphasis on musical analysis and education. This research ranges from new notation

systems to the creation of various computer programs that allow the users to “see” the notes,

instruments, sound waves, etc. Real-time visualizations are created for educational and training

purposes, based on how musicians mentally visualize sounds. Many of these visualizers can

effectively communicate much of the technical information within a piece of music. A sampling

of such visualizers will be detailed in this section.

Cantareira, Nonato, and Paulovich (2016) developed a visualizer called MoshViz (Musical

Overview, Stability and Harmony Visualizer) to help students to understand structures and

harmonic patterns in music, as well as the qualities of various musical instruments such as

harmony, stability, and complexity. MoshViz displays entire pieces of music, while also allowing

the user to zoom in on specific sections to see more detail (see figure 2.9). Displaying information

about individual notes, MoshViz can depict the relationships between note sequences as well as

the musical properties which enables students to interpret and analyze musical pieces quickly.
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While MoshViz is a great tool for musical education, it does not provide much in the way of user

entertainment.

Figure 2.9. MoshViz prototype tool (Cantareira et al., 2016).

Also aimed at music learning, Hiraga, Watanabe, and Fujishiro (2002) created a music

visualizer that displays an entire piece of music. The main goal of their visualizer was to help

students improve their musical performances; but the visualizer also served to give users a better

overall understanding the performance, as well as make the musical information of a piece

accessible and usable. The emotional content of the music was communicated using expressive

cues, displayed as human facial expressions, which related to various qualitative music terms.

Users generally found this visualizer to be helpful when trying to understand the various

aspects/qualities of the musical performance. While Hiraga et al. created a useful visualizer that

also possessed the ability to convey some of the emotions in music, it has no user entertainment

value.

Thibeault (2011) used spectrograms as a means to enhance the analysis and understanding

of world music. Thibeault sought to find a way to visually explore various music cultures from
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around the world, because Western standard notation is not translatable to all other cultures.

Spectrograms were chosen because they provide a visualization of the entire audio spectrum in a

simple and easy-to-understand manner. Spectrograms are able to capture and display important

elements of music, such as timbre and pitch, in a clean and combined view (see figure 2.10). The

user is able to view the amount of time desired as well as the frequency range desired. Thibeault

found that students were able understand and become comfortable with the spectrogram

visualizations with as little as five minutes of training (Thibeault, 2011). While spectrograms

were shown to be a highly useful tool for displaying the musical features and information, they do

not provide a high entertainment value.

Figure 2.10. Thibeault’s spectrogram. (A) Marked image showing fundamental pitch (solid line)

and overtone (dotted line), (B) unmarked image (Thibeault, 2011).

Smith and Williams (1997) developed a new visualizer which used color and

three-dimensional (3-D) space to represent the musical information. The program took musical

instrument digital interface (MIDI) files and generated graphical portrayals of the information
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located in the file. Tones were represented with colored spheres, and the location, size, and color

of the spheres were determined by three musical properties – pitch, volume, and tone. Pitch (or

note value) determined each sphere’s location along the y-axis. This axis was scaled

proportionally to the maximum and minimum pitch values in the individual piece of music.

Volume (or velocity) dictated the radius of the sphere. The radii values were also scaled

proportionally to the maximum and minimum volume values in the piece of music. Timbre is a

characteristic of a tone that can be described as the “color” of the tone. Ergo, timbre was chosen

as the designator of the color of each sphere, and depicted the contrast between groups of

instruments. Instruments were spaced evenly on specific values along the x-axis, and a global

scale factor was applied so that everything scaled together nicely. No work was done to

incorporate the emotion of the music into the visualizer.

Educational visualizations have also been developed to assist the D/HH. One such

visualization was developed by Yang, Lay, Liou, Tsao, and Lin (2007) to teach D/HH junior high

students various tones and how to play them on the flute. Yang et al. sought to understand how

pitch response impacted those with hearing impairments, so they developed the computer-aided

music-learning system (CAMLS). The CAMLS system served as a visualization tool which

presented real-time feedback to the students through animations, so that students could see what

they sounded like while learning to play the flute. While this was a very useful educational tool, it

did not provide much entertainment value.

2.3.2 Visualizations for Entertainment

A plethora of visualizer programs are available on the Internet where users can both play

and visualize their music. The majority of audio player software programs now have some sort of

visualization(s) built in to the program. These audio programs are very popular, and are used by

many people every day. A few of these programs with built-in visualizations include iTunes®,

Windows Media Player™, WinAmp™, VLC™, Plane9, Renderforest, and SoundSpectrum™. See

figures 2.11 and 2.12 below for examples of these visualizations. Visualizations such as these can

be seen in public venues as well, including restaurants and concerts. While these types of

visualizers can be very entertaining and maybe even artistic, and may convey some of the emotion
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behind the music, they are mostly abstract and provide no technical information about the music.

They can also be misleading; the visual excitement of the images may convey an emotionally

exciting song, but in reality the song may be very sad.

Figure 2.11. iTunes® visualization.

Figure 2.12. Whitecap by SoundSpectrum™ (O’Meara et al., n.d.).
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Outram (2016) created Synesthesia, an interactive music visualization which was based in

a virtual environment. Synesthesia allowed the users to completely “immerse” themselves in the

three-dimensional (3D) artistic representation of the music. The program was also used to

visualize the user’s own voices. Users could pause/resume the visualizations at their will, and also

“orbit” around to observe the visualization from different angles. Figure 2.13 shows a screen shot

from the visualizer. Outram reports that “colors are related to the sound frequency spectrum, the

size of the particles are related to volume, and time is the forward spatial dimension. Different

rows of sphere particles correspond to (from top) pads, FX, kicks, bass, percussion and synths”

[p. 1]. Synesthesia sought to visualize the way the humans perceive sound and color while also

providing an entertaining experience. While this approach produces a large value of

entertainment, it does not provide the user with clear and easily understood technical information.

Figure 2.13. Outram’s interactive visualizer Synesthesia (Outram, 2016).

Vusik is an interface developed by Pon (2012). Vusik enables the users to compose

electronic music graphically, allowing them to visualize and experience the music while also

directly interacting with it. Users are able to see their music come to life as they compose. The

user “paints” gestures onto a large interactive screen using an electronic palette and brush (see
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figure 2.14). The sounds generated from the paintings can be heard in playback mode, but also in

real-time as the user is composing, enabling the user to focus on the sounds coming from

individual strokes of the brush. Vusik proved to be an engaging and useful tool for the creation of

beautiful music visualizations. However, these visualizations are not necessarily geared towards

entertainment or education; they are used more for the exploration and composition of music.

Figure 2.14. Pon demonstrating composition with Vuzik (Pon, 2012)

2.3.3 Visualizations for both Education and Entertainment

The majority of visualizers have a goal of either teaching or entertaining; very few are

designed to do both. One fitting example of a visualizer that may be capable of both teaching and

entertaining is the Music Animation Machine (MAM) developed by Stephen Malinowski.

Malinowski stated that:
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Music moves, and can be understood just by listening. But a conventional musical

score stands still, and can be understood only after years of training. The Music

Animation Machine bridges this gap, with a score that moves – and can be

understood just by watching (Popova, n.d., para. 2).

Malinowski developed the MAM in the 1970’s to provide a more understandable and

visual way of representing musical scores (Popova, n.d.). He used the computer to develop his

MAM based on MIDI file inputs. The MAM uses several visualization techniques, including

piano roll, part motion, compass, sonar, swarm, curves, and tessellation. MAM visualizations also

consist of numerous different visual configurations using various shapes, colors, patterns, and

backgrounds (Malinowski, n.d.). Examples of the MAM visualizations can be seen in figures 2.15

and 2.16. MAM visualizations are certainly dazzling and enthralling, but any musical information

beyond the artistic representation of the written score is not necessarily clear. Technical

information such as what instruments are being played, tempo, rhythm, playing techniques (ie.

legato or pizzicato), and note names are a few things that, if their artistic portrayals were

delineated, could improve this visualization’s educational value.

Figure 2.15. Malinowski’s Music Animation Machine – piano roll technique (Malinowski, n.d.).
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Figure 2.16. Malinowski’s Music Animation Machine – radar technique (Malinowski, n.d.).

Fourney and Fels (2009) conducted a study on various music visualizations, and the

participants in the study deemed Malinowski’s MAM to be somewhat lacking. Participants

indicated that MAM’s part motion visualizer did the best job of indicating what was going on in

the music, but they did not enjoy the MAM visualization as much as the iTunes® Magnetosphere

visualization. The piano roll and tonal compass MAMs were both described as uninteresting. The

Motion Pixels of Music (MPM) visualization was found to be the most informative, but “boring”

and “too visually busy” [p. 943]. Other participant’s comments included that the “music was not

conveyed well”, and that they “could not really connect” [p. 943] to the visualizations.

2.4 Musical Experiences for the Deaf and Hard of Hearing

When people think of music, the aural experience is generally the main thing that comes

to mind. However, music contains much more than aural information; there are both tactile and

visual sensations that can supplement the musical experience (Fourney & Fels, 2009). These

tactile and visual sensations are best experienced at live performances – feeling the beat and/or

watching performers on stage. Due to these extra sensations, the D/HH can really experience the
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music even if they cannot completely hear it, because they can see and feel it. When music is

recorded, it loses some of the effectiveness of the tactile and visual elements of the live show,

which makes it much more difficult for the D/HH.

Pool (1993), writer for the Los Angeles Times, described another method of bringing

music to life for the D/HH through the use of sign language. Mindy Brown, an interpreter for the

deaf, uses sign language to not only bring spoken words to life, but also concerts. She works to

bring the tempo, tone, and sounds of the instruments to life. When interviewed, Mindy stated

“There will be a story. The story will be in my mind. I’ll think about the music with my heart and

then paint a picture of it with my hands.” [p. 1]. Mindy described how deaf people long to know

what different instruments sound like, and also how she translates these instrument’s various

sounds through gestures and motions. She then suggested that a flute could be depicted as the

wind, and cymbals could be depicted as thunder.

Pool (1993) also interviewed Rhondee Beriault, an actress who was born deaf, who

attended a concert where Mindy Brown was interpreting. Rhondee recalled the many deaf

children sitting around her at the concert, all of whom were very excited. Rhondee said “when

they [children] saw Mindy translating it into pictures, they could understand.” [p. 2]. Mindy was

able to successfully translate the music into visual signs and images for the deaf attendees so that

they could understand the music. An executive member of the Los Angeles Philharmonic

Association, James Ruggirello, stated that “it’s a matter of educating the hearing people: many

deaf people do love music.” [p. 1]. While the deaf may not be able to hear the music directly, they

are still able to enjoy it by simply experiencing it in a slightly different way. Though tactile

sensations can play a key role in helping the D/HH to experience music, visualizations play a

crucial role in brining the technical aspects of music to life for the D/HH.

2.5 Introductory Music Theory Concepts

The subject of music theory is both broad and complex, and this thesis does not seek to

provide an extensive survey of the subject. However, a brief overview and basic understanding of

music theory is beneficial to the comprehension of this thesis.
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In his book titled Engineering the Guitar: Theory and Practice, R.M. French (2009)

wrote that “all music, no matter what kind, is made of the same building blocks – individual

notes” [p. 9]. The term note is used to define a named pitch. The term pitch is defined as “a

perceptive quality that describes the highness or lowness of sound” (McLeod, 2008), determined

by the frequency of the sound waves. The sine wave is the simplest form of a pitched sound; its

pitch is determined exclusively by the frequency of the sine wave. Likewise, if multiple sine

waves are played concurrently, each wave will have a peak in the frequency spectrum which

coincides with an individual note (Forsberg, 2009).

Music in the real world, however, naturally contains periodic components known as

partials (or overtones). These partials vary in frequency, as well as phase and amplitude. The

partials can be either harmonic or inharmonic. The harmonic partials align in what is known as a

harmonic series. These harmonic frequencies are whole-integer multiples of the fundamental

frequency (Forsberg, 2009), and can be seen in a Fast Fourier Transform (FFT).

In Western music, there are seven natural notes (A, B, C, D, E, F, and G) and five derived

notes, known as sharps and flats, which each lie between two notes. On the piano, the natural

notes are the white keys and the sharps and flats are the black keys. These notes are all related to

each other via very specific ratios of frequencies, known as intervals. Intervals are described as

“the distance between notes” (French, 2012, p. 53). The smallest interval is a half step (or a

semi-tone), and all of the other intervals are comprised of various multiples of the half step. These

musical intervals are typically expressed in units known as cents. In the equal tempered octave

(Nave, n.d.), which is the largest interval, each tempered semitone has a value of 100¢. See table

2.1 below for a listing of the intervals and the number of half steps and cents that define them.
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Table 2.1. Musical Intervals

Half Steps Cents Interval Name

1 100 Half Step

2 200 Whole Step

3 300 Minor Third

4 400 Major Third

5 500 Perfect Fourth

6 600 Augmented Fourth/Diminished Fifth

7 700 Perfect Fifth

8 800 Minor Sixth

9 900 Major Sixth

10 1000 Minor Seventh

11 1100 Major Seventh

12 1200 Octave

Any given note is able to be adjusted in frequency lower or higher than its ideal value

without changing the note itself; this adjustment is known as tuning. Notes are tuned to a desired

pitch, and the pitch is customarily correlated to a specific frequency (ie. A4 = 440 Hz). Albert

Frantz (n.d.) illustrated the difference between notes and pitches with the concept of a rainbow.

Just as there are seven naturals (or primary notes) in Western music, there are, likewise, seven

distinct colors in the rainbow: red, orange, yellow, green, blue, indigo, and violet. Just as a

rainbow technically contains an infinite number of colors (covering the full color spectrum), the

musical spectrum technically contains an infinite number of pitches. A red color can be a few

shades away from pure red, but will still be perceived as red. In the same way, a C note can be a

few cents off of its calculated pitch, but still be a C.

Though frequency values are typically expressed in hertz (Hz), when a note is off pitch,

the distance between the current pitch and the ideal pitch is conveyed in cents (¢). Using the equal

tempered octave where one octave equals 1200¢, there is a power of two relationship (Nave, n.d.)

which yields the following formula:
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f2
f1

= 2
c

1200 (2.1)

2.6 Pitch Detection

In order to identify a note, a user must take the audio input and perform some signal

processing to identify the pitch (or fundamental frequency), and then the note name can be

determined based upon the frequency value. There are two main categories for pitch detection

techniques: time-domain and frequency-domain.

2.6.1 Time-Domain Methods

Time-domain methods of pitch detection use the raw waveform data to determine the

fundamental frequency.

2.6.1.1 Zero-Crossing

One of the most basic time-domain methods of detecting pitch is the zero-crossing method

(Forsberg, 2009; McLeod, 2008). The zero-crossing method determines the fundamental

frequency by simply looking at the features of the waveform, specifically the number of times that

the wave crosses over the threshold between positive and negative (zero-crossing). The time

between two consecutive zero crossings is known as the period of the waveform. The frequency

of the waveform has an inverse relationship with the period, T, and can be calculated using the

formula:

f =
1
T

(2.2)

The zero-crossing method is computationally inexpensive. However, it is not the most suitable

solution for complex or noisy signals, as harmonics can cause multiple zero-crossings to occur

within one period (McLeod, 2008).
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2.6.1.2 Autocorrelation

Autocorrelation is one of the popular time-domain pitch detection methods (Forsberg,

2009; McLeod, 2008; Singh & Kumar, 2014; VonDemKnesebeck & Zölzer, 2010).

Autocorrelation works by taking an input waveform and comparing it with a shifted copy of itself,

resulting in a cross-correlation. The autocorrelation function (ACF) creates peaks (or maxima) at

integer multiples of the period T of the input signal. There are two equations for the ACF

(McLeod, 2008): one is for use on a discrete window containing a stationary signal (eq. 2.3), and

the other for use on non-stationary signals (eq. 2.4).

r(τ) =
(N/2)−1

∑
n=0

x(n)∗ x(n+ τ), 0≤ τ ≤ N
2

(2.3)

r(τ) =
N−1−τ

∑
n=0

x(n)∗ x(n+ τ), 0≤ τ ≤ N (2.4)

The second equation (eq. 2.4) creates a tapering effect on the autocorrelation result, so the

values will move closer and closer to zero as the summation approaches the end of the window

(length N). See figure 2.17 for a comparison of the two autocorrelation functions. Figure 2.17 part

(c) shows the effects of the tapering on the autocorrelation result. This tapering effect is useful in

finding the largest maxima after τ = 0, which corresponds to the first period. The time at this

maxima is then divided into the sampling rate, resulting in the fundamental frequency, or pitch.

Before running the data through the ACF, a windowing function can be applied to facilitate

smoother transitions as the window moves (Fourney & Fels, 2009). A commonly used window in

autocorrelation is the Hamming window.
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Figure 2.17. A comparison of two autocorrelation functions on an audio signal.

(b) equation 2.3, (c) equation 2.4 (McLeod, 2008).

The autocorrelation method works well when signals are perfectly periodic; but, real

instruments do not always have such nice periodicity (McLeod, 2008). Even still, the ACF is

generally robust against signals with harmonic imperfections (Singh & Kumar, 2014). However,

the ACF is highly sensitive to sampling rate. The shifted waveform is ultimately a shift in

samples, the size of which is dictated by the sampling rate. Ergo, the lower the sampling rate the

lower the resolution, and the higher the sampling rate the higher the resolution.
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2.6.1.3 Square Difference Function

The Square Difference Function (SDF) is a close cousin to the autocorrelation function

(deCheveigné & Kawahara, 2002; McLeod, 2008). However, instead of the algorithm coming to a

maixma at the periods, the square difference function comes to a minima. The equation for the

SDF is shown in equation 2.5 below.

r(τ) =
N−1−τ

∑
n=0

(x(n)− x(n+ τ))2 (2.5)

2.6.1.4 Average Magnitude Difference Function

The Average Magnitude Difference Function (AMDF) is also very similar to

autocorrelation. The equations are very close, but like the SDF, the AMDF calculates the

difference between the original and shifted segments instead of their product (eq. 2.6). This

makes the AMDF computationally faster than the ACF. AMDF is thought to be more accurate

than autocorrelation, but autocorrelation has performed better when compared with AMDF

(Singh & Kumar, 2014). Given AMDF’s similarities with autocorrelation, it is also highly

sensitive to the sampling rate.

r(τ) =
N−1−τ

∑
n=0

|x(n)− x(n+ τ)| (2.6)

There are numerous papers written about the ACF, SDF, AMDF, and various

combinations and modifications of them (deCheveigné & Kawahara, 2002; Forsberg, 2009;

McLeod, 2008; Muhammad, 2011; Singh & Kumar, 2014; VonDemKnesebeck & Zölzer, 2010).

Some have been more successful attempts than others, but all of these time-domain equations

have the same major limitation – the sampling frequency. Each of these methods is comparing the

original signal with a shifted version of itself, and the shifting is done in increments of samples.

Autocorrelation and its related methods are best suited for monophonic pitch detection in the

mid-to-low frequency ranges (Forsberg, 2009).
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2.6.2 Frequency-Domain Methods

The following sections will describe several major frequency-domain methods, including

the Fourier Transform, Harmonic Product Spectrum, and Cepstrum.

2.6.2.1 The Fourier Transform

The well-known Fourier Transform takes a time-domain signal and transforms it into the

frequency domain, resulting in what is known as a frequency spectrum. The Fast Fourier

Transform (FFT) is an optimized version of the Discrete Fourier Transform (DFT). A Fourier

Transform works by exploiting the symmetrical properties of the DFT calculation (equation 2.7)

so that it can improve the speed of the calculation. In order to perform an FFT, the FFT length (or

window size, N) must be a power of two.

X(k) =
N−1

∑
n=0

x(n)∗ e
− j2πnk

N (2.7)

The highest frequency in the FFT is known as the Nyquist frequency, and it is equal to

half of the sampling frequency. For example, if the sampling rate is 44100 Hz, the Nyquist

frequency would be equal to 22050 Hz (equation 2.8). This means that the spectrum will only

contain values for frequencies less than 22050 Hz.

fnyquist =
44100 Hz

2
= 22050 Hz (2.8)

The Nyquist frequency shows that the sampling rate must be at least twice that of the highest

frequency present in the waveform (equation 2.9).

fsampling ≥ 2∗ fmax (2.9)

DFTs and FFTs alike suffer from the phenomenon known as spectral leakage. Spectral

leakage is a result of an input signal frequency not being an integer multiple of the fundamental

frequency. When this happens, the input frequency will show up in the DFT or FFT result. In

order to address this leakage issue, windowing functions can be applied to the input signal to
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taper the beginning and end of the signal. Figure 2.18 shows a spectrum with leakage before and

after windowing. Some popular windowing methods include Hamming, Hanning, triangle, and

Blackman.

Figure 2.18. (a) A spectrum with leakage, (b) The same spectrum with a Hamming window

applied (Forsberg, 2009).

In an FFT spectrum, the fundamental frequency (pitch) corresponds to the first peak of the

spectrum. However, the first peak may not be the tallest peak. This makes detecting the

fundamental tricky, and this becomes an even larger problem in cases where the fundamental is

very small or missing (McLeod, 2008). While the FFT is a relatively simple and straightforward

method, another major drawback of using the FFT as a means of pitch detection is that the

resolution of the FFT is directly limited by both the sampling frequency and the FFT length. The

resolution of the FFT is defined as:

∆ f =
fsampling

N
(2.10)

In order to achieve an accuracy comparable to a guitar tuner, one would need a very high

sampling frequency as well as a very long FFT window. This is highly impractical for most audio

processing solutions, and would not work well in a visualization application where accuracy was

a key focus.
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2.6.2.2 The Harmonic Product Spectrum

Once an FFT has been performed on an audio signal, the Harmonic Product Spectrum

(HPS) can be used to determine the pitch (Forsberg, 2009; McLeod, 2008). The HPS determines

the fundamental frequency by downsampling the spectrum a certain number of times. Each time

the spectrum is downsampled, a more compressed version of the spectrum is produced.

Downsampling results in an alignment of the harmonics (see figure 2.19). These

downsampled/compressed spectrums are then multiplied together, which amplifies the harmonics

that are aligned and reveals the fundamental. Overall, HPS works well and is insensitive to noise

(Forsberg, 2009). However, a major limiting factor is that HPS performs better with longer

windows; windows with only two or three periods of the signal are not handled as well (McLeod,

2008). This becomes problematic for the frequencies at the lower end of the guitar range, and

extending the window length increases the processing time.

Figure 2.19. HPS – alignment of harmonics in downsampling (Forsberg, 2009).



33

2.6.2.3 Cepstrum

The term “cepstrum” is a clever play on the word “spectrum,” as it is simply the reversal

of the first four letters of the word “spectrum.” As its name suggests, a cepstrum is a spectrum of

a spectrum (McLeod, 2008; Singh & Kumar, 2014). The time domain input is converted to the

frequency domain using an FFT, and then that spectrum is converted from a linear to a logarithmic

scale. The inverse FFT is then applied, resulting in the power spectrum (and converting back to

the time domain). The maxima in the cepstrum’s quefrency domain is located, and the

fundamental frequency is then calculated in the same manner as the ACF (Singh & Kumar, 2014).

2.7 Summary

Chapter two provided a review of the literature relevant to music visualizations,

introductory music theory concepts, and an overview of a sampling of common pitch detection

methods. The next chapter provides the framework and methodology to be used in the research

project.
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CHAPTER 3. RESEARCH METHODOLOGY

Chapter three provides the research framework and methodology used in the research

study. It details the hypotheses, population and sample set, key variables, measures for success,

threats to validity, and test methodology.

3.1 Study Design

This study was quantitative. The goal was to determine if music notes and their pitch can

be accurately identified, transcribed, and visualized using an open-source programming

environment that is geared towards the visual arts. The programming environment chosen was

Processing©3. The PDE (Processing© Development Environment) was used to both process the

input audio and create a visualization containing the pitch value, note name, and note

transcription. The number of instruments used in the study was limited to one to demonstrate the

concept, and a guitar was selected as the live instrument. The tuning pedal chosen for this study

was the tc electronic® PolyTune® 2, which boasts an accuracy of ±0.1¢ (tc electronic, 2014). A

Rocksmith® 1/4-inch to USB cable was used to input the guitar signal into Processing©3. Data

collected included note names, pitch values, and note location. The note names and locations

were judged on correctness, and pitch value data was analyzed for accuracy.

3.2 Unit & Sampling

The following sections discuss the hypotheses, population, sample, variables, and the

measures for success.
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3.2.1 Hypotheses

The hypotheses for this study were the following:

H10: The individual note’s pitch was not correctly identified and displayed with an

accuracy of ±2¢.

H1α : The individual note’s pitch was correctly identified and displayed with an

accuracy of ±2¢.

H20: The individual note name was not correctly displayed and transcribed into a

standard music notation.

H2α : The individual note name was correctly displayed and transcribed into a

standard music notation.

3.2.2 Population

The population was all notes within the standard guitar range. Using a reference pitch of

A4 = 440.0 Hz, this standard guitar range covered 82.4 Hz (E2) to 1174.7 Hz (D6), which resulted

in a population of 47 notes.

3.2.3 Sample

Given the small population size of 47 notes, the sample size for testing with sine waves

was all 47 notes in the standard guitar range. For testing with a live instrument, a subset of this

population was chosen. The subset consisted of six notes, one for each open string on the guitar.

The six open strings were chosen due to the fact that a guitar can only be tuned when the strings

are open; the pitch is fine-tuned when the string tension is adjusted with the tuners, located on the

headstock of the guitar. The six open strings were tuned to a specific pitch using the tuning pedal,

and then input into the visualization at a known frequency.
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3.2.4 Variables

The variables in this study were note, pitch, and accuracy. Accuracy was the dependent

variable, as it was the variable of interest. Note and pitch were the independent variables, as they

were the contributors of change against which accuracy was measured.

3.3 Measures for Success

Success in this study was considered achieved with the culmination of the following:

• The visualization could be created using an open-source programming environment.

• The visualization could be run in real time.

• The visualization could accurately identify and display single note pitch values from a live

instrument within ±2¢.

• The visualization could correctly display single note names from a live instrument.

• The visualization could correctly transcribe single notes from a live instrument.

3.4 Threats to Validity

Threats to validity in this study included the following:

• Assumptions that string tensions are constant.

• Assumptions regarding the string bending stiffness to be negligible.

• Assumptions that the string was plucked in exactly the same manner and same place each

time.
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3.5 Visualization Design

The programming environment Processing©3 was used to design and build the

visualization, as well as process the audio signals. The visualization design was kept simple and

clean, as the focus of this thesis was the accuracy of the visualization. The visualization displayed

the following:

• note name and octave

• pitch (fundamental frequency)

• raw audio input waveform

• FFT of the audio input

• transcription of note on a Western music staff

Colors were incorporated into the visualization to add interest and to aid in the recognition of

notes. The seven colors of the rainbow were mapped to the seven natural notes of the scale. Table

3.1 details the color mapping chosen for this visualization. In the case of sharps and flats, both

notes were displayed with their respective natural note colors, and the FFT and audio waveform

were mapped to the middle value in between the two colors of the corresponding two natural

notes. Figure 3.1 shows the visualization displaying a sharp/flat note.
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Table 3.1. Note to Color Mapping

Note Name Color

C Yellow

C] / D[ Yellow–Green

D Green

D] / E[ Green–Blue

E Blue

F Indigo

F] / G[ Indigo–Violet

G Violet

G] / A[ Violet–Red

A Red

A] / B[ Red–Orange

B Orange
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Figure 3.1. The created visualization with a sine wave input.

3.6 Pitch Detection Strategy

Autocorrelation was chosen as the method of pitch detection in this study. Singh and

Kumar (2014) found the autocorrelation algorithm to be better than both AMDF and cepstrum

methods. When choosing the sampling frequency and window size, consideration was given to

the trade-off between resolution and time (McLeod, 2008). If the window was kept large, the

accuracy would increase; but, so would the time it took to process the audio. If the window was

kept small, the accuracy would decrease, along with the processing time. Given that this

visualization was to be run in real time, the window length was kept small.
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A table of reference pitches for each note was generated using the following formula and a

reference pitch of A4 = 440.0 Hz (French, 2009). This table can be seen in the appendix table A.1.

fn = f0 ∗ rn, where r = 2
1
12 and f 0 = 440.0 Hz (3.1)

3.7 Test Methodology

There were two stages of testing for this study:

1. MATLAB was used to generate sine waves accurate to 0.01 Hz. One sine wave was

generated for each of the 47 notes in the guitar range. These sine waves were saved as .wav

files and then fed into the visualization. The .wav format was chosen because it is an

uncompressed audio file format. The output values from the visualization were recorded

and analyzed to determine accuracy.

2. A guitar was tuned with the PolyTune® 2 tuning pedal. The guitar was then connected to

the visualizer using the Rocksmith® cable. Each open string was plucked individually using

a pick, and the output values from the visualization were recorded and analyzed to

determine accuracy.

During the two stages of testing, both the note name and note transcription were observed to

determine correctness. The data for both the note name and note transcription was binary; values

were either yes (correct) or no (incorrect).

3.8 Summary

Chapter three provided the framework and methodology that were used in the research

study. It also detailed the design of the visualization, the strategy and method of pitch detection

chosen, and the testing methodology.
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CHAPTER 4. RESULTS

Chapter four provides the results of the research study.

4.1 Pitch Detection

Autocorrelation was a respectable choice for the pitch detection method, but it had several

limiting factors. The Rocksmith® 1/4-inch to USB cable was limited to a sampling frequency of

48kHz (Ubisoft, 2012), so the sampling rate of the whole system was limited to 48kHz. Given

that the visualization needed to run in real time, the buffer length (or window size) of the audio

samples was kept to N = 16384. This resulted in frequency resolution of:

∆ f =
48000 Hz

16384
= 2.93 Hz (4.1)

The fundamental frequency (pitch) values were not always stable in the visualization

window; in these cases an average of the repeating values was taken. The fundamental frequency

(pitch) values did not always meet the desired ±2¢ accuracy. Table 4.1 contains the results from

open string live guitar testing. While the desired ±2¢ accuracy was not always met, the data

showed that the detected pitch values were all accurate to at least ±8¢ over the range.

Interestingly, the testing done with the MATLAB generated sine waves produced data that

showed that the pitch values were not quite so accurate. The sine wave detected pitch values were

accurate to at least ±18¢ over the full range of the guitar. Figure in the appendix shows how

sporadic the accuracy values were for sine waves across the guitar range.
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4.2 Note Name and Transcription

All notes were correctly named and transcribed in both tests. Table 4.2 shows the open

string test results. Given that the note names and associated locations were based upon the

fundamental frequency value, as long as the frequency was within the calculated ±50¢ range for

the note, the note was named and transcribed correctly. Figure 4.1 shows the visualization with a

live guitar input. The note G3 was correctly named and transcribed, and the pitch was displayed

with an accuracy of ±2¢. In addition to the note information, the visualization displayed an FFT

of the audio spectrum and the raw audio input with the Hamming window applied.

Figure 4.1. The created visualization with a live guitar input. Audio input shown with the

Hamming window applied.



44

Ta
bl

e
4.

2.
L

iv
e

G
ui

ta
rO

pe
n

St
ri

ng
Te

st
in

g
D

at
a

-N
ot

es

L
iv

e
G

ui
ta

r
Te

st
1

L
iv

e
G

ui
ta

r
Te

st
2

L
iv

e
G

ui
ta

r
Te

st
3

N
ot

e
N

am
e

C
al

cu
la

te
d

f 0
(H

z)
C

or
re

ct
N

am
e

C
or

re
ct

Po
si

tio
n

C
or

re
ct

C
ol

or
C

or
re

ct
N

am
e

C
or

re
ct

Po
si

tio
n

C
or

re
ct

C
ol

or
C

or
re

ct
N

am
e

C
or

re
ct

Po
si

tio
n

C
or

re
ct

C
ol

or
E

2
82

.4
07

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

A
2

11
0.

00
0

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

D
3

14
6.

83
2

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

G
3

19
5.

99
8

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

B
3

24
6.

94
2

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

E
4

32
9.

62
8

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s

ye
s



45

4.3 Overall Outcome

This study confirmed one hypothesis and rejected the other. The accepted hypotheses for

this study were the following:

H10: The individual note’s pitch was not correctly identified and displayed with an

accuracy of ±2¢.

H2α : The individual note name was correctly displayed and transcribed into a

standard music notation.

4.4 Summary

Chapter four reviewed the results of the research study.
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CHAPTER 5. SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

Chapter five provides a summary of the research, conclusions from the research, and

recommendations for further research.

5.1 Summary

A visualization was created with Processing©3 that could take input from a live guitar and

correctly display the note name, correctly transcribe the note onto the Western music staff, display

the audio input, display the FFT of the audio input, and display the pitch value, all in real time.

Autocorrelation was chosen as the method of pitch detection. The pitch was not always accurate

to ±2¢, but the pitch was accurate to at least ±18¢ over the full range of the guitar.

5.2 Conclusions

Processing©3 was a suitable choice for the visualization development software.

Processing©3 boasts many powerful features and functions available in various libraries, as well

as a large network of users with a plethora of examples and helpful forums. Autocorrelation was

not the ideal choice for pitch detection, as it is unable to achieve the desired accuracy without

some further processing, modifications, or increasing the processing time.

5.3 Recommendations

For future iterations of this project, it would be prudent to look into the possibility of a

zoom FFT to achieve the desired ±2¢ accuracy. However, given the limitations of the FFT, it may

also be possible to achieve more accurate results if the FFT is not included in the visualization.

Some other improvements to the visualization could include the ability to choose a reference

tuning pitch, various selectable “modes” that could gear the visualizations towards a certain
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aspect of music, the ability to cover ranges of other instruments, and a recording feature. The

creation of selectable “modes” for the visualization could be useful because it is difficult to create

a visualization which can clearly and cleanly visualize all technical aspects of the music while

still being visually entertaining and fun to use.

5.4 Summary

Chapter five provided a summary of the research, conclusions from the research, and

recommendations for further research.
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APPENDIX A. DATA TABLES

Table A.1 shows the calculated values that were used to determine whether or not the

pitch was within ±2¢ of the fundamental frequency (f0).

Table A.1.: Calculated Pitch Values

Note Name Reference A4 (Hz) r = 2(1/12) n f0 (Hz) f0–2¢ (Hz) f0+2¢ (Hz)

E2 440.0 1.05946 –29 82.407 82.312 82.502

F2 440.0 1.05946 –28 87.307 87.206 87.408

F]2 / G[2 440.0 1.05946 –27 92.499 92.392 92.606

G2 440.0 1.05946 –26 97.999 97.886 98.112

G]2 / A[2 440.0 1.05946 –25 103.826 103.706 103.946

A2 440.0 1.05946 –24 110.000 109.873 110.127

A]2 / B[2 440.0 1.05946 –23 116.541 116.406 116.676

B2 440.0 1.05946 –22 123.471 123.328 123.614

C3 440.0 1.05946 –21 130.813 130.662 130.964

C]3 / D[3 440.0 1.05946 –20 138.591 138.431 138.752

D3 440.0 1.05946 –19 146.832 146.663 147.002

D]3 / E[3 440.0 1.05946 –18 155.563 155.384 155.743

E3 440.0 1.05946 –17 164.814 164.623 165.004

F3 440.0 1.05946 –16 174.614 174.413 174.816

F]3 / G[3 440.0 1.05946 –15 184.997 184.784 185.211

G3 440.0 1.05946 –14 195.998 195.771 196.224

G]3 / A[3 440.0 1.05946 –13 207.652 207.413 207.892

A3 440.0 1.05946 –12 220.000 219.746 220.254

A]3 / B[3 440.0 1.05946 –11 233.082 232.813 233.351

continued on next page
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Table A.1.: continued

Note Name Reference A4 (Hz) r = 2(1/12) n f0 (Hz) f0–2¢ (Hz) f0+2¢ (Hz)

B3 440.0 1.05946 –10 246.942 246.657 247.227

C4 440.0 1.05946 –9 261.626 261.323 261.928

C]4 / D[4 440.0 1.05946 –8 277.183 276.863 277.503

D4 440.0 1.05946 –7 293.665 293.326 294.004

D]4 / E[4 440.0 1.05946 –6 311.127 310.768 311.487

E4 440.0 1.05946 –5 329.628 329.247 330.009

F4 440.0 1.05946 –4 349.228 348.825 349.632

F]4 / G[4 440.0 1.05946 –3 369.994 369.567 370.422

G4 440.0 1.05946 –2 391.995 391.543 392.449

G]4 / A[4 440.0 1.05946 –1 415.305 414.825 415.785

A4 440.0 1.05946 0 440.000 439.492 440.509

A]4 / B[4 440.0 1.05946 1 466.164 465.626 466.703

B4 440.0 1.05946 2 493.883 493.313 494.454

C5 440.0 1.05946 3 523.251 522.647 523.856

C]5 / D[5 440.0 1.05946 4 554.365 553.725 555.006

D5 440.0 1.05946 5 587.330 586.651 588.008

D]5 / E[5 440.0 1.05946 6 622.254 621.536 622.973

E5 440.0 1.05946 7 659.255 658.494 660.017

F5 440.0 1.05946 8 698.456 697.650 699.264

F]5 / G[5 440.0 1.05946 9 739.989 739.134 740.844

G5 440.0 1.05946 10 783.991 783.086 784.897

G]5 / A[5 440.0 1.05946 11 830.609 829.650 831.570

A5 440.0 1.05946 12 880.000 878.984 881.017

A]5 / B[5 440.0 1.05946 13 932.328 931.251 933.405

B5 440.0 1.05946 14 987.767 986.626 988.908

C6 440.0 1.05946 15 1046.502 1045.294 1047.712

continued on next page
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Table A.1.: continued

Note Name Reference A4 (Hz) r = 2(1/12) n f0 (Hz) f0–2¢ (Hz) f0+2¢ (Hz)

C]6 / D[6 440.0 1.05946 16 1108.731 1107.450 1110.012

D6 440.0 1.05946 17 1174.659 1173.303 1176.017
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Figure A.1. Data collected from testing with a MATLAB generated sine wave. The green cells

show the distribution of cent accuracy.
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APPENDIX B. TC ELECTRONIC® POLYTUNE®2

The following pages are excerpts from the tc electronic® PolyTune® 2 user’s manual (tc

electronic, 2014), stating the accuracy of the tuner. Details about the bypass switch are also

provided. The tuner can be seen in figure B.1.

Figure B.1. The tc electronic® PolyTune® 2 Blacklight (tc electronic, n.d.).
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APPENDIX C. UBISOFT ROCKSMITH®

The following pages are excerpts from the Ubisoft Rocksmith® PC user’s manual (Ubisoft,

2012). The manual states the system requirements and the sampling frequency for the 1/4-inch to

USB interface cable.



Rocksmith PC 
Configuration and FAQ 
September 26, 2012 

 

Contents: 
• Rocksmith Minimum Specs 

• Audio Device Configuration 

• Rocksmith Audio Configuration 
• Rocksmith Audio Configuration (Advanced Mode) 
• Rocksmith Video Configuration 
• Rocksmith Video Configuration (Advanced Mode) 

  

  

Rocksmith Minimum Specs 

Rocksmith is built to run well on a majority of PCs released in the last 2-3 years. Our minimum PC 
specification is: 

• Intel Core2Duo E4400 @ 2.00 Ghz or AMD Athlon64 3800+ @ 2.0 Ghz 

• 2 GB 

• 256MB NVIDIA GeForce 8600GT or AMD Radeon HD 2600XT video card 

• USB 2.0 

• Windows Vista or Windows 7 

 

Our recommended PC specification is: 

• Intel Core2Duo E6750 @ 2.6GHz or AMD Athlon 64 X2 6000+ @ 3.0GHz 

• 4 GB Memory 

• 512MB NVIDIA GeForce 200-series or AMD Radeon HD 3000-series video card 

• USB 2.0 

• Windows Vista or Windows 7 

 

Our PC specifications are intended as rough guideline, and are based on mainstream desktop PCs using 
these specifications. Very often laptop or budget PC manufacturers may carry the same specifications 
but won’t have nearly as good performance, so your experience running Rocksmith on a laptop or 
budget PC may be less than optimal. 
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