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ABSTRACT 

Author: Peterson, Scott, M. PhD 

Institution: Purdue University 

Degree Received: December 2018 

Title: Target Types and Placement for Terrestrial and Mobile Mapping 

Committee Chair: Steven Johnson 

 

The use of digital three-dimensional (3D) data has increased over the last two 

decades as private and public firms have begun to realize its utility. Mobile Terrestrial 

Laser Scanning (MTLS) or Mobile Mapping Systems (MMS), which utilizes LiDAR 

(Light Detection and Ranging) data collection from a moving platform along with 

advances in positioning systems—e.g., Global Navigation Satellite Systems (GNSS), 

Inertial Navigation Systems (INS), and Distance Measurement Instruments (DMIs)—

have paved the way for efficient, abundant, and accurate 3D data collection. Validation 

and control targets are vital to ensure relative and/or absolute accuracy for MTLS 

projects. The focus of this dissertation is to evaluate several types of targets and the 

positional spacing of said targets for MTLS.  

A mostly planar two-dimensional (2D) targeting system (painted target on 

ground) is commonly used to constrain, register, and validate the 3D point clouds from 

MTLS. In this dissertation, 3D objects—a sphere and a cube—were evaluated with varied 

angles of incidence and point densities as more appropriate alternatives to constrain and 

validate the 3D MTLS point clouds. Next, a planar circular 2D target—with the use of 

the raw intensity of the LiDAR pulse as another measured dimension—was evaluated as 

a proof of concept to also constrain and validate 3D LiDAR data. A third and final 

component of this dissertation explored analyses of INS data to determine the positional 

spacing of control and validation targets in MTLS projects to provide maximum accuracy 

for all data points.   
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1. INTRODUCTION 

 Background 

Laser scanning has been around since the mid-1990s and is highly accurate on 

positioning, which can be less than a centimeter [1]. In recent years, LiDAR (Light 

Detection and Ranging) technology has vastly improved and with the advent of MTLS 

(Mobile Terrestrial Laser Scanning), high density LiDAR data can be acquired over 

larger areas in less time and with a high degree of accuracy. LiDAR requires 

measurements from a known position, known orientation, and a known coordinate system 

to create a registered 3D point cloud. MTLS utilizes a laser scanner on a terrestrial 

moving platform using similar principles as Airborne LiDAR but on the ground [1]. 

LiDAR alone on a moving platform cannot produce a registered point cloud. MTLS 

integrates LiDAR for measurements, GNSS (Global Navigation Satellite Systems) for 

positioning, INS (Inertial Navigation System) for positioning and orientation, and DMI 

(Distance Measurement Instrument) for distance traveled. With precise calibration and 

integration of all the MTLS components, Cartesian coordinates can be produced and 

registered into a complete 3D point cloud. Each component of MTLS produces errors—

systematic and random—leading to uncertainty of the accuracy of the registered point 

cloud. Poreba and Goulette [2] explained that validation can be assessed in terms of 

resolution, accuracy, and repeatability of the captured data. Targets are used in MTLS 

projects to validate, constrain and register the collected data. Barber et al. [3] explained 

that engineers require validation of the point cloud data to confidently make the right 

decisions and create accurate and precise designs. In this dissertation, different target 

types will be evaluated and a procedure for proper spacing of said target will be discussed 

to allow for a more accurate representation of the features found in the 3D point clouds.  

1.1.1 LiDAR 

LiDAR is found in airborne, terrestrial, and MTLS applications. LiDAR is an 

active method of remotely sensing objects [4]. Puente et al. [1] explained that LiDAR is 

for measurement of range and angle and can be time-of-flight based or phase shift; phase 

shift is more accurate, however more limited in range (<75m) while time of flight has a 
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greater range [4]. Relative positions of objects are calculated from LiDAR sensors by 

measuring the distance and angle to the object. In terrestrial scanning, the position and 

orientation of the scanner is typically known (exceptions are resections) by the use of 

vendor supplied targets and known control points.  Measured points are all referenced 

together in a Cartesian coordinate system based on the control points as reference. Most 

airborne, terrestrial, and MTLS systems employ a time of flight sensors for positioning of 

objects according to equation 1-1, 

where, ρ = distance, c = speed of light, n = index of refraction of medium, and τ = round 

trip time delay [4]. The density of data returned is a function of the pulse repetition rate 

and the rate of horizontal rotation of the scanning sensor, which produces collection rates 

from 50kHz up to 1000kHz. With terrestrial scanning, all measurements are registered 

together based on each setup of the scanner. In airborne and MTLS applications, each 

individual data point has its own Cartesian coordinate system derived from the 

integration of the IMU, GNSS, and DMI further explained in sections 1.3 – 1.5. 

Registration of all airborne and MTLS data sets requires millions of coordinate system 

transformations to be able to create one final product. 

The intensity is a measurement of the returned energy from the returned pulse. 

Intensity values can be used to distinguish between objects [4,5] with different reflective 

properties. Control targets often employ different areas of intensity, from which 

commercially developed software can extract the controlling positional information. 

Intensity values are affected by range, angle of incidence, atmospheric conditions, and 

the physical properties of the objects being scanned [4]. 

1.1.2 Inertial Measurement Unit in MTLS 

The INS (Inertial Navigation System) provides instant positions for the MTLS 

(Mobile Terrestrial Laser Scanning) system. The INS contains an inertial sensor, the IMU 

(Inertial Measurement Unit), which is a self-contained system that measures linear and 

angular motion using a triad of gyroscopes and a triad of accelerometers. Puente et al. [6] 

explained these gyroscopes and accelerometers provide instantaneous velocity and 



12 

 

attitude of a vehicle. Without the assistance of other measuring devices such as GNSS or 

a DMI, the IMU measures the roll rate, pitch rate, yaw rate, and the x acceleration, y 

acceleration, and z acceleration, respectively, resulting in the INS producing positional 

and attitude measurements. Typical IMUs utilized in MTLS measure in a range of 100 to 

2,000 Hz [4,7]. The IMU determines the orientation of the scanner sensor as the scanner 

sensor  makes each individual measurement for the resultant 3D point cloud.  MTLS 

applications rely heavily upon interpolated measured data. The observed measured data 

are a function of the IMU. If an MTLS has a scan sensor with a 600kHZ pulse rate and an 

IMU with a 200Hz measurement rate, then the XYZ positional coordinates of 3,000 data 

points will be interpolated values due to the limits of the IMU. Due to the interpolation of 

so many data points, the IMU is the driving force of MTLS. While an IMU is highly 

accurate when initialized at the beginning of a track, over time the errors associated with 

an IMU (initial alignment errors for roll pitch and yaw angles, gyroscope drift and 

accelerometer shift),  accumulate and degrade the overall positional accuracy of the INS, 

called drift [1,2,3]. 

1.1.3 Distance Measuring Instrument in MTLS 

In MTLS, the DMI (Distance Measuring Instrument) is placed on the wheel of a 

vehicle to measure the rate and velocity of wheel rotation. With knowledge of the 

circumference of the wheel and tire, distances can be measured [8]. When the DMI fails 

to register velocity or acceleration, the MTLS will register moments of no movement.  

1.1.4 Global Navigation Satellite Systems in MTLS 

GNSS provides the basic initial positioning information to the MTLS, with known 

accuracies and precisions in the sub-centimeter range. Poreba and Goulette [2] proved 

that the quality of 3D data in MTLS depends greatly upon the accuracy of GNSS 

positioning; however, there are limitations due to the fact GNSS produces the largest 

positional error. GNSS provides a reference by which the INS can re-calibrate its 

position. It is virtually impossible to maintain the GNSS signal during a complete project 

due to multipath errors caused by tunnels, bridges, buildings, and other possible 

obstructions. The multipath errors create a time which positional accuracy is well above 
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centimeter tolerances desired for engineering surveys. GNSS systems are used in mobile 

mapping to aid in the 3D positioning of the vehicle, more specifically the position of the 

laser scanner sensor at the time of measurement. GNSS sensors will measure anywhere 

from 1-10 times a second, providing location data for the laser scanner as well as the INS. 

Some MTLS employ GAMS [9]. GAMS are secondary GNSS receivers mounted to the 

vehicle. Each receiver has a known position relative to the INS, secondary GNSS unit, 

and the LiDAR scan sensor. Jointly, the two receivers are used in the heading 

determination [6].  

1.1.5 Smoothed Best Estimated Trajectory (SBET) in MTLS  

All measured data stems from data received at the LiDAR scanning sensor. The 

integration of the INS, GNSS, and DMI give the best estimate of the position and 

orientation of the scanning sensor for each measurement. The desired result of a MTLS 

project is the final 3D point cloud.  SBETs represent the travelled and referenced path of 

the LiDAR scanning sensor. All measured data received from the INS, GNSS, and DMI 

is processed taking in positional errors, orientation errors, and predictive modeling errors. 

This process creates the SBET (smoothed best-estimated trajectory). Commercial 

software and proprietary software related to the INS used are available to process the 

MTLS data, commonly known as Kalman filtering [3]. A Kalman filter more specifically 

is a set of mathematical equations that produces estimations of past, present, and future 

states, attempting to remove all the noise and other inaccuracies from each measurement 

[6]. Once an SBET is created, then the positions and attitude of each measurement from 

the scanner are computed and interpolated to create the final 3D point cloud.  

1.1.6 Targets in MTLS 

In any survey-related project, control points are used to establish absolute/relative 

coordinate systems and orientation. Targets are placed on the controlling locations to 

constrain 3D point clouds and to validate the MTLS data. The final 3D registered point 

cloud data set is dependent upon two things. First, the control established for the project 

must be established by methods of higher order. Second, a target is placed on, over, or 

above the controlling location so as to be seen (measured) by the LiDAR scanning 
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sensor. The measured MTLS data are then registered to fit the controlling locations each 

target occupies.   

1.1.7 3D Point Cloud Data with MTLS 

The point cloud data are a set of 3D coordinates that as a whole portray surface 

positions of topographic features. Each 3D point cloud is made up of a few to millions 

and millions of individual measurements in a Cartesian coordinate system. Due to the 

nature of the LiDAR sensor, its measured locations are random, unlike a traditional total 

station that can measure specific locations.  As shown in Fig. 1.1, the data points 

randomly measure topographic features of objects, identifying building corners, building 

edges, or any other specific geometric vertices that are not measured. Commercial 

software model all measured data allowing for determination of specific geographic 

interests.  

Fig. 1.1 Sample MTLS data of a house 
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With a high density of data made up of millions and millions of data points, 

features can be modeled to accurately represent any given scene as shown for a typical 

approach to an intersection in Fig. 1.2.  

Fig. 1.2 Sample MTLS dataset showing the approach to an intersection highlighting 

striping on the street and curb and gutter 

A LiDAR sensor on any given MTLS measures at different rates as discussed in 

Section 1.1.1. Table 1.1 shows a typical datasheet for the Trimble MX8 with the different 

configurations possible. The pulsing rate of the sensor remains consistent while the scan 

speed (revolutions per second) can be varied to achieve a higher or lower density of data 

points. 
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Table 1.1 Sample Datasheet from the Trimble MX8 System Which Uses  

Velodyne LiDAR Sensors  

 Statement of the Problem  

Several methods exist to validate and constrain a 3D MTLS point cloud. Control 

and validation targets are placed throughout a project over known positions for absolute 

accuracy or over random points for relative accuracy. While research agrees on the need 

for control and validation targets, there is not a consensus for the positional location of 

the targets (proximity to the scanner sensor), the spacing of the targets, nor the type of 

target [4,10,11,12].  

 Motivation 

Certainly, researchers continue to improve upon IMUs, DMIs, and both GNSS and 

laser scanner sensors, but the motivation driving this research is the need to know how to 

adapt and accommodate data collection styles and proper validation of the data using 

existing technology. The public and private sectors rely heavily upon the data provided 

by manufacturers and researchers working on their behalf. For example, the Georgia 

Department of Transportation refers the user back to the equipment manufacturer for 

assistance [13]. However, little guidance to actual, real world scenarios is given, leaving 

end users to their own devices to best complete projects. Several departments of 

transportation from multiple states have created standards for the use of MTLS that 
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dictate target placement and target types, and various methods to achieve desired 

engineering accuracies. Novice users blindly follow set instructions, with failed attempts 

to understand every detail of each component and how they work. The Indiana 

Department of Transportation (INDOT) commissioned a project to develop performance-

based standards due to the constant changes and advances in technology [14]. As the 

public and private sector drive and push for performance-based standards, one of two 

scenarios is necessary: first, the end user becomes proficient at research, or second, the 

end user is provided guidance on how to understand causes and effects of closed form 

technology. The National Cooperative Highway Research Program (NCHRP) [4] 

suggested its research be used for a wide audience who may or may not be familiar with 

LiDAR.  

Control targets are necessary to realize accurate 3D point clouds. Validation 

targets are necessary to provide quality control and assure accuracy of 3D point clouds. 

While current research is concentrated on eliminating errors in all components of MTLS, 

little work has been done on suggestions for better targeting. Research has investigated 

the impact of angle of incidence measured on each observed object [4], but it has not 

addressed its impact on the control and validation targets. Target types are driven by 

abilities of commercial software to identify and extract the positional information of the 

target, as well as what manufacturers suggest [4].  

Several state department of transportation agencies [10,13,15,16] have tried to 

address proper application of MTLS. The state manuals require a high degree of user 

understanding, but provide little guidance; this combination serves as a point of 

frustration for users collecting and processing MTLS data.   

In this dissertation, a proof of concept of a new target is explored, utilizing the 

absolute measured intensity to assist in locating the controlling position of a control or 

validation target. To date, no other research has performed or developed an experiment 

similar to this new target. In addition, no research has detailed the positional spacing of 

control and validation targets. This research explores the ability to examine the SBET, 

using only the INS data, to provide insight as to the performance of the INS and develop 

guidance for the positional spacing of control and validation targets. Specifications for 

spacing of targets are currently provided by several state departments of transportation, 
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mostly mimicking one another [10,15]. Since the GNSS provides the largest positional 

error [2], and is often in an autonomous state, reliance on the INS is mission critical, 

especially in urban scenarios. Much research has been performed in ideal situations, 

assuming all integrated MTLS systems are active and providing valuable data. There has 

been no research that shows worst case scenarios when the system relies wholly upon the 

IMU.  

 Goals and Objectives 

Because MTLS is a newer and developing technology, little guidance and direction 

is available on its use and quality control for engineering projects. This research  

examines the use of 3D objects—spheres and cubes—to properly control and validate 3D 

point clouds derived by MTLS over conventional uses of planar targets painted on the 

ground. A method to determine the proper spacing of targets (along and perpendicular to 

the travelled path) is presented in this research. Proper application of the type of target 

and spacing of the targets will result in a more accurate 3D point cloud, as well as 

providing a higher degree of confidence in the 3D point cloud data. General users will 

have sufficient knowledge to properly plan and execute a MTLS project.  

Due to the need of highly accurate control and validation targets properly spaced 

throughout an MTLS project, a proof of concept of a new MTLS/terrestrial LiDAR target 

is considered. Research has yet to properly explore the effect of angle of incidence on 

planar targets on the ground. A vertical 2D planar target that uses raw intensity to aide in 

the control target’s positioning is considered. This new target will be able to help 

eliminate the need for highly dense scan data and the need to be concerned with angle of 

incidence while measuring the target.   
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2. LITERATURE REVIEW 

MTLS (Mobile Terrestrial Laser Scanning) is a developing technology. Although 

the first functioning system was developed and working in the late 1980s to the early 

1990s [1], research on how to better integrate multiple systems, then validate and 

constrain the data, is ongoing [17]. MTLS has been compared to Airborne LiDAR (light 

detection and ranging) and terrestrial LiDAR. Airborne LiDAR can cover large areas 

(distance as well and square footage); however, accuracy is lower—on the order of 1-3 m 

resolutions—and planning requires much more time [18]. Terrestrial LiDAR is highly 

accurate at short distances and there are fewer time constraints in the planning process; 

however, it does require increased time to cover large areas. MTLS incorporates 

techniques of airborne LiDAR in its ability to travel large areas while continuously 

collecting data, and terrestrial LiDAR uses highly accurate LiDAR sensors to capture 

immense amount of data at resolutions in the centimeter to decimeter range and short 

distances. Like any tool, each has its purpose, and there are many advantages and 

disadvantages with all three methods. However, the key advantage to MTLS is the ability 

to capture data over large areas, in short amounts of time, and with high resolution [4].  

MTLS consists of multiple sensors: INS (Inertial Navigation System) and GNSS 

(global navigation satellite system), which together are commonly known as a POS 

(Position and Orientation System); DMIs (distance measurement instrument); and the 

LiDAR sensor. With the integration of  all sensors measuring at different rates, large 3D 

point clouds with the potential of high resolution data are created from which DEMs 

(digital elevation models) or DSMs (digital surface models) of any terrain over which the 

vehicle passes can be created. The INS and GNSS work closely one with another. The 

INS performs the bulk of the position measuring while the GNSS is constantly providing 

a check/calibration for the INS for each epoch measured [3,4]. During good GNSS 

conditions, the GNSS augments the positioning ability of the INS through providing 

updated positional information [3,4,19]. During poor GNSS conditions, the INS 

augments the GNSS by providing positional information.  The IMU (inertial 

measurement unit) can measure from 100 to 2,000 Hz [4,20,21], constantly measuring the 

accelerations of the roll, pitch, and yaw. Those measurements from the IMU translate into 
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precise orientation and position of the LiDAR sensor further allowing a distance and 

angle measurement to any object. INSs have a distinct disadvantage: due to positioning 

based on previous measurements that in turn were based on other previous 

measurements, INS positions degrade over time [1,2,3,4]. In the short term, an INS is 

very accurate, but over time, it will consistently drift due to errors contained in each of 

the preceding measurements. As mentioned above, GNSS assists the INS with each 

measured epoch providing a new positioning point for the INS. After measurements by 

the IMU, GNSS, and DMI, a SBET (Smoothed Best estimated Trajectory) is created by 

using a series of Kalman filtering [3]. Post-processing to integrate the Kalman filter data, 

the IMU data, the GNSS data, the DMI data, and all other measured data produces a final 

trajectory of the MTLS. The LiDAR sensor has now positional and orientation values 

from which a geo-referenced 3D point cloud is created.  

Control targets are used in MTLS projects to constrain and validate the 3D data. 

Validation is a large part of any mobile mapping project [3,4]. The Federal Geographic 

Data Committee (FGDC) created the National Standard for Spatial Data Accuracy 

(NSSDA) to provide a baseline for validating geospatial data. The NSSDA outlines a 

method utilizing a minimum of 20 GCPs (ground control points) that were surveyed to a 

higher order of accuracy from which subsequent survey data could be compared to 

standards that either validates measured data or determine inaccuracies [22]. The NSSDA 

method of validating data has been common in MTLS applications, however the 

standards as they apply to MTLS are outdated.  

While there is some research providing guidelines on control and validation target 

positioning, there is not a consensus with respect to the placement and frequency of the 

placement. Ussyshkin [12] has suggested a placement every 50-80m. Caltrans and 

Florida DOT (Department of Transportation) [10,15] has suggested every 500 feet 

(~150m) for validation and every 1500 feet (~450m) for control. Hiremagalur [11] has 

simply suggested redundancy as a best practice. Control targets are also suggested to be 

spatially distributed throughout the project. Recent research has created a DCC (data 

collection category) denoting the accuracy and density of a MTLS project defining three 

accuracy levels: high, medium, and low, with a spacing to be 150-300m, 300-750m, and 

750-1500m, respectively [4]. 
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Specific control and validation targets currently used include patterns of 

checkerboards or chevrons. As explained by NHRCP [4], non-reflective and reflective 

targets are utilized using the checkerboard or chevron patterns. Research has not 

addressed the angle of incidence utilizing the painted targets on the ground nor the fact 

that they require high density of 3D data points to perform the calculations. Bailey [21] 

addressed the placement of the target by using a fixed checkered pattern EMAT 

(Elevated Mobile Acquisition Target) for railway right-of-ways, but again this does not 

address the issue of angle of incidence. In Johnson et al [14], a cube and a sphere are 

calibrated and tested as validating targets while developing standards for the Indiana 

Department of Transportation. These results indicate that angle of incidence is not a 

factor in determining the controlling position of the these types of targets. 

Each LiDAR scanner returns a 3D position of a measured location on any given 

object. That position of the object is non-discriminate. Intensity, the amplitude of the 

returning signal, is also measured, which helps to identify objects with differing physical 

characteristics [4]. A lot of research has been performed detailing the characteristics of 

the return signal, but it has only been used for object distinction, not for positioning 

applications. The intensity provides ample contrast for controlling targets such as 

checkered patterns and chevrons, allowing for the proper identification of the controlling 

position.    

As Kaartinen et al [17] explained, further research is necessary under non-ideal 

conditions. This includes mobile mapping in urban areas where GPS is limited, or where 

GPS provides positioning at very poor resolutions. Haala et al [23] indicated in their 

experiments that results came from “good GPS conditions,” but not all conditions are 

ideal and current research must endeavor to investigate MTLS in substandard settings. 

MTLS is an emerging technology with the potential to profoundly change the 

mobile mapping landscape; thus, there exists a knowledge gap in that few studies have 

examined the accuracy of mobile terrestrial LiDAR using independent data [18]. 
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3. NEW LIDAR TARGET 

 Target Acquisition Techniques 

Mobile mapping commonly implements the use of 2-D targets as validation or as 

control to constrain the acquired 3-D point cloud. Common targets are squares, 

rectangles, plus signs, and chevron signs painted on the road surface. Through the use of 

image matching algorithms from the acquired 3-D point cloud, the 2-D targets can be 

utilized as control or validation. The use of 2-D targets, however, is limited based upon 

the density of data on the target. Developed algorithms and data processing using the 

controlling targets are quite straightforward and based on commercial software [4,24]. 

Two main variables affect density of the point cloud: 1) distance from the scanner sensor, 

which also impacts horizontal and vertical angle of incidence, and 2) speed of the vehicle. 

As shown in Fig. 3.1 and Fig. 3.2, Trimble MX8 data show that the density is based upon 

speed of the vehicle. At 15 mph, the high volume of spatial data defines the shape of the 

‘+’ target; however, at 60 mph, the lower volume of spatial data cannot accurately define 

the ‘+’ shape. Fig. 3.3 shows eight controlling ‘+’ targets, four controlling square targets, 

and four controlling rectangle targets, spaced 5m apart at ranges of 0-20m from the 

LiDAR sensor. The ‘+’ shape at 15m and 20m distant targets cannot be determined. 2-D 

ground targets must be closer to the scanning path to be of value as controlling targets. In 

most experiments, there is a requirement to use very dense point clouds to extract 

reference target positional data [4,17]. However, high volume target data are not always 

possible due to speed and distance from the LiDAR sensor. 

Terrestrial scanners use targets as shown in Fig. 3.4. They are utilized and 

processed as 2D targets, with the controlling centers calculated by data processing 

algorithms.  Terrestrial targets are not utilized in mobile mapping due to the inability to 

always produce high enough volume data on the target for image matching needs. While 

image matching is extremely powerful, it does require more data to accurately extract the 

control location. Through commercial software, a Leica P20 terrestrial laser scanner will 

identify the controlling center of its corresponding target within 3mm at 50m from the 

laser scanner [25]. 
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Fig. 3.1 Observed point cloud at 15mph; red circles show the visible targets on the 

pavement 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.2 Observed point cloud at 60 mph; red circles show the visible targets on the 

pavement 
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Fig. 3.3 Observed scan data at 15mph showing 0 to 20m offsets in the control targets on 

the ground 
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Fig. 3.4 Typical control targets used with terrestrial LiDAR 
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3-D targets typically require less dense data. For example, with proper 

geometric spacing of the point data, a sphere would only require four known 

measured values on its surface to determine the radius and center location 

through a least squares solution, beginning with the definition of a sphere in 

equation 3-1 with the center xO, yO, and zO as the unknowns and a known 

calibrated radius r.  

(𝑥 − 𝑥𝑂)2 + (𝑦 − 𝑦𝑂)2 + (𝑧 − 𝑧𝑂)2 = 𝑟2 equation (3-1) 

In laser scanning, a single measurement not only measures x, y, and z coordinates, 

it also measures intensity on the return signal. Intensity relates to reflectance values 

obtained through other remote sensing applications. Simply, intensity is the measured 

amount of returned energy from a given signal. Intensity is affected by color and other 

physical characteristics of the object. Both contribute to the amount of energy absorbed at 

the surface location. As shown in Fig. 3.5, targets are created with highly reflective 

surfaces with contrasting low reflective surfaces for easy identification by the 

commercial software. In the case shown in Fig. 3.5, blue represents high intensity 

(absorption of less energy) while orange represents a lower intensity (absorption of more 

energy). 

 

 

Fig. 3.5 Typical scan data and control targets; coloring represents the intensity of each 

collected data point 

Functional surfaces are surfaces that provide two dimensions of data with a third 

dimension derived from pictorial information. A contour map as shown in Fig. 3.6 is an 
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example of a functional surface, providing horizontal data (longitude and latitude) and 

derived elevation data from the drawn contour lines. 

 

 

 

 

 

 

 

 

 

Fig. 3.6 USGS topoquad map 

As shown in Figs. 3.1 through 3.5, high volume target measurements are made in 

a plane (a 2D surface on road or manufactured target) to control a 3D spatial 

environment; 1 3D component and measured intensity are not utilized in spatial 

computations for the controlling center of the target. 

 Principles of New LiDAR Target 

Intensity measured on a circular planar target with a radial color gradient can 

provide a third dimension of spatial measurement not acquired on previous 2-D targets 

mentioned in the previous subsection (3.1). A circle has the following equation (3-2): 

(𝑥 − 𝑥𝑂)2 + (𝑦 − 𝑦𝑂)2 = 𝑟2  equation (3-2) 

with the center xO, yO, and radius r. If the radius of the circle is known, then given two 

measured points along the circumference of the circle, the center can be determined (Fig. 

3.7). 
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Fig. 3.7 Components of a circle 

A variant of the circle’s equation can be implemented to allow the use of the 

measured intensity. A laser scanner measures an object indiscriminately, resulting in a 

failure to measure a point on the circumference of a planar circular target. The collection 

of the data on the target will be orderly in its point spacing, but random in the measured 

location on the target. Indiscriminate measuring produces unknowns with respect to the 

center of the target as well as the radius of said target, rendering the circle equation 

useless. Since intensity is affected by color, a colored radial gradient is employed on the 

circular target. The intensity and radial gradient will have a direct relationship to compute 

the radius of each measured data point on the circle. Each measurement on this planar 

target will now give two dimensions of spatial data on the target, with a known radius for 

each point. Equation 3-2 of a circle can now be used through at least three measurements 

on the target as shown in Fig. 3.8 and Fig. 3.9, using a least squares method to solve for 

the two remaining unknowns xO, yO. Three circles, each with a known radius and a 2-D 

measurement on the circumference of each circle, allow for a simultaneous solution of 

the center of the target. This becomes a basic three-point to n-points resection problem. 

 Process of Target Creation and Calibration 

A 6-inch diameter target was created and printed with a gradient of color as 

shown in Fig. 3.8. As discussed earlier, each measurement contains intensity data. The 

color gradient creates a relationship between the intensity from the outside of the target to 

the center. The intensity is  then utilized to determine the radius of each measured point 

to the center of the target. Described below is the process for determining the solution of 

the controlling center. 

xo, yo 
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Fig. 3.8 Control target  

 

Fig. 3.9 Scanned control target showing three randomly picked data points 

R3 
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1. A Leica P20 scanner was first set up over a control point then given the 

coordinates X = 1000.000m, Y = 1000.000m, and Z (Elevation) = 

100.000m. The scanner was set up with an instrument height of 1.769m. A 

regular 6-inch target used by the Leica P20 scanner was set up 5.000m 

away in the Y direction. The control location of the ground at the target’s 

location was measured to be X = 1000.000m, Y = 1004.998m, and Z 

(Elevation) = 100.013m, with a target height of 1.769m. With orientation 

set, the test target was scanned, and the center was determined to have 

coordinate values of X = 1000.000m, Y = 1004.998, and Z 

(Elevation)=101.779m. Due to the planar characteristics of the target, the 

y coordinates remained the same from each measurement, and the planar 

coordinates of X,Z were used for the remainder of the tests (Fig. 3.10). 

 

Fig. 3.10 Orientation of scanner for experiment  

2. A very dense scan of the radial gradient target was performed using the 

Leica P20 Scanstation scanner. The center of the target was created to 

have a lower intensity reading to ensure that we could find the center of 

the target based upon the intensity readings. The center of the target was 

also known from an initial setup and calibration of the orientation of the 

scanner as described in step 1. 
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3. With a known center, and the printed target placed in the same location, 

the XZ positions of each measurement were used to determine the radius 

of each measurement on the target. In total, 6,072 measured points were 

used to calibrate the target (Fig. 3.11). 

 

 

Fig. 3.11 Scanned target showing center by intensity 

4. Fig. 3.12 shows the relationship of the radii of each measured point with 

respect to its measure intensity. A 5th-degree polynomial was created to 

best fit the resultant data from the printed target. An R² value of .9318 was 

reported. The lower R² value is a direct result of the noise seen in the 

measured data. This noise is the result of the printing mechanism, not 

being able to print the designed gradient with enough accuracy. 

5. Now, given any observed data point, the planar coordinates of the target 

and the intensity can be used to solve for the controlling center of a planar 

target. A simple least squares routine was created by doing a resection. 

There are two unknowns, X center and Z center. Equations 3-3 and 3-4 

show the computations. 

X = (ATA)−1 × (ATL) (3-3) 
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(𝑥o, 𝑦o) = 𝑟𝑖2 − (𝑥𝑖 − 𝑥o)2 − (𝑦𝑖 − 𝑦o)2 = 0              𝑖 = 1, 2, 3 … 𝑛 (3-4) 

 

 

Fig. 3.12 Best fit equation to determine radius of a measured point 

 

Tests were done with a minimal number of data points to test the ability of the 

function as shown in Fig. 3.13. Three data sets were created to test and validate the 

resultant formula. 

1. Data Set 1. The known coordinates of the center of the target previously 

measured are X true center = 1000.000m, Z true center = 101.799m. 

Based on the randomly chosen points (full results found in sec. 3.4, Table 

3.2) X measured center = 1000.003m, Y measured center = 101.781m, 



33 

 

with a standard deviation of ±0.0022m in both X and Z. Some results as 

shown in Tables 3.2 – 3.4 did not converge and produced data values 

outside of the three standard deviation limit; thus, they were considered to 

be blunders. Those sets of observations were rejected and not used in the 

final calculation. Fig 3.13 shows a sample of randomly chosen points 

selected for the test. 

 

 

 

 

 

 

 

 

 

Fig. 3.13 Data Set 1 randomly chosen points method 

 

2. Data Set 2. Linearly picked data points were used to evaluate the 

performance of the derived equation as shown in Fig. 3.14. Results are X 

measured center = 1000.003m ± 0.0070m and Z measured center = 

101.776m ± 0.0075m. (Full results are shown in sec. 3.4, Table 3.3.) 

Again a few blunders were detected in the data sets and were not used in 

the final calculation. 
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Fig. 3.14 Data set 2, 1 linearly random chosen points method 

 

3. Data Set 3. The Leica P20 Scanstation scans in vertical patterns sweeping 

horizontally. Not all scanners follow the same pattern due to the manner of 

the setup. More than likely, more linear lines will be measured on the 

target. This test shows the results of at least two linear lines measured on 

the target as shown in Fig 3.15.  

 

 

 

 

 

 

 

 

 

Fig. 3.15 Data Set 3, 2 linearly random chosen points method 

 

4. Summarized results of the three data sets are shown in Table 3.1. 
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Table 3.1 Results from Data sets 1, 2 and 3 (Units in Meters) 
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 Table Results from Data Sets 1, 2, and 3 

Table 3.2 Data Set 1, Randomly Picked from Observed Data (No Regularity of Chosen 

Points) 
 Target Center X = 1000.000m and Z = 101.779m    

  Randomly chosen data points    Euclidean 
Distance 

(m) 
  Observed 

X(m) 
Observed 

Z(m) 
Observed 
Intensity 

Calculated 
Radius 

(m) 

Cente
r X(m) 

Cent
er 

Y(m) 

 

Set 1 Point 
#1 

999.979 101.752 0.5126 0.0374 999.9987 101.7846 0.0057 

Point 
#2 

1000.017 101.773 0.7419 0.0199 

Point 
#3 

999.993 101.838 0.3836 0.0533 

Set 
2*  
NC 

Point 
#1 

1000.056 101.752 0.3155 0.0600 1000.0126 101.7962 0.0213 

Point 
#2 

1000.007 101.774 0.8457 0.0079 

Point 
#3 

999.973 101.826 0.4427 0.0461 

Set 3 Point 
#1 

999.960 101.740 0.3534 0.0565 1000.0010 101.7789 0.0010 

Point 
#2 

999.990 101.793 0.7577 0.0189 

Point 
#3 

1000.025 101.782 0.6376 0.0256 

Set 4 Point 
#1 

1000.039 101.732 0.3128 0.0602 1000.0062 101.7823 0.0070 

Point 
#2 

999.946 101.785 0.3091 0.0605 

Point 
#3 

1000.012 101.790 0.8002 0.0152 

Set 5 Point 
#1 

1000.028 101.843 0.1563 0.0688 1000.0025 101.7791 0.0025 

Point 
#2 

999.993 101.783 0.8159 0.0132 

Point 
#3 

1000.053 101.746 0.3099 0.0604 

Set 6 Point 
#1 

999.956 101.727 0.1397 0.0699 1000.0017 101.7793 0.0017 

Point 
#2 

999.981 101.846 0.1372 0.0701 

Point 
#3 

1000.064 101.795 0.2437 0.0647 
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Table 3.2 (cont.) 

 Target Center X = 1000.000m and Z = 101.779m    

  Randomly chosen data points    Euclidean 

Distance 

(m) 

  Observed 

X(m) 

Observed 

Z(m) 

Observed 

Intensity 

Calculated 

Radius (m) 

Center X(m) Center Y(m)  

Set 7 Point 

#1 

999.998 101.737 0.4391 0.0466 1000.0046 101.7831 0.0062 

Point 

#2 

1000.007 101.776 0.8632 0.0037 

Point 

#3 

999.984 101.796 0.6605 0.0242 

Set 8 Point 

#1 

1000.053 101.735 0.1382 0.0700 1000.0020 101.7830 0.0045 

Point 

#2 

999.981 101.756 0.5387 0.0344 

Point 

#3 

1000.006 101.795 0.8068 0.0144 

Set 9 Point 

#1 

999.937 101.796 0.1614 0.0685 1000.0029 101.7784 0.0030 

Point 

#2 

1000.006 101.709 0.1380 0.0700 

Point 

#3 

1000.035 101.837 0.1829 0.0674 

Set 10 
NC 

Point 

#1 

1000.000 101.763 0.7387 0.0201 1000.0040 101.7814 0.0047 

Point 

#2 

999.995 101.785 0.8317 0.0106 

Point 

#3 

1000.007 101.787 0.8137 0.0135 

     average 1000.003 101.781 0.004 

     STD ± 0.0022 ± 0.0022 ± 0.0021 

NC = non convergence, excluded from final Average and STD 

*= one random linear picked data line 
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Table 3.3 Data Set 2, Randomly Picked from Observed Data – (Linear Relationship) 
 Target Center X = 1000.000m and Z = 101.779m    

  Randomly chosen data points -Linear    Euclidean 
Distance 

(m) 
  Observe

d X(m) 
Observe
d Z(m) 

Observe
d 

Intensity 

Calculated 
Radius (m) 

Center 
X(m) 

Center 
Y(m) 

Set 1 
NC 

 Point  1000.056  101.752   0.3155   0.0600  1000.0126 101.7962 0.0213 

#1     

 Point  1000.007  101.774   0.8457   0.0079  

#2     

 Point  999.973  101.826   0.4427   0.0461  

#3     

Set 2 Point 

#1 

999.978 101.727 0.389 0.0526 1000.0190 101.7585  

Point 

#2 

1000.004 101.769 0.8178 0.0128 

Point 

#3 

1000.031 101.800 0.4552 0.0446 

Set 3 Point 

#1 

999.999 101.713 0.1931 0.0670 1000.0042 101.7791  

Point 

#2 

1000.031 101.752 0.5231 0.0362 

Point 

#3 

1000.065 101.804 0.2095 0.0663 

Set 4 
NC 

 Point  1000.036  101.738   0.5397   0.0343  1000.0462 101.8049  

#1     

 Point  1000.000  101.777   0.8432   0.0084  

#2     

 Point  999.981  101.799   0.6098   0.0276  

#3     

Set 5 Point 

#1 

1000.059 101.751 0.2071 0.0664 999.9959 101.7744  

Point 

#2 

1000.002 101.759 0.6808 0.0231 

Point 

#3 

999.949 101.766 0.4415 0.0463 

Set 6 Point 

#1 

999.964 101.796 0.4825 0.0411 1000.0011 101.7790  

Point 

#2 

999.943 101.796 0.3099 0.0604 

Point 

#3 

999.987 101.796 0.7055 0.0218 
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Table 3.3 (cont.) 

 Target Center X = 1000.000m and Z = 101.779m    

  Randomly chosen data points -Linear     

  Observed 

X(m) 
Observed 

Z(m) 
Observed 

Intensity 
Calculated 

Radius (m) 
Center 

X(m) 
Center 

Y(m) 

Euclidean 
Distance (m) 

Set 7 Point 

#1 

999.993 101.763 0.7585 0.0189 999.9981 101.7810  

Point 

#2 

999.998 101.795 0.8129 0.0136 

Point 

#3 

1000.003 101.829 0.4256 0.0483 

Set 8 Point 

#1 

999.945 101.773 0.3538 0.0564 1000.000

9 

101.7796  

Point 

#2 

999.995 101.798 0.7673 0.0182 

Point 

#3 

1000.042 101.821 0.3326 0.0585 

Set 9 Point 

#1 

1000.062 101.766 0.2755 0.0629 1000.001

8 

101.7817  

Point 

#2 

1000.001 101.76 0.7853 0.0167 

Point 

#3 

999.947 101.752 0.2715 0.0631 

Set 10 Point 

#1 

999.983 101.715 0.2090 0.0663 1000.005

7 

101.7769  

Point 

#2 

999.982 101.776 0.7177 0.0212 

Point 

#3 

999.981 101.827 0.3538 0.0564 

     average 1000.003 101.776 0.006 

     STD ± 0.0070 ± 0.0075 ± 0.0089 

NC = Non convergence, excluded from final Average and STD 
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 Varied Distances and Angles of Incidence 

Table 3.1 supports the hypothesis that absolute intensity can be utilized to help identify 

the controlling center of a circular target. Following the same steps as shown in Sections 

3.3, two more targets (see fig. 3.16 below) were created to test the impact of angle of 

incidence and distance in relation to the LiDAR scanner. Fig. 3.17 shows the results of 

the best fit equation representing the radius with respect of the intensity value of the 

gradient. Each target was set up and tested at distances of 5m, 10m, 15m, and 20m. At 

each distance, the angle of incidence was also varied per test with angles of 0°, 15°, 30°, 

and 45°. In total, 16 tests were run per target to test their performace of calculating the 

controlling center of the target. While testing the impact of distance and angle of 

incidence, 3 randomly chosen points spread around the cetner of the target were chosen 

following the pattern as shown in Fig. 3.3. Fig. 3.18 graphically displays the results from 

the test of angle of incidence and distance. 

 

 

 

 

 

 

 

Fig. 3.16 Black and Red Gradient Targets 
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Fig. 3.17 Intensity vs Radius graph and best fit equation for the 

black and red target 



44 

 

 

Fig. 3.18 Results of Angle of Incidence and Distance for the Black and Red Gradient 

Target 

 Discussion 

As shown in Section 3.4, each data set resulted in less than a centimeter in 

distance away from the center of the target, the largest being 6mm.  

1. Each data set tested will not be typical of real-world applications. These tests 

were performed merely to show minimums required given certain scenarios. As 

shown in data set 2, although tests suggest a good performance of the model, a 

single linear data set with a few data points represent poor geometry, straining the 

performance ability of the least squares solution. Data set 3 will best represent 

traditional datasets due to the linear nature of the collection patterns of LiDAR 
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data. Results support the hypothesis that a circular radially gradient target can 

perform will aide MTLS or terrestrial scanners where low density of points exist.  

2. As shown in Fig. 3.12, there is significant amount of noise present in all the 

measurements. Outliers are present as well. This is due to the printing function of 

the gradient on the target. The printing here was done on a laser-jet, consumer-

grade printer. This produced some banding in the printing creating abrupt changes 

in the gradient which lead to inaccurate calibrations of the radius with respect to 

intensity.  

As shown in Section 3.5, angle of incidence and distance does have an impact of the 

performance of the calibrated targets.  

1. Both the black and the red target performed well when tested for angle of 

incidence and distance. All results were sub centimeter, except two data sets 

performed on the black target with an angle of incidence of 45° and 

corresponding distances of 5m and 20m.  

2. With the black target, error increases as angle of incidence increases on the target. 

However, the red target displayed the opposite results, whereas angle of incidence 

increased, the error got smaller. Further research will be required to either confirm 

the same results from the two targets, or to support either the black target’s 

pattern of error or the red target’s pattern of error. Further research can determine 

the relationship between color gradient, angle on incidence, and distance from the 

laser scanner. Regardless of the pattern of error, 87.5% of the experiments 

performed to sub-centimeter accuracy in identifying the controlling center of the 

control target.  

As seen throughout the chapter, this experiment was not designed to address every 

possible concern, only to prove that the concept is feasible. More research is necessary to 

be able to have a functioning target for use in the industry that is a highly accurate and 

precise targeting method for control and validation points for terrestrial and mobile 

scanning. 

Despite the difficulties with the printing of the target and its calibration, the 

technique was a success. With the limitations presented, a sub centimeter distance and 

standard deviation in the planar coordinates was achieved.  
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4. SBET AND CONTROL TARGETS 

 Control and Validation Target Placement – Current Methods 

Research continues to find ways to improve all aspects of MTLS systems. Control 

and validation targets are a common tool to constrain and validate the 3D data. As 

discussed in the literature review, knowledge gaps exist beyond the MTLS components in 

the area of target placement. Ussyshkin [12] has suggested a placement of targets every 

50-80m. Caltrans and the Florida DOT (Department of Transportation) [10,15] have 

suggested every 500 feet (~150m) for validation and every 1500 feet (~450m) for control. 

Hiremagalur [11] has suggested redundancy as a best practice. Control targets are also 

suggested to be spatially distributed throughout the project [4]. Recent research create a 

DCC (data collection category) denoting the accuracy and density of a MTLS project 

defining 3 Accuracy levels: high, medium, and low; with a spacing to be 150-300m, 300-

750m, and 750-1500m, respectively. Another gap in research is testing systems in non-

ideal situations. 

Mobile mapping units consist of two positioning systems: GNSS (Global 

Navigation Satellite Systems), IMUs (inertial measurement units). In good GNSS 

conditions, the IMU is augmented and updated by the GNSS. While there is poor GNSS 

coverage, the IMU acts independently to control positioning of the LiDAR sensor data 

[4].  

4.2 SBET (Smoothed Best Estimated Trajectory) 

A LiDAR sensor is placed on a vehicle in a known position relative to all other 

MTLS components; certain boresights are calculated to know specifically where the 

scanner sensor is in relation to the GNSS sensor, the IMU, and the DMI. Through 

commercial software packages, all MTLS data is integrated to produce a SBET 

(smoothed best estimated trajectory). A SBET is a best-estimated path of the laser 

scanner sensor derived from GNSS, IMU, and DMI data. The term “best estimate” is 

frequently used because there are errors in each measurement of each sensor, i.e., 

positioning from GNSS, orientation from the IMU, and distance from the DMI. Several 
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factors are taken into account when calculating the “best-estimate” path. The driving 

force behind the mobile mapping system is the IMU. Due to drift error, an IMU requires 

the assistance of the GNSS. Without GNSS, each measurement from the IMU is based on 

the previous measurement and calculated position. Errors compound, producing a drift 

away from the actual position. GNSS sensors measure between 1 to 10 times a second. 

Each measurement provides an updated position to help reset the IMU and reset the drift 

error. Due to many factors such as multipath errors and obstacles blocking satellite 

signals, GNSS sensors can lose lock and positioning capabilities. With a known SBET, 

the LiDAR scanner data can be processed and eventually tested for overall completeness 

and accuracy through control and validation targets. 

 Non-ideal Environment 

Most experiments testing the accuracy of mobile mapping systems are conducted 

in an ideal environment, meaning open areas that contain good GNSS lock for proper 

corrections to be given to the IMU. Rural environments with few vertical obstructions, 

are excellent testing grounds for MTLS technologies. Urban areas, however, are much 

more challenging due in large part to the presence of trees, buildings, tunnels, bridges, 

and bad satellite configurations that block or interrupt the GNSS signal, all of which 

combine to produce GNSS outages.  As described in section 4.3, without corrections, the 

IMU will drift, leading to a poor calculation of an SBET. In urban areas, an IMU is often 

the sole positioning system due to the above-mentioned issues with GNSS. 

 Target Placement 

Control targets are placed to assist and constrain the LiDAR data. As discussed in 

Section 4.1, control and validation targets are a necessity until technology advances to a 

point where GNSS corrections are not needed. Target placement is project-dependent; 

requiring good forethought and planning. A good understanding of the performance 

capabilities of the INS and GNSS systems is required to properly plan the placement of 

the targets. Target placement should be based on knowing when the IMU will drift too far 

out of an acceptable range. 
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 Efficiency of IMU 

As previously mentioned, the importance of an IMU to an SBET is heightened in 

non-ideal environments (sec. 4.4). A non-ideal situation is defined here as one in which 

GNSS and DMI are not used to calculate the SBET, which simulates loss of GNSS lock. 

With the data processing software Applanix [7], measurement features can be manually 

adjusted to simulate GPS loss of lock, and failed corrections can be given to the IMU. 

SBET comparisons of given time intervals with good GNSS lock and simulated loss of 

lock during the same time interval were calculated to analyze the performance of the 

IMU during those non-ideal situations. The experiment is detailed and outlined below. 

1. A full survey with a Trimble MX-8 was conducted that included movements at 

varying speeds, periods of no movement, periods of good GNSS lock, and 

periods of loss of GNSS lock. This simulated an urban environment where loss of 

GNSS is a common occurrence. 

2. After the run was complete, all measured data from the GNSS sensor, the IMU, 

and the DMI were collected and run through Applanix software to compute the 

SBET. The SBET created here represents a baseline for comparison for all other 

non-ideal SBET situations.  

3. Upon review of the data, nine time stamps of 60-second intervals were created in 

which GNSS lock was good, with the IMU having received good corrections 

from the GNSS. 

a. 406300s – 406360s 

b. 407450s – 407510s 

c. 407600s – 407660s 

d. 407980s – 408040s 

e. 407120s – 408180s  

f. 408450s – 408510s 

g. 408600s – 408660s 

h. 408830s – 408890s 

i. 408950s – 409010s 

4. Data were then analyzed from each section in two methods: 1. Based on time 

(Fig. 4.1) and 2. Based on distance traveled (Fig. 4.2).  
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Fig. 4.1 Typical output of SBET file, organized by seconds 

 

 

Fig. 4.2 Typical output of SBET file organized by distance traveled  
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5. GNSS outages were then simulated. In the software, GNSS can be disabled. In 

the 60-second timestamps previously shown, 10-second intervals of GNSS 

outages were simulated. As the SBET was computed, it computed as though no 

GNSS lock occurred, and the mobile mapping system was relying completely 

upon the IMU.  

6. Reports were again generated by time and distance.  

7. Easting and Northing and elevation coordinates were then extracted from all the 

files and compared to the original SBET where GNSS lock was good. Fig. 4.3 

and Fig. 4.4 demonstrate the typical results of each 10-second interval from the 

nine time stamps.  Fig. 4-3 shows a zoomed-in area displaying the first 20 meters 

of the difference in the trajectories. If the engineering limit was 0.020m, then a 

comparison can be made to show how far the vehicle traveled before exceeding 

the limit: 

 10s outage – approx. 5m 

 20s outage – approx. 3m 

 30s outage – approx. 5m 

 40s outage – approx. 1.1m 

 50s outage – approx. 1.3m 

 60s outage – approx. 2.2m   

Fig. 4.3 Trial #2, 60s GNSS outage time interval comparison 
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The difference shown is due to the way the SBET was calculated. As shown in 

Appendix A, the complete results of each outage varied from one to another. The results 

show that generally, the longer the outage of GNSS, the shorter distance it takes to go 

beyond a given engineering threshold. As will be shown later with all samples, this 

contributes to the idea that the placement of targets should not be constrained by distance, 

as the distance varies per time length of outage. 

Fig. 4.5 shows the same 60s GNSS outage time period as Fig. 4.3 and Fig. 4.4 but 

in terms of time instead of distance travelled to reach beyond a given 3D threshold. Fig. 

4.6 shows a zoomed in portion of the change in SBETs to gain a better perspective how 

much they change in respect to time instead of distance. The results follow, again given a 

0.020m threshold: 

 10 second outage – approx. 7 seconds of travel 

 20 second outage – approx. 6.2 seconds of travel 

 30 second outage – approx. 7 seconds of travel 

 40 second outage – approx. 5 seconds of travel 

 50 second outage – approx. 5.2 seconds of travel 

 60 second outage – approx. 5.5 seconds of travel 
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Fig. 4.5 Trial #2, time elapsed to exceed threshold 

Fig. 4.6 Trial #2, zoomed in time elapsed to exceed threshold 
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8. A summary of Figs. 4.3-4.6 is provided in Table 4.1 using a threshold of 0.020m. 

Table 4.1 details the summary of each trial and details how many meters traveled 

it takes to exceed a certain threshold of 0.020m. If distance was the controlling 

factor, then all the distances shown in Table 4.1 would be approximately the 

same distance give or take a few meters. As shown, there is not a correlation 

between the distances.   

Table 4.1 Distance travelled and Time traveled to exceed 0.020m threshold with GNSS 

outage 

9. Final analysis will allow users to the view the difference in SBETs based upon 

time and not distance so they know where to place control and validation targets. 

The IMU measures anywhere from 100 to 2,000 Hz, no matter the speed of the 

vehicle. The drift of the IMU is time dependent, not distance dependent. 
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 Planning Specifications for Control and Validation Targets 

The experiment in Section 4.5 proves that the IMU drift is time-dependent, no 

matter the speed at which the vehicle is traveling. Understanding the individual 

performance of each IMU will provide direction and guidance in a planning process; the 

operator should understand that at 20 mph, and with intermittent lock of GNSS, more 

targets are necessary to account for the dependency of the IMU during those situations. 

As outlined by several government agency manuals (e.g., Caltrans and Florida [10,15]) 

targets were shown to be placed at equal distance intervals. The Caltrans manual even 

suggests to slow down when scanning the targets to get a more dense set of observations 

[10]. With an IMU being time-dependent, and the SBET being dependent upon the IMU 

during non-ideal situations, targets themselves should be placed according to where a 

correction is necessary. As shown in the beginning of this chapter, state agencies and 

research dictate placement by distances, regardless of ideal vs non-ideal situations.  This 

process as outlined shows now that such specifications and recommendations are 

misguided. If an operator loses GNSS lock going 60 mph or 20 mph, the IMU will only 

function in respect to time, not distance. Recommendations for target placement with 

respect to distance should be given to govern or guide MTLS surveys. Rather, the goal 

was to first understand that placement should be time dependent, and second that all users 

can now have a method to test their own MTLS and determine the limitations of each 

given system. Combined with proper targets and proper spacing of control targets, a 

better SBET and 3D data set can be accomplished. 
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5. SPHERE AND CUBE CALIBRATION 

 Sphere Target 

As discussed in the literature review, spherical and cube targets are not utilized in 

typical MTLS applications [4]. Little research shows the use of a sphere in control target 

applications. Puente et al [26] outlined typical procedures where spheres are used to 

calibrate the complete MTLS system, not to be used as a controlling target in the 

registration and validation of the 3D point cloud. As shown in Fig. 5.1, users cannot 

directly measure to the center of the target, thus the need for calibration. In this research, 

a nominal 14-inch diameter plastic sphere was used and calibrated. The sphere was 

sanded to remove all the shiny reflective material. A customized aluminum mounting 

bracket was constructed to house the sphere, which was then placed on top of a tripod for 

use. Sections 5.1.1 – 5.1.2 outline the calibration of the sphere and relation to the 

control/validation point on the ground. 

Fig. 5.1 Typical spherical target setup 
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5.1.1 Sphere Calibration 

A sphere was placed in the mounting bracket and then together both were placed 

on a planar and smooth surface. Using a Leica Scanstation II terrestrial scanner, the 

sphere was scanned from three locations as shown in Fig. 5.2, all in the same coordinate 

system. Using Leica Cyclone, the three scans were registered together to give a model of 

the sphere (see Fig. 5.3), consisting of approximately ¾ coverage. As seen in Fig. 5.2, the 

planar surface is also shown below the sphere. Using Leica’s Cyclone software, a best fit 

surface was created on the table as well as a best fit sphere from the points captured. 

Subsequent to the sphere creation, the center was also calculated with X,Y, and Z 

coordinates (see Fig 5.4 for a typical results of the sphere fitting calculation). 

Fig. 5.2 Typical results from the scanner on the sphere  



57 

 

Fig. 5.3 Overall registered data on the sphere 

 

 

Fig. 5.4 Typical results from calculating the sphere center and size from the scanned data 
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From the calculations performed in cyclone shown in Fig. 5.4, the sphere has a 

diameter of 0.352m (radius of 0.176m). The results of the least squares adjustment are 

given as well the standard deviation of ± 0.001m. From the best fit planar surface as 

shown in Fig 5.5, a normal vector to the plane is computed with its associated distance. 

The distance from the control point to the top of the tripod was measured, then added to 

the calibrated distance from the bottom of the mounting bracket to the center of the 

sphere. During this research as well as research performed for the Indiana Department of 

Transportation, eight spheres were calibrated as shown in Table 5.1. 

 

Fig. 5.5 Calculated distance from center of sphere to bottom of mounting bracket 

Table 5.1 Johnson et al. [9] Results of Sphere Calibration 
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5.1.2 Test of Cyclone Software 

No details were found as to how the fitment of the sphere was computed 

mathematically. Further details are required to analyze the fitment of the sphere. A small 

program was written to verify the fitment of the spheres. Each xyz coordinate measured 

on the sphere was extracted for each of the three scan locations. Using MATLAB 

software, each scan was plotted as a visual reference (Fig. 5.6). A least squares program 

was written to compare the results. The average radius was calculated to be 0.177m (Fig. 

5.8), which matches the results from the Leica Cyclone software within 0.001m (Fig. 

5.4). After comparison, the cyclone software was used completely for any fitting of the 

data as necessary for calibrations.  

Fig. 5.6 Individual and registered Leica Scanstation II data from three locations 
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5.1.3 Angle of Incidence on the Sphere 

As discussed in the literature review, angle of incidence is an area of concern 

when scanning specific objects to be modeled. Angle of incidence is a major source of 

error for the LiDAR sensor [4]. As the LiDAR sensor measures objects deviating from 

the normal of the object, the positioning error increases (see Fig. 5.7).  

Fig. 5.7 Error due to angle of incidence 

 

As a result of increased positional error, intuitively, one would expect to not be 

able to use that data in calibration of a desired X,Y, and Z coordinate that will be the 

controlling location of a target. Fig. 5.8 displays the residuals whether positive or 

negative, and the magnitude and position of those residuals when creating a best fit 

object. The larger angles of incidence reside along the outside of the sphere, the portion 

most deviated from the normal to the object. The expectation is that the highest 

magnitude residual be along the outside of the edges of the measured sphere. As Fig 5.8 

shows, this is not the case. The angle of incidence does not have an impact. All 

magintudes, positions, and sign of the residuals appear to be randomly distributed. No 

hidden biases or blunders are detected with the calibration of the sphere. 

 Cube Target 

Currently, there is a gap in the body of research in that no studies have used a 

cube as a control or validation target in MTLS. No studies have suggested using one or 

how to properly calibrate one when used for MTLS. In this research, a 12” cube was  

Error ellipse 
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designed and test following similar procedures as outlined in sections 5.1.1 – 5.1.3 for a 

sphere.   

 

Fig. 5.8 Distribution of residuals on calibrated sphere 

5.2.1 Calibration of Cube 

A cube has three faces, each of which were scanned, in similar fashion as shown 

in Fig. 5.2.  One position of the cube was chosen to be the controlling location of the 

target as shown in Fig 5.9. Three faces are required to solve for a single position as seen 

in Fig. 5.10. Normals from each surface were calculated using Leica Cyclone. Normals 

were then intersected to provide a  controlling center of the cube. An offset was then 

measured to the base of the cube mounting bracket. Combing all measurements, the 

height above the control locaiton was calculated.   

5.2.2 Angle of Incidence on Cube 

As with a sphere, angle of incidence initially would be of concern. To scan three 

faces with MTLS, it must be positioned so that none of the faces would be perpendicualr 

to the LiDAR sensor. As shown in Fig. 5.7, angle of incidence increases the positional 

error of the measurement. The error in this instance follows along the plane of each cube 
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face. Each measurement is a location on the cube surface ± the error on the surface of the 

cube. To solve the controlling location of the cube, it was surface-fitting, resulting in the 

ability to ignore the angle of incidence errors as shown in the calibration simulations in 

Fig. 5.11 and Fig 5.12. The magnitude, position, and sign of the residuals appear without 

bias or apparent blunders. 

 

 

Fig. 5.9 Control setup of a cube 

 

  

Fig. 5.10 Cube on tripod, and cube with three faces scanned 
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Fig. 5.11 Residual results displaying magnitude of residuals as well as sign of 

residuals-- 15mph simulation 
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Fig. 5.12 Residual results displaying magnitude of residuals as 

well as sign of residuals--60 mph simulation   
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6. PERFORMANCE OF SPHERE TARGET AT VARYING SPEEDS 

 Current Employed Targets for MTLS 

A common practice for control and validation targets in MTLS projects is 

painting targets on the ground with varying degrees of reflectance and pattern. These 

planar targets require high densities of point collection to be properly modeled in least 

squares matching algorithms [4]. Fig. 6.1 through Fig. 6.6 show the difference of point 

densities for a ‘plus’ target as well as a ‘square’ target. Speed affects the point spacing on 

each target; faster speeds result in a lower point density across the target while slower 

speeds result in a higher point density across the target. Fig. 6.7 shows the effect of 

distance away from the LiDAR sensor in detecting the painted targets.  

Fig. 6.1 Simulated mobile LiDAR data 

at 15 mph - square  

Fig. 6.2 Simulated mobile LiDAR data 

at 60 mph - square 

Fig. 6.3 Simulated mobile LiDAR 

data at 15 mph - plus 

Fig. 6.4 Simulated mobile 

LiDAR data at 60 mph - plus 
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Fig. 6.7 Planar ‘plus’ targets shown at 5m incremental offsets 

Fig. 6.5 Painted plus target on 

concrete road 
Fig. 6.6 Painted square target on concrete 

road 
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Fig. 6.8 shows the error ellipse of each measured point. Due to the angle of 

incidence, it extends longer in the scan direction and less in the trajectory direction on the 

planar targets. The larger the angle of incidence, the greater the horizontal error present in 

each measurement. As discussed in the literature review, there is no research to date that 

discusses the angle of incidence errors with regards to planar targets on the ground. 

Matching algorithms require good horizontal positioning to accurately determine the 

controlling center of the control target.  

Fig. 6.8 Effect of angle of incidence on a planar target 

 Spherical Targets Real World Speed Performance 

Johnson et al [14] detailed the use of spherical targets as control and validation 

points as well as the calibration process necessary to use such targets for control and 

validation for mobile mapping purposes. Spherical targets are commonly used to calibrate 

the MTLS systems, but not commonly used as control targets. Chapter 5 discussed the 

proper method of calibrating a sphere. Using the Trimble MX-8, testing on the spherical 

target was done at speeds of 15mph, 30mph, 45mph, and 60mph, and at approximate 

distances of 0m, 5m, 10m, 15m, and 20m away from the scanner sensor. Fig. 6.9 and Fig. 

6.10 show a typical scanned scene by MTLS of each run. A Trimble MX-8 has two 

LiDAR scanning sensors. Each sensor (right and left) was tested separately in this 

experiment. A pass was made going north and south to scan the target at the given speed 

and distance away form the LiDAR sensor. Tables 6.1 through 6.4 provide the results 

from the experiment. The sensor column denotes which sensor was being tested and the 

N or S represents the direction that the data were collected. In a typical situation, both 

sensors are calibrated together through bore sighting and pre-calibration methods, but in 
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the instance that these data were taken, the calibration was not properly aligned, resulting 

in separate analysis of each sensor individually. 

 

 

Fig. 6.10 Test run of 15mph with the spherical control target placed approximately 5m 

from the trajectory and position of the scanner. 

 

As discussed earlier, the calibrated radius was 0.177m. As shown in Table 6.1 

through Table 6.4, four different speeds were analyzed at different offset distances from 

the scanner sensor. The radius was calculated using Leica Cyclone software by taking the 

scanned data and fitting a sphere to the given data. The columns show calculated radius 

and the standard deviation for the calculation of the radius. An average radius was 

Fig. 6.9 Typical scan of a spherical target 
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calculated for each speed interval with its corresponding standard deviation. The average 

calculated radii ranged from 0.174m to 0.186m. The highest standard deviation was 

calculated at 0.004m. The closest calculated radius to the calibrated one was found at the 

0m offsets with the furthest being at the 20m offset. As seen from this experiment, the 

higher the speed and the further away the control target is from the MTLS trajectory, the 

less accurate the results are for the calculation of the radii.  

Table 6.1 Radii Calculation at 15mph 

Table 6.2 Radii Calculation at 30mph 

Table 6.3 Radii Calculations at 45mph 
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 Table 6.4 Radii Calculations at 60mph 

 Controlled Simulated Tests on Sphere 

Due to cost, time constraints, and poor calibration of the two LiDAR sensors of 

the Trimble MX-8 from section 6.2, analysis could not be performed to determine the 

benefit of registering both left and right sensors of the Trimble MX-8 to test against 

known positions. Based on point spacing obtained from the sample Trimble MX-8 data, 

simulations using the Leica Scanstation II were run to test the performance ability of 

calculating the controlling coordinates of the control position itself.  

In a lab, a control network was established by using a TOPCON total station. Two 

scan stations were established to simulate a Trimble MX-8 with two LiDAR sensors. As 

shown in Fig. 6.11, the Trimble MX-8 has two scanning heads that allow for maximum 

coverage of objects in the scanning scene. Figure 6.12 shows the planimetric 

configuration of the control positions that were established in the room with their 

respective coordinates. From the actual data, sample data spacing was extracted for 

various speeds to simulate an average 10m offset from the scan sensor. Although the 

scanner was only approximately 3.45m away from the sphere, the point spacings were 

adjusted to simulate various speeds for a 10m offset. Four simulated speeds again were 

tested with certain horizontal and vertical spacings as follows: 

 15 mph  Horizontal = 0.043m Vertical = 0.015m 

 30 mph  Horizontal = 0.070m Vertical = 0.015m 

 45 mph  Horizontal = 0.102m Vertical = 0.015m 

 60 mph  Horizontal = 0.140m Vertical = 0.015m 

The sphere target was placed on a tripod over the control point five separate times 

for each of the five simulated speeds. So in total, 25 individual setups of the sphere target 

were made with differing heights of the target to simulate real world scenarios. Both 

scanners then made an independent scan of the sphere target. With the scan of the target, 
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the center of the sphere was determined. An analysis of the calculation of the center of 

the target was made to assess the ability to resolve the control point below the target 

given a calibrated height of the sphere and a measured height to the mounting bracket of 

the sphere target. Simulated results for speeds of 15mph, 30mph, 45mph, and 60mph at a 

simulated distance of 10m are shown on the following pages (see Figs. 6.13, 6.15, 6.17, 

6.19). Because the testing performed was done with a small sample, the data were 

perturbed with a standard deviation of 0.002m to simulate random noise. Figures 6.14, 

6.16, 6.18, 6.20 show the resultant variation of the measured control location with respect 

to the known position. From the simulated results, each control position was within 

0.002m from the calculated positions in X, Y, and Z.  

 

 

 

  

 

 

 

 

Fig. 6.11 Trimble MX-8 Mobile mapping Unit 

Left Scan Sensor Right Scan 

Sensor 
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Fig. 6.12 Simulated Trimble MX-8 data  

  

Simulated Left 

Scan Sensor 

Simulated 

Right Scan 

Sensor 
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10m offset, 15 mph simulation.  

Horizontal spacing = 0.060m, Vertical spacing = 0.018m 

   

Sphere 1

x y Calc Z Control Z radius

99.999 102.440 101.618 99.997 0.177

Sphere 2

x y Calc Z Control Z radius

99.998 102.440 101.578 99.997 0.177

Sphere 3

x y Calc Z Control Z radius

99.999 102.440 101.629 99.998 0.177

Sphere 4

x y Calc Z Control Z radius

99.999 102.442 101.535 99.996 0.177

Sphere 5

x y Calc Z Control Z radius

100.000 102.440 101.547 99.997 0.176

Average 99.999 102.440 99.997 0.177

STD 0.0007 0.0009 0.0007 0.0004

Right sensor Only
5m - HT = 1.427m, Offset = 0.194m

5m - HT = 1.387m, Offset = 0.194m

5m - HT = 1.437m, Offset = 0.194m

5m - HT = 1.345m, Offset = 0.194m

5m - HT = 1.356m, Offset = 0.194m

Sphere 1 x y Calc Z Control Z radius

100.001 102.441 101.619 99.998 0.178

Sphere 2 x y Calc Z Control Z radius

100.000 102.441 101.578 99.997 0.178

Sphere 3 x y Calc Z Control Z radius

100.001 102.440 101.629 99.998 0.178

Sphere 4 x y Calc Z Control Z radius

100.001 102.441 101.536 99.997 0.177

Sphere 5 x y Calc Z Control Z radius

100.001 102.440 101.547 99.997 0.178

Average 100.001 102.441 99.997 0.178

STD 0.0004 0.0005 0.0005 0.0004

LEFT sensor Only

15 mph - HT = 1.356m, Offset = 0.194m

15 mph - HT = 1.345m, Offset = 0.194m

15 mph - HT = 1.427m, Offset = 0.194m

15 mph - HT = 1.437m, Offset = 0.194m

15 mph - HT = 1.387m, Offset = 0.194m

Sphere 1

x y Calc Z Control Z radius

100.000 102.440 101.619 99.998 0.176

Sphere 2

x y Calc Z Control Z radius

99.999 102.439 101.578 99.997 0.176

Sphere 3

x y Calc Z Control Z radius

99.999 102.439 101.629 99.998 0.176

Sphere 4

x y Calc Z Control Z radius

100.000 102.441 101.536 99.997 0.176

Sphere 5

x y Calc Z Control Z radius

100.000 102.440 101.547 99.997 0.176

Average 100.000 102.440 99.997 0.176

STD 0.0005 0.0008 0.0005 0.0000

Both Sensors
5m - HT = 1.427m, Offset = 0.194m

5m - HT = 1.387m, Offset = 0.194m

5m - HT = 1.356m, Offset = 0.194m

5m - HT = 1.437m, Offset = 0.194m

5m - HT = 1.345m, Offset = 0.194m

Fig. 6.13 Simulation results of left, right, and both sensors at 15mph 
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Fig. 6.14  Simulation of perturbed data results of left, right, and both sensors at 15mph 
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10m offset, 30 mph simulation 

Horizontal spacing = 0.090m, Vertical spacing = 0.018m 
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Fig. 6.15 Simulation results of left, right, and both sensors at 30mph 
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Fig. 6.16  Simulation of perturbed data results of left, right, and both sensors at 30mph 
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10m offset, 45 mph simulation 

Horizontal spacing = 0.130m, Vertical spacing = 0.018m 
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Fig. 6.17 Simulation results of left, right, and both sensors at 45mph 
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Fig. 6.18 Simulation of perturbed data results of Left, Right, and Both sensors at 45mph 
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10m offset, 60 mph simulation 

Horizontal spacing = 0.160m, Vertical spacing = 0.018m 
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Fig. 6.19 Simulation results of left, right, and both sensors at 60mph 
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Fig. 6.20  Simulation of perturbed data results of left, right, and both sensors at 60mph 
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7. DISCUSSION 

 3D Targets 

To minimize the errors associated with angle of incidence, this research confirms 

the hypothesis that 3D control and validation targets – spheres and cubes – should be 

utilized in MTLS projects instead of traditional 2D targets painted on ground surfaces. 

Simulated data on the sphere and cube, as well as real world tests on the sphere, support 

the hypothesis that angle of incidence does not affect the calculation of the radii of the 

sphere, nor the 3D controlling position of the sphere or cube.  

In simulated cases, the sphere had a 3D positional error of 0.0014m, 0.0014m, 

0.000m, and 0.003m at speeds of 60mph, 45mph, 30mph, and 15mph at a 10m offset 

distance, respectively, while combining both left and right LiDAR sensors. Simulated 

tests are somewhat biased as there is no account for orientation errors from the INS, 

which will eventually propagate into the LiDAR sensor measurements. However, this 

research provides insight that the sphere is immune from the effects of angle of 

incidence. The results are not completely conclusive as simulated tests at varying offset 

distances from the scanner were not performed.  

With results from simulations supporting that the angle of incidence does not 

affect the measurements obtained for controlling parameters of the sphere, real world 

tests using the Trimble MX-8 on the sphere were performed. After collection of the data, 

it was found that the two LiDAR sensors were not calibrated together. Each sensor was 

on its own coordinate system, producing different calculated control point position 

results. The calibrated radius of the sphere was 0.177m. Each test was run at real world 

speeds of 15mph, 30mph, 45mph, and 60mph, while measuring at 0m, 5m, 10m, 15m, 

and 20m offsets. With the misalignment of the two LiDAR sensors, calculation of the 

radii was sufficient to verify the application of the sphere target. The range of radii 

calculated from all runs was 0.171m to 0.196m, a difference of 0.025m. Average values 

had a range of 0.174m to 0.186m, a difference if 0.012m. Results likely would have been 

better if the radius had been calculated using both left and right sensors. The results are 
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biased in the direction of the scanner, since the calculation of the radius covered only 

one-half the sphere, with no overlapping redundant data from the other sensor.  

The test on the cube was performed only with simulated results. This test was 

done to support the fact that angle of incidence does not affect the ability to compute the 

controlling position of the target. After a least squares adjustment of the data along three 

of the cubes’ surfaces, the residuals showed that the position of the positive and negative 

residuals were random and not biased. Larger angles of incidence on the target normally 

would have correlated to larger positional errors. However, since the computation was to 

identify a surface, any positional measurement error on the surface was negated, each 

measurement still fell on the surface. Results also showed that the magnitude of the 

residuals was also random, showing no bias at locations of greater angle of incidence.  

Speed is a variable to be considered with MTLS. The faster the vehicle, the lower 

the point density on the target. Conversely, the slower the vehicle, the higher the point 

density on the target. Typical targets [4] require higher point densities to allow for the 

matching algorithms to perform well. By testing varying speeds through simulation and 

real world tests, results show that regardless of lower densities measured on the targets, 

controlling radii and centers of the sphere and controlling locations of the cube can still 

be identified within a centimeter. This will eliminate the need to adjust speed where 

measurement of targets is necessary during MTLS projects. This will help to achieve 

safer data collection for the user and the public, as well as assist in the pre-planning 

process by determining target location. 

 New Target 

As past research shows, intensity is mainly used for object identification, not for 

positional data. As described in chapter 3, this research was a proof of concept to test the 

performance of using intensity as a positional tool, instead of only an identification tool. 

Results show that the new target concept using raw intensity measurements can be an 

effective alternative to traditional LiDAR control and validation targets. Results prove 

that low density scan data along with intensity is effective at constraining 3D point cloud 

data to sub centimeter accuracies. This use of intensity on a planar target will improve 
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MTLS accuracy and efficiency as well as terrestrial scanning accuracy by eliminating the 

need for high point densities on the target.  

 Spacing of Control and Validation Targets with MTLS 

As research has shown, there is no consensus on what type of target and how 

often a target is necessary to help constrain and validate LiDAR data. Non-ideal research 

scenarios have also not been explored. MTLS users can now perform their own tests to 

determine the actual performance of their MTLS system. Simulating GNSS outages 

addresses the need to take into account the reliance of the MTLS on the IMU. IMUs 

measure based on time, 100 Hz to 2000Hz a second, making it time-dependent and not 

distance-dependent. This research assists in the preplanning process of MTLS projects. 

Knowing the physical limitations of the IMU, and when to expect GNSS outages, the 

user will be able to place control and validation targets accordingly by time, and not by a 

fixed distance along the path of travel nor perpendicular to the path of travel. Suggestions 

nor guidelines for target placement based on distance should not be considered.  

 Recommendations 

7.4.1 3D Targets Future Research 

Simulated future tests of the 3D targets should be done with terrestrial scanners 

set up at the actual distances with varying measurement densities so as to not alter the 

original data, mimicking the various speeds of the vehicle. However, simulated tests 

should only be done to provide direction and guidance for future tests that can be 

performed in real MTLS situations. This test needs to be completed again with calibrated 

sensors on the Trimble MX-8 along with other manufacturers to improve testing 

procedures and to verify reported results herein. With the results provided, it can be 

inferred that positional results will correlate the same, making the sphere a recommended 

choice as a control and validation target.  

Further tests on the cube should be performed to completely validate the findings 

in this research. A carefully constructed cube needs to be constructed, with three faces 

perfectly perpendicular to one another, thus allowing for the correct calculation of the 
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control location on the cube, the intersection of the three planes. Given the calculated 

controlling location, an accurate offset can be calculated as to its position relative to the 

known position on the ground. 

An actual test track with varying manufacturers of MTLS should be considered a 

further step in the validation of the sphere and cube as recommended targets. Different 

manufactures have variations of single or multiple scanners sensors with which similar 

testing will be required as done with the sphere in this research. 

7.4.2 New Target Future Research 

This concept is in its initial stages of testing. Appendix B contains further research 

addressing different distances and angles of incidence. Future research is needed in 

several areas before implementation of this target can proceed as outlined: 

1. Address whether there is a need for radiometric calibration (this research shows 

sub centimeter without radiometric corrections) 

2. Address better printing techniques to allow for a more uniform radial gradient 

3. Although research shows angle of incidence does affect the intensity return, 

address whether it’s a large enough effect to require the need for correction 

4. Address varied distances  

5. After simulated testing, address verification with an MTLS for real world 

conditions 

 

7.4.3 Target Spacing Future Research 

Future research should include performing this test on multiple MTLS manufacturers. 

This research created simulated GNSS outages by negating certain information used in 

the SBET calculations. Tests should be conducted with complete GNSS outages by not 

having the GNSS running at the time of the data collection. A dense network of control 

monuments should be placed along a path to act as validation points in the comparisons 

between the SBETs that are created. This step will allow validation as to the distance that 

can be travelled before losing desired accuracies.
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APPENDIX 

CHAPTER 4 IMU TESTING GRAPHS – NON-IDEAL SITUATIONS 

Trial #1.  

Inconsistent data were gathered, therefore it was not used in this discussion. 
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Trial #3 – Time stamp 407450s – 407510s 
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Trial #4– Time stamp 407600s – 407660s 
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Trial #5– Time stamp 407980s – 408040s 
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Trial #6 – Time Stamp 408120s – 408180s 
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Trial #7 – Time Stamp 408450s – 408510s 
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Trial #8 – Time Stamp 408600s – 408660s 
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Trial #9 – Time Stamp 408830s – 408890s 
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