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power-law exponent n obtained from solutions of the 1D ODEs by em-
ploying the shooting method described above for the PLV regime. The
∇ symbols represent corresponding values of β obtained from numerical
simulations of the PDEs. (b) Surface profiles for films of power-law fluids
undergoing thinning in the Stokes regime such that A = 9.21× 10−8 and
m = 1/A when the minimum film thickness is hmin = 1.12 × 10−2. The
values of the power-law exponent n are shown on the corresponding curves. 70
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3.5 Scaling behavior of variables in the rupture zone during thinning of a sheet
undergoing Stokes flow such that A = 9.21× 10−8, m = 1/A, and n = 0.5.
Simulation results are shown by the data points while the straight lines
represent best fit to the data. . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.6 Scaling behavior of variables in the rupture zone during thinning of a sheet
of power-law fluid such that Oh = 50, A = 9.21 × 10−8, m = 1/A, and
n = 0.9. Simulation results are shown by the data points while the straight
lines represent best fit to the data. A transition from the PLV regime to
the PLIV regime is observed. . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.7 Scaling behavior of variables in the rupture zone during thinning of a sheet
of power-law fluid such that Oh = 1000, A = 9.21 × 10−8, m = 1/A, and
n = 0.6. Simulation results are shown by the data points while the straight
lines represent best fit to the data. A transition from the PLV regime to
the IC regime is observed. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.8 Scaling behavior of variables in the rupture zone during thinning of a
sheet of power-law fluid such that Oh = 1000, A = 9.21× 10−8, m = 1/A,
and n = 0.5. Simulation results are shown by the data points while the
straight lines represent best fit to the data. A transition from the PLCV
to IC regime is observed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.9 Scaling behavior of variables in the rupture zone during thinning of a
sheet of power-law fluid such that Oh = 0.08, A = 9.21× 10−8, m = 1/A,
and n = 0.97. Simulation results are shown by the data points while the
straight lines represent best fit to the data. A transition from the IC to
the PLIV regime is observed. . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.10 Scaling behavior of variables in the rupture zone during thinning of a sheet
of power-law fluid such that Oh = 0.08, A = 9.21 × 10−8, m = 1/A, and
n = 0.6. Simulation results are shown by the data points while the straight
lines represent best fit to the data. The dynamics are observed to lie in
the IC throughout the duration of thinning. . . . . . . . . . . . . . . . . . 85
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3.11 Phase diagram summarizing scaling laws for self-similar dynamics of thin-
ning and rupture of sheets of power-law fluids as a function of Ohnesorge
number Oh and power-law exponent n. The phase diagrams delineates
the region of the parameter space where the dynamics lie in the power-
law viscous (PLV), power-law capillary viscous (PLCV), power-law inertial
viscous (PLIV) and inertial-capillary (IC) regimes, and when transitions
between regimes are expected to occur. Here h is the film thickness, z′ is
the lateral length scale or lateral extent of the rupture zone, v′ denotes the
velocity in the lateral direction, and τ is time remaining to rupture. For
the PLV regime, the scaling exponent β for the axial length scale is seen
to increase as n decreases, with its values lying between 0.387 ≤ β ≤ 0.26. 87

4.1 Temporal series of AFM scans recorded experimentally showing rupture
of a 3.9 nm PS film on an oxidized Si wafer. For this system, the values
of the Hamaker constant, surface tension, and viscosity are 2.2 × 10−20

J, 30.8 mN/m, and 12, 000 Pa·s. The scale bar that is shown above the
leftmost aimage applies to all four images. Adapted by permission from
Macmillan Publishers Ltd: Nature Materials (Becker et al. [8]), copyright
2003. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.2 A thin film that is supported on a solid substrate and overlaid by a dy-
namically passive gas, e.g. air. . . . . . . . . . . . . . . . . . . . . . . . . 96

4.3 Line rupture. Top: perspective view of a film on a substrate showing the
deformed interface over a lateral extent corresponding to one wavelength
λ of the imposed perturbation. Bottom: a blowup or zoomed in cross-
sectional view of the film over a lateral extent corresponding to a half
of a wavelength of the imposed perturbation. Because of symmetry, the
problem domain is 0 ≤ x ≤ λ/2. . . . . . . . . . . . . . . . . . . . . . . 104

4.4 Computed instantaneous film profiles h = h(x, t) as a function of the
lateral coordinate x for a thinning film of power-law index of n = 0.83.
Starting with a slightly deformed profile at t = 0, the interface profiles
are seen to steepen as t → tR and rupture nears. Here, the rupture time
tR

.
= 1.41700. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.5 Scaling behavior of variables in the rupture zone during thinning of a
film of power-law index of n = 0.83 undergoing line rupture: simulations
(data points) and scaling theory predictions (straight lines with indicated
dependencies on time remaining until rupture τ). Variation with τ of (a)
minimum film thickness hmin, (b) curvature ∂2h/∂x2 evaluated at x = 0,
(c) lateral velocity u′ evaluated at lateral location where h = 1.001hmin,
and (d) viscosity µ′ evaluated at that lateral location. . . . . . . . . . . 109
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4.6 Rescaled interface shape h/hmin as a function of rescaled lateral coordinate
x/h2min at several instants in time determined from simulations during
thinning of a film of power-law index of n = 0.83 undergoing line rupture.
The rescaled transient profiles are shown for values of 5× 10−4 ≤ hmin ≤
2.0× 10−1. Each rescaled interface shape corresponding to a successively
smaller value of hmin is such that the value of the minimum film thickness
is roughly half that of the previously shown rescaled profile. The rescaled
profiles are seen to approach or collapse onto a similarity profile as hmin →
0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.7 Point rupture. Top: perspective view of a film on a substrate showing
the deformed interface over a lateral or radial extent corresponding to
one half of a wavelength λ/2 of the imposed perturbation. Bottom: a
blowup or zoomed in cross-sectional view of the film over a lateral extent
corresponding to one half of a wavelength of the imposed perturbation.
Here, the problem domain is 0 ≤ r ≤ λ/2. . . . . . . . . . . . . . . . . . 112

4.8 Scaling behavior of variables in the rupture zone during thinning of a film
of power-law index of n = 0.85 undergoing point rupture: simulations
(data points) and scaling theory predictions (straight lines with indicated
dependencies on time remaining until rupture τ). Variation with τ of (a)
minimum film thickness hmin, (b) curvature ∂2h/∂r2 evaluated at r = 0,
(c) lateral velocity u′ evaluated at lateral location where h = 1.001hmin,
and (d) viscosity µ′ evaluated at that lateral location. . . . . . . . . . . 115

4.9 Rescaled interface shape h/hmin as a function of rescaled lateral coor-
dinate r/h2min at several instants in time determined from simulations
during thinning of a film of power-law index of n = 0.85 undergoing
point rupture. The rescaled transient profiles are shown for values of
5×10−4 ≤ hmin ≤ 2.0×10−1. Each rescaled interface shape corresponding
to a successively smaller value of hmin is such that the value of the mini-
mum film thickness is roughly half that of the previously shown rescaled
profile. The rescaled profiles are seen to approach or collapse onto a simi-
larity profile as hmin → 0. . . . . . . . . . . . . . . . . . . . . . . . . . . 116
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4.10 Phase diagram that shows for films of different power-law fluids each of
which is characterized by a given value of Oh, A∗, and n whether inertia
can become important during film thinning. Here, results are shown for
three different values of the Ohnesorge number, Oh = 0.12, 1.18 and 11.78,
at a fixed value of the ratio of van der Waals to surface tension force of
A∗ = 7.37 × 10−7, and over the entire range of possible values of the
power-law index n. For a film of given n, the dynamics starts in a regime
where inertia is negligible (in the region to the right of the curves in the
figure) and, as the film continues to thin and h̃min/d continues to decrease,
the dynamics can undergo a transition from the inertialess regime to one
where inertia is important if the value of h̃min/d can attain a value that
lies to the left of the appropriate curve in the figure and provided that
the transition can occur before the continuum limit is reached (which is
indicated by the vertical dashed line). It is clear that for sufficiently small
values of the power-law index n, inertia becomes significant long before
the continuum limit is reached. . . . . . . . . . . . . . . . . . . . . . . . 121

4.11 Close-up views of an illustrative coarse two-dimensional finite element
mesh that has been constructed by elliptic mesh generation for 2D sim-
ulations. As the length of the domain in the lateral direction is 10,000,
only the mesh in the vicinity of hmin is shown. The two parts of the figure
show the mesh (a) at the initial instant when hmin = 0.9 and (b) at a later
time when hmin = 0.1. The algorithm concentrates the elements more and
more in the region close to the space-time singularity as the film thins and
tends toward rupture. The dynamic algebraic surface is shown by the red
curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.12 Scaling behavior of variables in the rupture zone during thinning of a New-
tonian film with Oh = 1.18 and A∗ = 7.37×10−7 undergoing line rupture:
simulations (data points) and scaling theory predictions (straight lines
with indicated dependencies on time remaining until rupture τ). Varia-
tion with τ of (a) minimum film thickness hmin, (b) curvature κ evaluated
at the lateral location of hmin, (c) lateral velocity u′ evaluated at lateral
location where h = 1.05hmin, and (d) Modified Reynold’s number Re∗

evaluated at that lateral location. . . . . . . . . . . . . . . . . . . . . . . 126
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4.13 Effect of power-law rheology on the scaling behavior of variables in the
rupture zone during thinning of a power-law film undergoing line rupture:
simulations (data points) and scaling theory predictions (straight lines
with indicated dependencies on time remaining until rupture τ). Here,
Oh = 1.18, A∗ = 7.37 × 10−7, and n = 0.83. Variation with τ of (a)
minimum film thickness hmin, (b) curvature κ evaluated at the lateral
location of hmin, (c) lateral velocity u′ evaluated at lateral location where
h = 1.05hmin, and (d) modified Reynolds number Re∗ evaluated at that
lateral location. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

4.14 Effect of power-law rheology on the scaling behavior of variables in the
rupture zone and change of scaling during thinning of a power-law film
of Oh = 1.18, A∗ = 7.37 × 10−7, and n = 0.60 undergoing line rupture:
simulations (data points) and scaling theory predictions (straight lines
with indicated dependencies on time remaining until rupture τ). Variation
with τ of (a) minimum film thickness hmin, (b) curvature κ evaluated at the
lateral location of hmin, (c) lateral velocity u′ evaluated at lateral location
where h = 1.05hmin, and (d) modified Reynolds number Re∗ evaluated at
that lateral location. The occurrence of a change of scaling and a transition
from the viscous regime to the inertial regime is clear as τ → 0 from the
plots depicting the temporal evolution of all four variables in the figure. 130

5.1 Sketch for impact of a gas bubble immersed in a power-law liquid with a
solid wall. The initially spherical bubble of radius R is separated from the
wall by a center to wall distance R̃d. Buoyancy forces drive the bubble
towards the horizontal wall. . . . . . . . . . . . . . . . . . . . . . . . . . 143

5.2 An example mesh showing the bubble as it approaches the solid wall at
z = 0. The algebraic surface shown by the red curve here divides the
mesh into two domains, such that elements are concentrated towards the
tip of the bubble. This surface moves in time according to a specification
defined by the value of the minimum separation of the interface from the
wall zmin(t). Simulations typically use a mesh two to five times denser
than the one shown here. . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

5.3 (a) Variation with time t of the minimum axial separation zmin of the
bubble-liquid interface from the solid wall and (b) velocity of the center of
mass of the bubble vcm for an air bubble immersed in water approaching a
solid wall such that Oh = 3.7628×10−3, A = 10−10, d1 = 10−3, β1 = 10−3,
m = Ohε5/A2 and n = 1 for G = 0.1362, 0.6812, 1.3625, and 13.625. The
bubble is seen to rebound from the wall if the value of G is artificially
increased from its physical value. The inset in (b) shows the variation of
vcm and zmin for the physical case, when G = 0.1362. . . . . . . . . . . . 149
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5.4 Interface shapes for four cases of an air bubble rising in water towards a
hydrophobic solid wall such that parameter values are Oh = 3.7628×10−3,
A = 10−10, d1 = 10−3, β1 = 10−3, m = Ohε5/A2 and n = 1 and G =
0.1362, 0.6812, 1.3625, and 13.625. The interface shapes shown are for the
time instant when zmin = 1×10−3 for each case. The interface deforms for
larger values of G as pressure builds up in the film and pushes the bubble
away, causing the observed rebound effects. . . . . . . . . . . . . . . . . 150

5.5 (a) Variation with time t of the velocity of the center of mass of the
bubble vcm and the minimum axial separation zmin of the bubble-liquid
interface from the solid wall and (b) interface profiles at various time
instants for an air bubble immersed in water approaching a solid wall such
that Oh = 3.7628 × 10−3, G = 0.136, A = 10−10, d1 = 10−3, β1 = 10−3,
m = Ohε5/A2 and n = 1. Dimpling of the bubble interface is absent for
such a low approach velocity and the point of attachment is always at r = 0.153

5.6 (a) Variation with time t of the minimum axial separation zmin of the
bubble-liquid interface from the solid wall and (b) the velocity of the center
of mass of the bubble vcm for an air bubble immersed in a power-law
liquid approaching a solid wall such that Oh = 3.7628× 10−3, G = 0.136,
A = 10−10, d1 = 10−3, β1 = 10−3, m = Ohε5/A2 for three values of
power-law exponents n = 1, 0.9 and 0.7. . . . . . . . . . . . . . . . . . . 154

5.7 Variation with time remaining to rupture τ of (a) minimum axial sepa-
ration zmin between the bubble-liquid interface and solid wall, (b) radial
lengthscale r′, computed as the radial coordinate r of the bubble-liquid
interface at which the axial separation is given by zI = 1.05zmin (c) radial
velocity v′ and (d) instantaneous Reynold’s number Re∗r computed at this
same radial location for an air bubble immersed in water approaching a
solid wall such that Oh = 3.7628×10−3, G = 0.136, A = 10−10, d1 = 10−3,
β1 = 10−3, m = Ohε5/(A2) and n = 1. The symbols represent data points
obtained from numerical simulations while the solid lines represent best
fits to the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.8 Rescaled bubble-liquid interface profiles zI/zmin as a function of the rescaled
radial coordinate r/z2min for many instants of time determined from numer-
ical simulations for an air bubble immersed in water approaching a solid
wall such that Oh = 3.7628 × 10−3, G = 0.136, A = 10−10, d1 = 10−3,
β1 = 10−3, m = Ohε5/(A2) and n = 1. The profiles are shown for
3 × 10−5 ≤ zmin ≤ 1 × 10−4 and each rescaled profile is plotted such
that the corresponding value of zmin is approximately 2/3rd that of the
previous rescaled profile. The profiles collapse onto a single similarity
profile as zmin → 0 in the vicinity of the point of attachment r = 0. . . . 158
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5.9 Variation with time remaining to rupture τ of (a) minimum axial sepa-
ration zmin between the bubble-liquid interface and solid wall, (b) radial
lengthscale r′ (c) radial velocity v′ and (d) instantaneous Reynold’s num-
ber Re∗r computed at the radial location of the bubble-liquid interface
where zI = 1.05zmin for an air bubble immersed in a power-law liquid ap-
proaching a solid wall such thatOh = 3.7628×10−3, G = 0.136, A = 10−10,
d1 = 10−3, β1 = 10−3, m = Ohε5/(A2) and n = 0.9. The symbols repre-
sent data points obtained from numerical simulations while the solid lines
represent best fits to the data. . . . . . . . . . . . . . . . . . . . . . . . . 159

5.10 Phase diagram which shows when inertia can become important for R = 1
mm air bubbles approaching a solid wall in different power-law liquids
where each liquid and solid combination is characterized by a given value of
Oh, A and n. Here, the value of A is fixed at A = 10−10 and the minimum
initial separation at which van der Waals forces become important is taken
to be h0 = 2×10−4R. Results are shown for three values of Oh, and all the
possible values of power-law exponent n. For an air bubble approaching a
solid wall in a power-law liquid of fixed n, the normalized minimum axial
separation z̃min/d begins at a high value of 105, in the region to the right of
the curves shown in this figure, and decreases as the bubble approaches the
wall. The curves show the value of z̃min/d at which the reduced Reynold’s
number becomes O(1) (computed from equation (5.22)) and the dynamics
undergo a transition from the capillary-viscous to the inertial regime. . . 163

5.11 Change of scaling for an air bubble immersed in a power-law liquid ap-
proaching a solid wall such thatOh = 3.7628×10−3, G = 0.136, A = 10−10,
d1 = 10−3, β1 = 10−3, m = Ohε5/(A2) and n = 0.7. Variation with time
remaining to rupture τ of (a) minimum axial separation zmin between the
bubble-liquid interface and solid wall, (b) radial lengthscale r′ (c) radial
velocity v′ and (d) instantaneous Reynold’s number Re∗r computed at the
radial location of the bubble-liquid interface where zI = 1.05zmin. The
symbols represent data points obtained from numerical simulations while
the solid lines represent best fits to the data. . . . . . . . . . . . . . . . . 164
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5.12 Effect of outer liquid viscosity on the scaling behavior of variable in the at-
tachment zone, and change of scaling during approach of an air bubble to-
wards a solid wall immersed in a power-law liquid such that Oh = 3.7628×
10−2, G = 0.136, A = 10−10, d1 = 10−3, β1 = 10−4, m = Ohε5/(A2) and
n = 0.7. Variation with time remaining to rupture τ of (a) minimum ax-
ial separation zmin between the bubble-liquid interface and solid wall, (b)
radial lengthscale r′ (c) radial velocity v′ and (d) instantaneous Reynold’s
number Re∗r computed at the radial location of the bubble-liquid interface
where zI = 1.05zmin. The symbols represent data points obtained from
numerical simulations while the solid lines represent best fits to the data. 167

6.1 In this chapter, we examine the (a) head on collision of two equal-sized
drops of a Newtonian liquid immersed in a second Newtonian liquid which
are pushed towards each other by a compressional flow similar to Taylor’s
four roll mill [10]. (b) Domain used for numerical simulations on account
of symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

6.2 Sample mesh generated using the elliptic mesh equations [33] for the com-
putational domain specified in section 6.2. The mesh is weighted towards
the region between the drop interface and symmetry plane at z = 0 to
accuarately capture the thin film dynamics during the mid to latter stages
of coalescence. The mesh shown here is very coarse and for illustrative
purposes only, as typical meshes used are 10− 15 times denser. . . . . . 181

6.3 Evolution of half the minimum separation between two drops coalescing for
parameter values of Oh = 1.55×104, m2 = 5.3, d2 = 1.1, U∞ = 1.81×10−7,
and A∗ = 4.99× 10−11. The green curve shows our simulations while the
solid black curve represents boundary element simulations of Yoon et al
[26]. The dashed blue and red lines show the position of the centre of mass
and radius of the dimple that forms once the drops deform respectively
from the simulations of Yoon et al [26]. The dotted lines represent these
quantities for when van der Waals forces are artificially turned off, by
setting A∗ = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
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6.4 Time evolution of (a) half the minimum axial separation between the
drops’ interfaces zmin for three cases: (1) When inertia is considered but
van der Waals forces are neglected by setting A∗ = 0, (2) When inertia
is artifically neglected, and (3) when inertia is considered, (b) net force
Fz (shown by solid lines), and its components − net force due to pres-
sure F p

z (shown by the dashed lines) and net force due to viscous drag
F v
z (shown by the dashed-dotted lines) − in the positive z direction deter-

mined from equations (6.6 − 6.8) being exterted by the outer liquid on the
drop when inertia is considered and when inertia is absent, (c) surface area
CSA of the drop when inertia is considered and when inertia is absent for
two equal-sized drops immersed in an outer liquid being driven towards
each other such that Oh = 0.02, m2 = 5.26, d2 = 1.1, U∞ = 0.095, and
A∗ = 4.99 × 10−11. (d) Drop interface shapes at time instants t1, t2, and
t3 represented by the dashed vertical lines in (a),(b), and (c). . . . . . . . 185

6.5 Contours of the radial velocity u for two time instants (a) t = 7.41 and
(b) t = 7.95 in the film that forms between the drops. The parameters are
identical to those for figure 6.4. The velocity increases in time and r. . . 187

6.6 Variation of the velocity of the center of mass vcom of the drop for two
cases: (1) when inertia is considered and (2) when inertia is neglected
from the governing equations. The horizontal line represents vcom = 0. . . 189

6.7 (a) Transients of half the minimum separation zmin between the two drops
for four cases: (1) inertial effects are considered for both liquids, (2) inertial
effects are turned off for the drop liquid, (3) inertial effects are turned off
for the outer liquid, and (4) inertial effects are neglected for both liquids
(Stokes flow). (b) zmin vs radius of the dimple rdimple that forms during
mid to late stage coalescence, signifying the extent of drop deformation.
Here, Oh = 0.023, m2 = 1.00, d2 = 1.00, U∞ = 0.05, and A∗ = 1.00× 10−10.191

6.8 Time evolution of (a) half the minimum axial separation between the
drops’ interfaces zmin, (b) net normal force applied by the outer liquid
on the drop F p

z , (c) net viscous drag applied by the outer liquid on the
drop F v

z , and (d) net force applied by the outer liquid on the drop Fz
in the positive z direction for the collision and coalescence of two equal-
sized drops in an outer liquid such that parameter values are Oh = 0.023,
d2 = 1.00, U∞ = 0.05, and A∗ = 1.00 × 10−10, while the viscosity ratio is
varied from m2 = 0.1− 10. . . . . . . . . . . . . . . . . . . . . . . . . . . 193
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6.9 Time evolution of the total surface area CSA of the drop for different
values of m2. Fluid parameters are identical to the ones specified in the
previous figure. The extent of drop deformation is nearly identical for
m2 = 0.1 − 2.0. Thus, normal forces opposing drop motion towards the
symmetry plane will be nearly identical for these cases, as seen in the
previous figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

7.1 In this work, we examine the (a) head on collision of two equal-sized drops
of a Newtonian liquid immersed in a second Newtonian liquid which are
pushed towards each other by a compressional flow similar to Taylor’s four
roll mill [17] in the presence of insoluble surfactants. (b) The computa-
tional domain under consideration on account of symmetry. . . . . . . . 205

7.2 (a) Time evolution of half the minimum axial separation between the
drops’ interfaces zmin and (b) variation of drainage time td with dimen-
sionless strain rate U∞ when the value of Γ = 0.3. (c) Time evolution
of zmin and (d) variation of td with initial surfactant loading Γ when the
value of U∞ = 0.05. Parameter values are Oh = 0.065, m2 = 1, d2 = 1,
A = 10−10, β = 0.1 and Pe = 1000. . . . . . . . . . . . . . . . . . . . . . 210

7.3 (a) Time evolution of half the minimum axial separation between the
drops’ interfaces zmin and (b) variation of drainage time td with surfactant
strength parameter β when the value of Pe = 1000. (c) Time evolution
of zmin and (d) variation of td with Peclet number Pe when the value of
β = 0.1. Parameter values are Oh = 0.065, m2 = 1, d2 = 1, U∞ = 0.05,
A = 10−10, and Γ = 0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

7.4 (a) Time evolution of half the minimum axial separation between the
drops’ interfaces zmin. The dashed lines represent surfactant-free cases
(sf), while the solid lines represent surfactant-laden flows with Marangoni
stress artificially “turned off” (w/o M), and the dash-dotted line represents
surfactant-laden coalescence with Marangoni stress on (w M). Parameter
values are m2 = 1, d2 = 1, U∞ = 0.05, A = 10−10 for all cases, and
Oh = 0.065, Γ0 = 0.3, Pe = 1000 for the surfactant-laden cases. (b)
Drop shapes at t = 18.3 for the surfactant-free and Marangoni-free cases
for Oh = 0.065. The inset shows a zoomed-in view of film shapes and
the corresponding extent of the dimple rd. (c) Interfacial tension σ as a
function of arc length s at the same instant for the surfactant-free and
Marangoni-free cases for Oh = 0.065. . . . . . . . . . . . . . . . . . . . . 213
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7.5 (a) Time evolution of half the minimum axial separation between the
drops’ interfaces zmin for a surfactant-free case (black dashed line), a
surfactant-laden case with β = 0.1 with inertia (blue solid line), and with
inertia “turned off” (orange solid line), and a surfactant-laden case with
β = 0.3 (red solid line). (b) Velocity of center of mass of the drop for the
corresponding cases in (a). Parameter values are Oh = 0.065, m2 = 1,
d2 = 1, U∞ = 0.05, A = 10−10, Γ0 = 0.3, and Pe = 1000. The open sym-
bols denote time instants for which surface profiles are shown in figures
7.6 - 7.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

7.6 Surface profiles of (a) surfactant concentration Γ (green line) and local
interfacial tension σ (black line), (b) Marangoni stress Tnt (black line)
and tangential velocity at the interface vt (red line), and (c) net flux of
surfactant in direction of the tangent t for the surfactant-laden case with
β = 0.1 where drop rebound occurs. Each row of the figure corresponds to
one time instant shown in figure 7.5 by the open symbols. The horizontal
blue lines represent the initial state of Γ = 0.3, vt = 0 and φ = 0. Other
parameter values are same as figure 7.5. . . . . . . . . . . . . . . . . . . 217
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ABSTRACT

Garg, Vishrut PhD, Purdue University, December 2018. Dynamics of Thin films near
Singularities under the influence of non-Newtonian Rheology. Major Professors:
Osman A. Basaran.

Free surface flows where the shape of the interface separating two fluids is un-

known apriori are an important area of interest in fluid dynamics. The study of free

surface flows such as the breakup and coalescence of drops, and thinning and rupture

of films lends itself to a diverse range of industrial applications, such as inkjet printing,

crop spraying, foam and emulsion stability, and nanolithography, and helps develop

an understanding of natural phenomena such as sea spray generation in oceans, or

the dynamics of tear films in our eyes. In free surface flows, singularities are com-

monly observed in finite time, such as when the radius of a thread goes to zero upon

pinchoff or when the thickness of a film becomes zero upon rupture. Dynamics in the

vicinity of singularities usually lack a length scale and exhibit self-similarity. In such

cases, universal scaling laws that govern the temporal behavior of measurable physical

quantities such as the thickness of a film can be determined from asymptotic analysis

and verified by high-resolution experiments and numerical simulations. These scaling

laws provide deep insight into the underlying physics, and help delineate the regions

of parameter space in which certain forces are dominant, while others are negligible.

While the majority of previous works on singularities in free-surface flows deal with

Newtonian fluids, many fluids in daily use and industry exhibit non-Newtonian rhe-

ology, such as polymer-laden, emulsion, foam, and suspension flows.

The primary goal of this thesis is to investigate the thinning and rupture of

thin films of non-Newtonian fluids exhibiting deformation-rate-thinning (power-law)

rheology due to attractive intermolecular van der Waals forces. This is accom-
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plished by means of intermediate asymptotic analysis and numerical simulations

which utilize a robust Arbitrary Eulerian-Lagrangian (ALE) method that employs

the Galerkin/Finite-Element Method for spatial discretization. For thinning of sheets

of power-law fluids, a significant finding is the discovery of a previously undiscovered

scaling regime where capillary, viscous and van der Waals forces due to attraction

between the surfaces of the sheet, are in balance. For thinning of supported thin

films, the breakdown of the lubrication approximation used almost exclusively in the

past to study such systems, is shown to occur for films of power-law fluids through

theory and confirmed by two dimensional simulations. The universality of scaling

laws determined for rupture of supported films is shown by studying the impact of a

bubble immersed in a power-law fluid with a solid wall.

Emulsions, which are fine dispersions of drops of one liquid in another immiscible

liquid, are commonly encountered in a variety of industries such as food, oil and gas,

pharmaceuticals, and chemicals. Stability over a specified time frame is desirable in

some applications, such as the shelf life of food products, while rapid separation into

its constituent phases is required in others, such as when separating out brine from

crude oil. The timescale over which coalescence of two drops of the dispersed phase

occurs is crucial in determining emulsion stability. The drainage of a thin film of the

outer liquid that forms between the two drops is often the rate limiting step in this

process. In this thesis, numerical simulations are used to decode the role played by

fluid inertia in causing drop rebound, and the subsequent increase in drainage times,

when two drops immersed in a second liquid are brought together due to a compres-

sional flow imposed on the outer liquid. Additionally, the influence of the presence

of insoluble surfactants at the drop interface is studied. It is shown that insoluble

surfactants cause a dramatic increase in drainage times by two means, by causing

drop rebound for small surfactant concentrations, and by partially immobilizing the

interface for large surfactant concentrations.
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1. INTRODUCTION

1.1 Background and Motivation

Many situations in everyday life, such as crop dusting, the breakup of a sheet of

water on a car’s windshield into drops, sea spray generated by air bubbles rising to

the surface of the oceans, or the gradual separation of food products such as butter

or milk into its constituent fluids, involve the motion of “free surfaces” or deformable

interfaces between two fluids. The additional energy of fluid molecules at these in-

terfaces between either a gas and a liquid, or two liquids, leads to motion in the bulk

fluids and is responsible for the occurrence of several fascinating phenomena. The

simplest example of a free surface flow, the dripping of a leaky faucet due to surface

tension of the drop causing pinchoff, displays rich dynamics as flow properties are

altered [1, 2]. While a comprehensive understanding of the underlying fluid dynam-

ics is justified from a purely scientific perspective, continued and widespread interest

in this problem is also a result of a variety of industrial applications involving drop

generation, such as inkjet printing [3], crop spraying [4], or tablet printing in phar-

maceuticals [5].

The nonlinear partial differential equations that govern fluid mechanics, developed

by Euler and Navier, become irregular when the solution develops a vanishingly small

length scale [6]. In free surface flows, such singularities are commonly observed in

finite time, such as when the radius of a thread goes to zero upon pinchoff [7], the

thickness of a film falls to zero upon rupture [8], or when two drops come together and

touch at a point [9]; the radius of the bridge that connects them is initially zero. As

the dynamics are governed by local scales, the solutions in the vicinity of singularities

are independent of the influence of initial or boundary conditions [10], and thus reveal
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the true structure of the equations. As a result, these solutions display two remarkable

features: (1) Self-similarity − the solutions repeat themselves in time and space [10],

and (2) Universality − an identical solution is obtained for different initial and bound-

ary conditions. Self-similarity in the vicinity of singularities in free surface flows has

been studied in much detail, beginning with the work of Keller and Miksis [11] on

wedge retraction. Since then, the self-similar behavior of thread pinchoff [7, 12–16],

breakup of sheets [17–20], rupture of supported films [21, 22], healing of films [23],

coalescence of drops [9,24,25], and finally, coalescence of gas bubbles [26,27] has been

explored in detail. Scaling laws that result from self-similarity provide insight into

the dominant forces operating in the system in a given regime, and help delineate

the regions of parameter space in which certain forces are dominant, while others are

negligible. Indeed, self-similar analyses have been used to determine when inertia be-

comes significant in drop formation from a nozzle [16], which helps predict when the

formation of undesirable satellite drops, or “fines” will occur. Self-similar analyses

have also been used to determine the mechanism behind the occurrence of microthread

cascades in surfactant-laden thread pinchoff [28], and predict when inertia becomes

significant in film rupture [22], leading to the breakdown of the lubrication approx-

imation [29] used almost exclusively to study supported film dynamics. They have

also provided insight in many practical applications, e.g. the inherent self-similarity

of gas flow in pipelines has been exploited to accurately detect the location of leaks,

while Taylor [10] accurately predicted the radius of shock waves.

While the pinchoff of Newtonian threads has been studied for over 300 years, be-

ginning with the works of Savart [4], pinchoff studies for fluids with non-Newtonian

rheology is a relatively young field with the pioneering studies conducted by Mid-

dleman [30]. Dissolved polymer molecules lead to additional elastic stresses in the

fluid, commonly referred to as viscoelastic stresses [31], and are responsible for novel

phenomena, such as the formation of a beads-on-a-string structure [32] and blistering

patterns [33]. Numerical studies of pinchoff of viscoelastic threads [32,34] have always

assumed that the concentration of polymer molecules is constant along its length, and
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do not predict the formation of the aforementioned blistering pattern. Recent exper-

iments [35] and analytical studies [36] show that the effect of polymer migration is

significant, and a probable reason for the blistering pattern observed during pinchoff.

Thin liquid films of thickness 1µm or below are known to be unstable to long

wavelength perturbations due to intermolecular forces [37, 38]. This instability can

lead to rupture of the film and subsequent dewetting, to form patterns of drops on

a substrate, or in the case of free films, lead to coalescence of the phase separated

by the film. In the past two decades, as micro and nano lithography techniques have

evolved, interest in thin film dynamics has grown rapidly due to the advent of appli-

cations such as substrate patterning due to self-assembly [39], droplet generation [40],

the dynamics of tear films [41], foam stability [42], aerosol generation [43], and the

stability of bubbles in micro/nanochannels [44]. Many of the fluids involved in these

applications exhibit non-Newtonian rheology, as a result of dissolved polymers [45],

emulsions [46], or particles [47]. Non-Newtonian rheology can have a dramatic im-

pact on the dynamics of thin films, such as the dewetting of seemingly stable films

due to residual stresses [48]. While the influence of non-Newtonian rheology on the

self-similar dynamics of thread pinchoff has been studied in great detail [49–51], its

impact on thin film rupture is less well understood.

Emulsions, which are fine dispersions of drops of one liquid in another immiscible

liquid, are commonly encountered in a variety of industries ranging from food [52] to

oil and gas [53] to pharmaceuticals [54] to chemicals [55]. Stability over a specified

time frame is desirable in some applications, such as the shelf life of food products [56],

while rapid separation into its constituent phases is required in others, like separating

brine from crude oil [53]. The timescale over which coalescence of two drops of the

dispersed phase occurs is crucial in determining emulsion stability. The drainage of

a thin film of the outer liquid that forms between the two drops is often the rate

limiting step in this process. Additionally, the presence of surface-active agents in

emulsions due to naturally occurring impurities [53], or by design [57], strongly affects

coalescence dynamics and the overall properties of the emulsion [58]. The presence
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of surfactants during drop coalescence of two drops leads to a dramatic increase in

the timescale of coalescence [59], and similarly, longer rest times during coalescence

of a drop with its bulk phase at a flat liquid/liquid interface [60] in comparison to

the clean interface case.

1.2 Thesis goals

Motivated by recent experimental [35] and analytical studies [36] on viscoelastic

thread pinchoff, the first goal of this thesis is to numerically study the nature of

polymer molecule migration along the thread by utilizing constitutive equations de-

veloped by Bhave et al. [61], along with the slender-jet approximation for the Cauchy

momentum and continuity equations [62]. It is also desirable to understand the ef-

fect of inertia on the extent of migration, as the presence of inertia is crucial for the

formation of the well known beads-on-a-string structure [32].

The second goal of this thesis is to understand the effect of deformation-rate-

thinning rheology on the thinning and rupture of thin films, driven by attractive

intermolecular forces. This class of film flows has a rich history, with the self-similar

dynamics of the thinning of free films [17, 19], as well as films supported by a solid

substrate [21], well established for Newtonian liquids. Motivated by applications in

oil and gas, cosmetics, personal care products, and food products, where the fluids

exhibit non-Newtonian rheology [51, 63], and a recent work by Thete et al. [18] who

discovered a novel scaling regime for the breakup of sheets of non-Newtonian fluids,

we examine the effect of power-law rheology on the self-similar dynamics of film rup-

ture. In addition to exploring systems where we initially begin with perturbing a

liquid film of uniform thickness, it is desirable to explore the self-similar dynamics of

systems where thin films are initially absent, but eventually form as two interfaces

approach each other, such as when a bubble impacts a solid wall, to demonstrate the

universality of the self-similar dynamics of film thinning.

The third goal of this thesis is to develop an understanding of flow-induced coa-

lescence of two drops in a second liquid. A recent work by Sambath [64] revealed that
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the drops rebound before coalescing on subsequent approach when inertial effects are

significant, and drainage times no longer adhere to the simple scaling laws derived

for flow in the Stokes limit [65]. The goal of this work is to decode the role played

by fluid inertia in causing drop rebound, and subsequent increase in drainage times.

Motivated by applications in the oil and gas industry, where the presence of surface-

active asphaltames and emulsifiers in crude oil emulsions hinders quick separation of

brine from oil, a further objective of this work is to study flow-induced coalescence

in the presence of surfactants.

1.3 Thesis scope

All chapters in this thesis deal with free surface flows that are incompressible and

isothermal throughout the duration of the physical process being studied. The nu-

merical analyses performed in each chapter treat the fluids as a continuum which are

governed by the continuity and Cauchy momentum equations. The physical processes

are studied until molecular length scales are reached, and no further investigation of

the discrete dynamics at molecular length scales are considered. All numerical analy-

sis was performed using a Galerkin/Finite element method for discretization [66] with

adaptive time-stepping [67]. For three-dimensional axisymmetric or two-dimensional

flows, elliptic mesh techniques [68] were used with the addition of moving algebraic

surfaces, which ensure accurate resolution of dynamics over scales spanning up to 9

orders of magnitude.

Numerical analyses of viscoelastic thread pinchoff utilized constitutive equations

for the elastic stress and a transport equation for polymer concentration developed

through kinetic theory by Bhave et al. [61]. Their model was shown to be identical to

similar models which account for polymer migration and accurately capture physical

phenomena in polymer flows [69].

The studies involving thinning of films of deformation-rate-thinning fluids utilized

the Ostwald-de-Waele relationship to describe the dependence of the instantaneous

fluid viscosity on the local deformation rate. This approximation of the generalized
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Newtonian fluid or yield stress fluids was shown to accurately describe dynamics near

singularities in the experiments of Savage et al. [70] and Huisman, Friedman, and

Taborek [51].

Numerical work where intermolecular forces become significant utilized the dis-

joining pressure approximation developed by Lifshitz [71] for two unbounded parallel

flat surfaces. The effects of the curvature of films on the expression for this pres-

sure [72] are neglected, as they are sub-dominant in the vicinity of singularities.

Numerical works concerning surfactant-laden flows are performed under the as-

sumption that surfactants are insoluble in the bulk phase, which was observed for

copolymers [59], long-chain alcohols [73] and when bulk diffusion timescale is much

larger than the timescale of coalescence [74].

1.4 Thesis outline

1.4.1 Pinchoff of slender threads of non-homogeneous polymer solutions

The pinchoff of threads of fluids with dissolved polymers is encountered in several

applications, such as high-quality inkjet printing and the spraying of pesticides [31].

As a result of the dissolved polymers, additional elastic stresses are present in the

fluid. As capillary forces cause the formation of a neck connecting drops on either

ends, extensional flow in the neck region stretches the polymer chains and causes

buildup of elastic stress. These resist pinchoff and cause the formation of a beads on

a string structure [32], where cylindrical threads of uniform thickness connect spher-

ical drops. Recent experiments [33, 35] have shown that once the threads become

sufficiently thin, they are subject to instabilities that destroy its uniformity and re-

sult in a “blistering” pattern. This could be the result of inhomogenity in polymer

concentration along the length of the thread [35,36], which has been hitherto ignored

in numerical studies of viscoelastic thread pinchoff.

The work in this chapter considers pinchoff of viscoelastic threads where con-

centration variation along the length of the thread is considered by utilizing the
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constitutive equations developed by Bhave et al. [61] for stress-induced migration of

polymer chains. The slender-jet approximation [36] is utilized to reduce the spatially

three-dimensional axisymmetric governing system of equations to one dimension. Re-

markably, it is observed that polymer concentration rises in the neck as pinchoff oc-

curs, due to gradients in chain mobility between the highly stretched chains in the

neck (low mobility) and the relaxed chains in the drops (high mobility). Additional

migration to the neck is observed when inertia effects are significant, as a result of

formation of satellite drops. Lastly, the extent of migration and concentration of the

neck region is observed to be directly proportional to the elasticity, and inversely

proportional to the diffusivity of the polymeric fluid.

1.4.2 Self-similarity and scaling transitions during thinning of sheets of power-law
fluids

Thin liquid sheets, or free films, with two free surfaces, are common in a variety of

daily life situations such as foam and emulsion flows, sea sprays, and crop spraying.

When the thickness of the sheet is of the order of several hundred nanometers, van

der Waals attraction between the two free surfaces can cause spontaneous thinning

and rupture of the sheet despite the presence of stabilizing capillary pressure. Past

studies [17, 19] discovered that film rupture dynamics are self-similar in the vicinity

of the space-time singularity when film thickness becomes zero, and determined the

scaling regimes for Newtonian fluids as a function of the dimensionless Ohnesorge

number Oh ≡ µ0/
√
ρh0σ, where µ0, ρ, σ and h0 are the viscosity, density, surface

tension and initial thickness of the film respectively. Motivated by applications such

as personal care products, foam flows, and tear substitutes, the existing Newtonian

studies are extended to consider the effect of deformation-rate-thinning or power-law

rheology. A recent work by Thete et. al [18] showed that thinning dynamics for

films of Oh ∼ 1 undergo a transition from the power-law inertial viscous (PLIV)

regime where inertial, viscous, and van der Waals forces are in balance, to a rheology

independent inertial-capillary (IC) regime as the power-law exponent n is reduced
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Figure 1.1. Thinning and rupture of sheets of power-law fluids:
(a) Perspective view of a free film surrounded by air corresponding to
one wavelength λ̃ of the imposed perturbation. (b) A cross-sectional
view of the film and location of the “rupture zone”, where dynamics
are expected to be self-similar as the film approaches the space-time
singularity. (c) The computational domain taken on account of sym-
metry.

below n = 6/7, where inertial, capillary, and van der Waals forces are in balance.

Taking inspiration from similar studies for pinchoff of threads power-law fluids

[49–51,70], intermediate asymptotic analyses and numerical simulations are performed

to develop a thorough understanding of the thinning dynamics and transitions that

occur between different scaling regimes in the parameter space comprised of both the

Ohnesorge number Oh and power-law exponent n. For thinning in the Stokes limit, it

is shown that the dynamics lie in the power-law viscous (PLV) regime, such that van
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Figure 1.2. Thinning and rupture of sheets of power-law fluids:
Phase diagram summarizing scaling laws for self-similar dynamics of
thinning and rupture of sheets of power-law fluids as a function of
Ohnesorge number Oh and power-law exponent n. The phase dia-
grams delineates the region of the parameter space where the dynam-
ics lie in the power-law viscous (PLV), power-law capillary viscous
(PLCV), power-law inertial viscous (PLIV) and inertial-capillary (IC)
regimes, and when transitions between regimes are expected to occur.
Here h is the film thickness, z′ is the lateral length scale or lateral
extent of the rupture zone, v′ denotes the velocity in the lateral di-
rection, and τ is time remaining to rupture. For the PLV regime, the
scaling exponent β for the axial length scale is seen to increase as n
decreases, with its values lying between 0.387 ≤ β ≤ 0.26.

der Waals and viscous forces are in balance while capillary forces are negligible all the

way till the sheet ruptures. As the self-similarity is of the second kind, the scaling

exponent for the axial length scale is determined analytically by solving ordinary

differential equations in the similarity space obtained by a similarity transformation.

It is further shown that below a critical value of n, the assumptions of the PLV

regime break down, and capillary forces enter the dominant force balance, leading to
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a hitherto undiscovered power-law capillary viscous (PLCV) regime. On the other

end of the spectrum, films with vanishing zero-deformation-rate viscosity µ0 thin in

the IC regime, as the viscosity of the fluid plays no role. Finally, for real fluids with

finite Oh, the aforementioned inertial or viscous regimes are shown to be transitory,

with the dynamics eventually transitioning to a late-stage PLIV or IC regime, based

on the value of n. The inter-regime transition points are determined analytically and

are in good agreement with numerical results. The chapter is concluded by presenting

a phase map (figure 1.2) of the scaling regimes and transitions, plotted in the space

of the Ohnesorge number Oh and power-law exponent n.

1.4.3 Self-similar rupture of thin films of power-law fluids on a substrate

Thin films supported by a solid substrate are ubiquitous in daily life and industry.

Interest in the controlled thinning and rupture of supported films has grown in recent

years due to advances in lithography techniques, leading to the advent of applications

such as substrate patterning due to self-assembly [39], droplet generation [40], and

tear film substitutes [41]. A comprehensive understanding of the rate at which thin-

ning occurs is crucial for such applications, e.g. it helps determine the spacing of the

patterns manufactured on the substrate. In many of these applications, the fluids are

non-Newtonian in nature and exhibit deformation-rate-thinning power-law rheology

as a result of dissolved polymers. Motivated by Zhang and Lister [21] who discovered

self-similarity in the thinning of Newtonian supported films, the effect of power-law

rheology on supported film rupture is studied here.

In the first part of the chapter, use is made of the slenderness of the film and

the lubrication approximation is applied to the equations of motion to derive a spa-

tially one-dimensional nonlinear evolution equation for film thickness. The variation

with time remaining until rupture of the film thickness, the lateral length scale, fluid

velocity, and viscosity is determined analytically and confirmed by numerical simula-

tions for both line rupture and point rupture. The self-similarity of the numerically

computed film profiles in the vicinity of the location where the film thickness is a min-
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Figure 1.3. Thinning and rupture of supported films of power-
law fluids: Close-up view of an illustrative (coarse) mesh generated
for 2D simulations. (a) Elements are initially densely packed near hmin

and as the film thins, (b) the mesh points are seen to concentrate near
the rupture zone. The dynamic algebraic surface is shown by the red
curve.

imum is demonstrated by rescaling of the transient profiles with the scales deduced

from theory. It is then shown that in contrast to films of Newtonian fluids undergoing

rupture for which inertia is always negligible, inertia can become important during

thinning of films of power-law fluids in certain situations. The critical conditions for

which inertia becomes important and the lubrication approximation is no longer valid

are determined analytically. In the second part of the chapter, thinning and rupture

of thin films of power-law fluids in situations when inertia is important are simulated

by solving numerically the spatially two-dimensional, transient Cauchy momentum

and continuity equations. Elliptic mesh generation [68] modified to include dynamic
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Figure 1.4. Thinning and rupture of supported films of power-
law fluids: Effect of power-law rheology on the scaling behavior of
variables in the rupture zone and change of scaling during thinning
of a power-law film of Oh = 1.18, A∗ = 7.37 × 10−7, and n = 0.60
undergoing line rupture: simulations (data points) and scaling the-
ory predictions (straight lines with indicated dependencies on time
remaining until rupture τ). Variation with time to rupture τ of (a)
minimum film thickness hmin, (b) curvature κ evaluated at the lateral
location of hmin, (c) lateral velocity u′ evaluated at lateral location
where h = 1.05hmin, and (d) modified Reynolds number Re∗ evalu-
ated at that lateral location. The occurrence of a change of scaling
and a transition from the viscous regime to the inertial regime is clear
as τ → 0 from the plots depicting the temporal evolution of all four
variables in the figure.
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algebraic surfaces is used to accurately resolve dynamics over a spatial range of 9

orders of magnitude. It is shown that as such films continue to thin, a change of

scaling occurs from a regime in which van der Waals, capillary, and viscous forces

are important to one where the dominant balance of forces is between van der Waals,

capillary, and inertial forces while viscous force is negligible.

1.4.4 Impact of bubbles immersed in a power-law fluid with a solid wall

The phenomenon of bubbles interacting with other bubbles or surfaces is observed

in a plethora of natural processes and industrial applications. For example, bubbles

bursting at the surface of seas produce marine aerosols which affect local air qual-

ity [75] and rain formation [76]. In industry, bubble collisions with solid walls play a

crucial role in the flow of foams and bubbly liquids in pipes and in other situations

where solid surfaces are present [77]. Additionally, the understanding of bubble col-

lisions with solid particles is essential for applications like tar-sands processing [78],

where the recovery of bitumen is aided by aeration, mineral extraction and plastic

separation through froth flotation [79,80] and convective heat transfer [81].

In this chapter, the impact of bubbles immersed in both Newtonian and power-

law liquids with a solid wall due to buoyancy was explored. For mm sized bubbles

immersed in liquids of water-like viscosity, it was observed that bubbles that are two

times its radius R or less away from the wall do not rebound from the wall as the

approach velocity is very low, in contrast to most studies that consider approach of

bubbles at terminal velocity and observe several rebounds before final attachment.

However, if acceleration due to gravity is increased artificially, the bubbles were ob-

served to undergo multiple rebounds.

For a 1 mm sized bubble approaching a solid wall when the initial separation

is one bubble diameter, the final stages of attachment due to van der Waals driven

rupture of the film between the bubble and the wall were analyzed theoretically and

numerically for bubbles immersed in power-law liquids. For Newtonian outer liquids,

or power-law liquids with a value of the power-law exponent n close to 1, the dynamics
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in the vicinity of the singularity (when the separation becomes zero) are self-similar

such that capillary, van der Waals and viscous forces are in balance. However, for

power-law liquids of sufficiently small n values, inertia can become important as their

viscosity falls rapidly. The critical minimum separation below which inertia will be

important and the lubrication approximation is no longer valid was determined ana-

lytically. Simulation results showed that below this value a transition to a rheology

independent inertial scaling regime occurs, signifying that viscous forces are negligible

while inertial, capillary and van der Waals forces are in balance in this regime. A

phase diagram was constructed to describe when inertia will become important for

all possible values of n. The self-similar behavior observed for bubble impact in this

chapter is identical to the self-similar behavior determined for rupture of supported

films in chapter 4, thus demonstrating a salient feature of self-similarity: universality

of the scaling regimes. Thus, bubble or drop impact can be used in the future as an

ideal system to study self-similarity and scaling of two-layer systems, or surfactant-

laden flows.

1.4.5 Flow-induced coalescence of two equal-sized liquid drops immersed in a second
liquid

Emulsions, which are fine dispersions of drops of one liquid in another immiscible

liquid, are commonly encountered in a variety of industries ranging from food [52]

to oil and gas [53] to pharmaceuticals [54] to chemicals [55]. The competing mech-

anisms of coalescence and breakup of the dispersed drops decide the fate, and thus,

the final quality and properties of the emulsion. The dynamics of the collision and

coalescence of two drops are studied separately by usually assuming no influence from

other drops and particles present in the emulsion. Most studies of drop coalescence

focus on determining the drainage time, or time taken from when the drop centers

are separated by a drop diameter to when their interfaces touch. This drainage time

can be incorporated into population balance models to accurately determine the drop
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Figure 1.5. Flow-induced drop coalescence in a second liquid:
Sketch of the problem setup. (b) Result from 2D simulation for Oh =
0.023, m2 = 1, d2 = 1, U∞ = 0.05, and A∗ = 10−10 showing the
variation with time t of half the minimum axial separation between
the drops zmin when inertia is selectively turned off for either liquid
1 or liquid 2. Drop fluid inertia is crucial for the occurrence of drop
rebound, as coalescence dynamics in its absence resemble those of
creeping flow conditions.

size distribution in coalescers, separators, reactors etc. Until recently, most studies of

pre-coalescence dynamics considered coalescence in creeping flow conditions. Recent

work by Sambath [64] on the flow-induced head-on collision and coalescence of two

equal sized drops in a compressional flow demonstrated that for coalescence in mod-

erate Reynold’s number flows, the drops rebound on first approach before coalescing

on the second approach, as inertia plays a game-changing role in delaying coalescence.

Sambath [64] further showed that drainage times computed for such cases do not con-

form to the scaling theories developed in previous works for creeping flow conditions.

In this chapter, the results of Sambath [64] are revisited in order to decode the

role fluid inertia plays in causing drop rebound. Through Galerkin finite element

simulations it is shown that a larger pressure develops in the film that forms between

the colliding drops when fluid inertia is considered, leading to a large normal force
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Figure 1.6. Flow-induced coalescence in the presence of insol-
uble surfactants(a) Time evolution of half the minimum axial sep-
aration between the drops’ interfaces zmin for a surfactant-free case
(black line) and a surfactant-laden case (blue line). (b) Velocity of
center of mass of the drop for the corresponding cases in (a). Param-
eter values are Oh = 0.023, m2 = 1, d2 = 1, U∞ = 0.05, A = 10−10,
Γ0 = 0.1, β = 0.1 and Pe = 1000.

due to pressure. This opposes drop motion and causes the drops to rebound, before

viscous drag pulls the drops together for a second approach and eventual coalescence.

It is further shown that the inertia of the drop fluid is crucial for rebound, as selec-

tively excluding drop fluid inertia from the governing equations leads to Stokes flow

like behavior, even though inertia is present in the outer liquid. Lastly, it is shown

that fluid viscosity plays a substantial role in rebound dynamics, as drop rebound is

amplified if the outer liquid is less viscous than the drop liquid and can even result

in no coalescence, while rebound is suppressed if the outer liquid is more viscous,

as viscous drag pulling the drops together dominates over the normal force pushing

them apart.
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1.4.6 Flow-induced coalescence of two equal-sized liquid drops immersed in a second
liquid in the presence of insoluble surfactants

Here the problem of two coalescing drops in a compressional flow is modified to

account for the presence of insoluble surfactants at the liquid-liquid interface. It has

been observed experimentally that the presence of surfactants during the coalescence

of two drops leads to a dramatic increase in drainage times [59], and similarly, longer

rest times during coalescence of a drop with its bulk phase at a flat liquid/liquid

interface [60] in comparison to the clean interface case. Moreover, the presence of

surfactants due to added chemicals and naturally occurring asphaltames in crude

oil processing creates large bottlenecks during separation of oil from brine. Previous

work always considered flow-induced coalescence of surfactant laden drops in creeping

flow conditions [74, 82–84].

In this chapter, flow-induced coalescence of two equal-sized drops of radius R laden

with insoluble surfactants is studied when Re ∼ O(1), where Re = µ2(GR)R/σ0 is the

Reynold’s number and µ2, G and σ0 are the viscosity of the outer liquid, strain rate

of the imposed flow and clean interface tension of the liquid-liquid interface. A study

of the effect of the imposed strain rate, and surfactant parameters on drainage times

is presented. Drop rebound due to addition of surfactants is observed for smaller

surfactant concentrations and low surfactant strength. This mechanism is explored

in further detail, and it is shown that as drainage of the film between the drops

occurs, it causes transport of surfactant out of the film. This leads to buildup of

Marangoni stress that opposes drainage, which causes flow-reversal and subsequent

drop rebound. The significance of drop inertia is clear, as artificially “turning off”

inertia predicts monotonic decrease of drop separation and predicts shorter drainage

times. Following rebound, interface velocity is reduced and drainage is further slowed

by partial immobilization due to Marangoni stress. Thus, two mechanisms of drainage

delay act during surfactant coalescence in moderate Re flows, drop rebound and

partial interface immobilization. Finally, the addition of surfactants to cases with

larger Re, where drop rebound due to inertial effects for the clean interface case is
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known to occur [64] results in remarkable behavior. Drop rebound is amplified due to

addition of surfactant (figure1.6), and multiple instances of flow-reversal are observed.

As surfactant drains out of the film, Marangoni stress builds up, thereby reversing flow

and restoring surfactant in the film, before the cycle is repeated. This phenomena is

reminiscent of microthread cascades observed in surfactant laden thread pinchoff [28],

and similar behavior was observed experimentally for surfactant laden water in oil

films [85].
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2. PINCHOFF OF SLENDER THREADS OF NON-HOMOGENEOUS

POLYMER SOLUTIONS

2.1 Introduction

The study of a liquid jet or thread emanating from a nozzle and its subsequent

breakup into drops is a problem of great practical implication in industry with a rich

history of 300 years. Applications include inkjet printing, deposition of reagents on

diagnostic prints, DNA arraying and manufacture of particles and microcapsules [1].

Improving and optimizing diesel engine technology is another important field where

understanding the dynamics of liquid threads is essential [2]. In addition to their

practical usefulness, threads are an ideal probe for liquid properties, such as surface

tension, viscosity or non-Newtonian rheology [2].

The earliest experiments on liquid threads were performed by Savart [3], who

noted that pinchoff of a thread was spontaneous, and independent of any external

force or direction. This led him to hypothesize that some intrinsic property of the

dynamics was responsible, rather than gravity as Marriote and da Vinci had earlier

stated [2]. Plateau [4] recognized the contribution of surface tension by observing

that long wavelength perturbations that reduce the surface area are favored. Lord

Rayleigh [5] showed that this surface tension had to act against inertia, which opposed

fluid motion over long distances. His linear stability analysis formally established that

threads were unstable to small perturbations of wavelengths greater than its circum-

ference. This effect is known as the Plateau-Rayleigh instability.

Goedde and Yuen [6] were the first to show the nonlinear nature of thread pinchoff

and subsequent droplet formation by performing a set of experiments that directly

measured the radius of the thread, rather than the difference between the swell and
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neck radii as Donnelly and Glaberson [7] had done. However, it was only given a

theoretical treatment when Eggers [8] realized that close to pinchoff, thickness of the

neck that forms during pinchoff could be predicted at a given distance from the ax-

ial location of pinchoff, irrespective of the initial conditions of the experiment. He

thus concluded that in the absence of a suitable length scale, the dynamics must be

self similar. Formulating a one-dimensional (1D) approximation of the Navier Stokes

equations [9], he derived the universal scaling law for the minimum neck radius close

to pinchoff, now known as Eggers scaling. This approximation, known as the “slender-

jet approximation” sees widespread use in dripping and jetting applications [2].

Many industrial processes involve fluids that are Non-Newtonian in nature, es-

pecially those containing dissolved polymer chains (making them viscoelastic) or

particles. The study of viscoelastic free surface flows is a relatively young field.

Middleman [10] stated that viscoelastic threads are less stable to perturbations than

their Newtonian counterparts by performing a linear stability analysis. However,

Goldin [11] observed that nonlinear effects that developed in the neck stabilized the

pinchoff process and led to the formation of a “beads on string structure”. Bous-

field [12] simulated the infinitely extensible Oldroyd-B model [13] and showed that

elastic stresses grow exponentially in the neck, while the thread never goes to pin-

choff. This is in contrast to experimental observations, where viscoelastic threads,

although delayed, usually breakup into droplets. Subsequent studies by Renardy [14]

and Fontelos and Li [15] on finitely extensible Giesekus [16] and FENE threads have

shown that close to pinchoff, a self-similar necking process develops where the radius

decays linearly in time [17], as the extensional viscosity reaches a plateau value, and

the thread behaves like a highly viscous Newtonian liquid. More recently, Oliveira [18]

and Sattler [19] reported complex phenomenon occurring during the later stages of

polymer thread pinchoff, as they observed that several instabilities developed in the

thread and led to the formation of a “blistering pattern”, with growth rates much

higher than that expected for a Newtonian liquid of the corresponding extensional vis-

cosity [20]. They hypothesized that a possible reason for this deviation could be axial
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non-uniformity in the polymer concentration along the length of the thread [19, 21].

Polymer concentration is controlled by four mechanisms [22], namely, advection, diffu-

sion, dispersion, and finally, stress-gradient induced migration. The final mechanism

causes migration of polymer chains due to spatial variations in the elastic stress, and

is accounted for by coupled equations for the elastic stress due to polymer chains,

and variation of polymer chain concentration in the flow, the so-called “stress-density

coupling” [22–26]. This phenomenon has been studied in detail in the past, for flow of

polymeric liquids through microchannels [27,28], in corrugated channels [22,29], and

in Taylor-Couette devices [30, 31]. However, past studies on viscoelastic thread pin-

choff have always involved models that assume polymer concentration to be spatially

uniform. Eggers [21] was the first to consider the effect of stress-density coupling on

viscoelastic thread pinchoff, by performing a linear stability analysis.

Here, we examine the effects of stress-density coupling on the nonlinear dynamics

of viscoelastic thread pinchoff. The number of polymer molecules in the primary drop

and filament formed on thread pinchoff are compared to the Oldroyd-B model for var-

ious parameter values, to ascertain when stress density coupling becomes important.

We take advantage of the slenderness of the thread and axisymmetric nature of the

system to solve a 1D set of equations numerically, using a Galerkin Finite Element

Method (GFEM) based algorithm. Governing equations for the flow of viscoelastic

fluid, followed by the numerical methods employed to solve the set of 1D partial dif-

ferential equations are specified in section 2.2. This is followed by a brief description

of accuracy tests performed to validate the code developed with results published in

literature in section 2.3. This is followed by results and their analyses in section 2.4

and finally, conclusions and outlook in section 2.5.
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Figure 2.1. Diagram of (a) a slender viscoelastic thread, where a sinu-
soidal perturbation is applied to its interface. Owing to the symmetry
of the system, only (b) half a wavelength of the thread is considered
when studying pinchoff.

2.2 Mathematical Formulation

2.2.1 Governing equations

The system considered here is a section of an infinite perturbed thread of an in-

compressible, isothermal, viscoelastic fluid comprising of a dilute solution of polymers

in a Newtonian solvent of constant density ρ, and viscosity µ. The unperturbed ra-

dius of the thread is R and a sinusoidal perturbation of amplitude ε and wavelength

λ̃ is applied at time t̃ = 0. The thread radius h̃(z̃) is then described by the following

equation

h̃ = R

[√
1− ε2

2
− ε cos

(
2π

λ̃
z̃

)]
(2.1)
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As shown by Rayleigh [5,32], the thread is spontaneously unstable if λ̃ > 2πR. Owing

to the periodic nature of the perturbation and axisymmetric nature of the system,

only half a wavelength of the thread is chosen as our problem domain, as illustrated in

figure 2.1, such that the length of our domain is L̃ = λ̃/2. The thread is surrounded

by a passive gas such as air, and the pressure outside is set to be zero w.l.o.g. The

surface tension γ of the interface dΩ is spatially uniform and constant in time. The

effects of gravity are neglected on account of slenderness of the thread.

The problem variables are non-dimensionalised using the unperturbed thread ra-

dius as the length scale, lc ≡ R, the inertio-capillary time as the characteristic time

scale, tc ≡ (ρR3/γ)
1
2 , the ratio of these two scales as the characteristic velocity

vc ≡ lc/tc, capillary pressure as the characteristic stress scale, pc ≡ γ/R, and av-

erage polymer number density n0 as the characteristic polymer concentration. As

a result of choosing these characteristic scales, the dynamics are governed by four

dimensionless numbers, the Ohnesorge number, Oh ≡ µ/
√
ρRγ, which represents the

ratio of the viscous force to the square root of the product of the inertial and capillary

forces, the Deborah number, De ≡ λp/tc, which represents the ratio of the relaxation

time scale λp of polymer chains considered in this viscoelastic model, to the charac-

teristic time scale for the system, the Peclet Number for polymer chain transport,

Pe ≡ l2c/Dtc, and finally, N̄ ≡ Rn0kbT/γ. This last dimensionless number N̄ is a

ratio of the force applied on polymer chains due to polymer migration to capillary

forces in the system. In what follows, dimensionless counterparts of the corresponding

dimensional variables are written without a tilde (∼) over them.

The dimensionless forms of the mass and momentum balance governing the vis-

coelastic fluid are then given by

∇ · v = 0 (2.2)

∂v

∂t
+ v · ∇v = ∇ ·T (2.3)
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Here T represents the stress tensor which can be broken up into contributions from

the isotropic, viscous and elastic stresses respectively as T = −pI + τ + σ where

τ = µ
(
∇v + (v)T

)
. The constitutive equation for elastic stress σ was derived by

Bhave et al. [23] while considering each polymer chain as a Hookean dumbbell and

accounting for spatial inhomogenity in the polymer chain distribution function. As a

result, a mass balance to account for movement of polymer chains along the thread

was added to the system of equations. These equations were reviewed by Beris and

Mavrantzas [26] and found to be consistent with other models developed using a body

tensor formulation [24], or a two-fluid Hamiltonian model [25], if third order gradients

are omitted from both equations [21]. The coupled set of dimensionless equations for

the elastic stress σ and polymer concentration n are given by

σ

De
+ (σ)(1) = N̄n

(
(∇v) + (∇v)T

)
+ N̄I

(
1

Pe
∇2n− Dn

Dt

)
+

1

Pe
∇2σ (2.4)

Dn

Dt
= − 1

PeN̄
∇∇ : σ +

1

Pe
∇2n (2.5)

Here ()(1) denotes the upper convected time derivative operator often found in con-

tinuum mechanics [13]. A mass and stress balance at the free surface dΩ leads to the

application of the kinematic and traction boundary conditions

n · (v − vs) = 0 (2.6)

n ·T = 2Hn (2.7)

Here 2H is twice the local mean curvature and can be evaluated by taking the dot

product of the surface gradient with the unit normal vector n to the interface dΩ,

2H = −∇s · n.
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Finally, symmetry boundary conditions apply at the two ends of the thread L = 0

and L = λ/2, along with the requirement that no polymer chains can enter or exit

the problem domain such that

t · ∇sn = 0 (2.8)

where t is the unit tangent at the interface dΩ.

For a system involving a slender thread such that its length is much larger than

its thickness, the three-dimensional axisymmetric equations can be simplified by ex-

panding the field variables, i.e. velocity, pressure, elastic stress and number density

in a Taylor series in the radial coordinate r, as done by Eggers and Dupont for New-

tonian threads [9]. The full expression for curvature is retained, rather than the

asymptotically correct one, as it has proven to yield a more accurate description of

the nonlinear free surface evolution [9, 33]. The “slender-jet” approximation for the

governing set of equations (2.3) - (2.5) is then given by

∂h2

∂t
+
∂(h2v)

∂z
= 0 (2.9)

∂v

∂t
+ v

∂v

∂z
+
∂(2H)

∂z
− 3Oh

h2
∂

∂z
(h2

∂v

∂z
)− 1

h2
∂

∂z
(h2σ) = 0 (2.10)

∂σ

∂t
+ v

∂σ

∂z
− 2

∂v

∂z
σ− 2N̄n

∂v

∂z
+

σ

De
+ N̄(

∂n

∂t
+ v

∂n

∂z
− 1

Pe

∂2n

∂z2
)− 1

Pe

∂2σ

∂z2
= 0 (2.11)

∂n

∂t
+ v

∂n

∂z
− 1

Pe

∂2n

∂z2
+

1

PeN̄

∂2σ

∂z2
= 0 (2.12)

Here, the variables h(z, t), v(z, t), σ(z, t), and n(z, t) represent the neck radius, axial

velocity, axial elastic stress (i.e. σzz from the elastic stress tensor σ), and polymer

concentration respectively. Equation (2.9) represents the 1D mass balance obtained

from the kinematic boundary condition, equation (2.10) is the 1D form of the Cauchy

Momentum equation, equation (2.11) is the constitutive equation for axial elastic

stress, which is coupled with the convection diffusion equation (2.12) for polymer

concentration.
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The curvature 2H is given by

2H =
1

h
(

1 +
(
∂h
∂z

)2) 1
2

−
∂2h
∂z2(

1 +
(
∂h
∂z

)2) 3
2

(2.13)

As nonlinear effects are important close to pinchoff, diffusion and transport in equa-

tion (2.12) are not necessarily controlled by the same Onsager coefficient Dtr [34].

Thus, a diffusivity ratio Adif is assumed, which modifies the constitutive equation

(2.11) and convection diffusion equation (2.12) into the following form

∂σ

∂t
+v

∂σ

∂z
−2

∂v

∂z
σ−2N̄n

∂v

∂z
+

σ

De
+N̄(

∂n

∂t
+v

∂n

∂z
− 1

Pe

∂2n

∂z2
)−Adif

1

Pe

∂2σ

∂z2
= 0 (2.14)

∂n

∂t
+ v

∂n

∂z
− 1

Pe

∂2n

∂z2
+ Adif

1

PeN̄

∂2σ

∂z2
= 0 (2.15)

The boundary conditions (2.6) and (2.8) can be reduced to their 1D counterparts

under the “slender-jet” approximation. Symmetry of the thread thickness h(z, t), ve-

locity v(z, t), and axial elastic stress σ(z, t) at the boundaries, along with no transport

of polymer chains into or out of the thread requires that

At z = 0 :

∂h

∂z
= 0, v = 0,

∂σ

∂z
= 0,

∂n

∂z
= 0 (2.16)

At z = L :

∂h

∂z
= 0, v = 0,

∂σ

∂z
= 0,

∂n

∂z
= 0 (2.17)

The system is initially quiescent, with the dimensionless form of equation (2.1)

applied to the thread thickness h(z, t) at time t = 0. The axial elastic stress σ(z, t) is

initially uniform and set to zero as the polymer chains are initially relaxed on account

of no flow in the thread. The concentration is initially axially uniform and set equal

to 1 along the length of the thread.
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2.2.2 Numerical Methods

The system of one-dimensional nonlinear partial differential equations described

above is simulated using either a Galerkin finite element or Streamline Upwind/Petrov

Galerkin method, because of its accuracy [1] and ease with which boundary conditions

can be applied. The domain is tessellated into elements, and variable values are

evaluated within the elements using quadratic basis functions, resulting in a set of

ordinary differential equations. For time integration, an implicit backward difference

scheme is initially used to smoothen out aphysical initial conditions followed by a

second order predictor corrector scheme involving the Adam’s Bashforth Predictor

and implicit trapezoid rule. Adaptive time stepping is essential for observing pinch off

dynamics which occur at much smaller timescales. The non linear algebraic equations

thus obtained are solved using Newton’s method with a Jacobian that is evaluated

analytically. The BANDED solver is used which utilizes the sparse nature of the

Jacobian matrix. The codes are written in FORTRAN.

2.3 Code Validation

Volume and number of chains must be conserved to reflect accurate behavior,

given only Neumann boundary conditions are applied on the system and thus fluxes

at the boundaries are zero. These quantities were conserved all the way till pinchoff,

with a maximum error of 0.1% between initial and final values.

In the limit of no stress density coupling, such that Adif = 0, the system described

above reduces to that of thread pinchoff of an infinitely extensible Oldroyd-B thread.

The free surface profiles for the case of no stress density coupling were compared with

the simulation results of Clasen et al. [35], and were seen to be an accurate repro-

duction, as is shown in figure 2.2. The red solid lines represent free surface profiles

computed from our simulations, which match the free surface profiles of Clasen et

al. [35], shown by the dashed black lines, at the specified dimensionless time instants.

The case was run for aspect ratio L = 2π, Oh = 0.79, De = 94.9, N̄ = 0.025, Adif = 0
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(a)

(b)

(c)

(d)

Figure 2.2. Series of interface profiles h(z, t) for Oldroyd-B thread
pinchoff compared with the simulation results of Clasen et al. [35].
Results of our numerical simulations are shown by the red solid lines,
while those of Clasen et al. [35] are shown by the dashed black lines.
The parameter values are L = 2π, Oh = 0.79, De = 94.9, N̄ = 0.025,
Adif = 0 and Pe = 1000. The dimensionless time instants for each
profile are (a)0, (b)158.1, (c)316.2 , (d)948.7.
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Figure 2.3. Evolution of minimum neck radius hmin with time t
for Oldroyd-B thread pinchoff for the parameter values L = 2π,
Oh = 0.79, De = 94.9, N̄ = 0.025, Adif = 0 and Pe = 1000. The
symbols represent the results of our numerical simulations while the
line represents the best fit to the obtained data.

and Pe = 1000. Furthermore, our numerical methods were able to accurately demon-

strate scaling behavior for the minimum neck radius hmin, as the evolution of hmin

vs time was seen to obey the elasto-capillary scaling such that it varied with time

as hmin ∼ e−t/3De [14, 36], shown in figure 2.3. As such, we have demonstrated the

accuracy of our numerical methods and proceed to study the evolution of polymer

concentration as viscoelastic threads pinchoff, in the following section.

2.4 Results

The system of nonlinear partial differential equations specified in section 2.2 is

solved numerically using the numerical methods outlined above, for a fixed value of

N̄ = 10−5, diffusivity ratio Adif = 10−8 and thread length L = 4.0, unless otherwise

stated. Simulations advance in time until thread pinchoff occurs, which is defined to
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occur when the minimum neck radius hmin reaches the value of 5× 10−3.

The evolution of polymer concentration with time is examined first, followed by

an investigation into the significance of inertial effects on polymer concentration. The

section is concluded by examining the effect of elasticity, or De, and polymer chain

diffusivity Pe on the extent of polymer concentration variation.

2.4.1 Evolution of polymer concentration with time

Figure 2.4 shows the evolution in time of the thread thickness h(z, t), axial velocity

v(z, t), and axial elastic stress σ(z, t) profiles for capillary pinchoff of a viscoelastic

thread such that Oh = 0.5, De = 1.0, P e = 1.0. As thinning progresses, flow in the

thread changes from unidirectional flow, represented by the dashed line in figure 2.4(b)

(velocity values are positive along the length of the thread), to extensional flow, such

that fluid is draining from the neck region, seen in figure 2.4(a), into a satellite drop on

the left, and primary drop on the right. This extensional flow stretches the polymer

chains, which leads to a buildup of elastic stress in the neck region, as seen in figure

2.4(c). The magnitude of this extensional flow in the neck increases as pinchoff is

approached, while the flow remains unidirectional in the satellite and primary drop.

Thus, large stress gradients are observed in the neck, while elastic stress remains

negligible in the drops. These stress gradients induce an increase in polymer chain

concentration in the neck such that a “concentration peak” is seen, while the primary

and satellite drops are diluted. Figure 2.5 shows this spatial variation of the polymer

concentration n at pinchoff (hmin = 10−3).

Our results are in agreement with the experimental observations of Sattler et al.

[19], who observed the formation of a concentrated neck for polyehtylenoxide (PEO)

solutions, which subsequently formed a solid nanofiber. The observed phenomenon

of polymer concentration in the neck region is counter-intuitive at first glance, as

one would expect polymers to drain from the neck and move to regions of low stress

in both the satellite and primary drop. However, it is known that the mobility of a

polymer molecule is inversely proportional to the extent of chain extension [37]. Thus,
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the mobility of polymer chains in the neck, where they are highly stretched due to

extensional flow, is much lower than that of polymer chains in the drops, where they

are relaxed and hence more mobile. This mobility gradient drives polymer migration

to regions of low mobility, resulting in the counter-intuitive phenomenon of polymer

concentration increasing in the neck. This was also observed for DNA flow through

a square microchannel by Jendrejack et al. [27].

2.4.2 Effect of Inertia

Bhat et al. [38] showed that inertia is required for the formation of a small, satellite

bead between two much larger main beads in viscoelastic threads. They also noted

that the satellite drop thus formed is more spherical and has a larger volume than the

Newtonian case, as elastic stresses delay pinch-off and enable more fluid to drain into

the satellite drop. This is also evident here, when stress density coupling is added,

but in this case the effect of satellite drop formation on polymer concentration is

of specific interest. The parameter values are L = 8.0, Oh = 0.5, De = 5.0, and

Pe = 1000, and two cases are compared, the first where the full set of equations

are considered, such that inertial effects are included, and the second where inertial

effects are artificially “turned off” by setting the left-hand side of the momentum

equation (2.10) to zero. While in both cases (with and without inertia) concentration

peaks are seen where the neck meets the primary drops (Corner region C1 as shown in

figure 2.6), the concentration profile in the case with inertia is seen to have additional

concentration peaks where the neck meets the satellite drop (corner region C2 as

shown in figure 2.6). This is understandable, as the the polymer chains are highly

stretched in the neck region, resulting in large elastic stress values in the neck as

compared to low elastic stress in the satellite drop formed, where the polymer chains

are in a relaxed state due to unidirectional flow. This sharp difference in elastic stress

leads to polymer migration to corner region C2. The number of polymer chains that

escape the primary drop when inertial effects are considered is observed to be 29.23

times higher than the number of chains that escape when inertial effects are neglected.
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Figure 2.5. Polymer chain concentration n and thread thickness h(z, t)
profiles at the incipience of pinchoff for L = 4.0, Oh = 0.5, De = 1.0,
N̄ = 10−5, Adif = 10−8, and Pe = 1.0. It is clear that the neck is
concentrated, while the satellite and primary drop are diluted.

Thus inertial effects play a significant role in deciding the eventual concentration of

drops formed from viscoelastic thread pinchoff.

2.4.3 Effect of Elasticity

Figure 2.7 shows the effect of increasing the Deborah number De, or the elasticity

of the polymer solution, on the extent of spatial variations in polymer concentration.

The figure makes plain that polymer solutions with a higher elasticity result in more

concentrated necks. Of particular interest is when De goes from 1.0 to 5.0, an addi-

tional concentration peak is observed. This is explained by observing the flow field

snapshots for both cases at the incipience of pinch off. These are presented in figure

2.8. For De = 1.0, shown in figure 2.8(a), it is seen that the capillary pressure p is

much higher than the elastic stresses σ that builds up due to the extensional flow in

the neck. Thus, while the elasticity delays pinchoff, capillary forces dominate over
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Figure 2.6. Concentration and shape profiles at the incipience of
pinchoff for a viscoelastic thread with parameter values L = 8.0,
Oh = 0.5, De = 5.0, N̄ = 10−5, Adif = 10−8 and Pe = 1000.0 when
(a) inertia is included, and when (b) inertia is excluded from the gov-
erning equations. It is seen that satellite drop formation, which occurs
when inertia is included, leads to additional concentration peaks in
corner region C2, which results in a larger number of polymer chains
escaping the primary drop as compared to the Stokes flow case.

elastic stress and the thread breaks before formation of a long cylindrical microthread.

In contrast, for De = 5.0, shown in figure 2.8(b), the elastic stresses dominate over

capillary force, and a microthread of uniform thickness, with a more spherical satel-

lite drop at the end, is formed. The polymer chains are stretched in this cylindrical

microthread, while relaxed in the satellite drop, causing a high stress difference in the

region where the satellite drop meets the microthread. Thus, an additional region

of large negative stress gradients is present for polymer solutions with high elastic-

ity, resulting in an additional concentration peak where the satellite drop meets the

cylindrical microthread that is formed. In conclusion, for large enough De values,

viscoelastic thread pinchoff will result in the formation of cylindrical microthreads
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Figure 2.7. Variation of polymer concentration n profiles at the in-
cipience of pinchoff with elasticity of the thread De. The extent
of concentration variation changes by four orders of magnitude as
De changes from 0.5 (shown in inset) to 5.0. Parameter values are
L = 4.0, Oh = 0.5, N̄ = 10−5, Adif = 10−8, and Pe = 1000.0.

with highly concentrated ends, while the primary and satellite drops formed will be

dilute.

2.4.4 Effect of Diffusivity

The stress density coupling studied here is based on diffusion of elastic stress, as

well as diffusion of the polymer chains themselves [21, 23]. Thus, it is imperative to

study the effect of diffusivity on polymer concentration profiles. It is seen in figure

2.9 that an order of magnitude increase in the Peclet number Pe results in an order of

magnitude decrease in the maximum concentration. This is expected, as the driving

force for polymer migration is stress diffusion, which is inversely proportional to the

Peclet number Pe, as seen in equation (2.15).



42

z

p
, h

0 1 2 3 4

0

100

200

300

400

500

3

2

1

0

1
h

p

z

n

0 1 2 3 4

0.99998

1

1.00002

(a)

z

p
, h

0 0.5 1 1.5 2 2.5 3 3.5 4

0

100

200

300

400

500

3

2

1

0

1
h

p

z

n

0 1 2 3 4
0.9

0.95

1

1.05

1.1

1.15

(b)

Figure 2.8. Spatial variation of capillary pressure p, axial elastic stress
σ and the thread thickness h(z, t) at the incipience of pinchoff for (a)
De = 1.0 and (b) De = 5.0. The capillary pressure is higher than the
elastic stress for (a), while the relationship is reversed for (b), which
explains the formation of a cylindrical microthread for De = 5.0 and
an additional concentration peak. Corresponding polymer concentra-
tion n profiles are shown in the inset for each figure. Parameter values
are same as in figure 2.7.

2.5 Conclusions

In conclusion, we have added stress-density coupling to the system of equations

used to study viscoelastic thread pinchoff using a Galerkin finite element method. It

is observed that polymer chain concentration increases in the neck while the primary

and satellite drop formed are dilute. Furthermore, we showed that inertial effects

on polymer concentration profiles are significant, as a greater number of polymer

chains are extracted from the primary drop when inertial effects are considered. Local

dynamics were observed at the incipience of pinchoff for different Deborah numbers,

to understand the change in concentration profiles with increasing elasticity. It was

seen that more elasticity results in more concentration of polymer chains in the neck.

Finally, we observed that since polymer concentration in the neck is driven primarily
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by the existence of elastic stress gradients, migration is favored when the diffusivity

of elastic stress is large, or when Pe number values are small.

The study conducted here is in the limit of a vanishingly small value of Adif , the

ratio between elastic stress diffusivity and polymer chain diffusivity. Thus, the results

of this study consider the effects of nearly Oldroyd-B thread pinchoff on concentration

profiles in the thread. However, for larger values of Adif , polymer concentration

changes will be more drastic, and significantly affect properties like polymer viscosity

and elasticity locally. These local variations in polymer properties will in turn affect

the dynamics of pinchoff. The derived set of equations in this chapter are able to

capture this effect. However, due to the small gradients in concentration, which is a

result of small Adif values considered, the variation in local polymer properties for the

scope of our study was negligible. Thus, how large values of Adif affect the dynamics

of viscoelastic thread pinchoff is expected to be an important area of future interest.
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Appathurai [39] and Anthony [40] have shown that viscoelastic filaments display

different dynamics from Newtonian filaments, as elastic stresses delay the mechanism

of end-pinching causing filaments to retract into single drops, as opposed to multiple

drops formed for Newtonian fluids. The effect of concentration gradients on the

dynamics of end-pinching will provide a more realistic picture of the final fate of

viscoelastic filaments in the future. Moreover, the eventual shape of filaments can be

such that the slender-jet approximation fails, and a three-dimensional axisymmetric

formulation of the problem will be required. The solution method described by Thete

[41] where Streamline Upwind/Petrov Galerkin method is used for three-dimensional

axisymmetric viscoelastic flows will provide an accurate understanding of viscoelastic

filament dynamics, especially in the non-slender limit.
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3. SELF-SIMILARITY AND SCALING TRANSITIONS DURING THINNING OF

SHEETS OF POWER-LAW FLUIDS

3.1 Abstract

Self-similarity and scaling transitions in van der Waals driven thinning and rupture

of thin free films, or sheets of power-law fluids are analyzed for 0 < n ≤ 1, where n is

the power-law exponent, and 0 ≤ Oh ≤ ∞, where Oh ≡ µ0/
√
ρh0σ is the Ohnesorge

number, and µ0, ρ, h0, and σ represent the zero-deformation-rate viscosity, density,

initial film thickness, and surface tension of the sheet of power-law fluid. The variation

with time remaining until rupture of the film thickness, lateral length scale, and lateral

velocity is determined analytically through asymptotic analysis of the spatially one-

dimensional partial differential equations for the film thickness and lateral velocity.

The expected scaling regimes are then confirmed by numerical simulations of the

spatially two-dimensional continuity and Cauchy momentum equations. For sheet

rupture in the Stokes limit, and when 0.58 ≤ n ≤ 1, it is shown that the dynamics lie

in the power-law viscous (PLV) regime, such that van der Waals and viscous forces are

in balance while capillary forces are negligible all the way till the sheet ruptures. As

self-similarity is of the second kind in this regime, the values of the scaling exponent

for the lateral length scale β are determined analytically by computing the similarity

solution for thinning in the Stokes limit, and shown to be in excellent agreement with

the values obtained from numerical simulations. It is then shown that in contrast to

sheets of Newtonian fluids, capillary forces can become significant during thinning of

sheets of power-law fluids in the Stokes limit if n < 0.58. The dynamics now lie in

the so-called power-law capillary viscous (PLCV) regime where the dominant balance

of forces is between capillary, viscous and van der Waals forces. Expectedly, when
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Oh→ 0, or for sheets of inviscid fluids, the dynamics lie in the rheology independent

inertial-capillary (IC) regime, as shown by Thete et al. [1] for Newtonian fluids, and

the dominant force balance is between inertial, capillary and van der Waals forces.

However, for sheets of real power-law fluids with finite Oh, a remarkably richer array

of transitions than the corresponding Newtonian fluids [1] is observed. For sheets

with Oh � 1 and 6/7 ≤ n ≤ 1, it is shown that a thinning sheet begins in the PLV

regime but eventually transitions to the power-law inertial viscous (PLIV) regime [2],

where inertial, van der Waals, and capillary forces are in balance. However, for

sheets with power-law exponents in the range 0.58 ≤ n ≤ 6/7, while initial dynamics

again lie in the PLV regime, viscous forces eventually fall out of the dominant force

balance, and an eventual transition to the rheology-independent IC regime is observed.

Finally, for highly viscous sheets with 0 < n ≤ 0.58, the initial dynamics lie in the

PLCV regime instead, as capillary forces enter the force balance, but again eventually

transition to the IC regime. For slightly viscous sheets, or when Oh� 1, the thinning

sheet transitions from the IC regime to the PLIV regime when 6/7 ≤ n ≤ 1. For

all aforementioned transitions, the minimum film thickness at which the transition

occurs as a function of Oh and n is estimated analytically, and observed to be in

good agreement with our numerical simulations. Finally, for slightly viscous sheets

or when Oh� 1 and 0 < n ≤ 6/7, viscous forces are always negligible and the sheet

thins in the IC regime all the way till rupture without any scaling transitions.

3.2 Introduction

Thin fluid films are integral to our daily lives and many industrial applications.

Thinning and rupture of free films or sheets, with two free surfaces, plays an im-

portant role in foam evolution [3], emulsion stability [4], and applications involving

bubbles bursting at interfaces [5]. Similarly, the thinning dynamics of films supported

by a solid substrate, with one free surface, are crucial in coating flows [6], tear film

substitutes [7] and pattern formation [8].
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If the thickness of such films is of or less than the order of a micrometer, long-

range intermolecular forces become significant and influence thinning dynamics [9,

10]. For thin sheets, van der Waals attraction between the two free surfaces can

cause spontaneous thinning and eventual rupture of the film despite the presence

of stabilizing capillary pressure. This was observed experimentally by Debrégas, De

Gennes, and Brochard-Wyart [11] while studying the bursting of bubbles at air-liquid

interfaces. The sheet that formed between the bubble and the interface was seen to

spontaneously rupture below a thickness of 70 nm due to van der Waals attraction.

Similarly, for thin films on a substrate, van der Waals attraction between the liquid-

gas interface and solid substrate can lead to spontaneous thinning and the subsequent

formation of dry spots [12–14]. When these intermolecular forces are significant, they

are accounted for by the addition of a disjoining pressure term to the set of governing

equations [15].

Consider a fluid sheet of uniform thickness 2h0 surrounded by a passive gas such

as air. The midplane of the sheet lies in the x̃− z̃ plane of a rectangular coordinate

system and the ỹ axis is perpendicular to the midplane. Pressure variations due to

gravity are negligible due to the thinness of the sheet. Next consider that the two

surfaces of the sheet are perturbed such that the shape of the free surface above the

x̃− z̃ plane is described by the equation

h̃(z̃) = h0

[
1− ε cos

(
2πz̃

λ̃

)]
(3.1)

with the shape of the free surface below given by the negative of equation (3.1). Here,

ε� 1 is the amplitude and λ̃ is the wavelength of the perturbation. Is is well known

that the initial stages of thinning are governed by the competing influences of desta-

bilizing van der Waals attraction and stabilizing capillary pressure [1]. Ruckenstein

and Jain [16] performed a linear stability analysis for sheets and determined that

wavelengths exceeding a critical value λ̃c are always unstable, where the critical value

is given by
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λ̃c =
8π3/2σ1/2h0

2

A
1/2
H

= 8π3/2h0
d
h0 (3.2)

Here, σ is the surface tension, AH is the Hamaker constant and d ≡ (AH/2πσ)1/2 is

the molecular length scale for the particular liquid-gas system. Typically, h0 � d,

which implies that the critical wavelength for spontaneous rupture is much larger

than the initial film thickness
(
λ̃c � h0

)
. Thus, thin free films or sheets are unstable

to long-wavelength perturbations.

Erneux and Davis [17] made use of the long-wavelength nature of the problem and

solved a set of one-dimensional (1D) partial differential equations (PDEs) for the film

thickness and lateral velocity as a function of lateral space coordinate z̃ and time t̃ for

Newtonian sheet rupture. They determined that non-linear effects led to acceleration

of thinning and resulted in rupture times well below those predicted by linear theory.

Film rupture dynamics are self-similar in the vicinity of the space-time singularity

when film thickness h̃ = 0, at the lateral location z̃ = z̃R, and at time t̃ = t̃R, and

thus independent of initial and boundary conditions imposed on the film [18]. Ida

and Miksis [19] explored the self-similar dynamics of thinning of a viscous Newtonian

sheet, and determined that the dominant force balance is between viscous and van der

Waals forces, while inertial and capillary forces are subdominant. Later, Vaynblat,

Lister, and Witelski [20] solved numerically the set of 1D PDEs for both line or sheet

rupture, and point or axisymmetric rupture, for Newtonian films with comparable

viscosity and inertia, such that the Ohnesorge number Oh = µ0/
√
ρh0σ ∼ O(1),

where ρ is the density of the fluid, µ0 is the viscosity, and Oh is a dimensionless

group that denotes the ratio of viscous forces to the square root of the product of

inertial and capillary forces. They determined analytically that the film thickness h̃,

lateral length scale z̃′ ≡ z̃− z̃R, and lateral velocity ṽ, vary with time remaining until

rupture τ̃ ≡ t̃R − t̃ as

h̃ ∼ τ̃ 1/3, z̃′ ∼ τ̃ 1/2, ṽ ∼ τ̃−1/2 (3.3)
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respectively, where 1/3, 1/2 and −1/2 are referred to as the scaling exponents for

this scaling regime, hereafter referred to as the inertial-viscous regime (IV regime).

The dominant force balance in this regime is between inertial, viscous and van der

Waals forces, while capillary forces are negligible. Vaynblat, Lister, and Witelski [20]

also solved analytically the set of 1D ordinary differential equations (ODEs) obtained

from the PDEs by means of a similarity transformation, and determined similarity

solutions for the film thickness h̃ and lateral velocity ṽ. They then demonstrated

excellent agreement between self-similar solutions determined from the PDEs and

analytical solutions of the aforementioned ODEs. More recently, Thete et. al [1]

considered the dynamics of Newtonian sheets when the fluid had either infinitesimal

inertia (Oh−1 = 0) or infinitesimal viscosity (Oh = 0). The authors demonstrated

that in the limit of Oh−1 = 0, such that the sheet is undergoing Stokes flow, the

dynamics lie in the viscous regime where the dominant force balance is between

viscous and van der Waals forces, and capillary forces are always negligible. This

leads to self-similarity of the second kind [18] and the scaling exponents are given by

h̃ ∼ τ̃ 1/3, z̃′ ∼ τ̃ 0.26, ṽ ∼ τ̃−0.74 (3.4)

In contrast, for inviscid sheets or when Oh = 0, the authors demonstrated that the

dominant force balance is between inertial, van der Waals and capillary forces and

the scaling exponents for this inertial-capillary (IC) regime are given by

h̃ ∼ τ̃ 2/7, z̃′ ∼ τ̃ 4/7, ṽ ∼ τ̃−3/7 (3.5)

Thete et al. [1] also obtained similarity solutions for both cases by analytically solv-

ing the ODEs in similarity space, and demonstrated excellent agreement with the

similarity solutions obtained through numerical simulations of the PDEs. The au-

thors then demonstrated that for real fluids with finite values of Oh, the dynamics

initially lie in the inertial and viscous regimes for slightly viscous and highly viscous
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sheets respectively, but will eventually transition to the IV regime shown by Vaynblat,

Lister, and Witelski [20]. They determined analytically the film thickness at which

these transitions from the initial regimes to a late-stage IV regime would occur and

demonstrated good agreement with results from numerical simulations.

While the studies discussed above have focused on free film flows of Newtonian

fluids, many industrial and everyday fluids exhibit complex rheology, due to dissolved

polymers, particles, or other immiscible liquids. A common model utilized to describe

the behavior of non-Newtonian fluids subject to deformation is the so called power-

law fluid, which derives its name from the power-law dependence [21] of the viscosity

µ̃ on the deformation rate ˜̇γ given by

µ̃
(
˜̇γ
)

= µ0

∣∣2m̃˜̇γ
∣∣n−1 (3.6)

Here, µ0 is the zero-deformation-rate viscosity, m̃−1 the characteristic deformation

rate, 0 < n ≤ 1 the power-law exponent (n = 1 corresponds to a Newtonian fluid) of

the given fluid, and ˜̇γ is the second invariant of the rate-of-deformation tensor D̃

˜̇γ =

[
1

2

(
D̃ : D̃

)] 1
2

(3.7a)

D̃ =
1

2

[(
∇̃ṽ
)

+
(
∇̃ṽ
)T]

(3.7b)

where ṽ is the fluid velocity. Experimental studies have shown that many common

fluids exhibit power-law rheology [22–25]. A common example of thin film flow in-

volving power-law fluid behavior is the tear film in our eye, which has large viscosity

under low shear and forms a protective layer on the eye surface, but flows easily as

its viscosity falls when subjected to high shear as we blink our eyes [7]. Common tear

substitutes in the market involve deformation-rate-thinning fluids [26].

While the self-similar dynamics of thread pinchoff of power-law fluids have been

studied extensively using analytical [27, 28], numerical [28–30] and experimental [23,

24] methods, the field of thin film rupture of power-law fluids was relatively unex-

plored until recently. Thete et al. [2] examined the rupture of sheets of power-law
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fluids with Oh ∼ O(1) and demonstrated that for fluids with 6/7 ≤ n ≤ 1, the

dominant force balance is between inertial, van der Waals and viscous forces and

the scaling exponents for this rheology dependent power-law inertial viscous (PLIV)

regime are given by

h̃ ∼ τ̃n/3, z̃′ ∼ τ̃ 1−n/2, ṽ ∼ τ̃−n/2 (3.8)

However, when 0 < n ≤ 6/7, the authors demonstrated that viscous forces fall out of

the dominant force balance, and the balance is now between inertial, van der Waals

and capillary forces, leading to the IC regime from equation (3.5). In other words,

for 0 < n ≤ 6/7 the fluid behaves as if it is inviscid as its viscosity drops rapidly on

account of the low value of n, and the thinning dynamics are rheology independent.

More recently, Garg et al. [31] demonstrated that a transition from a viscous to inertial

regime occurs for thin films of power-law fluids on a substrate, and determined the

critical parameter values at which this transition is seen. In their recent paper, Thete

et al. [1] mentioned the need for a comprehensive study of the thinning of sheets

of power-law fluids, to obtain a thorough understanding of the thinning dynamics

and transitions that occur between different scaling regimes in the parameter space

comprised of both the Ohnesorge number Oh and power-law exponent n, similar to

already existing studies for pinchoff of threads of power-law fluids [30]. This is the

main goal of this paper.

This paper is organized as follows. Section 3.3 describes in detail the problem

under investigation and equations and boundary conditions governing the thinning

of sheets. Furthermore, it describes succinctly the numerical methods utilized to

solve the two-dimensional (2D) set of PDEs, and the set of 1D PDEs utilized for

analytical investigation of self-similar dynamics. Section 3.4 analyses theoretically

and computationally the thinning and rupture of sheets of power-law fluids when

inertia is negligible, i.e. when the film is undergoing Stokes flow or Oh−1 = 0. Section

3.5 briefly explains why thinning dynamics in the inviscid limit, or when Oh = 0, will

be identical for Newtonian and power-law sheets. Section 3.6 analyses thinning and

rupture for sheets of real fluids where Oh is finite for the entire range of power-law
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Figure 3.1. Line rupture of a free film. (a) Perspective view of a
free film surrounded by air corresponding to one wavelength λ̃ of the
imposed perturbation. (b) A cross-sectional view of the film and
location of the “rupture zone”, where dynamics are expected to be
self-similar as the film approaches the space-time singularity. (c) The
computational domain taken on account of symmetry.

exponent values 0 < n ≤ 1. In contrast to Newtonian films [1], a remarkably richer

array of transitions is observed for power-law fluids, and corresponding transitions for

highly viscous and slightly viscous sheets are explored in detail. Section 3.7 concludes

the paper by summarizing the key results and outlines future avenues available for

free film rupture using a similar approach to the one carried out in this paper.
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3.3 Mathematical Formulation

The system is an isothermal free film or sheet of uniform thickness h0 of an incom-

pressible power-law fluid of constant density ρ and zero-deformation-rate viscosity of

µ0. The film is surrounded by a dynamically passive gas such as air, that exerts a

constant pressure, set equal to zero w.l.o.g, and negligible viscous drag on the film.

The Hamaker constant AH for the fluid-gas system and surface tension of the interface

σ are constant and spatially uniform. A rectangular coordinate system is chosen such

that the origin is located halfway along the film’s lateral length on its midplane, where

x̃, ỹ, and z̃ represent the translational, vertical and lateral coordinates respectively.

The midplane of the film then coincides with the x̃− z̃ plane. A sinusoidal perturba-

tion such that the film thickness h̃ is described by equation (3.1) is applied to the film

surface at time t̃ = 0, as shown in figure 3.1(a). As this perturbation is periodic in

the lateral direction z̃, about the midplane ỹ = 0, and translationally symmetric, it is

sufficient to consider the spatial two-dimensional domain spanning half a wavelength

of the perturbations (0 ≤ z̃ ≤ λ̃/2), i.e. the domain is the region bounded above by

the surface S̃(t̃) which is unknown a priori, bounded below by the midplane of the

film located at (0 ≤ z̃ ≤ λ̃/2, ỹ = 0) and bounded on the sides by the symmetry

planes located at z̃ = 0 and z̃ = λ̃/2 as shown in figure 3.1(c). The effect of gravity is

assumed to be negligible on account of the film’s thinness. In what follows, the spa-

tially two-dimensional, transient Cauchy momentum and continuity equations that

govern thinning and rupture of films of power-law fluids and the numerical methods

utilized to solve these equations are described first. The remainder of the section de-

scribes the set of spatially one-dimensional transient PDEs (obtained by applying the

long-wavelength approximation) that are utilized to analyze the self-similar behavior

of sheet rupture analytically.
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3.3.1 Two-dimensional governing equations and numerical methods

For numerical simulations, the problem variables are non-dimensionalized by using

the undisturbed film thickness as the characteristic length lc = h0, the visco-capillary

time as the characteristic time tc = µ0h0/σ, the ratio of these two scales as the

characteristic velocity vc = lc/tc, zero-deformation-rate viscosity as the characteristic

viscosity µc = µ0, and the capillary pressure as the characteristic pressure pc =

σ/h0. As a result of choosing these characteristic scales, the dynamics are governed

by three dimensionless groups, the Ohnesorge number Oh = µ0/(ρσh0)
1/2, which

represents the ratio of the viscous force to square root of the product of the inertial

and capillary force, the van der Waals number A = AH/48πσh0
2, which represents the

ratio of intermolecular forces to capillary forces, and the characteristic deformation

rate m−1 = tcm̃
−1. For the remainder of this paper, variables without a tilde (∼)

represent the dimensionless values of the corresponding variables with a tilde.

The dynamics of the fluid in the sheet are governed by the continuity and Cauchy

momentum equations, which are given in dimensionless form by

∇ · v = 0 (3.9a)

1

Oh2

(
∂v

∂t
+ v · ∇v

)
= ∇ ·T (3.9b)

where v ≡ ṽ/vc = vyey + vzez is the dimensionless fluid velocity, t ≡ t̃/tc is the

dimensionless time, and T = −pI + µ
(
∇v + (∇v)T

)
is the dimensionless stress ten-

sor, where p = p̃/pc is the dimensionless pressure, µ = |2mγ̇|n−1 is the dimensionless

viscosity, and ∇ ≡ h0∇̃ is the dimensionless gradient operator.

The kinematic and traction boundary conditions are applied at the fluid-gas inter-

face S(t) to enforce mass conservation and to account for the discontinuity or jump

in stress due to surface tension and van der Waals forces

n · (v − vs) = 0 (3.10a)

n ·T = 2Hn−
(
A/h3

)
n (3.10b)
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where vs is the velocity of points on the interface S(t), n is the unit normal vector

to and 2H is twice the mean curvature of S(t). Symmetry boundary conditions are

applied at the two symmetry planes at z = 0 and z = λ/2, such that the lateral veloc-

ity and tangential stress are equal to zero. Finally, along the midplane at y = 0, the

vertical velocity and tangential stress are zero on account of symmetry. The film is

initially quiescent and the wavelength of the perturbation λ imposed on its surfaces is

taken to be larger than the dimensionless critical wavelength given by λc = 8π3/2h0/d

such that the film is spontaneously unstable. As h0 � d, the maximum lateral ex-

tent of the mesh is 3− 5 orders of magnitude larger than its vertical extent, and an

accurate resolution of the highly disparate length scales is crucial.

The two-dimensional free surface flow described by the PDEs (3.9) subject to

the aforementioned boundary and initial conditions is solved using a fully implicit,

method of lines, arbitrary Lagrangian-Eulerian algorithm. The Galerkin/finite ele-

ment method (G/FEM) is used for spatial discretization [32] with a finite difference

implicit adaptive Adams Bashforth scheme for time integration [33]. The PDEs are

converted to ODEs by G/FEM spatial discretization, while time integration reduces

the system of ODEs to a system of nonlinear algebraic equations. These are solved

using Newton’s method with an analytically computed Jacobian. In order to capture

the large deformation that the film’s surface undergoes as well accurately resolve the

highly disparate length scales, the elliptic mesh generation method [34, 35] is used

to determine the vertical and lateral coordinates of each grid point in the moving,

adaptive mesh simultaneously with the velocity and pressure unknowns in the fluid.

Variants of this algorithm have been employed by our research group to successfully

study hydrodynamic singularities that arise in thread pinchoff of both Newtonian

and non-Newtonian fluids [30,35–38], drop and bubble coalescence [39–41], and sup-

ported thin film rupture [31]. The reader is thus referred to these works for a complete

description of the solution method and numerical implementation.
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3.3.2 One-dimensional equations for asymptotic analysis

To study sheet dynamics analytically, the long-wavelength approximation [21,42]

can be invoked to reduce the system of 2D PDEs (3.9) to a set of 1D PDEs for the film

thickness and lateral velocity. These PDEs have been derived by Thete et al. [2] for

power-law fluids. The dimensionless form of the 1D PDEs for highly viscous sheets

is given by

∂h

∂t
+
∂ (hv)

∂z
= 0 (3.11a)

1

Oh2

(
∂v

∂t
+ v

∂v

∂z

)
︸ ︷︷ ︸

Inertial (I)

=
∂3h

∂z3︸︷︷︸
Capillary (C)

− ∂ (h−3)

∂z︸ ︷︷ ︸
van der Waals (vdW)

+
4

h

∂

∂z

(
µV h

∂v

∂z

)
︸ ︷︷ ︸

Viscous (V)

(3.11b)

where z = z̃/lz is the dimensionless lateral length, t = t̃/tV is the dimensionless time,

h (z, t) denotes the dimensionless film thickness, v (z, t) denotes the dimensionless fluid

velocity in the lateral or z direction and µV = |2m1∂v/∂z|n−1. These equations were

non-dimensionalized using lc = h0 as the characteristic length in the vertical direction,

lz =
(
48πh0

4σ/AH
)1/2

as the characteristic length in the lateral direction, tV =

48πh0
3µ0/AH as the characteristic time, and vV = lz/tV as the characteristic velocity.

It follows from the non-dimensionalization described for the 2D PDEs described in

section 3.3.1 that the characteristic times and characteristic deformation rates for the

two non-dimensionalization schemes obey the following relation

tV = tc/A, m1 = mA (3.12)

The forces that influence van der Waals driven rupture of sheets, namely inertial (I),

capillary (C), van der Waals (vdW) and viscous (V) forces, are shown by symbols

under the corresponding terms in equation (3.11b). Alternatively, for slightly viscous

sheets the dimensionless form of the 1D PDEs is given by
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∂h

∂t
+
∂ (hv)

∂z
= 0 (3.13a)

(
∂v

∂t
+ v

∂v

∂z

)
︸ ︷︷ ︸

Inertial (I)

=
∂3h

∂z3︸︷︷︸
Capillary (C)

− ∂ (h−3)

∂z︸ ︷︷ ︸
van der Waals (vdW)

+
4Oh

h

∂

∂z

(
µIh

∂v

∂z

)
︸ ︷︷ ︸

Viscous (V)

(3.13b)

where z = z̃/lz is the dimensionless lateral length, t = t̃/tI is the dimensionless time,

h (z, t) denotes the dimensionless film thickness, v (z, t) denotes the dimensionless

fluid velocity in the lateral or z direction and µI = |2m2∂v/∂z|n−1. These equations

were non-dimensionalized using lc = h0 as the characteristic length in the vertical

direction, lz =
(
48πh0

4σ/AH
)1/2

as the characteristic length in the lateral direction,

tI = (ρl4z/σh0)
1/2

as the characteristic time, and vI = lz/tI as the characteristic

velocity. For this case, the relation between characteristic times and deformation

rates for the non-dimensionalization described in section 3.3.1 is given by

tI =
tc

OhA
, m2 = mOhA (3.14)

3.4 Thinning dynamics in the Stokes limit

In this section, sheet rupture of power-law fluids is analyzed in the limit Oh−1 = 0,

such that the sheet fluid has negligible inertia and is undergoing purely viscous or

Stokes flow. The governing equations for this system are obtained by setting 1/Oh2 =

0 in equation (3.9b) and equation (3.11b). The 2D PDEs reduce to

∇ · v = 0 (3.15a)

∇ ·
[
−pI + µ

(
∇v + (∇v)T

)]
= 0 (3.15b)

while the 1D PDEs reduce to

∂h

∂t
+
∂ (hv)

∂z
= 0 (3.16a)

∂3h

∂z3
− ∂ (h−3)

∂z
+

4

h

∂

∂z

(
µV h

∂v

∂z

)
= 0 (3.16b)
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The film thickness and velocity profiles are expected to be self-similar in the

vicinity of the lateral location where the film thickness is minimum as the singular-

ity (zR, tR) is approached. The film thickness and lateral velocity in this so-called

“rupture zone” as shown in figure 3.1(b), can be described by the similarity ansatz

h(z′, τ) ≡ ταv H(ξ), v(z′, τ) ≡ τ γv V (ξ), ξ ≡ z′/τβv (3.17)

where τv is the time remaining until rupture τv ≡ tR − t, ξ is the similarity variable,

z′ ≡ z − zR is the lateral extent of the rupture zone, α, β and γ are the scaling

exponents for h, z′ and v respectively, and H(ξ) and V (ξ) are the scaling functions

for the film thickness profile and lateral velocity in similarity space. It should be

noted that τv = Aτ where τ is time remaining to rupture according to the non-

dimensionalization specified in the mathematical formulation presented for the 2D

PDEs in section 3.3.1 and equation (3.12). Two different scaling regimes are possi-

ble for Stokes flow, depending on which forces are dominant as the sheet thins and

approaches the singularity. It is clear that the dominant force balance will always

include the van der Waals and viscous terms, as van der Waals forces are the driving

forces for sheet rupture, while viscous stress will always be present for sheets under-

going Stokes flow. However, it is unknown a priori if the dominant force balance is

between only these two forces, as observed by Thete et al. [1] for Newtonian fluids,

or between all three forces present in the system. Substitution of equation (3.17) into

equations (3.16a) and (3.16b) followed by a kinematic and dynamic balance yields

the following relations for the scaling exponents

α = n/3, γ = β − 1 (3.18)

The value of β can be determined through dimensional analysis alone if the self-

similarity is of the first kind [18,43], which occurs when all three forces in the system

balance each other. However, if van der Waals forces are solely in balance with viscous

forces, it leads to self-similarity of the second kind [18], where the value of β must be

determined as part of the solution. In what follows in this section, it is first assumed
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that the force balance for films of power-law fluids with values of power-law exponent

n close to the Newtonian limit of n = 1 is solely between van der Waals and viscous

forces, giving rise to the so-called “power-law viscous (PLV) regime”.

3.4.1 Dynamics in the power-law viscous (PLV) regime

If the dominant force balance is solely between the driving van der Waals forces

and viscous forces, the self-similarity is of the second kind [18], and the forces in the

system vary with τv as

V ∼ vdW ∼ τ−β−nv , C ∼ τn/3−3βv (3.19)

It is clear from equation (3.19) that in this regime, capillary forces are negligible and

will not feature in the dominant force balance if the condition β < 2n/3 is satisfied.

The value of β is unknown and must be determined as part of the solution.

To examine the validity of our assumption that the proposed force balance in

equation (3.19) and the resulting scaling regime holds true when n is close to the

Newtonian limit, equations (3.15a) − (3.15b) are solved numerically subject to the

boundary conditions and initial conditions as outlined in section 3.3 for λ = 2λc so

that the film is spontaneously unstable. Figure 3.2 shows the variation with time

remaining until rupture τ for several quantities of interest for a sheet of power-law

fluid undergoing Stokes flow such that A = 9.21 × 10−8, m = 1/A, and n = 0.9.

The minimum film thickness hmin, or the minimum value of the axial coordinate

of the fluid-gas interface S(t), is observed to be always located at z = 0, for this

case, and all following cases considered in this paper, such that the sheet ruptures

symmetrically at zR = 0, and z′ = z. Figure 3.2(a) shows that hmin decreases with τ as

hmin = 0.0076τ 0.3 = 0.0076τ 0.9/3, which is in excellent agreement with the expected

scaling exponent for the film thickness h ∼ τn/3 derived in equation (3.18). The

scaling exponent for the lateral length scale z′ is computed by tracking the location

of the lateral location on the film interface S(t) such that the film thickness h is some

multiple of the minimum film thickness, which was taken to be 1.05hmin here. Figure
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3.2(b) shows that the lateral length scale varies with time to rupture as z′ ∼ τ 0.28,

thus providing numerically the value of β = 0.28 for n = 0.9. Changing the value

of this lateral location, e.g. from 1.05hmin to 1.1hmin, had no effect whatsoever on

the value of β determined from the simulation results and for the remainder of this

paper, the lateral length scale and lateral velocity are always computed at the lateral

location such that h = 1.05hmin. Figure 3.2(c) shows the variation with time until

rupture of the lateral velocity v′, which is also computed at the lateral location where

h = 1.05hmin. The lateral velocity is seen to diverge as v′ ∼ τ−0.72, which is in

excellent agreement with the expected scaling behavior of v′ ∼ τβ−1 ∼ τ 0.28−1, and

provides further support to the numerically obtained value of β = 0.28 for a fluid

with a power-law exponent value of n = 0.9. The value of β obtained here is such

that β < 2n/3 = 0.6, hence it is clear that the assumptions of the PLV regime are

not violated, and capillary forces indeed fall out of the force balance.

The ODEs in similarity space governing the scaling functions H(ξ) and V (ξ) are

obtained by substitution of the similarity ansatz (3.17) into the 1D PDEs (3.16a) -

(3.16b), followed by neglecting capillary forces

−n
3
H + βξ

dH

dξ
+
d (HV )

dξ
= 0 (3.20a)

3

H4

dH

dξ
+

4

H

d

dξ

[∣∣∣∣2m1
dV

dξ

∣∣∣∣n−1HdV

dξ

]
= 0 (3.20b)

These ODEs are solved in the similarity space, in order to determine independently

a value of β for a fluid with given n, a value of the pre-factor for the expression

for hmin, and compare similarity solutions obtained from solutions of the PDEs with

those obtained by solving these ODEs over the domain −∞ < ξ <∞. The solution

algorithm outlined below was first specified by Thete [44]. The kinematic boundary

condition (3.20a) can be rearranged to give

Hξ

H
=
n/3− Vξ
V + βξ

(3.21)
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where (..)ξ = d(..)/dξ. The denominator of the kinematic boundary condition van-

ishes when V (ξ) = −βξ at ξ = ξ0. Thus, smooth solutions will only exist if the

following regularity condition is satisfied

Vξ(ξ0) =
n

3
, V (ξ0) = −βξ0 (3.22)

The far-field behavior of the scaling functionsH and V can be determined by assuming

that H = Pξa and V = Qξb as |ξ| → ∞, where P and Q are non-zero constants. In

this limit, the h and v profiles evolve over significantly longer time-scales. Given this

requirement, the exponents a and b can be determined from equation (3.17) and the

far-field boundary conditions in similarity space are then given by

H ∼ |ξ|n/3β, V ∼ |ξ|1−1/β as |ξ| → ∞ (3.23)

In the limit of n = 1, these boundary conditions reduce to those derived by Thete et

al. [1] for Newtonian sheets. Furthermore, the momentum equation (3.20b) can be

integrated once to yield

8

3

∣∣∣∣2m1
dV

dξ

∣∣∣∣n−1HdV

dξ
− 1

H2
= k1 (3.24)

where k1 is a constant that is determined by substituting the regularity condition in

equation (3.22) into equation (3.24), such that

k1 =
8

9
nθH0 −

1

H2
0

(3.25)

where θ = (2m1n/3)n−1. Following previous works [28, 45, 46] on self-similarity of

second kind, it is helpful to consider expansions for H and V in a Taylor series about

ξ = ξ0 given by

H (ξ − ξ0) =
∞∑
k=0

Hk (ξ − ξ0)k (3.26a)

V (ξ − ξ0) =
∞∑
k=0

Vk (ξ − ξ0)k (3.26b)
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These series expansions are substituted into equations (3.20a) and (3.24), and terms

of order (ξ − ξ0)k−1 and (ξ − ξ0)k are collected to obtain recurrence relations between

series coefficients for H and V

[(k + 1)H0]Vk+1 +
[
k
(n

3
+ β

)]
Hk = Qk+1 (3.27a)

[
4θnk(k + 1)H4

0

]
Vk+1 +

[
3 +

4θn

3
H3

0

]
kHk = Rk (3.27b)

where Qk+1 and Rk are functions of β, Hk−1, Vk, and other lower order coefficients,

given by

Qk+1 =

 0, for k = 1

−(k + 1)
∑k

i=2 ViHk−i+1, for k ≥ 2

Rk+1 =

 0, for k = 1

Rk

(
Ha
i H

b
j , β
)
, for k ≥ 2

such that ai+ bj = k, i, j 6= 0 and i, j ≤ k.

It can be seen that H = H0 and V = −βξ0+n (ξ − ξ0) /3 are exact solutions of the

ODEs (3.20a) and (3.20b). Therefore, all higher order terms involving Hk, Vk+1, for

k ≥ 1, in the recurrence relations shown above will be zero. For non-trivial solutions

of the ODEs to exist, the higher order coefficients must exist, or the determinant of

the coefficient matrix that can be obtained from equations (3.27a) and (3.27b) should

be zero for some k = j. Thus, the following expression for H0 is obtained

H0 =

(
9

nθ(4nj + 12βj − 4)

)1/3

(3.28)

It is shown in appendix C.2 that this determinant also vanishes for values of k = cj

where c is a positive integer. Thus, the series expansions of equations (3.27a) and

(3.27b) can be simplified to
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H (ξ − ξ0) =
∞∑
k=0

Hjk (ξ − ξ0)jk (3.29a)

V (ξ − ξ0) = −βξ0 +
∞∑
k=0

Vjk+1 (ξ − ξ0)jk+1 (3.29b)

Furthermore, equation (3.27a) can be rearranged for k = j to give

Vj+1 = −jHj

[
β + n/3

(j + 1)H0

]
(3.30)

Higher order coefficients such as H2j, H3j.. and V2j+1 etc. in equations (3.29a) and

(3.29b) can be expressed in terms of H0 and Hj. The similarity ODEs (3.20a) and

(3.20b) are invariant if the variables are transformed such that ξ → −ξ, H → H, and

V → −V . This means that the scaling function H is even, while V is odd, and the

film will always rupture symmetrically such that zR = 0 and thus, ξ0 = 0. This was

already observed in our simulations, as mentioned above. Thus, equations (3.20a) and

(3.20b) need to be solved over the domain 0 ≤ ξ <∞ rather than −∞ < ξ <∞ and

j will always take even values. In addition, the ODEs are also invariant if ξ → φξ

and V → φV where φ is a non-zero constant, and the coefficient Hj can then be

eliminated by setting φ = H
1/j
j .

A shooting method for the axial exponent β is adopted in order to solve the ODEs

(3.20a) and (3.20b), subject to the regularity condition (3.22) and far-field boundary

condition (3.23) following the works of Doshi and Basaran [28] and Thete et al. [1],

who coupled a shooting method with minimizing the error for a corresponding velocity

integral. The final value of β is that which minimizes this error εv. In our case, this

error is given by

εv =

∣∣∣∣∫ ∞
0

dV

dξ
dξ

∣∣∣∣ =

∫ ∞
0

∣∣∣∣ 3(1 + k1H
2)

2n+2mn−1
1 H3

∣∣∣∣1/n dξ = 0 (3.31)

The value of j was chosen to be 2 following the works of Doshi and Basaran [28]

and Thete et al. [1]. Next, a value of β was taken and the values of H0 and k1 were
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determined from equations (3.28) and (3.25) respectively. The initial values of H and

V at ξ = 10−4 were obtained from expansions (3.29a) and (3.29b) up to order ξj for

H and ξj+1 for V . A fourth-order Runge-Kutta scheme, ode45, in MATLAB was

used to integrate the equations from ξ = 10−4 to ξ = L, where L was varied from 50

to 2500 until the far field boundary conditions were always met at ξ = L. Following

this, the error εv given by equation (3.31) was evaluated. This entire procedure was

then repeated for a new value of β. Figure 3.3(a) shows the variation of this error

εv with β, for a sheet of power-law exponent n = 0.9. The error is minimized for

β = 0.28, which is in excellent agreement with the value of β obtained from the

numerical simulations in figure 3.2(b). Moreover, the value of H0 obtained from

equation (3.28) for β = 0.28 and j = 2 is H0 = 0.986. Since the film thickness is

always at a minimum at ξ = ξ0 = 0, it can be seen from equations (3.17) and (3.29a)

that hmin = H0τ
n/3
v = H0A

n/3τn/3. Thus, for the value of H0 obtained from solutions

of the ODEs, the value of the pre-factor for hmin is H0A
n/3 = 0.0076, which is in

excellent agreement with the value obtained from numerical solutions as shown in

figure 3.2(a).

In order to compare similarity solutions obtained from numerical solutions of the

PDEs and solving the 1D ODEs by the shooting method specified above, the scaling

function H(ξ) is plotted along with the corresponding rescaled transient profile from

the numerical simulations. The solutions of the ODEs are normalized in the following

manner
h

hmin
=
H(ξ)

H0

(3.32)

and plotted against ξ. The spatial profiles of the film thickness h obtained from

numerical simulations, or axial coordinate of the fluid-gas interface S(t) are similarly

normalized in the following manner

h

hmin
=

y(S(t))

y(S(t)|z=0)
(3.33)
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Figure 3.3. (a) Variation of the error εv in the velocity integral with
the exponent for lateral length scale β for n = 0.9, which shows
that error is minimized when β = 0.28. (b) Rescaled profiles of the
fluid-gas interface obtained by numerically solving the transient PDEs
represented by the lines for a sheet such that A = 9.21 × 10−8 and
m = 1/A, and the normalized scaling function H(ξ) obtained by
solving the ODEs in similarity space represented by symbols are seen
to overlap in the vicinity of rupture z = 0 for a sheet of power-law
fluid undergoing Stokes flow when n = 0.9. The transient profiles
shown are for instants when the minimum film thickness hmin lies
between hmin = 2× 10−4 and hmin = 7× 10−3, such that each profile
corresponds to an instant when the value of hmin is roughly half the
value for the previous profile.

and plotted against zh0/lz(hmin/H0)
3β/n since

ξ =
zh0

lz [hmin/H0]
3β/n

(3.34)

where h0/lz is multiplied to account for the different lengthscales chosen for non-

dimensionalization of the PDEs and ODEs. Figure 3.3(b) makes plain that the

rescaled H(ξ) profile from the ODE solutions and the corresponding transient profile

from numerical simulations are in excellent agreement as they overlap in the vicinity

of the singularity z = 0.
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Figure 3.4. (a) Variation of the scaling exponent β for the lateral
length scale with power-law exponent n obtained from solutions of
the 1D ODEs by employing the shooting method described above
for the PLV regime. The ∇ symbols represent corresponding values
of β obtained from numerical simulations of the PDEs. (b) Surface
profiles for films of power-law fluids undergoing thinning in the Stokes
regime such that A = 9.21 × 10−8 and m = 1/A when the minimum
film thickness is hmin = 1.12 × 10−2. The values of the power-law
exponent n are shown on the corresponding curves.

Figure 3.4(a) shows the variation of β values determined by solving the ODEs

(3.20a) and (3.20b) using the shooting method outlined above for sheets undergoing

Stokes flow with power-law exponents in the range 0.4 ≤ n ≤ 1. Corresponding

β values obtained from simulations of the PDEs for Stokes flow such that for A =

9.21 × 10−8 and m = 1/A are in excellent agreement for 0.6 ≤ n ≤ 1. However, for

n = 0.55 and below, the values of β obtained from the solutions of the ODEs are no

longer in agreement with the values obtained from solutions of the PDEs. Moreover,

for n < 0.58, the values of β obtained from the ODE solutions are larger than 2n/3,

represented by the dashed line in figure 3.4(a), which means that capillary forces are

no longer negligible in the dominant force balance. For example, for the value of

n = 0.5, if it is assumed that the dynamics lie in the PLV regime and the value of
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β = 0.42 from figure 3.4(a), then the variation with τv of the forces in the system can

be determined from equation (3.19) and is given by

V ∼ vdW ∼ τ−0.92v , C ∼ τ−1.09v (3.35)

Clearly, there is a contradiction, as capillary forces increase faster than the viscous

and van der Waals forces as τv → 0, even though the assumptions of the PLV regime

require that capillary forces are subdominant. Figure 3.4(b) shows the shape of the

surface at hmin = 1.12 × 10−2 for sheets undergoing Stokes thinning when A =

9.21× 10−8 and m = 1/A and n values ranging from 0.7− 1.0. It is evident that as n

decreases, the surface becomes more curved, which leads to larger capillary forces. As

n decreases, the magnitude of viscous forces opposing van der Waals driven drainage

of the film at z = 0 decreases faster with time. Van der Waals forces are thus able

to rapidly drain the regions where initial film thickness was lower (as a sinusoidal

perturbation was applied initially) and results in the larger curvature seen for low n

values. Thus, while thinning in the Stokes limit of sheets of power-law fluids lies in

the PLV regime for 0.58 ≤ n ≤ 1, it is not valid for fluids with n < 0.58. Below

this limit, capillary forces are present in the dominant force balance, leading to a

new regime, which is termed hereafter as the “power-law capillary viscous regime”

(PLCV). The remainder of this section explores thinning and rupture dynamics in

the Stokes limit for fluids with power-law exponents in the range 0 < n ≤ 0.58.

3.4.2 Dynamics in the power-law capillary viscous (PLCV) regime

If the similarity ansatz (3.17) is substituted into the 1D PDEs (3.16a) and (3.16b)

again, followed by a kinematic and dynamic balance such that all three forces, namely

capillary, viscous, and van der Waals, are in the dominant force balance, the following

relations for the scaling exponents are obtained

α = n/3, β = 2n/3, γ = 2n/3− 1 (3.36)
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Here β can be determined by dimensional analysis alone, as the self-similarity is of

the first kind [43]. In this so-called “power-law capillary viscous” regime, the three

forces in balance vary as τv → 0 as

C ∼ V ∼ vdW ∼ τ−5n/3v (3.37)

Figure 3.5 shows the variation with time remaining until rupture τ for several

quantities of interest for a power-law fluid sheet undergoing Stokes flow such that

A = 9.21×10−8, m = 1/A, and n = 0.5. Figure 3.5(a) shows that hmin decreases with

τ as hmin ∼ τ 0.5/3, which does not adequately confirm that dynamics lie in the PLCV

regime, as h ∼ τn/3 for both the PLV and PLIV regimes. However, figures 3.5(b)

and 3.5(c) show that the lateral length scale and velocity vary with time to rupture

as z′ ∼ τ 1/3 ∼ τ 2(0.5)/3 and v′ ∼ τ−2/3 ∼ τ 1/3−1 respectively, which are in excellent

agreement with the expected value of β = 2n/3 and γ = 2n/3 − 1 from equation

(3.36) respectively. Thus, the results of figure 3.5 make plain that the dynamics for

n = 0.5 lie in the PLCV regime, where van der Waals, capillary, and viscous forces

are in balance. Similar results are obtained numerically for the values of β for films

of exponents ranging from 0.4 ≤ n ≤ 0.58, shown in figure 3.4(a). All values lie on

the line β = 2n/3, thus making plain that in this limit of n, the dynamics lie in the

PLCV regime.

In conclusion, for power-law sheets with negligible inertia, the dynamics lie in the

power-law viscous (PLV) regime for fluids with power-law exponents in the range

0.58 ≤ n ≤ 1, such that the dominant force balance is between viscous and van der

Waals forces, while capillary forces are negligible, and the scaling exponents are given

by

h ∼ τn/3, z′ ∼ τβ, v ∼ τβ−1 (3.38)

where the value of β increases as n decreases, as shown in figure 3.4(a). On the

other hand, for sheets of power-law fluids with exponents in the range 0 < n ≤ 0.58,

capillary forces are no longer negligible as viscous forces decrease faster for small

n, and the dynamics lie in the power-law capillary viscous (PLCV) regime. The
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dynamic force balance for this regime is between the capillary, van der Waals and

viscous forces, and the scaling exponents are given by

h ∼ τn/3, z′ ∼ τ 2n/3, v ∼ τ 2n/3−1 (3.39)

3.5 Thinning dynamics in the inviscid limit

Thinning and rupture of sheets of power-law fluids in the inviscid limit can be

studied computationally by setting Oh = 0 in equation (3.9b), and analyzed theo-

retically by setting Oh = 0 in equation (3.13b). However, as the fluid is inviscid,

the dynamics are identical to that of sheets of Newtonian fluids in the inviscid limit.

Thete et al. [1] have demonstrated that for Newtonian sheets, the dynamics lie in the

IC regime given by equation (3.5), such that the dominant force balance is between

inertial (I), capillary (C) and van der Waals forces (vdW ). The forces vary with time

to rupture τ as

I ∼ C ∼ vdW ∼ τ−10/7 (3.40)

The authors also obtained similarity solutions of the 1D ODEs that govern the dy-

namics of inviscid sheets in the similarity space. Thus, the reader is referred to their

works for a complete understanding of thinning dynamics in the inviscid limit.

3.6 Thinning dynamics for real fluids

In this section, the thinning dynamics of sheets of real fluids are explored, or

when the value of Oh is finite. Scaling regimes in the Stokes limit observed in section

3.4 and the IC regime for inviscid films described in section 3.5 are expected to be

transitory as the sheet approaches rupture, and fluid velocities increase, as seen for

thread pinchoff [28–30], and Newtonian film rupture [1]. In what follows, thinning

of sheets is analyzed first for highly viscous sheets of power-law fluids with Oh� 1,

followed by slightly viscous sheets of power-law fluids with Oh� 1.
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3.6.1 Thinning of sheets of power-law fluids when Oh� 1

For sheets with Oh � 1, the initial dynamics are expected to lie in the corre-

sponding Stokes flow regime for a given fluid of value n, described in section 3.4.

However, it is useful to examine how inertial terms vary with time to rupture τv as

the sheet approaches rupture. For a power-law fluid with 0.58 ≤ n ≤ 1, it is expected

from the results of section 3.4.1 that the initial dynamics will lie in the PLV regime.

Thus, the variation with τv of inertial terms (I) in the momentum equation (3.11b)

is given by

I ∼ v

t
∼ τβ−1v

τv
∼ τβ−2v (3.41)

where τv is defined in section 3.3.2. It is clear from the values of β obtained for

0.58 ≤ n ≤ 1 shown in figure 3.4(a), and the dominant force balance for the PLV

regime in equation (3.19), that the inertial terms vary faster than the forces in balance

for this regime. Thus, while the inertial terms might be initially negligible on account

of large Oh values, such that thinning dynamics lie in the PLV regime, a transition

to a regime where inertial forces feature in the dominant force balance is expected for

real fluids with Oh� 1. To predict when this transition occurs, it is useful to define

the instantaneous Reynolds number in the rupture zone, which is given by

Re =
ρz̃ṽ

µ̃
=
ρlzvV
µ0

τ 2β+n−2v =
τ 2β+n−2v

Oh2
(3.42)

where lz and vV are defined in section 3.3.2. From figure 3.4(a) it is clear that for the

values of β determined for fluids with power-law exponents in the range 0.58 ≤ n ≤ 1,

the exponent (2β + n − 2) is always negative, and thus Re is increasing as τv → 0.

For the inertial terms to be significant, Re ∼ O(1), and this will occur when

τv ∼ Oh2/(2β+n−2) (3.43)
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For power-law fluids with Oh ∼ O(1), Thete et al. [2] showed that the dynamics for

fluids with a power-law exponent value in the range 6/7 ≤ n ≤ 1 lie in the PLIV

regime, where the inertial, viscous, and van der Waals forces are in balance, leading to

scaling exponents given in equation (3.8). For fluids with Oh � 1 with a power-law

exponent value in this range, the dynamics are thus expected to eventually transition

from the initial PLV regime to a final PLIV regime when Re ∼ O(1). The value of

the minimum film thickness, and lateral length scale at this instant is estimated by

hmin,t ∼ Oh2n/3(2β+n−2), z′t ∼
lz
h0
Oh2β/(2β+n−2) (3.44)

Figure 3.6 shows the variation with τ of several quantities of interest for a sheet

undergoing rupture of a fluid such that Oh = 50, A = 9.21 × 10−8, m = 1/A, and

n = 0.9. Figure 3.6(a) shows that hmin decreases with τ as hmin ∼ τ 0.9/3 ∼ τ 0.3

all the way till rupture. Since the scaling exponent for h is equal for both the PLV

and PLIV regimes, this result is insufficient to demonstrate the expected transition.

However, the pre-factor for the best fit line changes value at hmin ∼ 10−2, which is

in excellent agreement with the expected value of hmin,t ∼ 1.2× 10−2 calculated from

equation (3.44). Figure 3.6(b) shows the variation with τ of the scaling exponent for

the lateral length scale z′. It initially varies with time to rupture as z′ ∼ τ 0.28 which

makes plain that the dynamics are in the PLV regime as the value of β agrees with

that determined earlier in section 3.4.1 for n = 0.9. However, the dynamics are seen to

clearly transition to a final asymptotic PLIV regime as z′ ∼ τ 0.55 ∼ τ 1−n/2 in the later

stages of thinning. This transition is seen to occur at a value of z′ ≈ 1×101, which is

in good agreement with the expected value of z′t ∼ (lz/h0)Oh
2β/(2β+n−2) ∼ 5.7 × 101

from equation (3.44). This transition is also seen clearly in figure 3.6(c), where

the lateral velocity initially varies with τ as v′ ∼ τ−0.72 ∼ τβ−1 but later varies

as v′ ∼ τ−0.45 ∼ τ−n/2. Thus, for sheets of power-law fluids with Oh � 1 and

6/7 ≤ n ≤ 1, thinning dynamics lie in the PLV regime initially, but eventually

transition to the PLIV regime as the rupture singularity is approached.

For films with lower power-law exponents in the range 0.58 ≤ n ≤ 6/7, initial

dynamics are expected to again lie in the PLV regime. However, for fluids with Oh ∼
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O(1), Thete et al. [2] showed that the dominant force balance changes when n lies in

the range 0 < n ≤ 6/7. If one assumes nevertheless that thinning dynamics transition

to the PLIV regime in the late stages of thinning, as seen above for 6/7 ≤ n ≤ 1, the

forces will vary with τv after this transition as

I ∼ vdW ∼ V ∼ τ−1−n/2v , C ∼ τ 11n/6−3v (3.45)

Clearly, for n < 6/7, the capillary forces increase faster than the three forces in

balance, eventually catching up and featuring in the dominant force balance. Thus,

this PLIV regime is transitory, but the final dynamics will always lie in the IC regime

where inertial, capillary, and van der Waals forces are in balance, as viscous forces

fall out of the balance, and the scaling exponents are given by equation (3.5). It is

therefore expected, that the dynamics for fluids with Oh� 1 and 0.58 ≤ n ≤ 6/7 are

expected to eventually transition from the initial PLV regime to a final IC regime as

the film approaches rupture. When this transition occurs, the values of the minimum

film thickness and lateral length scale can be estimated again, from equation (3.44)

as the initial regimes in both cases are identical. Figure 3.7 shows the variation

with τ of several quantities of interest for a sheet undergoing rupture for a fluid such

that Oh = 1000, A = 9.21 × 10−8, m = 1/A, and n = 0.6. The minimum film

thickness hmin is seen to initially vary with τ (figure 3.7(a)) as hmin ∼ τ 0.2 ∼ τ 0.6/3

but later transitions to vary as hmin ∼ τ 2/7, signifying a transition to the IC regime.

Corresponding transitions are observed for both the lateral length scale z′ and lateral

velocity v′ in figures 3.7(b) and 3.7(c). Moreover, the transition for hmin is observed

to occur at hmin ≈ 7 × 10−3, which is in good agreement with hmin,t ∼ 1.33 × 10−2

determined from equation (3.44). Similarly, the transition for z′ is observed to occur

at z′ ≈ 6× 10−1, which is again in good agreement with z′t ∼ 1.14× 100 determined

from equation (3.44). Thus, for sheets of power-law fluids with Oh � 1 and 0.58 ≤

n ≤ 6/7, thinning dynamics transition from an initial PLV regime to a final IC regime,

where the film essentially behaves like an inviscid fluid in the rupture zone.

Lastly, for sheets with power-law exponents in the range 0 < n ≤ 0.58, it was

shown in section 3.4.2 that the dynamics lie in the PLCV regime for sheets undergoing
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Stokes flow. The initial dynamics for a sheet with Oh� 1 and n values in this range

are thus expected to initially thin in the PLCV regime, as opposed to the PLV regime

seen for sheets with larger n values. For this regime β = 2n/3 and substituting this

value into equation (3.41) one can obtain the variation with τv of the inertial terms

I ∼ v

t
∼ τ

2n/3−1
v

τv
∼ τ 2n/3−2v (3.46)

Clearly, for n < 0.58, it is clear from equations (3.37) and (3.46) that the inertial

terms continue to increase faster than the capillary, van der Waals, and viscous forces

that are in balance. A transition to a final asymptotic IC regime is expected as the

film approaches rupture, as Thete et al. [2] have shown to be the case for films of

Oh ∼ O(1). Again, we can find the value of τv at which Re ∼ O(1) and make use

of the scaling exponents for the PLCV regime in equation (3.39) to estimate the

minimum film thickness and lateral length scale at which this transition occurs

hmin,t ∼ Oh2n/(7n−6), z′t ∼
lz
h0
Oh4n/(7n−6) (3.47)

Figure 3.8 shows the variation with τ of several quantities of interest for a sheet

undergoing rupture for a fluid such that Oh = 1000, A = 9.21× 10−8, m = 1/A, and

n = 0.5. The minimum film thickness hmin is seen to initially vary with τ (figure

3.8(a)) as hmin ∼ τ 0.5/3 but later transitions to vary as hmin ∼ τ 2/7, signifying a

transition to the IC regime. For the lateral length scale, the variation with τ (figure

3.8(b)) is seen to transition from z′ ∼ τ 1/3 ∼ τ 2n/3 for the PLCV regime to z′ ∼ τ 4/7

for the IC regime. A corresponding transition is seen for the lateral velocity in figure

3.8(c). Moreover, the transition for hmin is observed to occur at hmin ≈ 4 × 10−2,

which is in good agreement with hmin,t ∼ 6.31 × 10−2 determined from equation

(3.47). Similarly, the transition for z′ is observed to occur at z′ ≈ 7 × 100, which

is again in good agreement with z′t ∼ 1.31 × 101 determined from equation (3.47).

Thus, for sheets of power-law fluids with Oh � 1 and 0 < n ≤ 0.58, thinning

dynamics transition from an initial PLCV regime to the final IC regime, where the

film essentially behaves like an inviscid fluid in the rupture zone.
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3.6.2 Thinning of sheets of power-law fluids when Oh� 1

For sheets of power-law fluids with Oh � 1, the initial dynamics are expected

to lie in the IC regime discussed in section 3.5 as viscous forces are negligible on

account of low values of Oh. However, as the film starts to thin and fluid velocity in

the rupture zone increases, viscous terms become significant. The viscous terms (V)

in the momentum equation (3.13b) are found to vary with time to rupture τI in the

inertial regime as

V ∼ µ
v

z2
∼ τ

4/7−n
I

τ
8/7
I

∼ τ
−n−4/7
I (3.48)

where τI is defined in section 3.3.2. From equations (3.40) and (3.48), it is clear that

viscous forces will increase faster than the inertial, capillary and van der Waals forces

in balance if 6/7 < n ≤ 1 as τI → 0. Thus, while viscous forces might be initially

negligible, they are expected to become significant and be present in the dynamic

force balance during the later stages of thinning. Thinning dynamics are expected to

transition from the initial IC regime to the PLIV regime as τ → 0. The instantaneous

Reynold’s number for this case is given by

Re =
ρz̃ṽ

µ̃
=
ρlzvI
µ0

τn−6/7 =
τ
(7n−6)/7
I

Oh
(3.49)

It is clear that for 6/7 < n ≤ 1, the Re is decreasing as τ → 0, and thus viscous

forces will not be negligible for the entire duration of thinning. Viscous forces are

expected to become significant when Re ∼ O(1), which will occur when τI attains

the following value

τI ∼ Oh7/(7n−6) (3.50)
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The transition from the IC to PLIV regime is estimated to occur when the minimum

film thickness hmin and lateral length scale z′ reach the following values

hmin,t ∼ Oh2/(7n−6), z′t ∼
lz
h0
Oh4/(7n−6) (3.51)

Figure 3.9 shows the variation with τ of several quantities of interest for a sheet of

power-law fluid undergoing rupture such that Oh = 0.08, A = 9.21× 10−8, m = 1/A,

and n = 0.97. It makes plain that the minimum film thickness hmin initially varies

with τ (figure3.9(a)) as hmin ∼ τ 2/7 in excellent agreement with the IC regime, but

transitions in the later stages of thinning to vary as hmin ∼ τ 0.97/3 ∼ τn/3, in agreement

with the PLIV regime. Further, the lateral length scale z′ is seen to vary with τ in

figure 3.9(b) as z′ ∼ τ 4/7 initially, which is again in excellent agreement with the

IC regime, but transitions later to z′ ∼ τ 0.515 ∼ τ 1−n/2, in excellent agreement with

the expected scaling exponent for the PLIV regime. Finally, figure 3.9(c) shows

the corresponding transition for the lateral velocity v′. Moreover, the transition for

hmin is observed to occur at hmin ≈ 4 × 10−3, which is in good agreement with

hmin,t ∼ 1.67 × 10−3 determined from equation (3.49). Similarly, the transition for

z′ is observed to occur at z′ ≈ 2 × 10−2, which is again in good agreement with

z′t ∼ 9.21×10−3 determined from equation (3.49). Thus, for sheet of power-law fluids

with Oh � 1 and 6/7 < n ≤ 1, thinning dynamics transition from the IC regime to

the PLIV regime, as viscous forces become significant once the fluid velocity increases

in the rupture zone.

For sheets of power-law fluids with Oh � 1 and 0 < n ≤ 6/7, the dynamics are

expected to stay in the IC regime throughout the duration of thinning, until the film

ruptures. This is clear from equations (3.40) and (3.48), as the viscous forces will

never increase faster than the inertial, capillary and van der Waals forces in balance.

This is confirmed from numerical simulations, as shown in figure 3.10 for thinning

of a sheet of power-law fluid such that Oh = 0.08, A = 9.21 × 10−8, m = 1/A, and

n = 0.6 . The variation with τ of hmin, z′ and v′ corresponds to the expected IC

regime throughout the duration of thinning.
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3.7 Conclusions and future outlook

In this paper, a comprehensive understanding of the local dynamics in the vicinity

of the rupture singularity has been developed for sheets of power-law fluids thinning

due to van der Waals forces. The plethora of scaling regimes and scaling transi-

tions that are observed for sheets of power-law fluids over the entire parameter space

spanned by the Ohnesorge number 0 ≤ Oh ≤ ∞ and power-law exponent 0 < n ≤ 1

are summarized by means of a phase diagram in figure 3.11. For sheets undergoing

Stokes flow such that 0.58 ≤ n ≤ 1, the self-similarity is of the second kind and the

value of the scaling exponent for lateral length scale β is determined as part of the

solution of the 2D PDEs and shown to be in excellent agreement with the value de-

termined from solution of 1D ODEs in similarity space for all values of 0.58 ≤ n ≤ 1.

Furthermore, for sheets with 0 < n ≤ 0.58, capillary forces are observed to become

significant, and the dynamics lie in the previously unseen PLCV (power-law capillary

viscous) regime where capillary, van der Waals and viscous forces are in balance. This

scaling regime is never observed in thinning of Newtonian sheets as the viscous forces

are always large enough to prevent capillary effects in the Stokes limit. Finally, for

real fluids the viscous regimes discussed in section 3.4 or inertial regime discussed in

section 3.5 are shown to be transitory, with the dynamics eventually transitioning to

one of the scaling regimes described by Thete et al. [2] for sheets of power-law fluids

with Oh ∼ O(1).

The long-wavelength nature of spontaneous van der Waals driven sheet rupture

ensures that for sheets where the wavelength of perturbation is larger than the critical

wavelength λ̃c described by equation (3.2), the slenderness approximation breaks after

the minimum film thickness reaches the molecular length scale d, or after the contin-

uum approximation has broken down. Thus, the long-wavelength approximation is

valid all the way until rupture for spontaneous sheet rupture, and the results of a 1D

Galerkin/finite element based algorithm were identical to the results obtained from

solving the 2D PDEs using the algorithm specified in section 3.3.1. However, sheets
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Figure 3.11. Phase diagram summarizing scaling laws for self-similar
dynamics of thinning and rupture of sheets of power-law fluids as a
function of Ohnesorge number Oh and power-law exponent n. The
phase diagrams delineates the region of the parameter space where the
dynamics lie in the power-law viscous (PLV), power-law capillary vis-
cous (PLCV), power-law inertial viscous (PLIV) and inertial-capillary
(IC) regimes, and when transitions between regimes are expected to
occur. Here h is the film thickness, z′ is the lateral length scale or
lateral extent of the rupture zone, v′ denotes the velocity in the lateral
direction, and τ is time remaining to rupture. For the PLV regime,
the scaling exponent β for the axial length scale is seen to increase as
n decreases, with its values lying between 0.387 ≤ β ≤ 0.26.

with a lateral extent much smaller than λ̃c are prone to rupture from finite amplitude

perturbations [46], and it is shown in appendix C.1 that sheets with a lateral extent of

λ̃c/25 break for a finite amplitude perturbation and display the self-similar behavior

expected for the parameter values of the given sheet. For such sheets, the slenderness

approximation breaks down before the molecular length scale is reached, and the 2D

algorithm specified in section 3.3.1 is essential to accurately capture the dynamics of

thinning and rupture.
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Experimental measurements of film thinning and rupture, similar to those con-

ducted for thread pinchoff [24, 47] are still pending. The extremely small scales at

which intermolecular forces become significant (∼ 100 nm) makes accurately resolv-

ing the film thickness as a function of time challenging, as seen in recent experiments

for rupture of soap films [48]. In the future, total internal reflection fluorescence

(TIRF) microscopy [49] could possibly provide experimental confirmation of the scal-

ing regimes detailed in this chapter.

In this paper, free film thinning and rupture has been considered for two-dimensional

perturbations, as opposed to axisymmetric perturbations where the film ruptures at

a point. Vaynblat, Lister and Witelski [20] state that sheet rupture is unstable to per-

turbations in the transverse direction, as capillary forces would be too weak to stabi-

lize the film. Furthermore, Bernoff and Witelski [50] showed for the analogous problem

of supported film rupture that axisymmetric rupture is stable to non-axisymmetric

perturbations and asymtptotes to axisymmetric rupture. In other words, one expects

that physically, the film will rupture at a point. We have solved the analogous prob-

lem of axisymmetric or point rupture of a free film numerically by means of the 2D

algorithm specified in section 3.3.1, and scaling exponents for all regimes specified

here are unchanged, except for the PLV regime described in section 3.4. This dis-

crepancy is shown in appendix C.4 and will be addressed in a future publication.

Polymer thin films are ubiquitous in industrial applications [8], and experiments

have shown that viscoelastic stresses that build up as a film thins can slow down or

arrest rupture of polymer thin films [51]. A thorough stability analysis for free films

in the future will provide crucial insight into the fate of sheets of polymeric fluids.

Moreover, computational studies with the algorithm outlined here, augmented to ac-

count for the elasticity of the fluid, would provide a thorough understanding of the

dynamics of polymer thin films, and the mechanism of slowdown of the thinning rate

due to viscoelastic stresses.
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4. SELF-SIMILAR RUPTURE OF THIN FILMS OF POWER-LAW FLUIDS ON

A SUBSTRATE

Note: This chapter is adapted from an article published in J. Fluid. Mech, 2017.

Reprinted with Permission: Garg, V., Kamat, P., Anthony, C., Thete, S., & Basaran,

O. (2017). Self-similar rupture of thin films of power-law fluids on a substrate. Journal

of Fluid Mechanics, 826, 455-483, COPYRIGHT 2017, Cambridge University Press

4.1 Abstract

Thinning and rupture of a thin film of a power-law fluid on a solid substrate under

the balance between destabilizing van der Waals pressure and stabilizing capillary

pressure is analyzed. In a power-law fluid, viscosity is not constant but is proportional

to the deformation rate raised to the n − 1 power, where 0 < n ≤ 1 is the power-

law exponent (n = 1 for a Newtonian fluid). In the first part of the paper, use

is made of the slenderness of the film and the lubrication approximation is applied

to the equations of motion to derive a spatially one-dimensional nonlinear evolution

equation for film thickness. The variation with time remaining until rupture of the

film thickness, the lateral length scale, fluid velocity, and viscosity is determined

analytically and confirmed by numerical simulations for both line rupture and point

rupture. The self-similarity of the numerically computed film profiles in the vicinity

of the location where the film thickness is a minimum is demonstrated by rescaling

of the transient profiles with the scales deduced from theory. It is then shown that in

contrast to films of Newtonian fluids undergoing rupture for which inertia is always

negligible, inertia can become important during thinning of films of power-law fluids
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in certain situations. The critical conditions for which inertia becomes important and

the lubrication approximation is no longer valid are determined analytically. In the

second part of the paper, thinning and rupture of thin films of power-law fluids in

situations when inertia is important are simulated by solving numerically the spatially

two-dimensional, transient Cauchy momentum and continuity equations. It is shown

that as such films continue to thin, a change of scaling occurs from a regime in which

van der Waals, capillary, and viscous forces are important to one where the dominant

balance of forces is between van der Waals, capillary, and inertial forces while viscous

force is negligible.

4.2 Introduction

Thin liquid films are omnipresent in daily life and industry. Examples abound

in coating flows [1], microfluidic devices [2], foam stability [3], and drop coalescence

[4]. Understanding the dynamics of thin film rupture is central to many of these

applications. For example, the formation of dry spots in cooling systems relying

on thin-film flows driven by shear [5] can lead to loss of heat transfer efficiency.

Premature rupture of the tear film in the eye can lead to dry-eye syndrome [6], a

medical condition. The drainage of liquid films between gas bubbles and mineral

particles is an important step in froth flotation [7].

In many of the aforementioned examples, the thickness of the film is of the order

of or less than a micrometer and, therefore, long-range intermolecular forces become

significant in deciding the fate of the film and its stability [9–11]. The dewetting of

a solid surface by film thinning and rupture has been termed spinodal dewetting [12]

and has been observed experimentally [8,13,14], as shown by the AFM scans of figure

4.1 from Becker et al. [8] that depict the rupture of a PS film on a silicon wafer.

Contributions to the free energy of the thin film due to intermolecular interactions

lead to the addition of a disjoining pressure term [15] to the fluid pressure.

Consider a liquid film of uniform thickness h0 that completely wets the solid

substrate on which it is lying and that is surrounded by a dynamically passive gas
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Figure 4.1. Temporal series of AFM scans recorded experimentally
showing rupture of a 3.9 nm PS film on an oxidized Si wafer. For
this system, the values of the Hamaker constant, surface tension, and
viscosity are 2.2 × 10−20 J, 30.8 mN/m, and 12, 000 Pa·s. The scale
bar that is shown above the leftmost aimage applies to all four im-
ages. Adapted by permission from Macmillan Publishers Ltd: Nature
Materials (Becker et al. [8]), copyright 2003.

such as air, as shown in figure 4.2. Next consider that the film’s surface or the

liquid-gas interface is perturbed so that the equation of the film’s surface is given by

z̃ = h̃(x̃II), with the z̃ coordinate measured in the direction perpendicular to the solid,

h̃ is the local film thickness, and x̃II = x̃− z̃ez is the two-dimensional position vector

that lies in the plane of the solid, with x̃ and ez standing for the position vector and

the unit vector in the z̃-direction. The pressure p̃ within a slightly perturbed film is

then given by

p̃ =
A

6πh̃3
− σ ∇̃2

IIh̃ (4.1)

Here, the effect of gravity is neglected on account of the film’s thinness, the pressure

datum is taken to be that of the surrounding air, A is the Hamaker constant, σ

is the surface tension, and ∇̃II is the two-dimensional gradient operator given by

∇̃II ≡ ∇̃ − ez
∂
∂z̃

, with ∇̃ standing for the usual gradient operator. Equation (4.1)

makes plain that there are two competing effects in a deformed film: the first term,

which corresponds to the van der Waals pressure, is destabilizing because it would

cause flow from the troughs, or valleys, to the crests, or hills, and lead to further
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Figure 4.2. A thin film that is supported on a solid substrate and
overlaid by a dynamically passive gas, e.g. air.

localized thinning of the film whereas the second term, which corresponds to the

capillary or surface tension pressure, is stabilizing, because it would cause flow from

the crests to the troughs and lead to healing of the film. Ruckenstein and Jain [16]

developed a dynamic linear stability theory for an isothermal film on a horizontal

plate, based on the Navier-Stokes equations in the lubrication or long-wavelength limit

modified by the addition of a body force term to account for intermolecular van der

Waals attractions. These authors thereby showed that perturbations or disturbances

of wavelengths exceeding a critical value λ̃c are unstable where

λ̃c =

(
8π3σ

A

)1/2

h0
2 = 2π

h0
d
h0 (4.2)

where d ≡ (A/2πσ)1/2 is the molecular length scale. For the continuum approxima-

tion to be valid, h0 � d, which implies that the critical wavelength is much larger

than the film thickness and which justified their use of the lubrication approximation.

These authors also calculated a rough estimate of the rupture time.
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More recently, Williams and Davis [17] used long-wave theory to derive a nonlin-

ear evolution equation for the thickness of a film of a Newtonian fluid as a function

of the lateral space coordinate x̃ and time t̃. These authors reported that the rupture

process is accelerated due to the nonlinear terms, thereby leading to rupture times

much shorter than those predicted by linear theory. Zhang and Lister [18] solved this

equation analytically and numerically to show that the lateral length scale x̃′ ≡ x̃−x̃R
and film thickness vary with time remaining to rupture τ̃ ≡ t̃R − t̃, where (x̃R, t̃R)

give the location of the space-time singularity where the film ruptures, as x̃′ ∼ τ̃ 2/5

and h̃ ∼ τ̃ 1/5, respectively, where 2/5 and 1/5 are the scaling exponents, for both

line and point rupture. These authors thereby demonstrated that during the rupture

of Newtonian films, the dominant force balance is between van der Waals, viscous,

and capillary forces. Since the relevant length and time scales in the vicinity of the

rupture singularity are orders of magnitude smaller than similar variables in the far

field, the dynamics in the vicinity of the rupture singularity is self-similar (see, e.g.,

Barenblatt [19] who discusses that self-similarity arises in problems that lack a length

scale and Eggers [20,21] on the closely related problem of capillary pinching of liquid

jets). With the scaling exponents in hand, an ordinary differential equation can then

be derived for the self-similar film profile in similarity space. Zhang and Lister [18]

demonstrated that transient solutions for the film profile and certain other quanti-

ties obtained by solving the partial differential evolution equation can be collapsed

onto self-similar profiles and are in excellent agreement with the self-similar profiles

obtained by solving the afore-mentioned ordinary differential equation in similarity

space.

While the studies discussed in the previous two paragraphs were concerned with

Newtonian fluids, many fluids in industrial and everyday applications are non-Newtonian

in nature. An important type of a non-Newtonian fluid is the so-called power-law

fluid. It derives its name from the power-law dependence [22] of the viscosity µ̃ on

the deformation rate ˜̇γ and is given by

µ̃
(
˜̇γ
)

= µ0

∣∣2m̃˜̇γ
∣∣n−1 (4.3)
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Here, µ0 is the zero-deformation-rate viscosity of the fluid, m̃−1 is the characteristic

deformation rate, n, where 0 < n ≤ 1, is the power-law exponent or index (n =

1 corresponds to a Newtonian fluid), and ˜̇γ is the second invariant of the rate-of-

deformation tensor D̃

˜̇γ =

[
1

2

(
D̃ : D̃

)] 1
2

(4.4)

D̃ =
1

2

[(
∇̃ṽ
)

+
(
∇̃ṽ
)T]

(4.5)

where ṽ is the fluid velocity. It has been shown experimentally that many fluids in

industrial applications and in every day use exhibit power-law rheology [23–26].

To date, extensive work has been done on the pinch-off singularity that arises dur-

ing the breakup of threads or jets of power-law fluids. Scaling exponents and, in some

cases, scaling functions or similarity profiles derived analytically [27–29] have been

verified by comparison against numerical simulations [28–30] and experiments [25,26].

Previous works on thin films of power-law fluids on a substrate have dealt with the

dynamics of films flowing down inclined planes [31], falling films [32], films on cylin-

ders [33], films on rotating discs [34], and tear films [35] albeit without delving into

the self-similar dynamics that arises during film rupture. Moreover, while the study of

the dynamics of rupture of thin free films or sheets of Newtonian fluids by Vaynblat,

Lister and Witelski [36] has recently been extended to power-law fluids by Thete et

al. [37], studies have not been carried out to extend the pioneering study of Zhang

and Lister [18] on rupture of supported films of Newtonian fluids to films of non-

Newtonian fluids exhibiting power-law rheology. Filling this gap in knowledge on the

rupture of supported films is the main goal of this work.

The organization of the paper is as follows. Section 4.3 describes in detail the

problem under investigation and summarizes succinctly the equations and boundary

conditions governing film thinning. Section 4.4 presents a derivation of the governing

equations in the lubrication limit. Section 4.5 then derives and presents the nonlinear
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evolution equation for the transient film profile for the case of two-dimensional or

line rupture, and analyzes theoretically and computationally the rupture of a thin

film of a power-law fluid. Section 4.6 provides a treatment that mirrors that of the

previous section albeit for situations in which a film undergoes axisymmetric or point

rupture. Section 4.7 determines the conditions for which inertia becomes important

and the lubrication approximation is no longer valid. Section 4.8 summarizes the

mathematical formulation of the problem for solving the equations governing film

thinning without invoking the lubrication approximation and when inertia is impor-

tant. This section presents the scaling exponents for the variation with time from

rupture of the film thickness, the lateral length scale, and the lateral velocity that

are expected in a thinning regime where inertia is important. In this section, the

numerical method that is used to solve the transient, spatially two-dimensional set

of partial differential equations comprised of the continuity and Cauchy momentum

equations is also presented. In section 4.9, solutions obtained by solving the fully

two-dimensional set of the aforementioned partial differential equations are presented

and a transition from an initial thinning regime in which inertia is negligible to a

final regime in which inertia is important is demonstrated. Section 4.10 concludes

the paper by summarizing the results presented and outlining some possible future

avenues for extending the analyses carried out in this work.

4.3 Problem statement

The system is an isothermal thin film of an incompressible power-law liquid of

constant density ρ, non-constant viscosity µ̃, and constant Hamaker constant A, as

shown in figure 4.2. The film is initially quiescent and of uniform thickness h0. The

film overlays or sits on top of a homogeneous solid substrate. The liquid-solid surface

of contact is taken to coincide with the x̃ỹ-plane of a Cartesian coordinate system

(x̃, ỹ, z̃) or the r̃θ-plane of a cylindrical polar coordinate system (r̃, θ, z̃) with its

origin located on that surface and with the z̃ coordinate measured in the direction

perpendicular to the solid. The film is overlayed by a dynamically passive gas, e.g.
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air, that exerts a constant pressure, set equal to zero w.l.o.g., on the film. The surface

tension of the liquid-gas interface σ is spatially uniform and constant.

The flow within the film is governed by the continuity and Cauchy momentum

equations

∇̃ · ṽ = 0 (4.6)

ρ

(
∂ṽ

∂t̃
+ ṽ · ∇̃ṽ

)
= ∇̃ · T̃ (4.7)

Here, ṽ is the velocity, t̃ is time, and T̃ = −p̃I + τ̃ is the stress tensor with p̃ the

pressure and τ̃ the viscous stress tensor. For a power-law liquid, τ̃ = 2µ̃D̃. In

equation (4.7) and the remainder of the paper, the effect of gravity on the dynamics

is also taken to be negligible on account of the film’s thinness.

Along the solid surface bounding the liquid film (z̃ = 0), the liquid must obey no

slip and no penetration or the adherence boundary condition

ṽ = 0 (4.8)

At the liquid-gas interface, the kinematic and traction boundary conditions are ap-

plied to enforce no mass transfer across the free surface S(t̃) and the jump in the

traction vector due to surface tension and van der Waals forces:

n · (ṽ − ṽs) = 0 (4.9)

n ·T = 2H̃σ n− A

6πh̃3
n (4.10)

Here, ṽs is the velocity of points on the interface S(t̃), and n is the unit normal vector

to and 2H̃ is twice the mean curvature of S(t̃).

In addition to the boundary conditions that have been imposed in the vertical

direction, i.e. along the free surface S(t̃) and the solid substrate (z̃ = 0), boundary

conditions also need to be specified in the lateral direction. The latter are presented in

the following sections when different rupture scenarios are analyzed. The mathemat-

ical statement of the problem is completed by the specification of initial conditions.
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These too are provided in subsequent sections where the lateral boundary conditions

are specified.

4.4 Film rupture in the lubrication limit

As the disturbances that cause the film to destabilize are of long wavelengths

λ̃, advantage will be taken in this section of the fact that ε ≡ h0/lc � 1, where

lc = O(λ̃) is the lateral or horizontal length scale, to simplify the governing Cauchy

momentum and continuity equations by invoking the lubrication approximation [22,

38]. The process of simplification of the governing equations and the derivation of

the lubrication equations is presented in the appendix 4.11.

The equations governing the flow within the film in dimensional form are then

given by

−∇̃IIp̃+
∂

∂z̃

(
µ̃
∂ṽII

∂z̃

)
= 0 (4.11)

∂p̃

∂z̃
= 0 (4.12)

∂h̃

∂t̃
+ ∇̃II ·

h̃∫
0

ṽII dz̃ = 0 (4.13)

where ṽII ≡ ṽ− w̃ez is the velocity parallel to the substrate and w̃ is the component

of the velocity in the direction normal to it. As shown in the appendix 4.11, equations

(4.11) and (4.12) follow from the horizontal and vertical components of the Cauchy

momentum equation after invoking the lubrication approximation. It can be readily

shown that in thin film flow, ˜̇γ2 = 1
4

(∂ṽII/∂z̃) · (∂ṽII/∂z̃) so that the viscosity of the

film fluid is given by

µ̃
(
˜̇γ
)

= µ0

∣∣∣∣∣m̃
(
∂ṽII

∂z̃
· ∂ṽII

∂z̃

)1/2
∣∣∣∣∣
n−1

(4.14)
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Equation (4.13) results when the continuity equation is integrated across the film

thickness and is then combined with the kinematic boundary condition at the liquid-

gas interface. In these equations and below, z̃ = h̃(x̃II, t̃) gives the location of the

liquid-gas interface where h̃ is the instantaneous value of the local film thickness. As

is the case with all lubrication flows, equation (4.12) shows that the pressure does

not vary across the film and when this result is combined with the normal component

of the traction boundary condition at the film’s surface, it follows that the pressure

within the film is given by equation (4.1). Equations (4.11)-(4.13) are solved subject

to the following boundary conditions:

ṽII = 0 at z̃ = 0 (4.15)

∂ṽII

∂z̃
= 0 at z̃ = h̃ (4.16)

Equation (4.15) is the usual no slip boundary condition on the substrate and the

free slip condition at the film’s surface in equation (4.16) follows from the tangential

component of the traction boundary condition in the lubrication limit.

Before solving the equations governing film thinning and rupture, it is advanta-

geous to nondimensionalize the problem variables. This is accomplished by introduc-

ing the following characteristic scales for film thickness hc, lateral length lc, time tc,

pressure pc, and lateral velocity uc

hc ≡ h0 (4.17)

lc ≡
h20
d

=
λ̃c
2π

(4.18)

tc ≡
12π2µ0σh0

5

A2
= 3

(
µ0h0
σ

)(
h0
d

)4

(4.19)

pc ≡
A

6πh30
=
σh0
3l2c

(4.20)

uc ≡
lc
tc

=
1

3

(
σ

µ0

)(
d

h0

)3

(4.21)
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With these scales, the dimensionless variables are then given by:

h ≡ h̃

h0
, z ≡ z̃

h0
, t ≡ t̃

tc
(4.22)

xII ≡
x̃II

lc
, ∇II ≡ lc∇̃II , λ ≡ λ̃

lc
(4.23)

p ≡ p̃

pc
, vII ≡

ṽII

uc
(4.24)

µ ≡ µ̃

µ0

, m ≡ m̃
uc
h0

(4.25)

In equations (4.22)-(4.25), variables without tildes over them are the dimensionless

counterparts of those with tildes.

In the following two sections, the governing equations (4.11)-(4.13), subject to the

boundary conditions (4.15)-(4.16), written in dimensionless form will be solved first

for the case of line rupture or when the rupture is two-dimensional and then for the

case of point rupture or when the rupture is axisymmetric. In both cases, the initial

conditions will entail subjecting a quiescent flat film to a periodic shape perturbation

having a wavelength exceeding λc ≡ λ̃c/lc = 2π and following the thinning of the film

until rupture.

4.5 Two-dimensional or line rupture in the lubrication limit

In this section, the initially flat surface of the film is subjected to a sinusoidal shape

perturbation that is translationally symmetric or invariant in the y-direction, where

y ≡ ỹ/lc, and has wavelength λ in the lateral or x-direction, where x ≡ x̃/lc, as shown

in figure 4.3. Since the perturbation is two-dimensional in nature, equation (4.11)

subjected to boundary conditions (4.15) and (4.16) is solved in Cartesian coordinates

such that vII = u(x, z, t)ex and ∇II = ex
∂
∂x

, where ex is a unit vector in the x-

direction, to arrive at the following expression for the dimensionless lateral velocity

u(x, z, t)
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Figure 4.3. Line rupture. Top: perspective view of a film on a sub-
strate showing the deformed interface over a lateral extent correspond-
ing to one wavelength λ of the imposed perturbation. Bottom: a
blowup or zoomed in cross-sectional view of the film over a lateral
extent corresponding to a half of a wavelength of the imposed pertur-
bation. Because of symmetry, the problem domain is 0 ≤ x ≤ λ/2.

u(x, z, t) =
n

n+ 1

|∂p/∂x|
∂p/∂x

m
1
n
−1
∣∣∣∣∂p∂x

∣∣∣∣1/n [(h− z)1/n+1 − h1/n+1
]

(4.26)

where h(x, t) is the dimensionless local film thickness. In arriving at equation (4.26),

use is made of the fact that in Cartesian coordinates, the dimensionless viscosity (cf.

equation (4.14)) and the dimensionless fluid pressure p(x, t) are given by

µ =

∣∣∣∣m∂u

∂z

∣∣∣∣n−1 (4.27)

p(x, t) =
1

h3
− 3

∂2h

∂x2
(4.28)
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When the expression for u given by equation (4.26) is substituted into equation (4.13),

a spatially one-dimensional (1D), nonlinear evolution equation results that governs

the variation of the film thickness with the dimensionless lateral coordinate x and

dimensionless time t

∂h

∂t
− |∂p/∂x|

∂p/∂x
m

1
n
−1 ∂

∂x

[
n

2n+ 1

∣∣∣∣∂p∂x
∣∣∣∣ 1n h 1

n
+2

]
= 0 (4.29)

Because of the periodic nature of the imposed perturbation, it is sufficient to solve the

problem over the spatial domain spanning one half of the wavelength of the imposed

perturbation, viz. 0 ≤ x ≤ λ/2, as shown in figure 4.3. Hence, the 1D evolution

equation is solved subject to the symmetry boundary conditions

∂h

∂x
=
∂3h

∂x3
= 0 at x = 0, λ/2 (4.30)

and initial condition

h(x, 0) = 1− δ cos(2πx/λ) (4.31)

where δ is the amplitude of the perturbation that is imposed to initiate the thinning

of the film.

4.5.1 Scaling and self-similarity

The film profile is expected to be self-similar in the vicinity of the location where

the film thickness is minimum as the rupture singularity (xR, tR) is approached.

Hence, by the similarity ansatz, the film profile in the vicinity of the rupture point

should have the functional form

h(x′, τ) = ταH(η), η = x′/τβ (4.32)

where τ ≡ tR − t is the dimensionless time remaining until rupture, x′ ≡ x − xR is

the lateral extent of this rupture zone, η is the similarity variable, α and β are the
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scaling exponents for h and x′, respectively, and H(η) is the scaling function for the

film profile in similarity space. Either (a) substituting equation (4.32) into equations

(4.29), (4.27), and (4.28) and requiring that the resulting ordinary differential equa-

tion in similarity space be independent of time or (b) balancing the van der Waals

(vdW), surface tension or capillary (ST), and viscous (V) stresses in equation (4.11)

and equations (4.27) and (4.28) shows that the scaling exponents α and β are given

by

α =
n

n+ 4
, β =

2n

n+ 4
(4.33)

It readily follows from the dimensionless form of equation (4.11) and equations (4.27)

and (4.28) that the van der Waals (vdW), surface tension or capillary (ST), and

viscous (V) stresses scale as

vdW ∼
∣∣∣∣∣∣∣∣ ∂∂x

(
1

h3

)∣∣∣∣∣∣∣∣ ∼ 1

x′h3
(4.34)

ST ∼
∣∣∣∣∣∣∣∣ ∂∂x

(
∂2h

∂x2

)∣∣∣∣∣∣∣∣ ∼ h

x′3
(4.35)

V ∼
∣∣∣∣∣∣∣∣ ∂∂z

(
µ
∂u

∂z

)∣∣∣∣∣∣∣∣ ∼ ∣∣∣∣∣∣∣∣ ∂∂z
(
∂u

∂z

)n∣∣∣∣∣∣∣∣ ∼ un

zn+1
∼ (x′/τ)n

hn+1
(4.36)

where ||(· · · )|| stands for the magnitude of the quantity “(· · · )”. Therefore, with the

scaling exponents given by equation (4.33), all three stresses can be seen to scale as

τ → 0 as

vdW ∼ ST ∼ V ∼ τ−
5n
n+4 (4.37)

A noteworthy feature of the dynamics is that the scaling exponent for the lateral

length scale β is twice that for the vertical length scale (or film thickness) β, viz.

β = 2α. The reason for this relationship between the two scaling exponents follows

from the balance between the van der Waals and surface tension stresses (cf. equations

(4.34) and (4.35). Initially, the lateral extent of the film is orders of magnitude larger

than its thickness. As the film continues to thin and tends toward rupture, the rupture
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zone shrinks and hence both the lateral and vertical length scales in the vicinity of

the point of rupture tend to zero. Therefore, given the initial disparity in the two

length scales, it accords with intuition that the lateral length scale should tend to

zero faster than the film thickness. For future reference, it is worth noting that fluid

viscosity in the thinning film scales as

µ ∼
∣∣∣∣∣∣∣∣∂u∂z

∣∣∣∣∣∣∣∣n−1 ∼ (x′/τ)n−1

zn−1
∼ τ

4(1−n)
n+4 (4.38)

In concluding this subsection, it is also worth noting that in the Newtonian limit

(n = 1), the expressions in equation (4.33) for the scaling exponents take on the

values of α = 1/5 and β = 2/5 and all three stresses diverge as τ−1 (cf. equation

(4.37), in agreement with previous work on rupture of Newtonian films [18].

4.5.2 Simulation of line rupture in the lubrication limit

The spatially fourth-order nonlinear evolution equation (4.29) subject to boundary

conditions (4.30) and initial condition (4.31) with δ = 0.1 is solved numerically using

a Galerkin finite element-based method to verify the scaling exponents that have

just been determined and to demonstrate the self-similarity of the film profiles in

the rupture zone. We have used variants of this algorithm to successfully solve 1D

long-wave evolution equations that arise in a variety of physical problems including

dripping and jetting of Newtonian [39] as well as power-law fluids [40] from faucets,

breakup of bridges of Newtonian [41] and power-law fluids [42], and rupture of sheets

of Newtonian and power-law fluids [37], among others.The simulation results to be

reported have been obtained using a value of λ = 4π. Use of larger values of the

wavelength had no effect whatsoever on the values of the scaling exponents and the

behavior of the solutions in the vicinity of the point of rupture.

Figure 4.4 shows at several instants in time computed profiles of a thinning film of

power-law index of n = 0.83. In this situation and in all the other ones that have been

considered, the minimum film thickness is always located at x = 0, viz. hmin = h(0, t),

or the film always ruptures symmetrically at x = 0 so that xR = 0 and x′ = x.
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Figure 4.4. Computed instantaneous film profiles h = h(x, t) as a
function of the lateral coordinate x for a thinning film of power-law
index of n = 0.83. Starting with a slightly deformed profile at t = 0,
the interface profiles are seen to steepen as t→ tR and rupture nears.
Here, the rupture time tR

.
= 1.41700.

Figure 4.5 shows the computed variation with time remaining until rupture of

several quantities of interest in the rupture zone for the film of power-law index of

n = 0.83. The simulation results of figure 4.5(a) show that hmin decreases with τ as

hmin ∼ τ 0.172, a result that is in excellent agreement with the theoretical prediction (cf.

equations (4.32) and (4.33)) that hmin ∼ τn/(n+4) |n=0.83 ≡ τ 0.172. The scaling of the

lateral length has been determined in two different ways. The first method involves

determining how the computed value of the film’s curvature, ∂2h/∂x2, evaluated at

x = 0 varies with τ and using this result, along with the known scaling for h, to

determine the scaling for x. The curvature is expected to scale as

∂2h

∂x2
∼ h

x2
∼ τα−2β ∼ τ−

3n
n+4 (4.39)
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Figure 4.5. Scaling behavior of variables in the rupture zone dur-
ing thinning of a film of power-law index of n = 0.83 undergoing
line rupture: simulations (data points) and scaling theory predictions
(straight lines with indicated dependencies on time remaining until
rupture τ). Variation with τ of (a) minimum film thickness hmin, (b)
curvature ∂2h/∂x2 evaluated at x = 0, (c) lateral velocity u′ evaluated
at lateral location where h = 1.001hmin, and (d) viscosity µ′ evaluated
at that lateral location.
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Figure 4.6. Rescaled interface shape h/hmin as a function of rescaled
lateral coordinate x/h2min at several instants in time determined from
simulations during thinning of a film of power-law index of n = 0.83
undergoing line rupture. The rescaled transient profiles are shown
for values of 5 × 10−4 ≤ hmin ≤ 2.0 × 10−1. Each rescaled interface
shape corresponding to a successively smaller value of hmin is such
that the value of the minimum film thickness is roughly half that of
the previously shown rescaled profile. The rescaled profiles are seen
to approach or collapse onto a similarity profile as hmin → 0.

Figure 4.5(b) shows the computed value of the curvature at x = 0 blows up with τ as

∂2h
∂x2

(0, t) ∼ τ−0.515, a result that is in excellent accord with the theoretical prediction

of ∂2h
∂x2

(0, t) ∼ τ−3n/(n+4) |n=0.83 ∼ τ−0.515. Since the value of the curvature predicted

from simulations scales as τ−0.515, it is straightforward to combine this result with

the simulation result that h ∼ τ 0.172 to determine that the lateral length scales as

x ∼ τ 0.344. This result is also in excellent agreement with theory as it follows from

equations (4.32) and (4.33) that when n = 0.83, the value of the lateral scaling ex-
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ponent should be 2(0.172) = 0.344. The second independent method for determining

the scaling of the lateral length is based on monitoring the variation with τ of the

lateral location at which the film thickness equals some multiple of the minimum film

thickness, which is herein taken to be 1.001hmin. This latter method directly yields

the value of the lateral scaling exponent. Reassuringly, the value of the lateral scaling

exponent determined in this manner has been found to be identical to that deter-

mined by the first approach. Furthermore, changing the lateral location at which this

determination is made, e.g. from 1.001hmin to 1.002hmin, has no effect whatsoever on

the value of the scaling exponent β determined from simulations. It is expected from

theory that the lateral velocity u should scale as

u ∼ x

τ
∼ τβ−1 ∼ τ

n−4
n+4 (4.40)

Thus, when n = 0.83, the scaling exponent of the lateral velocity should equal −0.656.

Figure 4.5 (c) shows that the lateral velocity u′ computed at the lateral location x′

where h(x′, t) = 1.001hmin diverges with τ as u′ ∼ τ−0.656, in accord with theory.

Figure 4.5 (d) shows that the computed variation of the viscosity µ′, calculated

at lateral location x′, with τ is seen to follow the scaling behavior that µ′ ∼ τ 0.141.

This simulation result is also seen to accord nicely with theory in that it follows from

equation (4.38) that µ ∼ τ 4(1−n)/(n+4) |n=0.83 ∼ τ 0.141.

According to theory (cf. equations (4.32) and (4.33)), h = ταH(η) and η =

x/τβ = x/τ 2α. Therefore, it also follows from theory that hmin = ταH(0) and hence

h

hmin

=
H(η)

H(0)
and η =

x

[hmin/H(0)]2
(4.41)

Therefore, to demonstrate the self-similarity of the computed film profiles, rescaled

interface shapes h/hmin at certain instances in time determined from computations

are plotted in figure 4.6 as a function of the rescaled coordinate x/h2min, which is

proportional to the similarity variable η. The rescaled shapes are seen to collapse

nicely onto a single profile in the figure as hmin → 0, demonstrating the self-similarity
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Figure 4.7. Point rupture. Top: perspective view of a film on a sub-
strate showing the deformed interface over a lateral or radial extent
corresponding to one half of a wavelength λ/2 of the imposed pertur-
bation. Bottom: a blowup or zoomed in cross-sectional view of the
film over a lateral extent corresponding to one half of a wavelength of
the imposed perturbation. Here, the problem domain is 0 ≤ r ≤ λ/2.

of the dynamics as the rupture singularity is approached. It is noteworthy that

plotting the computed solutions in the manner indicated sidesteps the necessity of

determining τ from simulations and therefore is preferable to plotting h/hmin as a

function of η.

4.6 Axisymmetric or point rupture in the lubrication limit

In this section, the initially flat surface of the film is subjected to a sinusoidal

shape perturbation that is axisymmetric or invariant in the θ-direction and has wave-

length λ in the lateral (radial) or r-direction, where r ≡ r̃/lc, as shown in figure
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4.7. Since the perturbation is three-dimensional but axisymmetric in nature, equa-

tion (4.11) subjected to boundary conditions (4.15) and (4.16) is solved in cylindrical

polar coordinates such that vII = u(r, z, t)er and ∇II = er
∂
∂r

+ eθ
1
r
∂
∂θ

, where er and

eθ are unit vectors in the r- and θ-directions, to arrive at the following expression for

the dimensionless lateral velocity u(r, z, t)

u(r, z, t) =
n

n+ 1

|∂p/∂r|
∂p/∂r

m
1
n
−1
∣∣∣∣∂p∂r

∣∣∣∣1/n [(h− z)1/n+1 − h1/n+1
]

(4.42)

where h(r, t) is the local film thickness. In arriving at equation (4.42), use is made of

the fact that in cylindrical polar coordinates, the dimensionless viscosity (cf. equation

(4.14)) and the dimensionless fluid pressure p(r, t) are given by

µ =

∣∣∣∣m∂u

∂z

∣∣∣∣n−1 (4.43)

p =
1

h3
− 3

r

∂

∂r

(
r
∂h

∂r

)
(4.44)

When the expression for u given by equation (4.42) is plugged into equation (4.13),

a spatially one-dimensional (1D), nonlinear evolution equation results that governs

the variation of the film thickness with the dimensionless lateral coordinate r and

dimensionless time t

∂h

∂t
− |∂p/∂r|

∂p/∂r
m

1
n
−11

r

∂

∂r

[
r

n

2n+ 1

∣∣∣∣∂p∂r
∣∣∣∣ 1n h 1

n
+2

]
= 0 (4.45)

Because of the periodic nature of the imposed perturbation, it is sufficient to

solve the problem over the spatial domain spanning one half of the wavelength of the

imposed perturbation, viz. 0 ≤ r ≤ λ/2, as shown in figure 4.7. The 1D evolution

equation is solved subject to the boundary conditions that

∂h

∂r
= 0 at r = 0 and r = λ/2 (4.46)

Q = 0 at r = 0 and r = λ/2 (4.47)
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where Q is the flow rate. Boundary conditions given by equation (4.47) are conve-

niently imposed in the Galerkin finite element formulation which through the usual

integration by parts gives rise to end point terms at both r = 0 and r = λ/2 that are

proportional to Q. Physically, imposing Q = 0 at r = 0 ensures that r = 0 is not a

source or a sink of fluid. Imposing Q = 0 at r = λ/2 ensures that no fluid enters or

leaves the computational domain at r = λ/2. The initial condition is given by

h(r, 0) = 1− δ cos(2πr/λ) (4.48)

where δ is once again the amplitude of the perturbation that is imposed to initiate

the thinning of the film.

4.6.1 Scaling and self-similarity

Once again, the film profile is expected to be self-similar in the vicinity of the

location where the film thickness is minimum as the space-time rupture singularity

(r = 0, t = tR) is approached. Hence, the film profile in the vicinity of the rupture

point r = 0 should have the functional form

h(r, τ) = ταH(η), η = r/τβ (4.49)

where τ ≡ tR−t is the dimensionless time remaining until rupture, r, aside from being

the radial coordinate, is the lateral extent of this rupture zone, η is the similarity

variable, α and β are the scaling exponents for h and r, respectively, and H(η) is the

scaling function for the film profile in similarity space. Following the same approach

as the one that was used to determine the scaling exponents in the case of line rupture,

the scaling exponents α and β in equation (4.49) can be readily shown to be given by

α =
n

n+ 4
, β =

2n

n+ 4
(4.50)

From the dimensionless form of equation (4.11) and equations (4.43) and (4.44)

and with the scaling exponents given by equation (4.50), the van der Waals (vdW),

surface tension or capillary (ST), and viscous (V) stresses can be shown to scale as
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Figure 4.8. Scaling behavior of variables in the rupture zone dur-
ing thinning of a film of power-law index of n = 0.85 undergoing
point rupture: simulations (data points) and scaling theory predic-
tions (straight lines with indicated dependencies on time remaining
until rupture τ). Variation with τ of (a) minimum film thickness hmin,
(b) curvature ∂2h/∂r2 evaluated at r = 0, (c) lateral velocity u′ eval-
uated at lateral location where h = 1.001hmin, and (d) viscosity µ′

evaluated at that lateral location.
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Figure 4.9. Rescaled interface shape h/hmin as a function of rescaled
lateral coordinate r/h2min at several instants in time determined from
simulations during thinning of a film of power-law index of n = 0.85
undergoing point rupture. The rescaled transient profiles are shown
for values of 5 × 10−4 ≤ hmin ≤ 2.0 × 10−1. Each rescaled interface
shape corresponding to a successively smaller value of hmin is such
that the value of the minimum film thickness is roughly half that of
the previously shown rescaled profile. The rescaled profiles are seen
to approach or collapse onto a similarity profile as hmin → 0.

vdW ∼
∣∣∣∣∣∣∣∣ ∂∂r

(
1

h3

)∣∣∣∣∣∣∣∣ ∼ 1

rh3
∼ τ−

5n
n+4 (4.51)

ST ∼
∣∣∣∣∣∣∣∣ ∂∂r

[
1

r

∂

∂r

(
r
∂h

∂r

)]∣∣∣∣∣∣∣∣ ∼ h

r3
∼ τ−

5n
n+4 (4.52)

V ∼
∣∣∣∣∣∣∣∣ ∂∂z

(
µ
∂u

∂z

)∣∣∣∣∣∣∣∣ ∼ ∣∣∣∣∣∣∣∣ ∂∂z
(
∂u

∂z

)n∣∣∣∣∣∣∣∣ ∼ un

zn+1
∼ (r/τ)n

hn+1
∼ τ−

5n
n+4 (4.53)
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For future reference, it is worth noting that fluid viscosity in the thinning film scales

as

µ ∼
∣∣∣∣∣∣∣∣∂u∂z

∣∣∣∣∣∣∣∣n−1 ∼ (r/τ)n−1

zn−1
∼ τ

4(1−n)
n+4 (4.54)

It is readily seen that in the Newtonian limit (n = 1), the expressions in equation

(4.50) for the scaling exponents take on the values of α = 1/5 and β = 2/5 and all

three stresses diverge as τ−1 (cf. equations (4.51)-(4.53)), in agreement with previous

work on rupture of Newtonian films [18].

4.6.2 Simulation of point rupture in the lubrication limit

The spatially fourth-order nonlinear evolution equation (4.45) subject to bound-

ary conditions (4.46) and (4.47) and initial condition (4.48) with δ = 0.1 is solved

numerically using the same Galerkin finite element-based algorithm that has been

employed earlier to simulate line rupture to verify the scaling exponents that have

just been determined and to demonstrate the self-similarity of the film profiles in the

rupture zone. In all of the simulations that have been carried out, it is found that

the minimum film thickness is always located at r = 0, viz. hmin = h(0, t), and that

the film always ruptures at r = 0.

Figure 4.8 shows the computed variation with time remaining until rupture of

several quantities of interest in the vicinity of the rupture point for a thinning film

of power-law index of n = 0.85. The results shown in parts (a)-(d) of this figure

make plain that the computed variation with time remaining until rupture τ of the

minimum film thickness, the curvature, lateral (radial) velocity, and viscosity are all

in excellent accord with theory.

Figure 4.9 shows rescaled interface shapes h/hmin at certain instances in time de-

termined from computations as a function of the rescaled coordinate r/h2min during

thinning of a film of power-law index of n = 0.85. The rescaled shapes are seen to

collapse nicely onto a single profile as hmin → 0, demonstrating the self-similarity of

the dynamics as the film approaches rupture.
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4.7 Breakdown of lubrication approximation and role of inertia

As discussed in standard books on fluid mechanics [22, 38] and shown in the ap-

pendix 4.11, two key assumptions that have been made in analyzing film rupture

concern the applicability of the lubrication approximation. The first of these pertains

to the validity of the long-wavelength approximation. As the initial aspect ratio of

the film ε(0) ≡ ε ≡ h0/lc � 1 (in this section, we use the notation ε(t̃) to denote

the instantaneous aspect ratio of the film to distinguish it from the aspect ratio at

the initial instant, ε), the use of the lubrication approximation is justified during the

initial stages of the thinning. If h̃(t̃) and l̃(t̃) denote the film thickness and the lateral

length scale at time t̃, the film aspect ratio at time t̃ is given by ε(t̃) ≡ h̃min(t̃)/l̃(t̃).

From the results of this paper, h̃min(t̃) ∼ h0τ
n/(n+4). The lateral length, however,

scales as

l̃(t̃) ∼ lcτ
2n/(n+5) ∼ lc

[
h̃min(t̃)

h0

]2
(4.55)

∼

[
h̃min(t̃)

]2
d

(4.56)

Therefore, the aspect ratio at time t̃ is given by

ε(t̃) =
h̃min(t̃)

l̃(t̃)
∼ d

h̃min(t̃)
(4.57)

Since the continuum approximation fails when the minimum film thickness becomes

of the order of the molecular length scale, it is seen from the last equation that the

long-wavelength approximation is valid throughout the thinning and fails at the same

time as the continuum approximation does.

In order for the lubrication approximation to be valid, the film must not only be

slender (as discussed in the previous paragraph) but the modified Reynolds number
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Re∗ which multiplies the inertial terms in the dimensionless Cauchy momentum equa-

tion (cf. [22] and the appendix 4.11) and is given by the product of the film aspect

ratio and the Reynolds number Re, the ratio of inertial to viscous forces, must be

small. Zhang and Lister [18] have shown that inertia remains negligible until rupture

during thinning of films of Newtonian fluids. For power-law fluids, as the film’s vis-

cosity decreases due to the deformation-rate thinning rheology of such fluids, Re can

grow and the possibility exists that the Re∗ can become of order one or larger. The

instantaneous value of Re∗ can be calculated as

Re∗(t̃) = Re(t̃) ε(t̃) =
ρ ũ(t̃) h̃(t̃)

µ̃(t̃)

h̃(t̃)

l̃(t̃)
(4.58)

=
ρh20
µ0tc

τ (5n−8)/(n+4) =
1

3

h0
lµ

1

(h0/d)4
τ (5n−8)/(n+4) (4.59)

where lµ = µ2
0/ρσ is the viscous length (see, e.g., Eggers [21]). Since h̃min(t̃) ∼

h0τ
n/(n+4), equation (4.59) can be used to determine the value of the minimum film

thickness at which the modified Reynolds number becomes of order one, Re∗ ∼ 1:

h̃min

d
∼

[(
h0
lµ

)8(1−n)(
d

lµ

)9n−8
]1/(8−5n)

≡

[
Oh16(n−1)

(
d

lµ

)9n−8
]1/(8−5n)

(4.60)

where the ratio lµ/h0 is the square of the dimensionless group referred to as the

Ohnesorge number Oh, viz. Oh = µ0/
√
ρσh0. For a Newtonian fluid (n = 1),

equation (4.60) reduces to

h̃min

d
∼
(
d

lµ

)1/3

(4.61)

Since typically d < lµ (for example, whereas the molecular length scale is of the order

of nanometers, the viscous length is about 14 nm for water, 200 µm for a 85% glycerol-

water solution, and 2 cm for pure glycerol [43], h̃min has to fall below the molecular
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length scale for inertia to come into play for a Newtonian fluid. For power-law fluids,

an interesting limit is that as n→ 0 in equation (4.60):

h̃min

d
∼ h0

d
(4.62)

Equation (4.62) shows that inertia would be important during the entire period of

thinning for films of highly deformation-rate-thinning power-law fluids or ones having

vanishingly small values of the power-law index n.

When neither n = 1 nor n → 0 but n ≥ 8/9, and if h0 < lµ and d < lµ, h̃min will

have to fall below d in order for inertia to become important during film thinning.

Therefore, it is unlikely for inertia to become important during thinning of power-law

films of power-law index of n ≥ 8/9. If, however, n ≤ 8/9 and h0 < lµ and d < lµ,

it is possible that the modified Reynolds number can become of order one when h̃min

is greater than d. In particular, if the film fluid is acrylic paint [26], a power-law

fluid with properties of A = 10−19 J, σ = 0.05 N/m, µ0m
n-1 = 35.6 Pa·sn, ρ =1,150

kg/m3, and n = 0.44, and the initial film thickness h0 = 10−6 m (1 micrometer or

1,000 nanometers), inertia can become important once the normalized minimum film

thickness reaches a value of h̃min/d ∼ 50.8 or the minimum film thickess h̃min falls

below 28.6 nanometers. Hence, for power-law fluids of sufficiently small power-law

index n, the possibility exists that inertia will become important before the continuum

approximation breaks down.

Therefore, equation (4.60) can be used to determine for different films of power-

law fluids the value of the scaled minimum film thickness h̃min/d below which inertia

will come into play during film thinning as a function of either (a) the ratio lµ/h0,

the ratio d/h0, and power-law index n, or equivalently (b) the Ohnesorge number

Oh =
√
lµ/h0 = µ0/

√
ρσh0 (a dimensionless group that equals the ratio of viscous

force to the square root of the product of surface tension and inertial forces), the

van der Waals number A∗ ≡ A/(6πσh0
2) = (1/3)(d/h0)

2 (a dimensionless group that

represents the relative importance of intermolecular force to surface tension force),

and power-law index n. The results of such an analysis can be used to construct a
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Figure 4.10. Phase diagram that shows for films of different power-
law fluids each of which is characterized by a given value of Oh, A∗,
and n whether inertia can become important during film thinning.
Here, results are shown for three different values of the Ohnesorge
number, Oh = 0.12, 1.18 and 11.78, at a fixed value of the ratio of
van der Waals to surface tension force of A∗ = 7.37× 10−7, and over
the entire range of possible values of the power-law index n. For a film
of given n, the dynamics starts in a regime where inertia is negligible
(in the region to the right of the curves in the figure) and, as the film
continues to thin and h̃min/d continues to decrease, the dynamics can
undergo a transition from the inertialess regime to one where inertia is
important if the value of h̃min/d can attain a value that lies to the left
of the appropriate curve in the figure and provided that the transition
can occur before the continuum limit is reached (which is indicated by
the vertical dashed line). It is clear that for sufficiently small values
of the power-law index n, inertia becomes significant long before the
continuum limit is reached.
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phase diagram as in figure 4.10 that shows for a fixed value of A∗ = 7.37× 10−7 and

Ohnesorge numbers spanning two orders of magnitude between about 0.1 and 10, the

variation of the critical value of the normalized film thickness h̃min/d at which inertia

becomes important with the power-law index n. In accord with intuition, this figure

makes it clear that for fixed n, the lower the value of Oh or the less viscous the film

fluid, the larger is the value of the normalized film thickness at which inertia becomes

important. Thus, the study of the dynamics of thinning of films of power-law fluids

on a substrate is incomplete without considering the role of inertia, which is taken

up in the following two sections.

4.8 Problem statement for analysis of film rupture with inertia and summary of
approach used in two-dimensional simulations

In the remainder of the paper, the effect of inertia on thinning and rupture of

a thin film of undisturbed thickness h0 is determined by solving the spatially two-

dimensional, transient Cauchy momentum and continuity equations (equations (4.7)

and (4.6) in section 4.3). Given the equality of the scaling exponents governing the dy-

namics of thinning in the vicinity of the singularity in the planar (or two-dimensional

rupture) and axisymmetric (point rupture) geometries, this more involved analysis re-

quiring the solution of the free boundary problem comprised of a transient, nonlinear

system of spatially two-dimensional partial differential equations is performed only for

the case of line rupture. Therefore, in this situation, the dynamics is translationally-

symmetric or invariant in the ỹ-direction and the problem domain is the portion of the

(x̃, z̃)-plane that lies within the liquid film over a horizontal distance equal to one half

the wavelength λ̃/2 of the initial perturbation that is imposed on the film’s surface,

i.e. the domain is the region that is bounded below by the solid substrate located at

(0 ≤ x̃ ≤ λ̃/2, z̃ = 0), bounded above by the free surface S(t̃), and bounded on the

sides by the symmetry planes located at x̃ = 0 and λ̃/2. Along the solid substrate,

the adherence boundary condition given by equation (4.8) is imposed. At the film’s

surface, kinematic and traction boundary conditions given by equations (4.9) and
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(4.10) are imposed. Along the two symmetry planes, the horizontal (lateral) velocity

and the tangential stress are set equal to zero. At x̃ = 0 and x̃ = λ̃/2, symmetry

requires that the free surface has zero slope at both locations.

In contrast to the previous sections where different characteristic lengths are em-

ployed in the horizontal and vertical directions, here a single characteristic length

hc ≡ h0 is used to non-dimensionalize both the horizontal and vertical coordinates,

viz. x ≡ x̃/hc and y ≡ ỹ/hc. As in the previous sections, here variables without

tildes over them denote the dimensionless counterparts of those with tildes. Because

the critical wavelength for instability λ̃c = 2πh20/d, the lateral extent of the film

in the horizontal direction or the maximum value of the dimensionless x-coordinate

can range between 103 and 105, thereby making the problem fall in the category of

challenging multi-scale flow problems involving highly disparate length scales. In an-

ticipation of computing solutions for which inertia is important, the inertio-capillary

time is chosen as the characteristic time scale, viz. tc ≡
√
ρh30/σ, and the charac-

teristic velocity is chosen as the ratio of the characteristic length and time scales,

viz. vc ≡ hc/tc. As characteristic pressure, viscosity and strain-rate scales, the same

ones as those used in section 4.5 are adopted here. With the scales just introduced,

the dynamics is then governed by two dimensionless groups: the Ohnesorge number

Oh ≡ µ0/
√
ρh0σ and the dimensionless van der Waals number A∗ ≡ A/6πσh20, both

of which have already been introduced in the previous section.

As the rate at which viscosity falls with increasing deformation rate increases as n

decreases, we expect the relative importance of inertia compared to viscous force to

grow as a film thins for fluids of small n. A dominant balance argument in such cases

reveals that inertial, capillary, and van der Waals forces are in balance as the film

approaches rupture and gives to rise to an inertial scaling regime where the scaling

exponents are independent of the power-law index n:

h ∼ τ 2/7, x′ ∼ τ 4/7, u′ ∼ τ−3/7 (4.63)

Where h is the film thickness, x′ is the lateral length scale, and u′ is the lateral

velocity scale. Thus, we expect to see a transition from the viscous scaling regime
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given by equations (4.32) and (4.33) to this inertial scaling regime when the modified

Reynold’s number Re∗ = (u′h2)/(Ohµ′x′) becomes O(1) or larger.

The free surface flow comprised of the transient system of partial differential equa-

tions (4.6-4.7) and the aforementioned boundary and initial conditions is solved nu-

merically using a fully implicit, method of lines (MOL), arbitrary Lagrangian-Eulerian

(ALE) algorithm where the Galerkin/finite element method (G/FEM) is employed

for spatial discretization and an adaptive finite difference method is used for time

integration [44, 45]. As we have used variants of this algorithm to successfully ana-

lyze hydrodynamic singularities that arise in the breakup and coalescence of drops

and/or filaments of both Newtonian and non-Newtonian fluids [30,46–51], the reader

is referred to these previous publications for details of the solution method used

and computer implementation. A distinguished feature of the present and similar

algorithms used in the aforementioned publications is highly adaptive finite element

meshes that are generated using the method of elliptic mesh generation [52]. A coarse

version of such meshes that have been used in the simulations is shown in Figure 4.11

where the elements and hence the mesh points are seen to concentrate near the rup-

ture zone. A dynamic algebraic surface that moves in time based on the minimum

film thickness hmin ensures that elements remain concentrated in the rupture zone to

ensure accurate resolution of dynamics as hmin falls to molecular length scales.

4.9 Results for two-dimensional simulations with inertia

In this section, all the results that are reported have been obtained using the

two-dimensional (2D) algorithm based on the finite element method that is described

in the previous section. The section begins by presenting results on the thinning of

a Newtonian film to benchmark the 2D algorithm and demonstrate the accuracy of

predictions made with it. Thereafter, a set of results are presented for successively

smaller values of n to highlight the thinning dynamics of films of power-law liquids.

The simulation results to be reported have been obtained using an initial perturbation

to the film surface having an amplitude of 0.1 and wavelength of 4πh0/d.
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Figure 4.11. Close-up views of an illustrative coarse two-dimensional
finite element mesh that has been constructed by elliptic mesh gener-
ation for 2D simulations. As the length of the domain in the lateral
direction is 10,000, only the mesh in the vicinity of hmin is shown.
The two parts of the figure show the mesh (a) at the initial instant
when hmin = 0.9 and (b) at a later time when hmin = 0.1. The algo-
rithm concentrates the elements more and more in the region close to
the space-time singularity as the film thins and tends toward rupture.
The dynamic algebraic surface is shown by the red curve.

Figure 4.12 shows the variation with time remaining until rupture τ of several

quantities of interest in the rupture zone for a Newtonian film of Oh = 1.18 and

A∗ = 7.37 × 10−7. The simulation results depicted in figure 4.12(a) show that the

minimum film thickness hmin decreases with τ as hmin ∼ τ 1/5. Figure 4.12(b) shows

the curvature evaluated at the lateral location where the film thickness is a minimum,

hmin, diverges with τ as κ ∼ τ−3/5. As has already been shown previously by equation

(4.39), the variation of κ with τ can be combined with the corresponding result for h
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Figure 4.12. Scaling behavior of variables in the rupture zone during
thinning of a Newtonian film with Oh = 1.18 and A∗ = 7.37 × 10−7

undergoing line rupture: simulations (data points) and scaling theory
predictions (straight lines with indicated dependencies on time re-
maining until rupture τ). Variation with τ of (a) minimum film thick-
ness hmin, (b) curvature κ evaluated at the lateral location of hmin, (c)
lateral velocity u′ evaluated at lateral location where h = 1.05hmin,
and (d) Modified Reynold’s number Re∗ evaluated at that lateral lo-
cation.
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to infer that the lateral length scales as x′ ∼ τ 2/5. Figure 4.12(c) shows that the lateral

velocity u′ computed at the film’s surface at the lateral location where h = 1.05hmin

diverges with τ as u′ ∼ τ−3/5. Reassuringly, this scaling result is unchanged if the

lateral location at which u′ is evaluated is changed: for example, the scaling exponent

for u′ is unchanged if u′ is evaluated at 1.1hmin instead of 1.05hmin. Figure 4.12(d)

shows that the modified Reynold’s number Re∗ computed at the lateral location where

u′ is evaluated to diverge with τ as Re∗ ∼ τ−3/5. However, as shown in figure 4.12(d),

the value of the modified Reynolds number remains small or Re∗ � 1 all the way

until rupture. Thus, all of the 2D simulation results reported for the Newtonian film

of this paragraph are in excellent agreement with the predictions obtained from an

analysis based on the 1D lubrication equations (cf. equations 4.32 and 4.33), which is

to be expected since the lubrication approximation is valid during the entire period

of thinning of a Newtonian film having the properties for which the 2D simulations

have been carried out (see figure 4.10).

Figure 4.13 shows results of 2D simulations for the thinning of a power-law film

of n = 0.83 and for which all the other conditions are identical to the Newtonian case

discussed in the previous paragraph. For the power-law film, the simulations reveal

that during virtually the entire period of thinning, the minimum film thickness, the

curvature at the location where the film thickness is a minimum, and the lateral

velocity all follow the power-law scalings predicted by lubrication theory, viz. hmin ∼

τn/(n+4) |n=0.83∼ τ 0.172 (figure 4.13(a)), κ ∼ τ−3n/(n+4) |n=0.83∼ τ 0.515 (figure 4.13(b)),

and u′ ∼ τ (n−4)/(n+4) |n=0.83∼ τ−0.656 (figure 4.13(c)), because the modified Reynolds

number Re∗ remains well below O(1) (figure 4.13(d)) until hmin has decreased by three

orders of magnitude. As inertia begins to become important during the final stages

of thinning, the scaling exponent obtained from 2D simulations for the variation of

hmin with τ transitions from a value of n/(n + 4) = 0.172 to 2/7, as shown in figure

4.13(a). To see this transition from a viscous power-law regime to an inertial regime

more clearly, we next consider a case for a smaller value of n, where the transition is

expected to occur for a value of hmin much larger than that in figure 4.13(a).
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Figure 4.13. Effect of power-law rheology on the scaling behavior
of variables in the rupture zone during thinning of a power-law film
undergoing line rupture: simulations (data points) and scaling the-
ory predictions (straight lines with indicated dependencies on time
remaining until rupture τ). Here, Oh = 1.18, A∗ = 7.37 × 10−7, and
n = 0.83. Variation with τ of (a) minimum film thickness hmin, (b)
curvature κ evaluated at the lateral location of hmin, (c) lateral ve-
locity u′ evaluated at lateral location where h = 1.05hmin, and (d)
modified Reynolds number Re∗ evaluated at that lateral location.
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Figure 4.14 shows results of 2D simulations for the thinning of a power-law film of

n = 0.6 and for which all the other conditions are identical to the Newtonian film for

which results of thinning are shown in figure 4.12 and the case of the power-law film

of n = 0.83 discussed in the previous paragraph (figure 4.14). The results depicted

in figure 4.14(a) unequivocally show that a change of scaling from the viscous regime

where hmin ∼ τn/(n+4) |n=0.60∼ τ 0.130) to the inertial regime that is independent of

the power-law index and where hmin ∼ τ 2/7. According to the simulation results

depicted in figure 4.14(a), this transition occurs when hmin ≈ O(10−2), a result that

is in good agreement with the theoretical estimate of hmin ∼ 4 × 10−2 predicted

by equation (4.60). Figures 4.14(b) and Figure 4.14(c) show the change of scaling

that are exhibited by the curvature at the location where the film thickness is a

mininum and the lateral velocity. That inertia becomes significant as the film thins

and approaches rupture is made evident from figure 4.14(d), which shows the modified

Reynolds number increasing monotonically as the thinning continues, and becoming

O(1) and signaling the transition from the viscous to the inertial regime. Using

the expressions for the scaling estimates given by equation (4.63) for the variation

of the film thickness, lateral length scale, and lateral velocity with τ , the modified

Reynolds number in the inertial regime can be shown to vary with time remaining

until rupture as Re∗ ∼ τ (5n−8)/7. The modified Reynolds number predicted from

simulations is shown in figure 4.14(d) to be in excellent agreement with this scaling

estimate.

4.10 Conclusion

In this paper, the van der Waals force-driven thinning and rupture films of power-

law fluids lying on a solid substrate have been analyzed by two different means.

When the film fluid is Newtonian (for which the power-law index n = 1) or the film

is a deformation-rate-thinning fluid of power-law index that is close to one, the dy-

namics has been analyzed by solving a spatially one-dimensional, nonlinear evolution

equation that results by application of the lubrication approximation. In such situ-
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Figure 4.14. Effect of power-law rheology on the scaling behavior of
variables in the rupture zone and change of scaling during thinning of
a power-law film of Oh = 1.18, A∗ = 7.37×10−7, and n = 0.60 under-
going line rupture: simulations (data points) and scaling theory pre-
dictions (straight lines with indicated dependencies on time remaining
until rupture τ). Variation with τ of (a) minimum film thickness hmin,
(b) curvature κ evaluated at the lateral location of hmin, (c) lateral
velocity u′ evaluated at lateral location where h = 1.05hmin, and (d)
modified Reynolds number Re∗ evaluated at that lateral location. The
occurrence of a change of scaling and a transition from the viscous
regime to the inertial regime is clear as τ → 0 from the plots depicting
the temporal evolution of all four variables in the figure.
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ations, the dynamics has been studied both theoretically and numerically for both

two-dimensional or line rupture as well as axisymmetric or point rupture. In both

cases, the dynamics in the vicinity of the rupture singularity has been shown to be

self-similar and for which the film thickness and the lateral length scale decrease as

τn/n+4 and τ 2n/n+4, respectively, where τ is the dimensionless time remaining until

rupture. During the thinning of such films, van der Waals, capillary (surface tension),

and viscous forces remain in balance but inertia is negligible as the film tends toward

rupture.

For power-law fluids of sufficiently small n, inertia can become important once the

minimum film thickness falls below a critical value. The critical conditions for which

inertia becomes important and the lubrication approximation is no longer valid have

been determined analytically and a phase diagram has been constructed that depicts

when inertia will become important during film thinning for fluids of any value of

the power-law index n (0 < n ≤ 1). To analyze film thinning and rupture when

inertia may be important, a computational fluid dynamics (CFD) algorithm has been

developed for solving the free boundary problem comprised of the transient, spatially

two-dimensional Cauchy momentum and continuity equations. In situations where

inertia is important, the film thickness and the lateral length scale have been shown to

decrease as τ 2/7 and τ 4/7. During the thinning of such films, van der Waals, capillary,

and inertial forces remain in balance but viscous force is negligible as the film tends

toward rupture.

In the 2D simulations carried out in this paper, the entire domain is discretized into

a set of curved quadrilateral elements. Solving the set of spatially two-dimensional

partial differential equations (PDEs) governing film thinning and rupture is costly

because a large number of elements or mesh points must be used in the lateral direc-

tion as the lateral extent of the film or the maximum value of the x-coordinate, λ/2,

is three to five orders of magnitude larger than the undisturbed film thickness. Since

the lateral velocity and the local Reynolds number decrease as one moves away from

the rupture zone, an efficient computational scheme can be developed by dividing the
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domain into two parts: in the first part, for 0 ≤ x ≤ L, with x′ � L � λ/2, and

where inertia may be important, the domain is discretized into a set of 2D quadrilat-

eral elements and the set of spatially 2D PDEs is solved and in the second part, for

L ≤ x ≤ λ/2 and where inertia is insignificant, the domain is discretized into a set of

1D elements and the spatially 1D long-wavelength, or lubrication, equation is solved.

The lateral location L where the two solutions are matched can be varied to mini-

mize the error in the solution obtained with the hybrid algorithm compared to that

obtained with the more expensive 2D algorithm alone. We leave the implementation

of such a hybrid algorithm as a future goal of research on studies of the thinning and

rupture of thin films on substrates.

As pointed out by Witelski and Bernoff [53] and Zhang and Lister [18] for Newto-

nian fluids, two-dimensional film rupture is unstable to perturbations in film thickness

in the third direction. Since axisymmetric solutions are stable with respect to asym-

metric perturbations, unstable thin films are generally expected to rupture at a point.

4.11 Appendix: governing equations in the lubrication limit

When the divergence of the stress tensor is evaluated, the Cauchy momentum

equation can be rewritten as

ρ

(
∂ṽ

∂t̃
+ ṽ · ∇̃ṽ

)
= −∇̃p̃+ µ̃∇̃2ṽ + ∇̃µ̃ · ∇̃ṽ + ∇̃ṽ · ∇̃µ̃ (4.64)

In what follows, it proves convenient to decompose the fluid velocity and the gradient

operator into two parts, one of which is parallel to the solid substrate and the other

perpendicular to it, viz.

ṽ = ṽII + w̃ , ∇̃ = ∇̃II + ez
∂

∂z̃
(4.65)
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With these definitions, the continuity equation and the components of the Cauchy

momentum equation in the direction parallel and perpendicular to the substrate can

be written as

∇̃II · ṽII +
∂w̃

∂z̃
= 0 (4.66)

ρ

(
∂ṽII

∂t̃
+ ṽII · ∇̃IIṽII + w̃

∂ṽII

∂z̃

)
= −∇̃IIp̃+ µ̃

(
∇̃2

IIṽII +
∂2ṽII

∂z̃2

)
+ ∇̃IIµ̃ · ∇̃IIṽII +

∂µ̃

∂z̃

∂ṽII

∂z̃

+ ∇̃IIṽII · ∇̃IIµ̃+
∂µ̃

∂z̃
∇̃IIw̃ (4.67)

(4.68)

ρ

(
∂w̃

∂t̃
+ ṽII · ∇̃IIw̃ + w̃

∂w̃

∂z̃

)
= −∂p̃

∂z̃
+ µ̃

(
∇̃2

IIw̃ +
∂2w̃

∂z̃2

)
+ ∇̃IIµ̃ · ∇̃IIw̃ + 2

∂µ̃

∂z̃

∂w̃

∂z̃
+
∂ṽII

∂z̃
· ∇̃IIµ̃ (4.69)

In thin-film flow, the characteristic length scale in the vertical direction, h0, is much

smaller than that in the horizontal or lateral direction, lc, so that the aspect ratio or

slenderness of the film ε ≡ h0/lc � 1. It then follows from the continuity equation

(4.66) that if the characteristic velocity scales in the horizontal and vertical directions

are given by vc and wc, then wc ∼ εvc. If the characteristic time, pressure, and

viscosity scales are taken to be tc = lc/uc, pc = µ0uclc/h
2
0, and µ0, the continuity

equation and the lateral and axial components of the Cauchy momentum equation in

dimensionless form become

∇II · vII +
∂w

∂z
= 0 (4.70)

Re ε

(
∂vII

∂t
+ vII · ∇IIvII + w

∂vII
∂z

)
= −∇IIp+ µ

(
ε2∇2

IIvII +
∂2vII

∂z2

)
+
∂µ

∂z

∂vII

∂z

+ ε2
(
∇IIµ · ∇IIvII +∇IIvII · ∇IIµ+

∂µ

∂z
∇IIw

)
(4.71)
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Re ε

(
∂w

∂t
+ vII · ∇IIw + w

∂w

∂z

)
= − 1

ε2
∂p

∂z
+ µ

(
ε2∇2

IIw +
∂2w

∂z2

)
+∇IIµ ·

(
ε2∇IIw +

∂vII

∂z

)
+ 2

∂µ

∂z

∂w

∂z
(4.72)

where Re = ρuch0/µ0 is the Reynolds number and variables that appear without

tildes over them are the dimensionless counterparts of those with tildes. Equations

similar to equations (4.70), (4.71), and (4.72), albeit for Newtonian fluids and typically

with lateral variation in a single direction, can be found in standard books in fluid

mechanics and transport phenomena (cf. [22]). In the lubrication approximation,

both the aspect ratio and the Reynolds number times aspect ratio must be small, viz.

ε� 1 and Re ε� 1.
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5. IMPACT OF BUBBLES IMMERSED IN POWER-LAW FLUIDS WITH A

SOLID WALL

5.1 Introduction

The phenomenon of bubbles interacting with other bubbles or surfaces is observed

in a plethora of natural processes and industrial applications. For example, bubbles

bursting at the surface of seas produce marine aerosols which affect local air qual-

ity [1] and rain formation [2]. Collisions of bubbles with liquid/gas and liquid/solid

interfaces is the first stage for formation of foams [3]. In industry, bubble collisions

with solid walls play a crucial role in the flow of foams and bubbly liquids in pipes and

in other situations where solid surfaces are present [4]. Additionally, the understand-

ing of bubble collisions with solid particles is essential for applications like tar-sands

processing [5], where the recovery of bitumen is aided by aeration, mineral extraction

and plastic separation through froth flotation [6, 7] and convective heat transfer [8].

If a bubble approaches a solid surface with sufficiently high kinetic energy, such

that the Reynold’s number Re = 2ρV R/µ0 � 1, it rebounds multiple times before

finally attaching to the solid surface [3, 9, 10]. Here, ρ and µ0 are the density and

viscosity of the liquid that the bubble is immersed in, while V and R are the velocity

and radius of the bubble. Tsao and Koch [9] conducted extensive experiments on the

interactions of high Re bubbles with a horizontal rigid wall, as well as oblique walls.

They observed that bubbles approaching a horizontal wall always bounced when the

Weber number We = 2ρV 2R/σ > 0.3, and determined the energy lost by the bubble

as it bounced back from the wall. Subsequent experimental studies [3, 11, 12] have

shown that larger bubbles or equivalently, bubbles approaching with a larger Re, or

bubbles approaching from a greater distance, travel back a greater distance from the
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wall upon rebound. Canot et al. [4] were the first to study this problem compu-

tationally, with a viscous approximation of the boundary element method (BEM).

More recently, Albadawi et al. [13] used the volume of fluid (VOF) method to numer-

ically simulate bubble impact with a solid wall and observed good agreement with

the experiments of Zenit and Legendre [11] and Kosior et al. [12]. Finally, Chan and

coworkers have used a simple force balance model for the bubble to understand the

dynamics of bubble impact and rebound from solid walls in a series of papers [14–16].

Small bubbles, or bubbles that approach the solid wall with a low enough velocity

such that Re < 1, do not rebound from the surface upon first approach as observed

experimentally by Parkinson and Ralston [10]. As the bubble approaches the wall,

a thin film between the bubble and solid surface is formed, which drains and finally

ruptures if long range van der Waals forces are attractive in nature [17–19]. For

bubbles approaching a solid surface in water, film rupture occurs if the surface is

hydrophobic [20]. Lubrication theory has been used to study the drainage of the film

during the final stages of bubble attachment to the solid wall [16, 18, 21] as the local

Reynold’s number in the film for bubbles immersed in Newtonian fluids is observed

to be orders of magnitude smaller than the Reynold’s number of the bubble. As

the final stages of bubble attachment resemble supported thin film rupture due to

van der Waals forces, it is expected that dynamics in the vicinity of the singularity,

i.e. when the bubble attaches to the solid wall, will be self-similar. However, stud-

ies that examine the self-similar dynamics of the final stages of bubble attachment

with solid walls in a similar manner to existing literature on self-similarity of thread

pinchoff [22, 23], drop and bubble coalescence [24–26], free film rupture [27–30] and

supported film rupture [31,32] are lacking.

Furthermore, while the previous works on bubble impact with solid walls men-

tioned above dealt with Newtonian fluids, where the viscosity is constant, many fluids

of practical importance in daily life and industrial applications exhibit non-Newtonian

rheology. An important type of a non-Newtonian fluid is the so-called power-law fluid.
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It derives its name from the power-law dependence [33] of the viscosity µ̃ on the de-

formation rate ˜̇γ and is given by

µ̃
(
˜̇γ
)

= µ0

∣∣2m̃˜̇γ
∣∣n−1 (5.1)

Here, µ0 is the zero-deformation-rate viscosity of the fluid, m̃−1 is the characteristic

deformation rate, n, where 0 < n ≤ 1, is the power-law exponent or index (n =

1 corresponds to a Newtonian fluid), and ˜̇γ is the second invariant of the rate-of-

deformation tensor D̃

˜̇γ =

[
1

2

(
D̃ : D̃

)] 1
2

(5.2)

D̃ =
1

2

[(
∇̃ṽ
)

+
(
∇̃ṽ
)T]

(5.3)

where ∇̃ is the gradient operator and ṽ is the fluid velocity. It has been shown

experimentally that many fluids in industrial applications and in every day use exhibit

power-law rheology [34–37].

Previous works on flows of power-law fluids have focused on the self-similarity near

singularities arising in thread pinchoff [22, 36–40] and film rupture [28, 30, 32]. It is

instructive to note the recent work of Garg et al. [32], who showed that the dynamics

of thinning of supported films of power-law fluids were self-similar in the vicinity of

the rupture singularity. For power-law fluids with sufficiently large zero-deformation-

rate viscosity µ0 and power-law exponent n, van der Waals, capillary and viscous

forces were in balance as the film thins, while inertia is negligible and the lubrication

approximation is valid. The variation of the film thickness h̃, lateral length scale

z̃′ ≡ z̃ − z̃R and lateral velocity ṽ′ with time remaining to rupture τ̃ ≡ t̃R − t̃, where

(z̃R, t̃R) denote the lateral location and time instant of the singularity, i.e. when the

film thickness h̃ = 0, is given by

h̃ ∼ τ̃n/(n+4), z̃′ ∼ τ̃ 2n/(n+4), ṽ′ ∼ τ̃ (n−4)/(n+4) (5.4)

for both line or sheet rupture, and axisymmetric or point rupture. However, for

films of power-law fluids with low values of µ0 and n, the dynamics were shown to
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transition to an inertial regime, where the lubrication approximation broke down.

The dominant balance of forces is now between inertial, capillary and van der Waals

forces, and the film thickness, lateral length scale and lateral velocity scale with τ̃ as

h̃ ∼ τ̃ 2/7, z̃′ ∼ τ̃ 4/7, ṽ′ ∼ τ̃−3/7 (5.5)

The critical values of fluid parameters for which this transition occurs were also deter-

mined analytically by Garg et al. [32] and good agreement with numerical simulations

was observed for line rupture of supported thin films.

Motivated by these studies, in this chapter we study self-similarity of the final

stages of bubble attachment to a solid wall when its velocity of approach is small

enough such that rebound does not occur, for both Newtonian and power-law fluids.

The chapter is organized as follows. Section 5.2 describes in detail the problem under

investigation and equations and boundary conditions that govern bubble approach,

impact and subsequent attachment to the wall. The numerical methods used to solve

these equations along with additional meshing techniques employed to resolve the

largely disparate lengthscales of the problem are also described in this section. Sec-

tion 5.3 presents results for bubbles that approach a solid wall with a large approach

velocity, and examines the conditions required for the bubble to rebound. Section 5.4

examines bubble impact when the approach velocity is low enough such that rebound

effects are absent, and the bubble attaches to the wall on first approach. The self-

similarity during the final stages of bubble attachment − when the film in between

the bubble and wall is draining − is examined for bubbles immersed in both Newto-

nian and power-law liquids. Finally, section 5.5 consists of concluding remarks and

identifies areas that will benefit from further study using the methods and results

described in this chapter.
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Figure 5.1. Sketch for impact of a gas bubble immersed in a power-
law liquid with a solid wall. The initially spherical bubble of radius R
is separated from the wall by a center to wall distance R̃d. Buoyancy
forces drive the bubble towards the horizontal wall.

5.2 Mathematical formulation

5.2.1 Problem Setup

The system consists of a single, initially spherical bubble of radius R of an incom-

pressible gas of density ρ1 and constant viscosity η1, immersed in an incompressible

power-law liquid of density ρ2, non-constant viscosity η̃, rising due to buoyancy forces

towards a horizontal, solid wall separated by a distance of R̃d from the center of mass

of the bubble, as shown in figure 5.1. The system is isothermal and the interface

tension σ of the gas-liquid interface ∂Ω, and the Hamaker constant AH for the gas-

liquid-solid system, are spatially uniform and constant. In the following mathematical
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formulation, a cylindrical coordinate system (r̃, θ̃, z̃) is chosen with the z̃-axis run-

ning through the center of the bubble and the origin is located at the point where

the z̃-axis meets the horizontal wall. Owing to the axially symmetric nature of the

system, the problem can be reduced to half of the schematic shown in figure 5.1.

In this chapter, the problem variables are non-dimensionalized by choosing the

radius of the bubble as the characteristic length scale lc = R, the inertio-capillary

time as characteristic time tc =
√
ρ2R3/σ, the ratio of these two scales at the char-

acteristic velocity vc = lc/tc, capillary pressure as the characteristic pressure/stress

pc = σ/R, and the zero-deformation-rate viscosity η2 of the liquid as the characteris-

tic viscosity ηc = η2. The dynamics are then governed by the following dimensionless

groups: the Ohnesorge number Oh = η2/
√
ρ2σR, which is the ratio of the viscous

force to the square root of the product of the inertial and capillary forces, viscosity

ratio β = η1/η2, which is the ratio of the viscosity of the gas to zero-deformation-rate

viscosity of the liquid, density ratio d1 = ρ1/ρ2, which is the ratio of the densities

of the two fluids, the gravitational Bond number G = ((ρ2 − ρ1)gR
2)/σ, which is

the ratio of buoyancy force to capillary force, where g is acceleration due to gravity,

the dimensionless characteristic deformation rate m = m̃/tc of the outer liquid, and

finally, the van der Waals number A = AH/(6πσR
2), which is the ratio of long range

van der Waals forces to capillary forces. In what follows, variables without a tilde

(∼) denote the dimensionless counterparts of variables with tildes over them.

The dynamics in the region Ω1(t), or the bubble, are governed by the continuity

and Navier Stokes equations for dimensionless pressure p1 ≡ p̃1/pc and dimensionless

velocity v1 ≡ ṽ1/vc, which in dimensionless form are given by

∇ · v1 = 0 (5.6)

d1

(
∂v1

∂t
+ v1 · ∇v1 +G

)
= ∇ ·T1 (5.7)
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where T1 ≡ −p1I + β1Oh
[
∇v1 + (∇v1)

T
]

is the dimensionless stress tensor. The

dynamics in the region Ω2(t), or the power-law liquid, are governed by the continuity

and Cauchy momentum equations, which in dimensionless form are given by

∇ · v2 = 0 (5.8)(
∂v2

∂t
+ v2 · ∇v2

)
= ∇ ·Ti (5.9)

where T2 ≡ −p2I + µ2Oh
[
(∇v2) + (∇v2)

T
]

is the dimensionless stress tensor, and

µ2 is the dimensionless viscosity given by µ2 = |2mγ̇|n−1.

The kinematic and traction boundary conditions are applied at the liquid-gas

interface dΩ which is unknown a priori, to enforce mass conservation and account for

the discontinuity in stress due to interface tension and van der Waals forces

n · (vi − vs) = 0 (5.10)

n · (T2 −T1) = 2Hn− A

h3
n (5.11)

where vs is the velocity of points on the interface dΩ, n is the unit normal vector to

and 2H is twice the mean curvature of dΩ. Due to axisymmetry at r = 0, symmetry

conditions are applied at this boundary. At the solid wall, the liquid must obey the

no-slip and no penetration boundary condition, such that

v2 = 0 (5.12)

Finally, the liquid must become quiescent at distances infinitely far away from the

bubble. The system is initially quiescent, such that vi = 0 at time t = 0.

5.2.2 Numerical Method

The two-dimensional interfacial flow described by the system of transient partial

differential equations (5.8) - (5.9) subject to the aforementioned boundary and ini-

tial conditions is solved using a fully implicit, method of lines, arbitrary Lagrangian-

Eulerian algorithm. The Galerkin/finite element method (G/FEM) is used for spatial



146

discretization [41] with a finite difference implicit adaptive Adams Bashforth scheme

for time integration [42]. The partial differential equations are converted to ordinary

differential equations by using the Galerkin/finite element method (G/FEM) for spa-

tial discretization, while time integration reduces the system of ordinary different al

equations to a system of nonlinear algebraic equations. In order to capture the large

deformations that the gas-liquid interface undergoes as well accurately resolve the

highly disparate lengthscales of the problem, the elliptic mesh generation method de-

veloped by Christodolou and Scriven [43] is used to determine the vertical and lateral

coordinates of each grid point in the moving, adaptive mesh simultaneously with the

velocity and pressure unknowns. A mixed interpolation scheme is used for the vari-

ables, as biquadratic basis functions are used to represent the mesh coordinates and

velocity unknowns, while bilinear basis functions are used to represent the pressure

unknowns. The resulting nonlinear algebraic equations are solved using Newton’s

method with an analytically computed Jacobian. Variants of this algorithm have

been employed by our research group to successfully study hydrodynamic singulari-

ties that arise in thread pinchoff of both Newtonian and non-Newtonian fluids [22,44],

drop and bubble coalescence [25,26], and supported thin film rupture [32]. The reader

is referred to these works for a complete description of the solution method and nu-

merical implementation.

For our simulations, the domain extent in the lateral r and axial z direction was

fixed at a large but finite value of R∞ for all simulations. On these surfaces at r = R∞

and z = R∞, a stress free boundary condition was imposed, such that n2 · T2 = 0

where n2 is the outward pointing unit normal to the boundaries. Thus, n2 = er at

r = R∞, and n2 = ez at z = R∞. It was observed that changing the value of the lat-

eral and axial extents beyond R∞ = 7 resulted in insignificant change in the computed

solutions, and thus, this value is used for all results presented in this chapter.
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Figure 5.2. An example mesh showing the bubble as it approaches
the solid wall at z = 0. The algebraic surface shown by the red
curve here divides the mesh into two domains, such that elements are
concentrated towards the tip of the bubble. This surface moves in
time according to a specification defined by the value of the minimum
separation of the interface from the wall zmin(t). Simulations typically
use a mesh two to five times denser than the one shown here.

5.2.3 Meshing techniques

In this problem two disparate lengthscales exist, the radius of the bubble which

is O(1), and the thickness of the film that forms between the bubble and solid wall

during its approach, which ranges from O(10−3) to O(10−6) as the film thins and
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ruptures. This large disparity in lengthscales requires concentrating elements in the

film region as it thins, in order to accurately resolve scaling behavior as well as the

macroscale dynamics of bubble approach. While the elliptic mesh equations developed

by Christodoulou and Scriven [43] allow for use of functions to selectively concentrate

elements, additional methods of mesh concentration are required for this problem.

In the limit of small approach velocity, or in other words, for bubbles with low We

number values, it is known that bubble deformation upon approach to the wall is

negligible [10]. Thus, we define an artificial algebraic surface that surrounds the

region of the film between the solid wall and bottom of the bubble and moves inwards

with the bubble, such that elements can never cross this boundary. As the bubble

approaches the wall, the imposition of this surface causes elements to concentrate in

the region of the film where the separation of the bubble from the wall is minimum.

This boundary is imposed as an ellipse where its parameters are specified solely by

the minimum separation between the bubble and wall, denoted by zmin. The ellipse

is always centered at the origin such that (h, k) = (0, 0), where the equation of the

ellipse is given by
(x− h)2

a2
+

(y − k)2

b2
= 1 (5.13)

and a and b depend on zmin in the following manner

a =



zmin, for zmin > 0.1

0.1, for 0.1 > zmin > 0.01

10zmin, for 0.01 > zmin > 0.0005

0.005, for zmin < 0.0005

b =



zmin + 0.2, for zmin > 0.1

3zmin, for 0.1 > zmin > 0.1/3

0.1, for 0.1/3 > zmin > 0.01

10zmin, for 0.01 > zmin > 0.0005

0.005, for zmin < 0.0005
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Figure 5.3. (a) Variation with time t of the minimum axial separation
zmin of the bubble-liquid interface from the solid wall and (b) velocity
of the center of mass of the bubble vcm for an air bubble immersed
in water approaching a solid wall such that Oh = 3.7628 × 10−3,
A = 10−10, d1 = 10−3, β1 = 10−3, m = Ohε5/A2 and n = 1 for
G = 0.1362, 0.6812, 1.3625, and 13.625. The bubble is seen to rebound
from the wall if the value of G is artificially increased from its physical
value. The inset in (b) shows the variation of vcm and zmin for the
physical case, when G = 0.1362.

An example mesh is shown in figure 5.2. The position of this boundary is updated

after the value of zmin is obtained for the current time step, so that the location of the

nodes on the algebraic surface are never implicitly dependent on the node at z = zmin.

5.3 Bubble impact for large Re

In this section, the bubble is initially separated by Rd = 3 from the solid wall that

it approaches due to buoyancy forces. Figure 5.3(a) shows the variation with time of

the minimum axial separation between the bubble interface and the wall for an air

bubble immersed in water approaching a hydrophobic solid wall for four cases such

that parameter values are Oh = 3.7628 × 10−3, A = 10−10, d1 = 10−3, β1 = 10−3,

m = Ohε5/A2 and n = 1, while the value of the Bond number is artificially varied

such that G = 0.1362, 0.6812, 1.3625, and 13.625. This is equivalent to artificially
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Figure 5.4. Interface shapes for four cases of an air bubble rising in
water towards a hydrophobic solid wall such that parameter values are
Oh = 3.7628× 10−3, A = 10−10, d1 = 10−3, β1 = 10−3, m = Ohε5/A2

and n = 1 and G = 0.1362, 0.6812, 1.3625, and 13.625. The interface
shapes shown are for the time instant when zmin = 1× 10−3 for each
case. The interface deforms for larger values of G as pressure builds up
in the film and pushes the bubble away, causing the observed rebound
effects.

increasing acceleration due to gravity by a factor of 5, 10, and 100 respectively for the

latter three cases. It is clear that for a mm sized bubble separated by three radii from

a solid wall (G = 0.1362), the bubble attaches to the wall at first approach without

any rebound. The corresponding variation of the velocity of the center of mass of

the bubble vcm is shown in figure 5.3(b). For G = 0.1362, the largest value of the

Reynold’s number attained is Re = vcm/Oh = 1.856, or Re ∼ O(1). The Reynold’s

number is small, and no rebound of the bubble is seen. However, for larger values of G,

the bubble accelerates to attain larger values of vcm before approaching the wall, and

rebound from the wall is seen in each of the three cases. For G = 13.625, the bubble
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rebounds twice before finally attaching to the wall, as the maximum value of the

Reynold’s number attained is Re = 57.133� 1 in this case. The dimensional terminal

velocity ṽt for a bubble rising in a liquid is given by the Hadamard−Rybczynski

equation [45,46]

ṽt =
ρ2gR

2

3η2
(5.14)

It is straightforward to show that the dimensionless terminal velocity is thus vt =

G/3Oh = 12.069 for a 1 mm air bubble rising in water. Thus it is clear that even

an artificial value of G that is 100 times the physical value for a 1 mm air bubble in

water is insufficiently small for the bubble to achieve terminal velocity if the initial

separation is only Rd = 3, and a larger initial separation and/or larger value of G is

required to observe the multiple rebounds seen by Tsao and Koch [9].

The bubble-liquid interface shapes at the time instant when zmin = 1 × 10−3 in

the vicinity of the solid wall are shown for the aforementioned cases in figure 5.4. The

interface does not deform for the physical case of G = 0.1362 or when G = 0.6812.

Corresponding values of the largest Weber number We = v2cm attained for these

cases are 4.795× 10−5 and 7.236× 10−4 respectively. These are negligible compared

to the values observed by Tsao and Koch [9] who observed multiple rebound for

We ∼ O(1). In contrast, when G = 1.3625, a slight flattening of the interface is

apparent from figure 5.4 and for the highest value of G = 13.625, the interface is

significantly flattened at zmin = 1 × 10−3. The corresponding Weber numbers for

these two cases are 2.116 × 10−3 and 4.618 × 10−2. The flattening of the interface

occurs when the pressure in the film region is of the same order of magnitude as the

pressure inside the bubble. As a result, a large normal force opposes the motion of

the bubble towards the solid wall and leads to rebound in these cases. This explains

the absence of any deformation for the natural value of G, as the capillary forces are

stronger than these normal forces due to pressure and maintain its spherical shape.

Naturally, the extent of deformation is expected to be much larger if the bubble is

initially separated from the wall by a distance large enough for it to attain terminal

velocity.



152

In this section, we have established that for physical parameter values of a 1 mm

sized air bubble immersed in water approaching a solid wall, a separation of Rd < 3

will result in monotonic decrease of the separation between the bubble and the wall

without any shape deformation, until it finally attaches to the solid substrate. For

the remainder of this chapter, we will explore the impact of bubbles when rebound

effects and shape deformations are absent, or when Re ∼ O(1) and We � 1. Our

goal is to examine the self-similarity of bubble approach once van der Waals forces

become significant.

5.4 Bubble impact for low Re

5.4.1 Macroscopic behavior of bubbles

In this section, the bubble is always initially separated by one diameter (Rd = 2)

from the solid wall. For bubbles of size 1 mm or below, it is expected that the bubble

will not rebound from the wall for even low viscosity liquids such as water, as the

maximum approach velocity attained by the bubble will be very low. Figure 5.5(a)

shows the variation with time t of the velocity of the center of mass vcm of the bubble,

and minimum axial separation between the bubble and the wall zmin, for an air bubble

immersed in water approaching a hydrophobic solid wall, such that parameter values

are Oh = 3.7628× 10−3, G = 0.136, A = 10−10, d1 = 10−3, β1 = 10−3, m = Ohε5/A2

and n = 1. The value of zmin is seen to monotonically decrease to O(10−4), before

van der Waals forces become significant and the liquid film between the bubble and

wall rapidly ruptures. The value of |vcm| increases as the bubble, initially at rest,

accelerates due to buoyancy and approaches a near constant value before decreasing

as zmin ∼ O(10−1). Below this value of zmin, the bubble slows down due to pressure

build up in the liquid between the bubble and the wall. The instantaneous value of

the Reynold’s number for the bubble at the maximum value of |vcm| is Re = 1.49,

while the local Weber number We = |vcm|2 = 3.1 × 10−5, which is extremely small.

Figure 5.5(b) shows shapes of the gas-liquid interface at different instants of time as
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Figure 5.5. (a) Variation with time t of the velocity of the center of
mass of the bubble vcm and the minimum axial separation zmin of the
bubble-liquid interface from the solid wall and (b) interface profiles at
various time instants for an air bubble immersed in water approaching
a solid wall such that Oh = 3.7628 × 10−3, G = 0.136, A = 10−10,
d1 = 10−3, β1 = 10−3, m = Ohε5/A2 and n = 1. Dimpling of the
bubble interface is absent for such a low approach velocity and the
point of attachment is always at r = 0.

the bubble approaches the wall and it is clear that dimpling of the surface is absent,

and zmin is always located at r = 0, which is where the bubble eventually attaches to

the wall.

Similar macroscopic behavior is observed if keeping all other parameters constant,

the value of the power-law exponent for the outer liquid is reduced. Figure 5.6(a)

shows the variation with time of zmin, while 5.6(b) shows the variation of vcm with

time for three cases, where n = 1.0, n = 0.9 and n = 0.7 respectively. These figures

make plain that a lower value of power-law exponent for the outer fluid results in a

higher approach velocity for the bubble, which results in a smaller total attachment

time. This is expected as the viscous drag on the bubble falls rapidly for outer liquid

with lower values of power-law exponents. However, lowering the power-law exponent

does not lead to rebound, as the maximum values of the instantaneous Reynold’s

number are Re = 1.74 for n = 0.9, and Re = 1.86 for n = 0.7 respectively. Similarly,
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Figure 5.6. (a) Variation with time t of the minimum axial separation
zmin of the bubble-liquid interface from the solid wall and (b) the
velocity of the center of mass of the bubble vcm for an air bubble
immersed in a power-law liquid approaching a solid wall such that
Oh = 3.7628 × 10−3, G = 0.136, A = 10−10, d1 = 10−3, β1 = 10−3,
m = Ohε5/A2 for three values of power-law exponents n = 1, 0.9 and
0.7.

deformation of the gas-liquid interface is negligible, as the maximum values of the

instantaneous Weber numbers are We = 4.27× 10−5 for n = 0.9 and 5.23× 10−5 for

n = 0.7 respectively. The macroscopic behavior of mm sized bubbles separated by

one diameter from a solid wall shown here makes plain that this system is ideal for

studying the scaling and self-similarity of axisymmetric rupture of supported liquid

films due to van der Waals forces. This is explored in the remainder of this section.

5.4.2 Scaling and self-similarity during bubble impact

For bubbles that approach solid walls with low Re, the final stages of bubble at-

tachment to the wall, where rapid thinning and rupture of the liquid film in between

the bubble and wall occurs, resemble van der Waals driven axisymmetric or point

rupture of supported thin films. As seen above, this driving force becomes significant

only when zmin ∼ O(10−4), because intermolecular forces become significant for small



155

separations of ∼ 100 nm. Consequently, the characteristic scales for dynamics oc-

curring in the liquid film are different from those originally specified for macroscopic

approach of the bubble to the wall in section 5.2. An alternative approach to non-

dimensionalization is to consider the initial film thickness h0 at which van der Waals

forces between the bubble and solid wall become significant as the vertical lengthscale

in addition to the bubble radius R, which is now defined as the lateral lengthscale.

Furthermore, if the characteristic stress is defined instead as pc = η2vcR/h
2
0, as viscous

forces are expected to be significant in the film for low Re flow, the dimensionless

equations governing the flow of the outer liquid are modified to

∇II · vII +
∂w

∂z
= 0 (5.15)

Rer

(
∂vII

∂t
+ vII · ∇IIvII + w

∂vII
∂z

)
= −∇IIp+ µ

(
ε2∇2

IIvII +
∂2vII

∂z2

)
+
∂µ

∂z

∂vII

∂z

+ ε2
(
∇IIµ · ∇IIvII +∇IIvII · ∇IIµ+

∂µ

∂z
∇IIw

)
(5.16)

Rer

(
∂w

∂t
+ vII · ∇IIw + w

∂w

∂z

)
= − 1

ε2
∂p

∂z
+ µ

(
ε2∇2

IIw +
∂2w

∂z2

)
+∇IIµ ·

(
ε2∇IIw +

∂vII

∂z

)
+ 2

∂µ

∂z

∂w

∂z
(5.17)

where the liquid velocity and gradient are decomposed into two parts, one which is

parallel to the solid wall vII ≡ ṽII/vc, while the other is perpendicular to the wall

w ≡ w̃/wc, such that

v2 = vII + wez , ∇ = ∇II + ez
∂

∂z
(5.18)

and Rer ≡ ερ2vch0/η2 ≡ ε2/Oh is the reduced Reynold’s number, ε = h0/R is the

film aspect ratio, while it follows from the continuity equation that wc ∼ εvc.

The profiles of the axial separation of the bubble and wall, denoted by zI(r, t),

which is the axial coordinate z of the gas-liquid interface, and radial velocity v(r, t)

at the interface, are expected to be self-similar as the singularity rS, tS is approached,

where the bubble attaches to the wall at r = rS at t = tS, or the minimum separation
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becomes zero. The separation and radial velocity in the vicinity of this singularity

can be described by the similarity ansatz

zI ≡ ταH(η), v ≡ τ γV (η), η ≡ r′/τβ (5.19)

where τ ≡ tS − t is the time until attachment, η is the similarity variable, r′ ≡ r− rS
is the radial extent of the attachment zone, α, β and γ are scaling exponents for zI ,

v and r′ respectively, and H(η) and V (η) are the scaling functions for the separation

and radial velocity in similarity space. It is evident from results presented above

that the initial value of the reduced Reynold’s number Rer is negligibly small for

the cases considered in this section. Indeed, for air bubbles in water, the value of

Rer = 2.66 × 10−6, signifying that the inertial terms in equations (5.16) and (5.17)

can presumably be neglected, and the final stages of bubble impact could be described

by a one-dimensional evolution equation, as was done in many previous works [16,18].

Substituting equation (5.19) into equations (5.16) and (5.17) and carrying out a

kinematic and dynamic balance, in the absence of inertial forces, yields the scaling

exponents of equation (5.4) shown by Garg et al. [32] for supported film rupture. The

dynamic force balance for this regime is between capillary (C), van der Waals (vdW )

and viscous (V ) forces, and the forces increase with τ as

C ∼ vdW ∼ V ∼ τ−5n/(n+4) (5.20)

If lubrication theory is valid all the way until attachment, the dynamics will be

described accurately by this scaling regime. To validate the scaling exponents and

proposed balance of forces, bubble impact with a solid wall for bubbles approach-

ing with low Re is simulated using the 3-D axisymmetric algorithm based on the

finite-element method specified in section 5.2, by solving equations (5.8) and (5.9).

The bubble is said to attach to the wall when the minimum separation has reached

the molecular lengthscale and the continuum approximation breaks down, or when

zmin = d/R. Figure 5.7 shows the variation with time to rupture τ of several quan-

tities of interest in the region of minimum separation between the bubble and the
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Figure 5.7. Variation with time remaining to rupture τ of (a) min-
imum axial separation zmin between the bubble-liquid interface and
solid wall, (b) radial lengthscale r′, computed as the radial coordi-
nate r of the bubble-liquid interface at which the axial separation
is given by zI = 1.05zmin (c) radial velocity v′ and (d) instanta-
neous Reynold’s number Re∗r computed at this same radial location
for an air bubble immersed in water approaching a solid wall such that
Oh = 3.7628 × 10−3, G = 0.136, A = 10−10, d1 = 10−3, β1 = 10−3,
m = Ohε5/(A2) and n = 1. The symbols represent data points ob-
tained from numerical simulations while the solid lines represent best
fits to the data.
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determined from numerical simulations for an air bubble immersed
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each rescaled profile is plotted such that the corresponding value of
zmin is approximately 2/3rd that of the previous rescaled profile. The
profiles collapse onto a single similarity profile as zmin → 0 in the
vicinity of the point of attachment r = 0.

wall, for an air bubble immersed in water approaching a solid wall, such that param-

eter values are Oh = 3.7628 × 10−3, G = 0.136, A = 10−10, d1 = 10−3, β1 = 10−3,

m = Ohε5/(A2) and n = 1. Figure 5.7(a) shows that the minimum separation zmin

decreases with τ as zmin ∼ τ 1/5 once zmin falls below 10−4 all the way until the bubble

attaches to the wall at zmin = d/R = 1.73 × 10−5. The simulation is allowed to run

until hmin = 5× 10−6, or beyond the continuum limit when zmin = d/R, in order to

observe if inertia ever becomes significant. Figure 5.7(b) shows the variation with τ

of the radial lengthscale r′, which is computed by tracking the radial location where
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Figure 5.9. Variation with time remaining to rupture τ of (a) min-
imum axial separation zmin between the bubble-liquid interface and
solid wall, (b) radial lengthscale r′ (c) radial velocity v′ and (d) in-
stantaneous Reynold’s number Re∗r computed at the radial location
of the bubble-liquid interface where zI = 1.05zmin for an air bubble
immersed in a power-law liquid approaching a solid wall such that
Oh = 3.7628 × 10−3, G = 0.136, A = 10−10, d1 = 10−3, β1 = 10−3,
m = Ohε5/(A2) and n = 0.9. The symbols represent data points ob-
tained from numerical simulations while the solid lines represent best
fits to the data.
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the axial separation is some order one multiple of zmin, e.g., zI = 1.05zmin. The figure

makes plain that r′ ∼ τ 2/5 all the way until attachment. Changing the location at

which r′ was computed, for example using a value of the multiple other than 1.05 led

to no change in the value of the scaling exponent obtained for r′, for this result and

all results presented hereafter in this chapter. Figure 5.7(c) shows that the radial

velocity scale v′ varies with τ as v′ ∼ τ−3/5. Again, v′ is computed by tracking the

radial velocity of the interface at the radial location where zI = 1.05zmin, and again,

changing the value of this pre-factor leads to no change in the observed scaling ex-

ponent for v′. Thus, the observed scaling exponents are in excellent agreement with

the expected exponents for the capillary-viscous regime from equation (5.4).

Figure 5.7(d) shows the instantaneous value of the Reynold’s number Re∗r =

v′zmin
2/(Ohµ′r′), where µ′ is the dimensionless fluid viscosity (which remains 1 for

water as it is a Newtonian fluid), computed at the radial location where zI = 1.05zmin.

It is important to note that this value is obtained from numerical simulations where

a single lengthscale lc = R is used, and not two lengthscales as specified above. Re∗r

is observed to vary with τ as Re∗r ∼ τ−3/5 ∼ τ (5n−8)/(n+4), rising three orders of

magnitude from a negligibly small value of 10−6 when van der Waals forces become

significant, to 10−3 at the incipience of attachment. Thus, even though Re∗r is in-

creasing as the bubble approaches the wall, inertial forces are always negligible for air

bubbles in water, and lubrication theory can be used to study the dynamics of the

film for bubbles approaching with low Re.

Finally, similarity solutions for the interface profiles can be obtained by collaps-

ing the transient profiles obtained from the numerical solutions. Figure 5.8 shows

interface profiles at several time instants, rescaled by zmin, plotted against the radial

length scale, rescaled by zmin
2, collapsing onto the single similarity solution in the

vicinity of the eventual point of attachment. Thus, the impact with solid walls for

bubbles approaching with low Re in Newtonian fluids is self-similar, with the domi-

nant force balance between capillary, van der Waals and viscous forces. This regime

is observed until zmin = d/R and inertial effects are always negligible.
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Figure 5.9 shows the variation with τ of these same quantities if the outer liquid is

instead taken to be a power-law fluid of exponent n = 0.9 while all other parameters

are kept constant. Again, simulation results are in excellent agreement with the ex-

pected scaling regime from equation (5.4) for zmin < 10−4 until zmin = d/R. However,

a transition is observed at zmin ∼ 6 × 10−6 < d/R (figure 5.9(a)), and the variation

with τ thereafter is described by zmin ∼ τ 2/7. A similar transition is seen for the

radial lengthscale as shown in figure 5.9(b). The presence of these transitions suggest

that inertial effects are playing a role, since the scaling exponents are independent of

liquid rheology, and identical to those observed by Garg et al. [32] for their inertial

regime described by equation (5.5). The value of the instantaneous Reynold’s number

(figure 5.9(d)) at this instant is Re∗r ∼ 0.2, which again suggests that inertial effects

could be important, albeit once the continuum limit has broken down in this case.

An inevitable question that arises is if inertial effects could be significant before the

continuum limit is reached? As the viscosity of the liquid would decrease faster if its

power-law exponent n were lower, one expects this to be the case for a sufficiently

small value of n. To ascertain if this possibility exists, we first determine analytically

when this transition is expected to occur.

5.4.3 Scaling and self-similarity in the presence of inertia

To determine if inertial effects become significant during bubble impact with a

solid wall before the bubble attaches to the wall, it is useful to examine the instanta-

neous value of the pre-factor Rer in the equations (5.16) and (5.17) that govern flow

of the liquid in the film between the bubble and the wall. The variation with time of

this pre-factor, denoted by Reir to distinguish it from Re∗r determined from numerical

simulations, is given by

Reir(t̃) = Re(t̃) ε(t̃) =
ρ2 ũ(t̃) z̃I(t̃)

µ̃(t̃)

z̃I(t̃)

r̃′(t̃)

=
1

Oh

h20
R2
τ (5n−8)/(n+4) (5.21)
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Since z̃min(t̃) ∼ h0τ
n/(n+4), the ratio of the minimum separation to the molecular

lengthscale z̃min/d at which Reir ∼ O(1) can be determined from equation (5.21)

z̃min

d
∼ h0

d

(
1

Oh

h20
R2

)n/(8−5n)
(5.22)

For a Newtonian fluid (n = 1), the value of z̃min/d is given by

z̃min

d
∼ h0

d

(
1

Oh

h20
R2

)1/3

(5.23)

For an air bubble in water with an original size of 1 mm, van der Waals forces were

seen to become significant at h0 = 2 × 10−7m in the previous sub-section, and thus,

the value is given by z̃min/d = 0.545, which means that inertia becomes significant

only after the separation is below the molecular lengthscale, and thus lubrication

theory is valid for the entire duration of bubble impact and subsequent attachment.

In contrast, for a hypothetical power-law fluid with n→ 0, the ratio is given by

z̃min

d
∼ h0

d
(5.24)

which signifies that inertial effects would be significant for the entire duration of bub-

ble impact, and lubrication theory cannot be used to study dynamics in the film. For

real power-law fluids, where values of n lie in between 0 and 1, the reduced Reynold’s

number can become of order one when z̃min is greater than d, and a transition to an

inertial scaling regime should be observed when the value of the minimum separation

falls below that given by equation (5.22). Indeed, for an air bubble of radius R = 0.1

mm approaching a solid wall in acrylic paint [37], a power-law fluid with ρ2 = 1150

kg m−3, η2m
n−1 = 35.6 Pa sn, σ = 0.05 N m−1, A = 10−19 J, and n = 0.44, if we

assume that van der Waals effects became significant at h0 = 10−7m, inertia becomes

significant at z̃min/d = 27.47, or when the minimum separation falls below 15.4 nm.

Thus, while inertia could be neglected and lubrication theory be used for studying the

impact of bubbles immersed in Newtonian liquids, it becomes significant for power-

law fluids before the continuum breaks down.
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Reynold’s number becomes O(1) (computed from equation (5.22))
and the dynamics undergo a transition from the capillary-viscous to
the inertial regime.



164

z
m

in

10
6

10
4

10
2

10
0

10
2

10
5

10
4

10
3

10
2

10
1

10
0(a)

z
min

~
0.149

z
min

~
2/7

r
’

10
6

10
4

10
2

10
0

10
210

5

10
4

10
3

10
2

10
1

(b)

r’~
0.298

r’~
4/7

v
’

10
6

10
4

10
2

10
0

10
2

10
6

10
5

10
4

10
3

10
2

10
1

10
0

10
1

(c)

v’~
0.702

v’~
3/7

R
e

r*

10
6

10
4

10
2

10
0

10
210

4

10
3

10
2

10
1

10
0

10
1

10
2

Re
r

*
~

0.957

Re
r

*
~

0.643
(d)

Figure 5.11. Change of scaling for an air bubble immersed in a power-
law liquid approaching a solid wall such that Oh = 3.7628 × 10−3,
G = 0.136, A = 10−10, d1 = 10−3, β1 = 10−3, m = Ohε5/(A2) and
n = 0.7. Variation with time remaining to rupture τ of (a) minimum
axial separation zmin between the bubble-liquid interface and solid
wall, (b) radial lengthscale r′ (c) radial velocity v′ and (d) instanta-
neous Reynold’s number Re∗r computed at the radial location of the
bubble-liquid interface where zI = 1.05zmin. The symbols represent
data points obtained from numerical simulations while the solid lines
represent best fits to the data.
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For a fixed value of A, a phase diagram can be constructed, which shows the critical

separation normalized by the molecular lengthscale, z̃min/d at which inertial effects

become significant, as a function of the power-law exponent n. Figure 5.10 shows

the phase diagram for A = 10−10, and Oh values spanning two orders of magnitude,

where the fluid with the least Oh represents bubble impact in water-like liquids while

the larger Oh values resemble fluids like acrylic paint [37]. It is clear that inertia

becomes important at a larger normalized separation for liquids with lower Oh for

fixed n values, and liquids with lower n values for fixed Oh.

As the film drains from between the bubble and the solid wall, the rate at which

its viscosity falls increases for power-law liquids with smaller values of n, and we

expect inertial forces to grow in importance as compared to viscous forces as the film

drains. The dominant force balance in such situations is between inertial (I), capillary

(C) and van der Waals forces (vdW ), while viscous forces (V ) become negligible on

account of falling viscosity. The scaling exponents for this inertial regime are then

given by equation (5.5) while the variation with τ of the forces themselves is given by

I ∼ C ∼ vdW τ−10/7, V ∼ τ−(5n+2)/7 (5.25)

It is clear that for n < 1, the forces in balance blow up as τ → 0 much faster than

the viscous forces. Thus, we expect to see a transition from the capillary viscous

scaling regime given by equations (5.4) and (5.20) to this inertial regime when the

instantaneous reduced Reynold’s number Reir given by equation (5.21) becomes O(1)

or larger.

Figure 5.11 shows the variation with τ of several quantities of interest for an air

bubble approaching a solid wall in an outer power-law liquid of power-law exponent

n = 0.7 where all other conditions are identical to the case of bubble approach

discussed in the previous sub-section. Figure 5.11(a) shows that a change of scaling

occurs as the bubble approaches the wall as the minimum separation, initially varying

as zmin ∼ τ 0.149 ∼ τn/(n+4)|n=0.7, later varies as zmin ∼ τ 2/7, signifying that dynamics

transition from the capillary-viscous regime to the inertial regime. This transition

is observed at zmin ≈ 5 × 10−5, which is in good agreement with the theoretical
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estimate of zmin = 3.37 × 10−5 from equation (5.22), such that the ratio of the

normalized minimum separation is z̃min ≈ 2.89. Figures 5.11(b) and 5.11(c) make

plain that corresponding changes in scaling are observed for the radial lengthscale r′

and radial velocity v′ respectively, with scaling exponents obtained from the numerical

simulations in excellent agreement with both the expected regimes from equations

(5.4) and (5.5). It is clear that inertia becomes significant as τ → 0 from figure

5.11(d), as the Reynold’s number Re∗r becomes O(1), signalling the transition from

the capillary-viscous to inertial regime. Re∗r is seen to initially vary as Re∗r ∼ τ−0.957 ∼

τ (5n−8)/(n+4)|n=0.7 which is in excellent agreement with theoretical scaling estimate

for the capillary-viscous regime predicted in equation (5.21). However, once Re∗r

becomes O(1), it varies with τ as Re∗r ∼ τ−0.643 ∼ τ (5n−8)/7|n=0.7, which is in excellent

agreement with the theoretical scaling estimate for Re∗r for the inertial regime, which

can be obtained by using the scaling exponents for axial separation, radial lengthscale

and radial velocity from equation (5.5).

In the previous paragraphs we have shown how the dynamics transition from

the capillary-viscous to the inertial regime as the power-law exponent of the outer

liquid is decreased. However, the occurrence of this transition is also dependent on

the Ohnesorge number of the outer liquid, as shown in equation (5.22). Figure 5.12

explores the effect of increasing the zero-deformation-rate viscosity of the outer liquid

by a factor of 10, while keeping all other parameters identical to those of the case

described in the previous paragraph. Figure 5.12(a) makes plain that the change in

scaling occurs closer to the continuum limit for this liquid, which is initially more

viscous. Indeed, the transition from zmin ∼ τ 0.149 ∼ τn/n+4|n=0.7 to zmin ∼ τ 2/7 is

observed at zmin ≈ 3 × 10−5 which is in excellent agreement with the theoretical

estimate of zmin = 2.35 × 10−5 from equation (5.22), but the normalized minimum

separation is only z̃min ≈ 1.36. Moreover, figure 5.12(d) shows that Re∗r only becomes

O(1) at the incipience of attachment. Thus, for more viscous outer liquids, the

breakdown of lubrication theory much before the continuum limit is reached will only

occur for power-law liquids with very small values of n.



167

z
m
in

10
6
10

5
10

4
10

3
10

2
10

1
10

0
10

1
10

2
10

3
10

5

10
4

10
3

10
2

10
1

(a)

z
min
~

0.149

z
min
~

2/7

r
’

10
6
10

5
10

4
10

3
10

2
10

1
10

0
10

1
10

2
10

3

10
4

10
3

10
2

10
1

(b)

r’~
0.298

r’~
4/7

v
’

10
6
10

5
10

4
10

3
10

2
10

1
10

0
10

1
10

2
10

3

10
8

10
7

10
6

10
5

10
4

10
3

10
2

10
1

10
0

10
1(c)

v’~
0.702

v’~
3/7

R
e
r*

10
6
10

5
10

4
10

3
10

2
10

1
10

0
10

1
10

2
10

3

10
6

10
5

10
4

10
3

10
2

10
1

10
0

10
1(d)

Re
r

* 0.957

Re
r

*
~

0.643

Figure 5.12. Effect of outer liquid viscosity on the scaling behav-
ior of variable in the attachment zone, and change of scaling during
approach of an air bubble towards a solid wall immersed in a power-
law liquid such that Oh = 3.7628 × 10−2, G = 0.136, A = 10−10,
d1 = 10−3, β1 = 10−4, m = Ohε5/(A2) and n = 0.7. Variation with
time remaining to rupture τ of (a) minimum axial separation zmin
between the bubble-liquid interface and solid wall, (b) radial length-
scale r′ (c) radial velocity v′ and (d) instantaneous Reynold’s number
Re∗r computed at the radial location of the bubble-liquid interface
where zI = 1.05zmin. The symbols represent data points obtained
from numerical simulations while the solid lines represent best fits to
the data.
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5.5 Conclusions and outlook

In this chapter, the impact of bubbles immersed in both Newtonian and power-

law liquids with a solid wall due to buoyancy was explored. For mm sized bubbles

immersed in liquids of water-like viscosity, it was observed that bubbles that are three

times its radius or less away from the wall do not rebound from the wall as the Re

of approach is very low. However, if the Bond number is increased artificially, the

bubbles were observed to undergo multiple rebounds.

For a 1 mm sized bubble approaching a solid wall when the initial separation

is one bubble diameter, the final stages of attachment due to van der Waals driven

rupture of the film between the bubble and the wall were analyzed theoretically and

numerically for bubbles immersed in power-law liquids. The dynamics are self-similar,

lying in the viscous regime observed for supported film rupture if the power-law liq-

uid was sufficiently viscous with a large power-law exponent. However, for power-law

liquids of sufficiently small n values, inertia can become important as their viscosity

falls rapidly. The critical minimum separation below which inertia will be important

and the lubrication approximation is no longer valid was determined analytically,

and simulation results showed that below this value a transition to an inertial scaling

regime occurs, where viscous forces are negligible while inertial, capillary and van

der Waals forces are in balance. A phase diagram was constructed to describe when

inertia will become important for all possible values of n. Finally, the effect of the

outer liquid’s zero-deformation-rate viscosity on this transition was examined, and it

was established that for liquids more viscous than water, the transition to the inertial

regime will be observed for only very small values of power-law exponent n.

Typically, spontaneous thinning and rupture of liquid films has been studied by

utilizing the lubrication approximation [47, 48], on account of the large disparity be-

tween its lateral extent and thickness. However, in situations where the lubrication

approximation breaks down, e.g. power-law liquids, numerical studies have been

challenging due to the complexity and cost of the multi-dimensional CFD algorithm
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required to resolve these disparate lengthscales accurately. Through this chapter, we

have established that the approach of bubbles towards solid walls is an ideal system

for studying the dynamics of thinning of liquid films, as the results shown here are

in agreement with those of Garg et al. [32] for thin films on solid substrates. The

algorithm developed here considers the gas inside the bubble as an incompressible

Newtonian fluid, but can be easily used in its current form to study the dynamics of

thinning and rupture of two-layer systems supported by a solid substrate [49].

If a bubble approaches a solid wall at terminal velocity, or with a sufficiently large

Re � 1, it will rebound before it finally attaches to the wall. Previous works have

used simple force balance models [16] and lubrication theory [21] to determine the

shape of the film that forms between the bubble and the solid wall. Studying high

Re impact of bubbles with solid walls (as examined in section 5.3) is an area of ac-

tive interest, as the algorithm described in this chapter can accurately capture film

dynamics at the nanoscale as well as the macroscale dynamics of bubble rebound.

Moreover, the presence of surfactants at the bubble-liquid interface is unavoidable

in experiments unless extreme care is taken to purge the experimental setup [16].

Previous studies for bubble impact consider the bubble as a deformable sphere, using

a no-slip boundary condition at the interface to account for the presence of surfac-

tants. The effect of surfactants at the bubble-liquid interface needs to be investigated

in detail, as surfactants will be present in bubble-liquid systems in many daily life sit-

uations and industrial applications. Furthermore, the presence of surfactants causes

a reduction in the rebound velocity when a bubble impacts a free surface [50]. A

thorough computational analysis of the related problem of bubble impact on a free

surface will provide a greater understanding of bubble collision dynamics in the pres-

ence of surfactants and make clear if current usage of a no-slip boundary condition is

valid, and whether the interface is indeed “immobile” as assumed in past literature.
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6. FLOW-INDUCED COALESCENCE OF TWO EQUAL-SIZED LIQUID DROPS

IMMERSED IN A SECOND LIQUID

6.1 Introduction

Emulsions, which are fine dispersions of drops of one liquid in another immiscible

liquid, are commonly encountered in a variety of industries ranging from food [1] to

oil and gas [2] to pharmaceuticals [3] to chemicals [4]. The competing mechanisms of

coalescence and breakup of the dispersed drops decide the fate, and thus, the final

quality and properties of the emulsion. While droplet breakup has been investigated

thoroughly both theoretically and experimentally [5], the coalescence of two drops

immersed in an immiscible liquid is still poorly understood. The dynamics of the

collision and coalescence of two drops are studied separately by usually assuming no

influence from other drops and particles present in the emulsion. Such studies on coa-

lescence of two drops can again be sub-categorized into two parts: (a) pre-coalescence

dynamics − events leading up to the contact of two drops − and (b) post-coalescence

dynamics, or the events following contact as the drops merge into one large drop due

to capillary forces [6–8]. These constitute either sides of the hydrodynamic singularity

event when the two drops come in contact.

Pre-coalescence dynamics of a drop pair consists of three steps. First, the two

drops approach each other due to a driving force, e.g. gravitational, electric, or buoy-

ancy forces, or due to imposed flow of the external liquid. As the drops get closer,

a thin film of outer liquid forms between the approaching drops, which then begins

to drain as the driving force pushes the drops further towards each other. Finally,

once the film thickness is below some critical value, van der Waals forces of attraction

destabilize and rupture the film, leading to coalescence of the drops [9]. The param-
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eters influencing this process are: (a) fluid properties (for Newtonian liquids, these

include the densities of the two liquids ρ1 and ρ2, viscosities µ1 and µ2, tension of the

interface separating the two liquids σ, and the Hamaker constant AH for the system),

(b) flow properties (such as strain rate of imposed flow G, electric fields E, and the

offset of approaching drops θ), and (c) interface rheological effects (such as surfactant

concentration and charge distribution along the interface). Extensive experimen-

tal studies of flow-induced coalescence in the Stokes limit of two equal-sized drops

in a four-roll Taylor mill setup [10] were conducted by Leal and coworkers [11–15].

Through these experiments, they observed that the dependence of drainage time td

− defined as the time elapsed between the instant when the center-to-center distance

between the drops is twice their undeformed radius R to when the drops make contact

− on the capillary number Ca, in a head-on collision (as seen in figure 6.1) could be

described by the scaling relation tdG ∼ Cam. Here, G is the strain rate of the imposed

compressional flow and Ca ≡ µ2GR/σ, where µ2 is the viscosity of the outer liquid.

For large Ca or equivalently, large drops of R > 27 µm, Leal and coworkers showed

that m = 4/3, which agreed with the theoretically expected prediction for a flat or

dimpled film drianage [16]. For lower capillary numbers, the value of the exponent

m lies in the range 1 < m < 4/3, as the drops were observed to be predominantly

spherical until coalescence [15].

While experimental techniques provide insight into macroscopic properties of

drop coalescence, analytical and numerical methods are essential for understanding

drainage of the film between the drops and establishing the mechanisms involved.

Davis and coworkers [17, 18] focused on the drainage of the film for gravity driven

coalescence of drops, and made use of the lubrication approximation while solving the

Navier Stokes equations. Later, three-dimensional boundary integral methods were

used by Rother, Zinchenko and Davis [19,20] and Rother and Davis [21] to study the

effect of local deformations on two drops colliding in linear flows. Yue et al. [22] used

diffused interface methods to study the coalescence dynamics of drops imparted with

initial velocities directed at each other. Loewenberg and coworkers [23, 24] showed
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that the external flow field affects the flow inside the drops which could arrest film

drainage and as a result prevent coalescence, thereby demonstrating the contrast be-

tween drops coalescing due to an external flow field and drops pushed together by

body forces in a quiscent liquid. Janssen et al. [25] and Yoon et al. [26] derived simple

scaling relations for the drainage time td with Ca and observed good agreement for

scaling behavior of drainage times between their boundary-integral simulations and

the experiments conducted by Leal and coworkers for large Ca. Recently, Nemer et

al. [27] derived scaling relationships for the film thickness with time when the drops

undergo small deformations. More recently, Ramachandran and Leal [28] examined

the impact of interfacial slip on scaling exponents for film drainage times, in an ef-

fort to resolve the discrepancy in experimentally observed trends and simple scaling

theories for smaller Ca.

The works mentioned so far have considered creeping flow conditions for the coa-

lescence of drops, since inertia is not expected to play a role for highly viscous liquids

approaching each other at vanishingly small velocities, or for extremely small drops

of the size of 10 µm or below. However, coalescers and separators present in industry

involve flows where inertia is significant, and the assumptions of Stokes flow do not

apply. Controlled experiments of flow-induced collisions of liquid drops are still due.

Until recently, previous works that considered inertial effects [29] did not capture

the dynamics of the interfacial film and its subsequent drainage well. Sambath [30]

used a Galerkin finite element framework (G/FEM) to simulate the flow-induced

head-on collision and coalescence of two equal sized drops in a compressional flow

like that generated by Taylor’s four roll mill [10] for liquids of low viscosity. The

author demonstrated that the drops rebound on first approach before coalescing on

the second approach, as inertia plays a game-changing role in delaying coalescence.

Sambath [30] further showed that drainage times computed for such cases do not con-

form to the scaling theories developed for creeping flow conditons as reviewed above.

Furthermore, drop rebound was seen to occur for intermediate Oh values, with drop

separation decreasing monotonically without rebound for low Oh or high Oh values,
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where Oh = µ1/
√
ρ1σR is the ratio of the viscous force to the square root of the

product of the inertial and capillary forces.

The goal of this chapter is to revisit the results of Sambath [30] and provide a

better understanding of the dynamics that lead to drop rebound before coalescence

on subsequent approach. The role played by each liquid’s inertia and viscosity in

determining whether rebound occurs or not, and to what extent, is examined by

means of numerical simulations. The chapter is organized as follows. Section 6.2

describes in detail the problem under consideration and outlines the equations and

boundary conditions governing drop coalescence dynamics. Section 6.3 describes the

numerical methods employed to solve computationally the aforementioned equations

and presents the results of validation tests conducted to verify the accuracy of these

methods. Section 6.4 examines the role that liquid inertia plays in causing observed

rebound effects and consequent increase in drainage times, while section 6.5 describes

the effect of the viscosity ratio on the extent of drop rebound. Finally, section 6.6

concludes the chapter by summarizing the key results and discussing future avenues

that can be explored by extending the current analyses.

6.2 Mathematical Formulation

The system consists of two initially spherical drops of radius R of a Newtonian

liquid of constant density ρ1 and viscosity µ1, suspended in an immiscible Newtonian

liquid of constant density ρ2 and viscosity µ2. The interfacial tension of the liquid-

liquid interface is spatially uniform and constant in time and is denoted by σ, while the

Hamaker constant for the liquid-liquid system AH is constant and positive, signifying

that the force between the drops is attractive. The drops are initially separated by

a center-to-center distance of 4R, and pushed towards each other by a compressional

flow with a constant strain rate G, identical to that generated by a four-roll Taylor

mill [10]. It proves convenient to adopt a cylindrical coordinate system where the

origin is located midway between the two drops along the line connecting the centers

of the two drops, r̃ and z̃ represent the radial and axial distance from the origin, and
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Figure 6.1. In this chapter, we examine the (a) head on collision of
two equal-sized drops of a Newtonian liquid immersed in a second
Newtonian liquid which are pushed towards each other by a compres-
sional flow similar to Taylor’s four roll mill [10]. (b) Domain used for
numerical simulations on account of symmetry.

er and ez represent orthogonal unit vectors in the radial and axial direction in this

cylindrical coordinate system. The computational domain is reduced to one quadrant

owing to axisymmetry about the axis r̃ = 0 and symmetry about z̃ = 0. A detailed

schematic is shown in figure 6.1. In what follows, the subscript ()i denotes variables

in the drop liquid as i = 1 and variables in the outer liquid as i = 2.

In this chapter, problem variables are non-dimensionalized using the undeformed

drop radius R as the characteristic length lc ≡ R, the inertio-capillary time-scale

as the characteristic time tc ≡
√
ρ1R3/σ, the ratio of the two as the characteristic

velocity scale vc ≡ lc/tc, and the capillary pressure as the characteristic stress pc ≡

σ/R. The flow is then governed by the following dimensionless groups: the Ohnesorge

number Oh = µ1/
√
ρ1σR, which is the ratio of the viscous force to square root of
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the product of the inertial and capillary forces, viscosity ratio m2 = µ2/µ1, density

ratio d2 = ρ2/ρ1, dimensionless strain rate U∞ = G
√
ρ1R3/σ, and the van der Waals

number A = AH/(6πσR
2) which is the ratio of the force due to van der Waals

attraction to capillary force. In what follows, variables without tilde (∼) over them

denote the dimensionless counterparts of the variables with tilde over them.

The dynamics in the regions Ω1(t) and Ω2(t) are governed by the continuity and

Navier-Stokes equations which are given in dimensionless form by

∇ · vi = 0 (6.1a)

di

(
∂vi
∂t

+ vi · ∇vi

)
= ∇ ·Ti (6.1b)

where Ti ≡ −piI + miOh
(

(∇vi) + (∇vi)
T
)

, and pi and vi = uier + wiez denote

the pressure and velocity in liquid i respectively, and d1 = m1 = 1, while d2 and

m2 have already been specified. The kinematic and traction boundary conditions are

applied at the liquid-liquid interface dΩ(t), which is unknown a priori, to enforce mass

conservation and account for the discountinuity in stress due to interfacial tension and

van der Waals forces

n · (vi − vs) = 0 (6.2a)

n · (T2 −T1) = 2Hn− A

h3
n (6.2b)

where n represents the unit normal to the interface as shown in figure 6.1, vs rep-

resents the velocity of the interface, 2H represents twice the mean curvature, equal

to the surface divergence of the unit normal (−∇s · n). The second term in equation

(6.2b) represents van der Waals attraction between the two drops which becomes sig-

nificant when the axial distance between the interfaces, denoted by 2h, becomes of the

order of a few hundred nanometers, and thus the value of A is typically small [9,31,32].

In the current formulation, h is taken to be equal to the axial coordinate of the in-
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terface dΩ(t), and curvature effects are neglected. Symmetry boundary conditions

are applied at the axis of axisymmetry r = 0 and plane of symmetry z = 0. At the

outer boundaries located at z = k and r = k, where k is some positive constant, the

velocity field in the outer liquid v2 is given by

v2(|x| → ∞) = U∞

(r
2
er − zez

)
(6.3)

On account of different characteristic scales used in this chapter and those used by

previous researchers to simulate drop coalescence under creeping flow conditions [25–

27], it is useful to relate the aforementioned dimensionless groups to the Capillary

number Ca and Reynold’s number Re

Ca =
µ2GR

σ
= m2OhU∞ (6.4)

Re =
ρ2(GR)R

µ2

=
U∞d2
m2Oh

(6.5)

Both these dimensionless groups are defined using the paramters of the outside liquid,

as opposed to our scheme, where we use the inside liquid for characteristic values. It

is clear that in the creeping flow limit, Re→ 0 when Oh→∞ and U∞ → 0, but Ca

is finite.

The system is initially quiescent and the drops are separated by a center to center

distance of 4. At time t = 0, the velocity profile of equation (6.3) is imposed along

the outer boundaries at r = k and z = k.

6.3 Numerical methods and code validation

The governing equations (6.1) subject to the boundary conditions (6.2) for sim-

ulating the collision and coalescence of two drops suspended in a second liquid con-

stitute a set of coupled non-linear second-order partial differential equations in space

and time. These equations are solved by a fully implicit method of lines algorithm

which utilizes an arbitrary Lagrangian-Eulerian scheme, the Galerkin finite element
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Figure 6.2. Sample mesh generated using the elliptic mesh equations
[33] for the computational domain specified in section 6.2. The mesh is
weighted towards the region between the drop interface and symmetry
plane at z = 0 to accuarately capture the thin film dynamics during
the mid to latter stages of coalescence. The mesh shown here is very
coarse and for illustrative purposes only, as typical meshes used are
10− 15 times denser.
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Figure 6.3. Evolution of half the minimum separation between two
drops coalescing for parameter values of Oh = 1.55 × 104, m2 = 5.3,
d2 = 1.1, U∞ = 1.81× 10−7, and A∗ = 4.99× 10−11. The green curve
shows our simulations while the solid black curve represents boundary
element simulations of Yoon et al [26]. The dashed blue and red lines
show the position of the centre of mass and radius of the dimple that
forms once the drops deform respectively from the simulations of Yoon
et al [26]. The dotted lines represent these quantities for when van
der Waals forces are artificially turned off, by setting A∗ = 0.

method for spatial discretization [34,35] and the adaptive Adams-Bashforth method

for time integration [36, 37]. The resulting non-linear algebraic equations are solved

iteratively using Newton-Raphson’s method where the Jacobian is computed analyt-

ically. Complete formulation of residuals and corresponding Jacobians are given in

Sambath [30]. As this problem involves deformable liquid-liquid interfaces, special

elliptic meshing techniques, originally developed by Christodoulou and Scriven [33],

along with algebraic meshing techniques are employed to track the moving boundaries

and tessellate the moving domains (Ω1(t) ∪ Ω2(t)) into quadrilateral sub-domains at
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every point in time when the solution is computed [38]. For all results presented in

this chapter, the domain size in radial and axial direction was set such that k = 7,

as any further increase led in negligible change in the results. Newton-Raphson it-

erations, which were continued until residual norms fell below 10−6, were found to

converge quadratically confirming the correctness of analytically computed Jacobian.

Typically, 3 − 4 iterations were required for solution convergence at each time step.

Variants of this algorithm have been used by our group in the past to analyze hydro-

dynamic singularities that arise during the breakup of filaments [39], rupture of thin

films [40], breakup and coalescence of bubbles [41] and drops [42]. A sample coarse

mesh is shown in figure 6.2.

To validate our code, we considered the drop coalescence experiments of Yoon et

al. [14] conducted in a four-roll Taylor mill apparatus. Yoon et al. [14] studied the

coalescence of two polybutadiene (PBD) drops (ρ1 = 890 kg/m3, µ1 = 5.5 Pa.s) of

size 27.2 µm when immersed in PDMS (ρ2 = 965 kg/m3, µ2 = 29.3 Pa.s) with an

imposed strain rate which never exceeds G = 0.08 s−1. The interfacial tension for this

system was measured and its value was σ = 4.6 mN/m. Yoon et al. [26] performed

boundary integral method simulations for this system for simulation parameter values

Ca = 0.015, A∗ = 4.99× 10−11 and m2 = 5.3. Their results agreed well with Yoon et

al. [14] and they reported a drainage time value of tdG = 1.32. Figure 6.3 shows the

evolution of half the minimum axial separation between the drops zmin as a function

of tU∞ (Yoon et al. [14,26] use tG, which is identical to tU∞ since they use the visco-

capillary time scale) for head-on collision of two drops such that parameter values

are Oh = 1.55× 104, m2 = 5.3, d2 = 1.1, U∞ = 1.81× 10−7, and A∗ = 4.99× 10−11.

It is clear that our simulations closely follow those of Yoon et al [26] and predict a

drainage time of tdU∞ = 1.35, which is in good agreement with the experimental

value of tdG = 1.32 observed by Yoon et al. [14] and later corroborated by Yoon et

al. [26]. Having validated the solution algorithm and code, we use it to study the

physics involved in the rebound of two liquid drops approaching each other when

immersed in a second liquid.
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6.4 Role of inertia in drop rebound dynamics

6.4.1 The significance of normal force in causing rebound

Figure 6.4 shows several quantities of interest for two drops brought together

in a head-on collision by compressional flow described by equation 6.3 such that

parameter values are Oh = 0.02, m2 = 5.26, d2 = 1.1, U∞ = 0.095, and A∗ =

4.99× 10−11. The Reynolds number for this case is Re = 0.99. Sambath [30] studied

this case and observed that the drops rebound upon first approach before coalescing

on second approach. The author showed that the inclusion of inertia is essential for

drop rebound, as artificially “turning off” the inertial terms results in a monotonic

decrease in half the minimum axial separation between the drops zmin. Sambath [30]

further showed that if inertia were “turned off”, the radial velocity in the region of

the film in between the drops is always positive, i.e., liquid is always being expelled

from the film region such that the drops coalesce without rebounding. The two cases

− drop coalescence with inertia considered, referred hereafter to as case 1, and drop

coalescence with inertia “turned off” by setting di = 0 in equation (6.1b), hereafter

referred to as case 2 − are shown in figure 6.4. Figure 6.4(b) compares the net force

Fz and its components − force due to pressure Fz
p (referred to as the normal force)

and force due to viscous drag Fz
v − in the positive z direction on the drop for both

cases, which can be computed by

Fz =

∫
S

n ·T2 · ezdS (6.6)

Fz
p =

∫
S

n · (−p2I) · ezdS (6.7)

Fz
v =

∫
S

n ·m2Oh
(
∇v2 + (∇v2)

T
)
· ezdS (6.8)

At time instant t1, the drops are separated by zmin = 10−1 for case 1, and the pressure

in the film region between the drops is rising. This is evident from the increase in

F p
z in the moments following t1, and the corresponding increase in CSA. The net
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Figure 6.4. Time evolution of (a) half the minimum axial separation
between the drops’ interfaces zmin for three cases: (1) When inertia
is considered but van der Waals forces are neglected by setting A∗ =
0, (2) When inertia is artifically neglected, and (3) when inertia is
considered, (b) net force Fz (shown by solid lines), and its components
− net force due to pressure F p

z (shown by the dashed lines) and net
force due to viscous drag F v

z (shown by the dashed-dotted lines) − in
the positive z direction determined from equations (6.6 − 6.8) being
exterted by the outer liquid on the drop when inertia is considered and
when inertia is absent, (c) surface area CSA of the drop when inertia
is considered and when inertia is absent for two equal-sized drops
immersed in an outer liquid being driven towards each other such that
Oh = 0.02, m2 = 5.26, d2 = 1.1, U∞ = 0.095, and A∗ = 4.99× 10−11.
(d) Drop interface shapes at time instants t1, t2, and t3 represented
by the dashed vertical lines in (a),(b), and (c).
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force Fz on the drop is positive and increases, thus opposing its motion towards the

symmetry plane. In contrast, for case 2, while pressure buildup and flattening of the

interface also occurs in the moments following t1, the increase in both F p
z and CSA is

much smaller, and balanced by a corresponding decrease in F v
z , so that the net force

Fz on the drop for case 2 is zero, and the drop does not experience any deceleration as

observed for case 1. At time instant t2, F
p
z and CSA for case 1 is at a maximum, as a

large normal force acts on the flattened drop. The large extent of deformation or large

rdimple can be seen in figure 6.4(d). As the interfaces are separated by zmin ∼ 10−3 at

this instant, van der Waals forces are unable to cause rupture of the film, and the large

positive Fz pushes the drops away from each other, causing outer liquid to flow back

into the film region. In the moments following t2, the drop regains its spherical shape

as the normal force decreases. In contrast, the situation is remarkably different for

case 2, as the magnitude of F p
z acting on the drop is much smaller, and consequently

the extent of deformation of the interface is much smaller. As the net force Fz is still

zero for case 2, the drops continue to approach each other. At time instant t3, the

drops for case 1 have moved apart and the value of rdimple is small. Viscous drag F v
z ,

which has so far been sub-dominant, now dominates and results in a net negative

Fz, pushing the drops towards each other. This causes the interfaces to deform and

CSA to increase for a second time. For case 2, pressure in the film is large enough

to dominate over viscous drag, and a net positive Fz begins to cause deceleration of

the drop. However, as the separation falls to zmin ∼ 2×10−4, van der Waals forces of

attraction become significant. Thus, in the moments following t3, rapid local rupture

of the film separating the drops occurs at the radial location of rdimple for case 2 and

the separation reaches molecular lengthscales, or in other words, the drops coalesce.

For case 1, interface deformation and increase in CSA occurs for a second time as

the drops approach each other again at time instant t4. However, the deformation of

the drop is much smaller during this second approach, as the normal force opposing

approach is much lower. The drops are able to get close and zmin ∼ 2× 10−4, causing

van der Waals driven rupture of the film separating the drops. Thus, for coalescence
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Figure 6.5. Contours of the radial velocity u for two time instants (a)
t = 7.41 and (b) t = 7.95 in the film that forms between the drops.
The parameters are identical to those for figure 6.4. The velocity
increases in time and r.

at Re = 1, inertial effects lead to a net positive Fz acting on the drop through the

mid to late stages of coalescence, resulting in a much larger deformation or rdimple

in comparison to the “Stokes” case, causing deceleration of the drops and eventual

rebound.

6.4.2 Pressure buildup in the film due to inertia

A natural question that arises from the analysis presented in the previous para-

graph is why the normal force F p
z was much larger when the liquids have inertia, in

comparison to when inertia is neglected, during the initial approach of the two drops

(starting at t ∼ 8 in figure 6.4). Analyzing the governing equations for the liquid ve-

locities and pressure in the film at z = 0 can provide an explanation. The continuity

equation in the film of outer liquid can be written as

1

r

∂

∂r
(ru2) = −∂w2

∂z
(6.9)
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Furthermore, assuming that gradients in the axial direction of u2 are small compared

to gradients in the radial direction, or ∂u2/∂z � ∂u2/∂r (which is true for coalescence

and similarly, free film dynamics), the r-component of the Navier Stokes equation

(6.1b) in the film of outer liquid at the interface is given by

d2

(
∂u2
∂t

+ u2
∂u2
∂r

)
= −∂p2

∂r
+m2Oh

∂

∂r

(
1

r

∂

∂r
(ru2)

)
(6.10)

Substituting the result from equation (6.9) into (6.10)

d2

(
∂u2
∂t

+ u2
∂u2
∂r

)
= −∂p2

∂r
−m2Oh

∂

∂r

(
∂w2

∂z

)
(6.11)

At the symmetry plane z = 0, w2 = 0 and thus the z-component of the momentum

balance is given by

0 = −∂p2
∂z

+m2Oh
∂2w2

∂z2
(6.12)

This reduces to ∂p2/∂z = 0 from the continuity equation and our earlier assumption

of axial gradients of u2 being small. Thus, equation (6.11) can be integrated in r from

r = 0 to r = re to give

∫ re

0

d2

(
∂u2
∂t

+ u2
∂u2
∂r

)
∂r = −p2|re + p2|r=0 −m2Oh

[(
∂w2

∂z

)
re

−
(
∂w2

∂z

)
0

]
(6.13)

The expression for pressure in the film at the axis r = 0, denoted by p0 is then given

by

p0 = p2|re +m2Oh

[(
∂w2

∂z

)
re

−
(
∂w2

∂z

)
0

]
︸ ︷︷ ︸

V

+

∫ re

0

d2

(
∂u2
∂t

+ u2
∂u2
∂r

)
∂r︸ ︷︷ ︸

I

(6.14)
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Figure 6.6. Variation of the velocity of the center of mass vcom of
the drop for two cases: (1) when inertia is considered and (2) when
inertia is neglected from the governing equations. The horizontal line
represents vcom = 0.

If one makes a simplyifying assumption to estimate ∂w2/∂z = vcom/h, where h is the

local film thickness, then the pressure at the centre of the film is given by

p0 = p2|re +m2Ohvcom

[(
1

h

)
re

−
(

1

h

)
r=0

]
︸ ︷︷ ︸

V

+

∫ re

0

d2

(
∂u2
∂t

+ u2
∂u2
∂r

)
∂r︸ ︷︷ ︸

I

(6.15)

The viscous term (V) is positive as the film thickness hre > hr=0, while vcom is

negative. Moreover, the inertial term (I) is positive as the drop approaches the

symmetry plane, as radial velocity increases both in time and in the radial direction,

and is always positive. This is shown in figure 6.5. In contrast, if inertia is excluded
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from the governing equations (case 2), the pressure in the film at the axis pstokesO is

now given by

pstokes0 = p2|re +m2Ohvcom

[(
1

h

)
re

−
(

1

h

)
r=0

]
︸ ︷︷ ︸

V

(6.16)

In other words, the positive inertial term (I) is added to p0 for case 1, and thus,

the pressure in the film is larger when inertia is included during the initial stages

of approach of the drop. Additionally, figure 6.6 shows the variation of velocities of

center of mass vcom with time for the two cases, and it is clear that the magnitude

of the velocity of approach is greater for case 1, until t = 8, when the net positive

Fz begins to cause drop deceleration for case 1. Thus, the viscous term (V) is also

larger when inertia is considered. In conclusion, p0 > pstokes0 . Thus, when inertia is

considered, the larger pressure in the film causes the larger normal force on the drop,

which in turn leads to the rebound dynamics as explained in the previous paragraph.

6.4.3 The significance of inertia of the drop liquid

We next examine the role each liquid’s inertia plays in drop rebound. Figure

6.7(a) shows the variation with time of zmin for two liquid drops suspended in a

second liquid (Oh = 0.023, m2 = 1.00, d2 = 1.00, U∞ = 0.05, and A∗ = 1.00× 10−10)

for four cases: (1) inertial effects are considered for both liquids, (2) inertial effects

are excluded for the drop liquid, (3) inertial effects are excluded for the outer liquid,

and (4) inertial effects are excluded for both liquids (Stokes flow). For case 1, the

drops approach each other until zmin ∼ 3.5×10−3, following which the drop rebounds.

During rebound, the local interfaces approach each other again, before separating by

a much larger distance. The drops finally coalesce when the interfaces approach each

other for the third time. On the other end of the spectrum, for case 4, zmin decreases

monotonically with time for Stokes flow without any rebound, similar to the results

for Stokes flow in the previous paragraph. As a result, the drainage time for case
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Figure 6.7. (a) Transients of half the minimum separation zmin be-
tween the two drops for four cases: (1) inertial effects are considered
for both liquids, (2) inertial effects are turned off for the drop liquid,
(3) inertial effects are turned off for the outer liquid, and (4) iner-
tial effects are neglected for both liquids (Stokes flow). (b) zmin vs
radius of the dimple rdimple that forms during mid to late stage coales-
cence, signifying the extent of drop deformation. Here, Oh = 0.023,
m2 = 1.00, d2 = 1.00, U∞ = 0.05, and A∗ = 1.00× 10−10.

4 is much smaller than drainage time observed for case 1. When inertial effects are

only turned off for the drop liquid, the variation of zmin with time is identical to that

observed for Stokes flow. In other words, excluding inertia of the drop liquid is almost

identical to excluding inertia for the entire system, as the coalescence dynamics remain

unchanged from those observed for Stokes flow. In contrast, excluding inertial effects

for the outer liquid does not lead to such a dramatic impact on the dynamics. Similar

to case 1, the drops are observed to rebound upon first approach, and coalesce on

the third approach of the interfaces towards each other. The magnitude of rebound

is suppressed in this case, with the drainage time smaller than case 1. The absence

of inertia in the outer liquid ensures that the viscous drag (F v
z from equation 6.8)

dominates and pushes the drops back together more rapidly, as compared to case

1. Figure 6.7(b) shows the variation of zmin with the extent of drop deformation



192

rdimple for the aforementioned cases. It is evident that both, the zmin at which dimple

formation begins, and its extent, is much larger for cases 1 and 3. This signifies that

the opposing normal force in both cases is large, resulting in the observed rebound.

In contrast, for cases 2 and 4 where no rebound was observed, the extent of dimple

formation is small, and it begins at a much lower separation of zmin ∼ 5 × 10−4,

where A∗/h−3 ∼ O(1). Thus, attractive van der Waals forces are large enough to

drive the drops to coalesce on first approach. It is clear from the results of figure

6.7 that inertia of the drop liquid is primarily responsible for rebound, as opposed to

inertia of the outer liquid. The inclusion of inertia of the drop liquid results in large

drop deformation at large separations, causing subsequent slowdown of film drainage,

much before van der Waals forces are significant enough to cause local film rupture.

6.5 Role of viscosity in drop rebound dynamics

In this section we examine the role played by liquid viscosity in drop rebound

dynamics. Figure 6.8 shows the variation with time t of several quantities of interest

for the collision and coalescence of two drops in an outer liquid such that parameter

values are Oh = 0.023, d2 = 1.00, U∞ = 0.05, and A∗ = 1.00 × 10−10, while the

viscosity ratio is varied from m2 = 0.1−10. Figure 6.8(a) makes plain that coalescence

dynamics are similar for m2 = 0.1 − 2.0 until the minimum separation between the

interfaces falls to zmin ∼ 3 × 10−3, but subseqeuntly, the extent to which the drop

rebounds before the drops come together again, and the film between the interfaces

ruptures, decreases as m2 increases. Infact, for m2 = 0.1, or when the outer liquid

is 10 times less viscous than the liquid of the drop, the drops approach each other,

rebound and then return to their initial state, without coalescence occuring. For

m2 = 0.5 − 1.0, the drops coalesce on subsequent approach after rebounding, as

the interfaces make contact on their third approach towards each other, while for

m2 = 2.0, the interfaces make contact on their second approach towards each other

(or in other words, only one rebound is observed). For the largest value of m2 = 10.0,

the dynamics of coalescence differ significantly from the aforementioned cases from the
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Figure 6.8. Time evolution of (a) half the minimum axial separation
between the drops’ interfaces zmin, (b) net normal force applied by the
outer liquid on the drop F p

z , (c) net viscous drag applied by the outer
liquid on the drop F v

z , and (d) net force applied by the outer liquid on
the drop Fz in the positive z direction for the collision and coalescence
of two equal-sized drops in an outer liquid such that parameter values
are Oh = 0.023, d2 = 1.00, U∞ = 0.05, and A∗ = 1.00× 10−10, while
the viscosity ratio is varied from m2 = 0.1− 10.
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Figure 6.9. Time evolution of the total surface area CSA of the drop
for different values of m2. Fluid parameters are identical to the ones
specified in the previous figure. The extent of drop deformation is
nearly identical for m2 = 0.1 − 2.0. Thus, normal forces opposing
drop motion towards the symmetry plane will be nearly identical for
these cases, as seen in the previous figure.

initial stages of approach. The drops are observed to approach each other at a slower

rate and coalesce on first approach, without any rebound. It is evident from figure

6.8(b) that the normal force opposing drop motion towards the symmetry plane, F p
z ,

attains nearly identical values as the drop deforms upon approach to the symmetry

plane, for all values of m2 = 0.1 − 2.0. This is also evident from the extent of drop

deformation, which is nearly identical for these cases as seen in figure 6.9. This is

expected since liquid parameter values are identical apart from the viscosity of the

outer liquid. However, the viscous drag F v
z in the negative z direction, applied by the

outer liquid on the drop, increases as m2 increases (figure 6.8(c)), and thus the net

force opposing drop motion towards each other, Fz, decreases as m2 increases (figure
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6.8(d)). This leads to a smaller rebound, and subsequently, the viscous drag applied

by the outer liquid is more effective in bringing the drops together. This result gives

further credence to the role played by liquid inertia in enhacing drop deformation;

if the liquid inertia is unchanged, the extent of deformation is unchanged. However,

it is clear that drop rebound dynamics are also a function of the viscosity ratio of

the liquids involved. For cases where drop rebound occurs, the extent of rebound is

amplified if the outer liquid is less viscous than the liquid of the drop, on account of

lesser viscous drag pushing the two drops together. In contrast, if the outer liquid

is more viscous than the drop liquid, rebound is suppressed and the interfaces make

contact soon after initial rebound. For even higher values of m2, coalescence dynamics

are significantly different, as seen for m2 = 10.0. At such values, drop coalescence

dynamics resemble Stokes flow (as seen in the previous sub-section when inertia is

“turned off”) as the viscous drag applied by the outer liquid is equal and opposite

to the normal force, and results in a net zero force on the drop until van der Waals

forces cause film rupture.

6.6 Conclusions and outlook

In this chapter, flow-induced coalescence of two equal-sized drops of a Newto-

nian liquid immersed in another immiscible Newtonian liquid was studied for low Oh

flows. The normal force opposing the motion of the drop towards the symmetry plane

was observed to be considerably larger when inertia was included in the governing

equations, as opposed to when it was excluded. This caused the drops to deform

to a greater extent, much before van der Waals forces become significant, resulting

in drop rebound. It was further observed that the inertia of the drop liquid is key

for drop rebound to occur, as neglecting it was similar to considering coalescence in

Stokes flow conditions. Finally, the effect of the viscosity ratio m2 on drop rebound

dynamics was examined. It was shown that while the viscosity ratio has no impact on

the normal force or drop deformation for m2 = 0.1− 2.0, the change in viscous drag

pushing the two drops together causes rebound to be amplified for m2 < 1, to the
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extent where the drops may not coalesce at all for very low values of m2. In contrast,

for large values of m2, rebound is suppressed and coalescence dynamics resemble those

observed for Stokes flow.

While the results of Sambath [30] and this chapter establish the crucial role played

by drop inertia in causing rebound, further analysis of its role in causing larger de-

formation of the drops is required. Inertial migration of the neck region in pinchoff

of threads of low Oh fluids is a well-known phenomena [43], and is responsible for

satellite drop formation in Newtonian threads [44] and beads on a string structures

in viscoselastic threads [45]. Moreover, the effect of strain rate G − especially if it is

non-constant − on drop rebound dynamics requires further exploration, as local flow

patterns in coalescers, separators etc. are non-homogenous.

In many industrial applications where emulsions exist, surface active agents are

present at the liquid-liquid interface of the drop and outer liquid [2]. A dramatic

increase in drainage times for flow-induced coalescence of drops in the presence of

surfactants has been observed experimentally by Yoon et al. [46] and computation-

ally by Dai and Leal [47] for Stokes flow conditions. It is unknown if inertia plays

a role during drop coalescence of surfactant-laden low Oh liquids. This is explored

in chapter 7. The rate coalescence of drops in emulsions can be enhanced by electric

fields [48], provided the field strength is below some critical value [49]. Understand-

ing the dynamics of drop coalescence in the presence of electric fields is crucial for

designing electrically enhanced coalescer units [50, 51]. The numerical methods uti-

lized by Collins et al. [52] and Collins et al. [42] for studying electrohydrodynamic

tip streaming of charged drops can be combined with the algorithm described in this

chapter to study rigorously the head-on collision of two drops in an electric field.
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7. FLOW-INDUCED COALESCENCE OF TWO EQUAL-SIZED LIQUID DROPS

IMMERSED IN A SECOND LIQUID IN THE PRESENCE OF INSOLUBLE

SURFACTANTS

7.1 Introduction

The fate of liquid-liquid emulsions, which are fine dispersions of drops of one liquid,

known as the dispersed phase, in another immiscible liquid is crucial in many indus-

trial applications. The separation of water from water-oil emulsions formed during

crude oil extraction is essential to prevent corrosion due to brine accumulation [1,2].

The timeframe over which the constituent emulsion of many food products is kineti-

cally stable determines their shelf lives [3]. More recently, emulsions of aqueous drops

in oil have been utilized to carry out independent reactions e.g., to generate nanopar-

ticles [4]. The interplay of coalescence and breakup of the dispersed drops determines

if the emulsion separates into two distinct, immiscible phases, or is kinetically stable

over the observed timeframe. While droplet breakup has been investigated thoroughly

both theoretically and experimentally [5–7], the coalescence of two drops immersed in

a second, immiscible fluid is still poorly understood. The dynamics of two drops com-

ing together and coalescing are studied separately by usually assuming no influence

from other drops and particles present in the emulsion. Such studies on coalescence of

two drops can again be sub-categorized into two parts: (a) pre-coalescence dynamics

− events leading up to the contact of two drops − and (b) post-coalescence dynam-

ics, or the events following contact as the drops merge into one large drop due to

capillary forces [8–10]. These constitute either sides of the hydrodynamic singularity

event when the two drops come in contact. During pre-coalescence, the two drops

approach each other due to a driving force, e.g. gravitational, electric, or buoyancy
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forces, or due to imposed flow of the external fluid. As the drops get closer, a thin

film of outer liquid forms between the approaching drops, as the drops deform due

to the high pressure in this film. The drainage of this film is the rate-limiting step

during pre-coalescence, but once the film thickness falls below some critical value,

van der Waals forces of attraction destabilize and rupture the film, leading to rapid

coalescence of the drops [11].

The presence of surface-active agents in emulsions due to naturally occurring im-

purities [2], or by design [12], strongly affects coalescence dynamics and the overall

properties of the emulsion [13]. Surfactant molecules lower the surface tension where

they adsorb onto the liquid-liquid interface [14], leading to gradients in interfacial

tension when subject to flow. Surface-tension gradients cause additional tangential

stresses along the interface, known as Marangoni stresses [15], that are responsi-

ble for well-known phenomena such as tears of wine, Benard cells in films [15], and

microthread cascades in pinchoff of surfactant laden threads [16]. In a series of ex-

periments for flow-induced coalescence of two small drops of radius R in a four-roll

Taylor mill [17], Leal and coworkers [18–20] observed that the presence of copolymers

at the interface, which act as insoluble surfactants, led to an order of magnitude in-

crease in drainage time td − defined as the time elapsed between the instant when

the center-to-center distance between the drops is twice their undeformed radius R

to when the drops make contact − when compared to the surfactant free case. Sim-

ilarly, the presence of surfactants during drop coalescence with its bulk phase at a

flat liquid/liquid interface was observed to cause longer rest times for the drop at the

interface in comparison to the clean interface case [21,22].

Early theoretical and numerical studies of drop coalescence in the presence of

surfactants focused on drainage of the film that forms between the drops during the

mid to late stages of coalescence. Cristini et al. [23] considered the coalescence of

non-deformable spherical drops in the limit of no surface diffusion of surfactant, and

showed that as the drops approach each other, surfactant is convected out of the

film causing interfacial tension gradients to develop, which led to Marangoni stress
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acting in the opposite direction of flow. Thus, coalescence initially evolved at a fast

“clean interface” timescale before switching to a slow “rigid interface” timescale as

Marangoni stresses became significant, leading to the slow drainage times observed in

experiments. Chesters and Bazhlekov [24] considered the coalescence of deformable

drops with surface diffusion interacting under a constant force, and observed a sim-

ilar transition from fast “partially mobile” to slow “immobile” drainage for small

surfactant concentrations, as Marangoni stress caused interfacial velocity to become

negative and briefly reverse film drainage. Yeo et al. [25] studied film drainage for

surfactant laden drops approaching each other at a constant velocity. More recently,

two studies examined the role of surfactants in flow-induced coalescence of two equal-

sized drops using the boundary integral method, rather than focusing on the drainage

of the film alone. Dai and Leal [26] stated that the primary Marangoni effect acted

outside the film as the surface gradient of surfactant concentration was larger outside

the film, resulting in increase of drainage times for surfactant-laden drops. Van-

nozzi [27] studied the effect of surface diffusivity and concentration of the surfactant

on drainage times, and reported an increase in drainage times for large values of the

capillary number Ca ≡ µ2GR/σ0, where µ2 is the viscosity of the outer liquid, G is

the strain rate of the imposed compressional flow, and σ0 is the interfacial tension

of the clean interface, due to “oscillating” behavior of the minimum film thickness,

similar to that seen by Chesters and Bazhlekov [24].

The aforementioned theoretical and numerical studies considered the interac-

tion [28] and coalescence of two drops immersed in a second liquid in the Stokes

limit and the inertia of the system was always neglected. Recently, Sambath [29]

showed that inertia plays a significant role in flow-induced coalescence of surfactant-

free drops when the inertia and viscosity of the system was comparable, or Re ∼ O(1),

where Re ≡ ρ2GR
2/µ2 is the Reynold’s number, and ρ2 is the density of the outer

liquid. The drops were observed to rebound on first approach before coalescing on

subsequent approach due to inertia of the drop liquid, resulting in a significant de-

parture from the observed scaling law for drainage time td with Ca, where td ∼ Ca4/3
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for drops coalescing in the Stokes limit [30,31]. The goal of this chapter is to extend

the pioneering study of Sambath to consider flow-induced coalescence in the presence

of surfactants, when inertial effects cannot be neglected.

The chapter is organized as follows. Section 7.2 describes in detail the mathe-

matical formulation of the problem under consideration and the numerical methods

employed to compute its solution. Section 7.3 presents the effect of system param-

eters on drainage times. Section 7.4 examines the effect of artificially “turning off”

Marangoni stress on drainage times, in order to conclusively prove that Marangoni

stress is indeed primarily responsible for the dramatic increase in drainage times

when surfactants are added. Section 7.5 examines the two key mechanisms by which

Marangoni stress delays drainage of the film, while section 7.6 examines a remarkable

phenomena: multiple instances of Marangoni-induced flow-reversal that occurs for

certain parameter values. Finally, section 7.7 concludes the chapter by summarizing

the key results and discussing future avenues that can be explored by extending the

current analyses.

7.2 Mathematical Formulation

The system consists of two initially spherical drops of radius R of a Newtonian

liquid of constant density ρ1 and viscosity µ1, suspended in an immiscible Newtonian

liquid of constant density ρ2 and viscosity µ2, with the surfactant-free tension of the

liquid-liquid interface denoted by σ0. The Hamaker constant AH for the liquid-liquid

system is constant in time and positive, such that the intermolecular force between the

drops is attractive. The drops are initially separated by a center-to-center distance

of 4R, and pushed towards each other by a compressional flow with a constant strain

rate G, identical to that generated by a four-roll Taylor mill [17]. It proves convenient

to adopt a cylindrical coordinate system where the origin is located midway between

the two drops along the line connecting the centers of the two drops, r̃ and z̃ represent

the radial and axial distance from the origin, and er and ez represent orthogonal unit

vectors in the radial and axial direction in this cylindrical coordinate system. The
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Figure 7.1. In this work, we examine the (a) head on collision of two
equal-sized drops of a Newtonian liquid immersed in a second Newto-
nian liquid which are pushed towards each other by a compressional
flow similar to Taylor’s four roll mill [17] in the presence of insoluble
surfactants. (b) The computational domain under consideration on
account of symmetry.

computational domain is reduced to one quadrant owing to axisymmetry about the

axis r̃ = 0 and symmetry about z̃ = 0. A detailed schematic is shown in figure 7.1.

In what follows, the subscript ()i denotes variables in the drop liquid as i = 1 and

variables in the outer liquid as i = 2.

In this chapter, problem variables are non-dimensionalized using the undeformed

drop radius R as the characteristic length lc ≡ R, the inertio-capillary time-scale

as the characteristic time tc ≡
√
ρ1R3/σ0, the ratio of the two as the characteristic

velocity scale vc ≡ lc/tc, the capillary pressure as the characteristic stress pc ≡ σ0/R,

the clean interface surface tension σ0 as the characteristic surface tension, and max-

imum packing concentration Γm as the characteristic surfactant concentration. The
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flow is then governed by the following dimensionless groups: the Ohnesorge num-

ber Oh = µ1/
√
ρ1σ0R, which is the ratio of the viscous force to square root of the

product of the inertial and capillary forces, viscosity ratio m2 = µ2/µ1, density ratio

d2 = ρ2/ρ1, dimensionless strain rate U∞ = G
√
ρ1R3/σ0, the van der Waals number

A = AH/(6πσ0R
2) which is the ratio of the force due to van der Waals attraction to

capillary force, initial surfactant loading Γ0 ≡ Γ̃0/Γm and two additional dimension-

less numbers described below. In what follows, variables without tilde (∼) over them

denote the dimensionless counterparts of the variables with tilde over them.

Flow in the regions Ω1(t) and Ω2(t) is governed by the continuity and Navier-

Stokes equations which are given in dimensionless form by

∇ · vi = 0 (7.1)

di

(
∂vi
∂t

+ vi · ∇vi

)
= ∇ ·Ti (7.2)

where Ti ≡ −piI + miOh
(

(∇vi) + (∇vi)
T
)

, and pi and vi denote the pressure and

velocity in liquid i respectively, and d1 = m1 = 1, while d2 and m2 have already been

specified. The kinematic and traction boundary conditions are applied at the liquid-

liquid interface dΩ(t), which is unknown a priori, to enforce mass conservation and

account for the discontinuity in stress due to interfacial tension and van der Waals

forces

n · (vi − vs) = 0 (7.3)

n · (T2 −T1) = 2Hσn +∇sσ −
A

h3
n (7.4)

where n represents the unit normal to the interface as shown in figure 7.1(b), vs

represents the velocity of the interface, 2H represents twice the mean curvature, equal

to the surface divergence of the unit normal (−∇s · n), and σ is the dimensionless

local tension at the interface. The tangential component of equation (7.4) is non-
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zero when gradients of local tension occur along the interface, and t.∇sσ is known

as the Marangoni stress [15]. The third term in equation (7.4) represents van der

Waals attraction between the two drops which becomes significant when the axial

distance between the interfaces, denoted by 2h, becomes of the order of a few hundred

nanometers, and thus the value of A is typically small [11, 32, 33]. In the current

formulation, h is taken to be equal to the axial coordinate of the interface dΩ(t),

and curvature effects are neglected. Symmetry boundary conditions are applied at

the axis of axisymmetry r = 0 and plane of symmetry z = 0. The radial and axial

boundaries of the domain are located at r = k and z = k, where k is some positive

constant, and taken to be k = 7 for all cases studied in this chapter. Increasing the

value of k had no significant effect on the results. At these outer boundaries, the

velocity in the outer liquid is described by

v2(|x| → ∞) = U∞

(r
2
er − zez

)
(7.5)

Surfactants reduce the local tension by adsorbing at the interface. This effect

is described by an equation of state that relates the interfacial tension to the local

concentration of the surfactant. Here, we use the Szyszkowski equation of state [34]

to capture this effect, which is given in dimensionless form by

σ = 1 + βln (1− Γ) (7.6)

where σ ≡ σ̃/σ0 is the dimensionless local interfacial tension, Γ ≡ Γ̃/Γm is the dimen-

sionless local surfactant concentration, β = RgTabsΓm/σ0 is the surfactant strength

parameter, Rg is the universal gas constant, and Tabs is the absolute temperature of

the system. The maximum packing concentration for N-octadecanol chains in water

was reported to be 8µ mol/m2 by Liao, Franses and Basaran [34], and for copolymer

surfactants by Yoon et al. [20] as 5.1µ mol/m2. Thus, a typical value of β is between

0.2 and 0.4. Copolymers [26], long-chain alcohols in water [34], or soluble surfactants

where the timescale for diffusion exchange between the bulk and interface is much
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larger than the characteristic time of film drainage [24], can be considered insoluble

in the bulk fluid. Thus, transport of surfactant occurs only at the interface due to

advection of the bulk liquids, diffusion, and stretching or dilatation of the interface.

Its concentration along the interface is then governed by the convection-diffusion

equation [35], given in dimensionless form by

∂Γ

∂t
+∇s · (Γvs)−

1

Pe
∇2
sΓ = 0 (7.7)

where Pe ≡ R2/tcDs is the surface Peclet number, and Ds is the surface diffusivity

of the surfactant, which is typically anywhere between Ds = 10−12 cm2/s for bulk

polymers [27] to Ds = 10−4 cm2/s for low molecular weight surfactants. Thus Pe

numbers are typically large for µm to mm sized drops, ranging from 600 to 1012. A

symmetry condition is imposed for surfactant concentration at the locations where

the interface meets the axis r = 0

t · ∇sΓ = 0 (7.8)

where t is the unit tangent to the interface.

The system is initially quiescent with the flow described by equation (7.5) imposed

at t = 0 at the outer boundaries z = k and r = k. The surfactant concentration along

the interface is initially homogeneous and set equal to Γ0. The reduced interfacial

tension is then given by σeq = 1 + βln(1 − Γ0). It is useful to describe relations for

the following dimensionless numbers used in past studies in the Stokes limit:

Ca =
µ2GR

σ0
= m2OhU∞ (7.9)

Re =
ρ2(GR)R

µ2

=
U∞d2
m2Oh

(7.10)

Both these dimensionless groups are defined using the parameters of the outside fluid,

as opposed to our scheme, where we use the inside fluid for characteristic values. It
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is clear that in the creeping flow limit, Re→ 0 when Oh→∞ and U∞ → 0, but Ca

is finite. Details of the numerical methods used to solve numerically the system of

equations described above can be found in chapter 6.

7.3 Effect of system parameters on drainage times

In order to understand the effect of surfactants on flow-induced coalescence of

two drops, it is important to study the effect of system parameters on the drainage

time td, defined as the dimensionless time that elapses between half the minimum

axial separation of the drops zmin attaining a value of zmin = 10−1, and coalescence.

Figures 7.2 - 7.3 shows the variation with time t of zmin and drainage times td over a

range of values of the flow parameter U∞, and surfactant parameters Γ0, β, and Pe.

For every comparison, coalescence behavior is compared with the clean interface or

surfactant-free case with parameter values Oh = 0.065, m2 = 1, d2 = 1, U∞ = 0.05,

and A = 10−10. The Reynold’s number for this flow is Re = 0.77 ∼ O(1). The

drops are observed to coalesce for this surfactant-free case without rebounding, and

the drainage time td = 19.71.

Figures 7.2(a) and 7.2(b) show that increasing the dimensionless strain rate U∞

leads to a corresponding increase in the drainage time td. At strain rates of U∞ = 0.05

and higher, the addition of surfactant causes the drops to rebound at the surfactant

parameter values mentioned in figure 7.2, with the extent of rebound increasing as

U∞ is increased. A dramatic increase in td is observed for all cases with surfactants

as compared to the surfactant-free case.

Figures 7.2(c) and 7.2(d) show that increasing the initial surfactant loading Γ0

leads to a corresponding increase in td. While Yoon et al. [20] observed saturation

for drainage times at small values of σeq and no further increase in td upon increasing

loading, td is observed to depend exponentially on Γ0 in our simulations. However,

Vannozzi [27] notes that additional attractive forces due to copolymer effects were re-

sponsible for the saturation in drainage times seen by Yoon et al. [20], and increasing

td with increasing Γ0 was observed in simulations when van der Waals forces were the
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Figure 7.2. (a) Time evolution of half the minimum axial separation
between the drops’ interfaces zmin and (b) variation of drainage time td
with dimensionless strain rate U∞ when the value of Γ = 0.3. (c) Time
evolution of zmin and (d) variation of td with initial surfactant loading
Γ when the value of U∞ = 0.05. Parameter values are Oh = 0.065,
m2 = 1, d2 = 1, A = 10−10, β = 0.1 and Pe = 1000.



211

t

z
m

in

10
0

10
1

10
2

10
3

10
5

10
4

10
3

10
2

10
1

10
0 No surfactant

 = 0.1

 = 0.2

 = 0.3

 = 0.4

 = 0.5

 = 0.6

(a)

t d

0 0.1 0.2 0.3 0.4 0.5 0.6
10

1

10
2

10
3

ln(t
d
) = 2  + 5.641

(b)

t

z
m

in

10
0

10
1

10
2

10
3

10
5

10
4

10
3

10
2

10
1

10
0 No surfactant

Pe = 10

Pe = 100

Pe = 1000

Pe = 2000

Pe = 5000

Pe = 10000

Pe = 20000

(c)

Pe

t d

0 5000 10000 15000 20000
10

1

10
2

10
3

(d)

Figure 7.3. (a) Time evolution of half the minimum axial separation
between the drops’ interfaces zmin and (b) variation of drainage time
td with surfactant strength parameter β when the value of Pe = 1000.
(c) Time evolution of zmin and (d) variation of td with Peclet number
Pe when the value of β = 0.1. Parameter values are Oh = 0.065,
m2 = 1, d2 = 1, U∞ = 0.05, A = 10−10, and Γ = 0.3.
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only attractive forces considered in the system [24,26,27]. Interestingly, the addition

of surfactant causes drop rebound for lower values of loading Γ0 = 0.1− 0.3, while a

monotonic decrease in zmin is observed for high Γ0 values.

Figures 7.3(a) and 7.3(b) show that the effect of surfactant strength parameter β is

similar to that seen for Γ0 above, as increasing β leads to a corresponding increase in

td, and a dramatic increase compared to the surfactant-free case. Again, the addition

of surfactant causes rebound of the two drops at the lowest value of β = 0.1, while

larger values lead to a monotonic decrease in zmin, and an exponential dependence of

td on β.

Finally, figures 7.3(c) and 7.3(d) show the effect of Peclet number Pe on coales-

cence behavior and drainage times. Clearly, for low Pe = 10, or when surfactant

advection is comparable to diffusion, the effect of adding surfactant is almost negligi-

ble and coalescence dynamics are nearly identical to those for the surfactant-free case.

This suggests that Marangoni stress plays a crucial role in the dramatic increase in

coalescence times in the presence of surfactants, which has been discussed by previous

authors [24, 27], as Marangoni stresses only operate for large Pe when the advection

of surfactant causes large gradients in concentration. Drainage time saturates as Pe

is increased, and asymptotes to a constant value upon further increase in Pe, as

large advection in the initial stages of coalescence will lead to a film region devoid of

surfactants causing essentially surfactant-free drainage in the film.

7.4 Coalescence dynamics with Marangoni stresses artificially turned off

The parametric study described in section 7.3 hints at the crucial role played by

Marangoni stress in causing the dramatic increase in drainage times seen for coales-

cence in the presence of surfactants. However, it is unclear from the variation of td

with Γ0 and β if non-uniform local reduction of interfacial tension plays an additional

role in increasing drainage times, as stated by Dai and Leal [26]. To conclusively prove

that Marangoni stress is primarily responsible for the dramatic increase in drainage

times, simulations are perm formed for coalescence in the absence of Marangoni stress,
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Figure 7.4. (a) Time evolution of half the minimum axial separa-
tion between the drops’ interfaces zmin. The dashed lines represent
surfactant-free cases (sf), while the solid lines represent surfactant-
laden flows with Marangoni stress artificially “turned off” (w/o M),
and the dash-dotted line represents surfactant-laden coalescence with
Marangoni stress on (w M). Parameter values are m2 = 1, d2 = 1,
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inset shows a zoomed-in view of film shapes and the corresponding
extent of the dimple rd. (c) Interfacial tension σ as a function of arc
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by artificially “turning them off” or setting t · ∇sσ = 0 in the boundary condition

(7.4). Figure 7.4(a) shows the variation of zmin with time for a surfactant-free case,

three cases where β is progressively increased while Marangoni stress is turned off

(Marangoni-free cases), and a surfactant-laden case with Marangoni stress on, for

identical fluid parameters Oh = 0.065, m2 = 1, d2 = 1, U∞ = 0.05, A = 10−10,

Γ0 = 0.3, and Pe = 1000. Additionally, coalescence behavior for a surfactant-free

case with Oh = 0.0678 where the interfacial tension σ0 is reduced to match σeq for

β = 0.5 is also shown. Figure 7.4(a) makes plain that decreasing interfacial tension

σ0 for the surfactant-free case (Oh = 0.0678), or a uniform reduction in interfacial

tension, leads to an increase in drainage time. This is expected, as the effective Ohne-

sorge number of the system has increased. However, the increase in drainage time

is small, and of the same order of magnitude as the effective change in Oh due to

reducing σ0. Remarkably, for the Marangoni-free cases, values of td are smaller than

those observed for the equivalent surfactant-free case, and decrease as β is increased.

The effect of non-uniform local reduction of interfacial tension is opposite to that

observed for uniform reduction in tension, if Marangoni stress is artificially turned

off.

Figures 7.4(b) and 7.4(c) show the shapes of the drop and interfacial tension σ as

a function of arc length s at t = 18.33 for the three Marangoni-free cases, in compar-

ison to the surfactant free case. Surfactant is convected from the upper half of the

drop, as well as out of the film region, to the lower half of the drop outside the film

region. This leads a local minima in σ, with the magnitude of decrease in σ naturally

increasing with β . As a result, the shape of the drop at the same time instant is more

deformed for larger β, as a higher local curvature is needed at the minima to support

the smaller value of σ. This in turn leads to a more pronounced dimple rd (shown

in inset of figure 7.4(b)) for larger β. Thus van der Waals forces become significant

earlier for the largest value of β which results in the unexpected trend in drainage

times.
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These results conclusively prove that Marangoni stress is primarily responsible

for the dramatic increase in drainage times observed for surfactant laden coalescence

of drops, as selectively turning off Marangoni stress leads to an unexpected decrease

in drainage times in comparison to the surfactant free case.

7.5 Drop rebound due to addition of surfactants

In section 7.3 it was observed that addition of surfactants led to drop rebound at

lower Γ0 and β values. Previous numerical studies using film drainage models [24] and

boundary-integral method simulations [27] have reported “oscillations of the minimum

separation”, at lower concentrations of surfactants. Here, the mechanism that leads

to rebound of the drops in the presence of surfactants is explored first, followed by a

study of the effects of inertia and surfactant strength on drop rebound.

7.5.1 Additional mechanism of drainage delay: Drop rebound

Figure 7.5 shows the variation with time of zmin and velocity of center of mass

of the drop vcom for flow-induced coalescence of two drops in an outer liquid when

Oh = 0.065, m2 = 1, d2 = 1, U∞ = 0.05, and A = 10−10 for a surfactant free case

(shown by the black dashed line), a surfactant-laden case (blue line) with parame-

ters Γ0 = 0.3, β = 0.1, and Pe = 1000, the same case but when inertia of both

fluids is “turned off” by setting di = 0 in equation (7.2) (orange line), and finally,

a surfactant-laden case with larger strength parameter β = 0.3 (red line). Rebound

is only observed for the surfactant-laden case with β = 0.1 when inertia is included,

leading to a value of drainage time td = 253.69, as compared to td = 210.35 for the

inertia-free case, and td = 19.71 for the surfactant-free case. Additionally, it is clear

that rebound, and not “oscillations of hmin” (which suggests a phenomena local to

the film), occurs for the surfactant-laden case, as vcom reverses direction during film

thickening, signifying that the drops move away from each other.



216

t

z
m

in

10
1

10
0

10
1

10
2

10
3

10
5

10
4

10
3

10
2

10
1

10
0

No surfactant

 = 0.1

 = 0.1, No inertia

 = 0.3

(a)

t

v
c
o
m

10
2

10
1

10
0

10
1

10
20.12

0.1

0.08

0.06

0.04

0.02

0

No surfactant

 = 0.1

 = 0.1, No inertia

 = 0.3

(b)

Figure 7.5. (a) Time evolution of half the minimum axial separation
between the drops’ interfaces zmin for a surfactant-free case (black
dashed line), a surfactant-laden case with β = 0.1 with inertia (blue
solid line), and with inertia “turned off” (orange solid line), and a
surfactant-laden case with β = 0.3 (red solid line). (b) Velocity of
center of mass of the drop for the corresponding cases in (a). Param-
eter values are Oh = 0.065, m2 = 1, d2 = 1, U∞ = 0.05, A = 10−10,
Γ0 = 0.3, and Pe = 1000. The open symbols denote time instants for
which surface profiles are shown in figures 7.6 - 7.9.

Figure 7.6 shows the surface profiles of several quantities of interest at four time

instants for the surfactant-laden case with β = 0.1. As the drops approach each other,

the first row of frames show that surfactant is convected out of the region between

the drops and towards the equator due to a positive tangential velocity vt = t · vs at

the interface. The net flux of surfactant, defined as

φ = t ·
(

vsΓ−
1

Pe
∇sΓ

)
(7.11)

is positive up to s = 0.4, but negative for 0.4 < s < 3.14, which is why surfac-

tant begins to accumulate just outside this region between the drops. A negative

Marangoni stress Tnt = t · ∇sσ develops in this region, due to the increase in Γ along
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Figure 7.6. Surface profiles of (a) surfactant concentration Γ (green
line) and local interfacial tension σ (black line), (b) Marangoni stress
Tnt (black line) and tangential velocity at the interface vt (red line),
and (c) net flux of surfactant in direction of the tangent t for the
surfactant-laden case with β = 0.1 where drop rebound occurs. Each
row of the figure corresponds to one time instant shown in figure 7.5
by the open symbols. The horizontal blue lines represent the initial
state of Γ = 0.3, vt = 0 and φ = 0. Other parameter values are same
as figure 7.5.
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the arc length s, as one moves from the center of the drop to its equator. An op-

posite Marangoni stress operates on the top half of the drop, pushing it towards the

symmetry plane. As the drops get close such that zmin = 10−2, more surfactant is

convected out of the film that develops between the drops, and towards the equator.

The flow-induced gradient in surfactant leads to a large negative Marangoni stress,

which opposes the driving pressure gradient in the film and is large enough to cause

backflow and reverse flow direction. This is made plain by the negative vt in the film

region (in addition to the rest of the surface) seen in the second row of figure 7.6.

Thus, at this instant, drop rebound is initiated, and the film begins to thicken as
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the drops move away from each other. The flux of surfactant φ is understandably

negative, as both advection and diffusion of surfactant occurs into the film region.

As the external flow field reverses drop movement and the drop approaches the sym-

metry plane a second time, its velocity is much smaller. At this instant, while vt

in the film is positive, indicating a convective flux of surfactant out of the film, the

velocity is so small that diffusion dominates, and φ is still negative in the film. Thus,

surfactant concentration is increasing in the film, and Marangoni stress outside the

film region keeps decreasing in magnitude. Thus, it is unable to cause reversal of

flow a second time. This behavior is maintained as zmin falls to 10−3, with diffusion

restoring surfactant in the film and the opposing Marangoni stress reducing in mag-

nitude. While Marangoni stresses are small, their magnitude is large enough to cause

partial immmobilization of the surface, and slow down drainage of the film. Figure

7.7 compares the tangential velocity vt at the time instants shown in figure 7.5 for the

surfactant-free and surfactant-laden case, and the degree of partial immobilization of

the surface for the surfactant-laden case is plain, especially after rebound occurs.

Thus, large negative Marangoni stresses outside the film region initially arrest,

and reverse film drainage due to convection of surfactant out of the film during first

approach. This is the first possible mechanism that leads to larger drainage times for

surfactant-laden coalescence as compared with surfactant-free coalescence, and ap-

plies to coalescence for low Γ0 and β values. Subsequently, diffusion dominates over

convection and surfactant is restored in the film until coalescence, leading to dimin-

ishing Marangoni stresses which are unable to cause flow reversal again. However,

they are sufficient to immobilize the drop surface and thus delay drainage of the film;

this is the second mechanism that leads to larger drainage times for surfactant-laden

coalescence.

7.5.2 Absence of drop rebound in the absence of fluid inertia

Figure 7.8 shows the surface profiles of several quantities of interest for surfactant-

laden coalescence with β = 0.1 in the Stokes limit, or when the inertia of both the
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Figure 7.8. Surface profiles of (a) surfactant concentration Γ (green
line) and local interfacial tension σ (black line), (b) Marangoni stress
Tnt (black line) and tangential velocity at the interface vt (red line),
and (c) net flux of surfactant in direction of the tangent t for the
surfactant-laden case with β = 0.1 when inertia is “turned off”. Each
row of the figure corresponds to one time instant at the zmin value
specified in the first frame, and shown in figure 7.5 by the open sym-
bols. The horizontal blue lines represent the initial state of Γ = 0.3,
vt = 0 and φ = 0. Other parameter values are same as figure 7.5.

fluids is ”turned off”. It is evident that at the same values of zmin, the corresponding

decrease in Γ in the film is much lesser than corresponding case with inertia. The

resulting negative Marangoni stress outside the film is also smaller, and vt remains

positive in the film throughout the process of coalescence, indicating that the film

is always draining. The degree of immobilization is higher when inertia is excluded,

as vt is much lower at all instants when compared to the inertial case in figure 7.6.

This indicates that increase in drainage time in the Stokes limit in comparison to

the surfactant-free case is only due to the second mechanism of surfactant-laden
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coalescence, i.e. due to interface immobilization. The occurrence of rebound and

drainage delay due to the first mechanism is absent when inertia is neglected from

the governing equations. Figure 7.5(b) makes plain that the velocity of approach

vcom of the drop is lower when inertia is neglected. This is the likely reason for

lesser initial convection of surfactant out of the region between the drops, and the

subsequent absence of rebound.

7.5.3 Absence of drop rebound at higher β

Figure 7.9 shows the surface profiles of several quantities of interest for surfactant-

laden coalescence when the surfactant strength is increased to β = 0.3. The drops

do not rebound for this case but coalesce on first approach. Even as vcom briefly

reverses direction (figure 7.5), the minimum separation between the drops continues

to fall monotonically until the interfaces are close enough for van der Waals forces

to become significant. The figure makes plain that the convection of surfactant out

of the region between the drops is reduced in comparison to the β = 0.1 case (figure

7.6). However, due to the larger surfactant strength, the magnitude of Marangoni

stress opposing drainage of the film is actually larger for this case at zmin = 10−1.

The larger Marangoni stress acts to reduce vt faster. Indeed, at the instant when

zmin = 10−2, the magnitude of vt along the entire surface is much lesser than the

β = 0.1 case. The large Marangoni stresses act to further reduce the tangential

velocity as the drops get closer, leading to near immobilization at zmin = 10−3. Thus,

the coalescence of surfactant-laden drops with larger values of β is only delayed by

the second mechanism of interface immobilization, in comparison to surfactant-free

coalescence, and resembles coalescence of surfactant-laden drops in the Stokes limit

shown in the previous sub-section.
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Figure 7.9. Surface profiles of (a) surfactant concentration Γ (green
line) and local interfacial tension σ (black line), (b) Marangoni stress
Tnt (black line) and tangential velocity at the interface vt (red line),
and (c) net flux of surfactant in direction of the tangent t for the
surfactant-laden case with β = 0.3. Each row of the figure corresponds
to one time instant at the zmin value specified in the first frame, and
shown in figure 7.5 by the open symbols. The horizontal blue lines
represent the initial state of Γ = 0.3, vt = 0 and φ = 0. Other
parameter values are same as figure 7.5.

7.6 Multiple instances of Marangoni-induced flow-reversal

For coalescence at the parameter values considered so far in this chapter, drop

rebound does not occur for the surfactant-free case. In chapter 6, several instances of

drop rebound for surfactant-free coalescence were observed at higher Re, as a result

of fluid inertia. As we have observed above that addition of surfactant leads to drop

rebound, a natural question arises: What effect does addition of surfactant have on

coalescence dynamics when rebound is observed for the surfactant-free case?



223

t

z
m

in

0 20 40 60

10
5

10
4

10
3

10
2

10
1

10
0

No surfactant

 = 0.1

(a)

Regions of flowreversal

t

v
c
o
m

0 20 40 60

0.1

0.05

0

No surfactant

 = 0.1

(b)

Figure 7.10. (a) Time evolution of half the minimum axial separation
between the drops’ interfaces zmin for a surfactant-free case (black
dashed line) and a surfactant-laden case (blue line). (b) Velocity of
center of mass of the drop for the corresponding cases in (a). Param-
eter values are Oh = 0.023, m2 = 1, d2 = 1, U∞ = 0.05, A = 10−10,
Γ0 = 0.1, β = 0.1 and Pe = 1000. The open symbols in (a) denote
time instants for which surface profiles are shown in figures 7.11.

Figure 7.10 shows the variation with time of zmin and vcom for flow-induced coa-

lescence when parameter values are Oh = 0.023, m2 = 1, d2 = 1, U∞ = 0.05, and

A = 10−10 when the interface is clean, and when insoluble surfactants are present such

that Γ0 = 0.1, β = 0.1, and Pe = 1000. The Reynold’s number is now Re = 2.17.

A remarkable phenomena is observed for the surfactant-laden case. In comparison to

the surfactant-free case, the extent of the first rebound is enhanced, and additionally,

the drops undergo two periods of flow reversal as drainage of the film is arrested and

zmin stays constant or increases with time. The velocity of the center of mass vcom

signifies that at these instants the drops undergo flow reversal and are moving away

from each other. Figure 7.11 shows the variation of the surfactant concentration Γ,

Marangoni stress Tnt and tangential velocity at the interface vt at the instants of

time marked by the open symbols in figure 7.10(a). A clear picture of the underly-

ing dynamics emerges from this figure. As the drops approach each other initially,
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Figure 7.11. Surface profiles of (a) surfactant concentration Γ, (b)
Marangoni stress Tnt, and (c) tangential velocity at the interface vt
surfactant-laden coalescence with β = 0.1. Each row of the figure
shows the profiles for three time-instants specified in the first frame,
and shown in figure 7.10 by the open symbols. The horizontal blue
lines represent the initial state of Γ = 0.3, Tnt = 0 and vt = 0. Other
parameter values are same as figure 7.10.
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surfactant is completely convected out of the film that forms between the two drops,

and a large negative Marangoni stress promotes backflow into the film. In contrast to

earlier cases, Marangoni stress is not solely responsible for flow-reversal and rebound,

but adds to the already negative pressure gradient to cause additional backflow. This

results in the earlier arrest of film drainage and flow reversal (seen in figure 7.10) and

subsequent rebound to a greater extent. However, the compressional flow imposed

at the boundaries causes the drops to reverse direction and approach again. In con-

trast to earlier cases where only one such rebound was observed, surfactant drains

from the film again, and a large negative Marangoni stress acts to reverse flow in

the film. Surfactant is replenished in the film due to backflow and Marangoni stress

is no longer an impediment to drainage, and film drainage resumes. However, the

earlier mechanism is repeated for a third time, causing reversal in flow again. Every

successive flow reversal clearly diminishes in magnitude, until the interface is nearly

immobilized. Following this, slow drainage due to the second mechanism of interface

immobilization occurs until the drops are close enough for van der Waals forces to

kick in. Thus, in the event of coalescence of surfactant-laden drops where drop re-

bound occurs for the surfactant-free case, multiple cycles of flow-reversal are observed,

which cause additional delay in coalescence of the two drops. Similar phenomena has

been observed experimentally [36], where the authors observed “cyclic dimpling” in

an aqueous film formed between oil phases in the presence of non-ionic surfactants

(Tweens). An attempt to explain this phenomena by means of a lubrication thin film

theory [37] was unable to capture the cyclic formation of dimples, which is expected

since the multiple flow-reversals observed here are a result of fluid inertia acting in

tandem with Marangoni stresses.

7.7 Conclusions and outlook

In this chapter, flow-induced coalescence of two drops in a second immiscible liquid

in the presence of insoluble surfactants was studied when the flow Reynold’s number

Re ∼ O(1). A dramatic increase in drainage times in comparison to surfactant-free
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coalescence was observed when surfactants were added in even small concentrations, in

agreement with previous experiments and numerical studies. Two mechanisms for this

delay were discovered: (1) drop rebound that occurs due to Marangoni-stress induced

backflow into the region of fluid between the drops, and (2) interface immobilization

due to Marangoni stress. Drainage delay due to rebound was only observed when

fluid inertia was considered in the governing equations, and turning off inertia led to

drainage by the second mechanism alone. Thus, for Re ∼ O(1) flows, the inclusion

of inertia is essential to capture the additional delay in film drainage due to rebound

of the drops. Moreover, this mechanism only operates at low concentrations of low-

strength surfactants, as interface immobilization in these cases is low. It must be

noted that previous works considering purely lubrication (Re = 0) flows [24,27] have

observed drop rebound “oscillations of minimum drop separation”. As our simulations

show that inertia is essential for Marangoni-induced drop rebound at Re ∼ O(1), it is

of future interest to study coalescence for vanishingly small U∞ values. Remarkably,

when the surfactant-free drops are known to rebound upon first approach due to

inertia, addition of surfactant in small concentrations leads to amplification of this

behavior, and additional instances of flow-reversal that delay film drainage.

The rate coalescence of drops in emulsions can be enhanced by electric fields

[38], provided the field strength is below some critical value [39]. Understanding the

dynamics of drop coalescence in the presence of electric fields is crucial for designing

electrically enhanced coalescer units [1,40]. The numerical methods utilized by Collins

et al. [41] and Collins et al. [42] for studying electrohydrodynamic tip streaming of

charged drops can be combined with the algorithm described in this chapter to study

rigorously the head-on collision of two drops in an electric field when the interface is

contaminated by surfactants.
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A. STEP CHANGE IN INTACT JET LENGTH FOR LOW VISCOSITY LIQUIDS

Figure A.1. Experimental images of jetting of DI water from a nozzle
of diameter 2.31 mm at a flowrate of 78.5 mL/min. The interval
between two timeframes is 22.3 ms. The intact length of the jet
undergoes a step change at a Weber number of We = 1.56, with the
length of the intact jet increasing by as much as 50 times. These
images were taken with a Phantom V310 camera at 10000 fps.
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Figure A.2. Experimental images of jetting of a 1% by volume solution
of a surfactant laden liquid in DI water from a nozzle of diameter
2.31 mm at a flowrate of 23.5 mL/min. The interval between two
timeframes is 59.6 ms. The surface tension of the solution is 28.95
mN/m, while other liquid properties are equal to those of pure water.
The intact length of the jet undergoes a step change at We = 0.34,
a value much lower than that seen for water above. Simulations can
provide insight into the role played by surfactants in reducing the
critical Weber number at which this step change is observed. These
images were taken with a Phanton V310 camera at 8000 fps.
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B. FLOW-INDUCED COALESCENCE OF BUBBLES IMMERSED IN A

POWER-LAW FLUID

In this appendix, the flow-induced collision and coalescence of two equal sized bubbles

immersed in a Newtonian or power-law liquid is described. The size distribution of

bubbles in bubble columns is constantly changing due to collision and coalescence

of bubbles [1]. The rate of bubble coalescence determines if an aqueous foam can

be considered “stable” over the desired timeframe [2], and plays a crucial role in

determining the bubble size distribution for deep-water gas/oil spills [3]. The velocity

at which two bubbles approach each other is an important parameter in deciding if

the collision of the bubbles eventually leads to coalescence [1,4]. Previous works have

determined analytically [5], or observed experimentally [4,6], an approximate value of

a critical Weber number We ≡ ρV 2R/σ, where ρ is the density of the outer liquid, V

is the approach velocity of the two bubbles of radius R, and σ is the surface tension

of the gas-liquid interface, above which bubble collision if followed by a rebound, and

no coalescence.

B.1 Macroscopic behavior of flow-induced collision of bubbles

Here, we investigate the coalescence dynamics of two equal sized bubbles induced

by a compressional flow similar to that generated by a four-roll Taylor mill [7] in a

micro-gravity environment, such that buoyancy effects can be neglected. The prob-

lem setup is identical to that described in chapter 6, with the “drop” fluid now

being treated as an incompressible, isothermal gas with the properties of air at room

temperature. The dimensionless problem variables specified in this appendix were
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non-dimensionalized using the characteristic scales in chapter 6. It is observed that

the critical Weber number of approach Wec above which bubbles rebound and never

coalesce is proportional to the square of the viscosity ratio m2, or Wec = U2
c ∝ m2

2.

B.2 Self-similarity during rupture of the thin film between coalescing bubbles

For bubbles that approach each other with a vleocity U∞ < Uc for a given viscosity

ratiom2, the bubbles coalesce on first approach. As the separation between the bubble

interfaces falls below a few hundred nanometers, van der Waals forces of attraction

between the two bubbles causes rupture of the thin liquid film [8]. The dynamics

resemble those of axisymmetric or point rupture of a free film [9–11], and are thus

expected to be self-similar during the final stages of coalescence. The related problem

of self-similarity during attachment of a bubble to a solid wall was explored in chapter

5. Figures B.6 −B.8 demonstrate self-similarity during coalescence of two air bubbles

in a moderately viscous Newtonian or power-law liquid of power-law exponent n. The

scaling exponents observed are in excellent agreement with expected values for point

rupture of a free film of power-law fluid of corresponding value of n and Oh ∼ O(1)

(refer to figure 3.11 and Thete et al. [10]). Film Oh numbers are typically 103/2

times the Oh number values for our system, as radius of the bubble R is used as the

characteristic length here, as opposed to initial film thickness h0 used in thin film

studies. For typical values, h0/R ∼ 10−3. The dimensionless time to coalescence is

denoted by τ ≡ tc − t, where tc is the time instant at which the film of outer liquid

between the bubbles ruptures and the interfaces make contact.



234

t

z
m

in

0 50 100 150 200 250
10

5

10
4

10
3

10
2

10
1

10
0(b)

Figure B.1. (a) Shapes and positions of two equal sized air bubbles
approaching each other in water such that parameter values are Oh =
3.736 × 10−3, m2 = 103, d2 = 103, U∞ = 0.018, and A∗ = 7.37 ×
10−13. (b) Evolution of half the minimum axial separation between
the bubbles zmin with time t. The symbols denote the time instants
at which the shapes and positions are shown in (a). The bubbles
coalesce on first approach without any occurence of rebound.
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Figure B.2. Parameter values are identical to figure B.2 except
U∞ = 0.020. The bubbles rebound between the first two time in-
stants shown, before coalescing on second approach. Larger values of
U∞ lead to rebound without coalescence. Hence, this is the critical
value of U∞ = Uc = 0.020.
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Figure B.3. Parameter values are identical to figure B.2 except U∞ =
0.028. The bubbles rebound and separate from each other, with the
circular flow that develops between the bubbles driving them away
further than their initial separation.
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Figure B.4. (a) Shapes and positions of two equal sized air bubbles
approaching each other in a viscous liquid such that parameter values
are Oh = 3.736 × 10−2, m2 = 104, d2 = 103, U∞ = 0.223, and
A∗ = 7.37×10−13. (b) Evolution of half the minimum axial separation
between the bubbles zmin with time t. The bubbles rebound and
coalesce on second approach only for this large approach velocity,
which is approximately 10 times the critical velocity determined for
water in figure B.2.
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Figure B.5. Parameter values are identical to figure B.4 except U∞ =
0.279. The bubbles rebound and do not coalesce, as the velocity
of approach is again higher than Uc for this viscous liquid. Note
the deformation of the bubbles as a result of the large velocities and
viscosity of the outer liquid. The approach velocity here is 13.95 times
the critical velocity determined for water.
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C. NOTES ON THINNING AND RUPTURE OF FREE FILMS OF POWER-LAW

LIQUIDS

C.1 Sheet rupture due to finite amplitude perturbations

Spontaneous sheet rupture due to van der Waals forces is a long-wavelength prob-

lem, as the wavelength of the sinusoidal perturbation required in order to observed

spontaeous thinning and rupture is much larger than its initial thickness. For a sheet

of initial thickness 2h0 and lateral extent λ, if a perturbation is applied to the surface

of the film such that its the surface profile is described by

h̃(z̃, 0) = h0

[
1− χ cos

(
2πz̃

λ

)]
(C.1)

spontaneous rupture occurs if the extent of the film λ is greater than λc = 8h20
√
π3σ/AH ,

for a film with constant surfact tension σ and Hamaker constant AH . As the initial

aspect ratio ε = h0/L� 1, the long-wavelength approximation can be applied to the

initial stages of thinning. If h̃(t̃) and l̃(t̃) denote the film thickness and lateral length

scale at time t̃, we can define the film aspect ratio at this time, which is given by

ε(t̃) = h̃(t̃)/l̃(t̃), and its variation with time is given by

ε(t̃) =
h0
lc
τα−β =

h0
lc

[
h̃min(t̃)

h0

]1−β/α
(C.2)

where lc ≡ (48πh40σ/AH)
1/2 ≡

√
2πλc is the characteristic length in the lateral direc-

tion and α and β are scaling exponents for the film thickness and lateral lengthscale

respectively. For all regimes explored in chapter 3, β > α, and thus the aspect ratio

is always increasing as the film thins or τ → 0. Equation (C.2) can be rewritten as

ε(t̃) =
d√

24h0

[
h̃min(t̃)

h0

]1−β/α
(C.3)
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Figure C.1. Variation with time of minimum film thickness hmin for
thinning of a sheet such that Oh = 0.085, A = 9.21× 10−8, m = 1/A,
and n = 0.6 for different amplitudes of perurbation χ. The lateral
extent of the sheet is λ = λc/25.

where d ≡
√

(AH/2πσ)1/2 is the molecular lengthscale. The aspect ratio becomes

O(1) when

h̃min/d = (1/
√

24)1/(β/α−1)
[
d

h0

]1/(β/α−1)−1
(C.4)

For the inertial-capillary regime, β = 2α = 4/7 and hence, the aspect ratio becomes

O(1) when h̃min/d = 1/
√

24. This means that slenderness of the film breaks down

long after the minimum film thickness has fallen below the molecular lengthscale, or

in other words, after the continuum approximation breaks down. Thus, the long-

wavelength approximation is always valid for spontaneous rupture of sheets.

In many natural and industrial situations, the film might experience perturbations

of finite amplitudes [1–3]. In such cases, the film might rupture even if its lateral

extent is lesser than the critical wavelength required for spontaneous rupture, similar

to breakup of an invisicid fluid region observed by Burton and Taborek [4]. Figure

C.1 shows the variation with time of the minimum film thickness hmin for three
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ε(t) and minimum film thickness hmin for thinning of a sheet such
that Oh = 0.085, A = 9.21×10−8, m = 1/A, and n = 0.6. The aspect
ratio becomes 1 before hmin reaches the molecular lengthscale d/h0,
signifiying that slenderness breaks down before the continuum limit is
reached. The lateral extent of the sheet is λ = λc/25 while an initial
perturbation of amplitude χ = 0.95 is applied to its surface.

values of perturbation χ for a sheet of power-law liquid with parameter values Oh =

0.085, A∗ = 9.21 × 10−8,m = 1/A and n = 0.6. The non-dimensionalization and

characteristic scales are specified in chapter 3. The lateral extent of the film for all

three cases is λ = λc/25 which means the film cannot rupture spontaneously due to

van der Waals forces. Figure C.1 shows that the film stabilizes and returns to its

original unperturbed state of h(t) = 1 for both χ = 0.1 and χ = 0.9. However, for

an even larger amplitude of χ = 0.95, van der Waals forces dominate over surface

tension to cause eventual rupture. In this case, the lengthscale of the film is defined

by lc = λc/25, and the variation with time of its aspect ratio is given by

ε(t̃) =
h0

λc/25
τα−β =

25d√
48π2h0

[
h̃min(t̃)

h0

]1−β/α
(C.5)
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Again, for the inertial-capillary regime, when β = 2α, the aspect ratio is O(1) when

h̃min
d

=
25√
48π2

> 1 (C.6)

Thus, for finite amplitude perturbations, the long-wavelength approximation can

break down before the continuum limit is reached, in which case the system of tran-

sient two-dimensional partial differential equations will have to be solved for thinning

of sheets. Figure C.2 shows the variation with time remaining to rupture τ of the

aspect ratio ε(t) and minimum film thickness hmin, and makes plain that ε(t) becomes

O(1) before hmin = d/h0, or before the continuum limit is reached. Figure C.3 shows

that the variation with τ of hmin, lateral length scale z′ and lateral velocity v′ is in

excellent agreement with the expected inertial-capillary regime for this case.

C.2 Relations between series coefficients of scaling functions

In chapter 3 solutions of the self-similar spatially one dimensional ordinary differ-

ential equations (ODEs) for thinning and rupture of power-law fluids in the Stokes

limit are obtained. The set of self-similar ODEs are given by

−n
3
H + βξ

dH

dξ
+
d (HV )

dξ
= 0 (C.7)

3

H4

dH

dξ
+

4

H

d

dξ

[∣∣∣∣2m1
dV

dξ

∣∣∣∣n−1HdV

dξ

]
= 0 (C.8)

where β is the scaling exponent for the lateral length scale, ξ is a similarity varibale, H

and V are the scaling functions for the film thickness and lateral velocity respectively,

n is the power-law index for the fluid and m1 is the characteristic deformation rate for

the fluid. The scaling functions are subsequently expanded in a Taylor series about

ξ = ξ0 such that they are given by

H (ξ − ξ0) =
∞∑
k=0

Hk (ξ − ξ0)k (C.9)

V (ξ − ξ0) =
∞∑
k=0

Vk (ξ − ξ0)k (C.10)
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By substituting these expansions into the self-similar ODEs (C.7) and (C.8) the fol-

lowing recursion relations are obtained between series coefficients for H and V

[(k + 1)H0]Vk+1 +
[
k
(n

3
+ β

)]
Hk = Qk+1 (C.11)

[
4θnk(k + 1)H4

0

]
Vk+1 +

[
3 +

4θn

3
H3

0

]
kHk = Rk (C.12)

where Qk+1 and Rk are functions of β, Hk−1, Vk, and other lower order coefficients,

given by

Qk+1 =

 0, for k = 1

−(k + 1)
∑k

i=2 ViHk−i+1, for k ≥ 2

and

Rk+1 =

 0, for k = 1

Rk

(
Ha
i H

b
j , β
)
, for k ≥ 2

such that ai+bj = k, i, j 6= 0 and i, j ≤ k. For higher order coefficients to be non-zero,

the following condition must hold for some k = j

H0 =

(
9

nθ(4nj + 12βj − 4)

)1/3

(C.13)

where θ = (2m1n/3)n−1. Thus, we have

H1 = H2 = · · · = Hj−1 = 0, Hj 6= 0 (C.14)

V0 = −βξ0, V1 = n/3, V2 = V3 = · · · = Vj = 0 (C.15)

and, finally

Vj+1 = −jHj

[
β + n/3

(j + 1)H0

]
(C.16)

The expansions for the scaling functions can now be given by

H (ξ − ξ0) = H0 +
∞∑
k=0

Hj+k (ξ − ξ0)j+k (C.17)

V (ξ − ξ0) = V0 + V1 (ξ − ξ0) +
∞∑
k=0

Vm+k+1 (ξ − ξ0)m+k+1 (C.18)
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Using the recursion relation (C.11), it can be seen for k = j + 1,

[(j + 2)H0]Vj+2+
[
(j + 1)

(n
3

+ β
)]
Hj+1 = −(j+2) [V2Hj + V3Hj−1 + · · ·+ Vj+1H1]

(C.19)

However, from equations (C.14) and (C.15), we know that the right hand side of this

equations is zero, thus

[(j + 2)H0]Vj+2 +
[
(j + 1)

(n
3

+ β
)]
Hj+1 = 0 (C.20)

A solution to this equation is given by

Hj+1 = Vj+2 = 0 (C.21)

Next, we seek a solution for when k = j + 2,

[(j + 3)H0]Vj+3+
[
(j + 2)

(n
3

+ β
)]
Hj+2 = −(j+3) [V2Hj+1 + V3Hj−1 + · · ·+ Vj+2H1]

(C.22)

Again, the right hand side of this equation reduces to zero, by substituting in equa-

tions (C.14 - C.15) and (C.21). Thus, we obtain

Hj+2 = Vj+3 = 0 (C.23)

Similarly, the values of successive coefficients can be shown to also be zero

Hj+1 = Hj+2 = · · · = H2j−1 = 0 (C.24)

Vj+2 = Vj+3 = · · · = V2j = 0 (C.25)

However, when k = 2j

[(2j + 1)H0]V2j+1 = −
[
2j
(n

3
+ β

)]
H2j − (2j + 1)[V2H2j−1 + V3H2j−2 +

· · ·+ Vj+1Hj + Vj+2Hm−1 + · · ·+ V2jH1] (C.26)

which can be simplified to

[(2j + 1)H0]V2j+1 +
[
2j
(n

3
+ β

)]
H2j = −(2j + 1) [0 + · · ·+ Vj+1Hj + · · ·+ 0]

(C.27)
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And thus,

V2j+1 = −2jH2j
n/3 + β

(2j + 1)H0

− Vj+1
Hj

H0

(C.28)

Now, since Hj 6= 0 and Vj+1 6= 0, it thus follows that H2j 6= 0 and V2j+1 6= 0. Similarly,

one can show that Hkj 6= 0 and Vkj+1 6= 0 where k is any positive integer. Thus, the

series expansion for the scaling functions reduces to

H (ξ − ξ0) =
∞∑
k=0

Hjk (ξ − ξ0)jk (C.29)

V (ξ − ξ0) = −βξ0 +
∞∑
k=0

Vjk+1 (ξ − ξ0)jk+1 (C.30)

C.3 Invariance of self-similar equations to variable transformations

If the variable ξ and scaling function V is transformed such that ξ → φξ and

V → φξ, where φ is a non-zero constant, and substituted into the self-similar ODEs

(C.7) and (C.8) we get

−n
3
H + β(φξ)

dH

d(φξ)
+
d (H(φV ))

d(φξ)
= 0 (C.31)

3

H4

dH

d(φξ)
+

4

H

d

d(φξ)

[∣∣∣∣2m1
d(φV )

d(φξ)

∣∣∣∣n−1Hd(φV )

d(φξ)

]
= 0 (C.32)

It is clear that φ can be cancelled out of both equations and we recover the original

self-similar ODEs (C.7) and (C.8), signifying that the equations are invariant to

variable transformations of the type ξ → φξ and V → φξ. Since the series expansion

for H is given by

H (ξ) = H0 +Hj (ξ)j +H2j (ξ)2j + . . . (C.33)

if ξ0 = 0, we can rearrange terms to get

H (ξ) = H0 +
Hj

φj
(φξ)j +

H2j

φ2j
(φξ)2j + . . . (C.34)

where φ is a non-zero constant. Let us require that Hj/φ
j = 1, which gives us

φ = H
1/j
j . If we say the solution exists such that Hj = 1, then

H (ξ) = H0 + (ξ)j +H2j (ξ)2j + . . . (C.35)
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Let us also say that the solution exists when Hj = 0.1 = 10−1, then

H (ξ) = H0 + 10−1 (ξ)j +H2j (ξ)2j + . . .

= H0 +

(
ξ

101/j

)j
+H2j102

(
ξ

101/j

)2j

+ . . .

= H0 + ηj +H2j102η2j + . . . (C.36)

where η = ξ/101/j. Since the equations are invariant for ξ → φξ, this proves that the

value of Hj has no effect on the similarity solution obtained from solving the ODEs

in similarity space and is thus set to be φ1/m in chapter 3.

C.4 Axisymmetric or point rupture of free films

n
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Figure C.4. Variation with power-law exponent n of the scaling expo-
nent for the lateral lengthscale β for thinning and rupture of free films
of power-law fluids in the Stokes limit for both two-dimensional line
rupture (LR) and three-dimensional axisymmetric or point rupture
(PR). The values for β when the film thins in the power-law viscous
(PLV) regime are significantly different based on the geometry of the
problem but converge to the line β = 2n/3 when dynamics lie in the
power-law capillary viscous (PLCV) regime.
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