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ABSTRACT

Liu, Xing PhD, Purdue University, Dec 2018. Feature Extraction and Image Analysis
with the Applications to Print Quality Assessment, Streak Detection, and Pedestrian
Detection. Major Professor: Jan P. Allebach.

Feature extraction is the main driving force behind the advancement of the image

processing techniques in fields such as image quality assessment, object detection, and

object recognition. In this work, we perform a comprehensive and in-depth study on

feature extraction for the following applications: image macro-uniformity assessment,

2.5D printing quality assessment, streak defect detection, and pedestrian detection.

Firstly, a set of multi-scale wavelet-based features is proposed, and a quality predictor

is trained to predict the perceived macro-uniformity. Secondly, the 2.5D printing

quality is characterized by a set of merits that focus on the surface structure.Thirdly,

a set of features is proposed to describe the streaks, based on which two detectors

are developed: the first one uses Support Vector Machine (SVM) to train a binary

classifier to detect the streak; the second one adopts Hidden Markov Model (HMM)

to incorporates the row dependency information within a single streak. Finally, a

novel set of pixel-difference features is proposed to develop a computationally efficient

feature extraction method for pedestrian detection.
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1. INTRODUCTION

Image processing and computer vision techniques allow the machine to analyze and

interpret images more efficiently and accurately than human. Their applications can

be found in tasks such as object detection, image segmentation, visual surveillance,

image quality analysis, and so on. Two of the areas that benefited from image process-

ing techniques are the printing and scanning. One example is the halftone printing.

The halftone printing technology enables a printer to produce multi-tonal prints with

a limited number of ink colors. It is utilized by all products ranging from desktop

printers and multi-function printing devices. The improvement of halftone imaging

algorithm over the years has primarily improved the image quality and affected the

users of printers all over the world. Another example is the printing quality analy-

sis. The need for high-quality printing images arises from the daily usage of printers.

However, due to the device mechanism, the printed image quality may suffer from

banding, non-uniformity, streak, jitter, and motte. The analysis of print quality is

crucial to the evaluation and diagnosis of printing devices and the guidance for im-

provements. As new printing technologies such as 2.5D and 3D printing are brought

into the industry, the transitional printing quality analysis is not suitable to be used

directly. Thus, new print quality standards are needed and have attracted lots of

attention. Other than quality assessment, defect detection is also a primary area for

printing and scanning image processing. Defect detection aims to locate the particular

type of defects in the printed or scanned image and to guide image healing.

Although the study in printing image processing has undergone significant progress

over the last decades, no one simple solution is suitable for all types of problems and

devices. For example, as we mentioned above, there are many types of printing de-

fects, which, unfortunately, are impossible to be measured by a single merit. On the

other hand, the same kind of defect may appear differently depending on the back-
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ground content and color. Measuring banding defect in a monotone image would be

a different task than in a document image. Finally, prints with significantly differ-

ent structure, such as 2.5D image, require particularly designed quality measurement

methods. Image analysis also finds its influence in image understanding and pattern

recognition. Features that are extracted from the images project the image to space

where critical information is presented, and at the same time, the dimensions are

reduced. Feature extraction has been a crucial topic which significantly influenced

the recognition accuracy in the field of computer vision. A good application example

of this field is the pedestrian detection.

In this thesis, we deal with four types of problems from the image processing and

the computer vision areas

• Wavelet-Based Figure of Merit for Macrouniformity.

• Printing qualtiy metric for 2.5D printing.

• Streak detection in scanned images.

• Pedestrian detection.

The details of each problem are introduced below.

1.1 Wavelet-Based Figure of Merit for Macro-Uniformity

Wavelet transform is a powerful tool that can be applied for image processing and

analysis. They provide a multi-scale decomposition of an original image into average

terms and detail terms that capture the characteristics of the image at different scales.

In this project, we develop a figure of merit for macro-uniformity that is based on

wavelets. We use the Haar basis to decompose the image of the scanned page into

eleven levels. Starting from the lowest frequency level, we group the eleven levels into

three non-overlapping separate frequency bands, each containing three levels. Each

frequency band image consists of the superposition of the detail images within that
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band. We next compute 1-D horizontal and vertical projections for each frequency

band image. For each frequency band image projection, we develop a structural

approximation that summarizes the essential visual characteristics of that projection.

For the coarsest band comprising levels 9,10,11, we use a generalized square-wave

approximation. For the next coarsest band comprising levels 6,7,8, we use a piecewise

linear spline approximation. For the finest bands containing levels 3,4,5, we use a

spectral decomposition. For each 1-D approximation signal, we define an appropriate

set of scalar-valued features. These features are used to design a predictor based

on linear regression, using the data from our image quality ruler experiments with

human subjects.

1.2 Printing Quality Metric for 2.5D Printing

2.5D printing technology developed by Océ allows the superposition of several

layers of colorant on different types of media which creates a variation of the surface

height defined by the input to the printer. Evaluating the reproduction accuracy of

distinct surface characteristics is of great importance to the application of the 2.5D

printing system. Therefore, it is necessary to develop quality metrics to evaluate the

2.5D process. In this paper, we focus on the evaluation of the shape and surface char-

acteristics of the 2.5D printing. To achieve this goal, we define metrics and develop

models that aim to evaluate 2.5D prints in two aspects: overall fidelity and surface

finish. To characterize the overall fidelity, three metrics are calculated: Modulation

Transfer Function (MTF), difference and root-mean-squared error (RMSE) between

the input height map and scanned height map, and print surface angle accuracy.

For the surface finish property, we measure the surface roughness, generate surface

normal maps and develop a light reflection model that serves as a simulation of the

differences between ideal prints and real prints that may be perceived by human ob-

servers. Three sets of test targets are designed and printed by the Océ 2.5D printer

prototypes for the calculation of the above metrics: (i) twisted target, (ii) sinusoidal
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wave target, and (iii) ramp target. The results provide quantitative evaluations of

the printing quality in the third dimension and demonstrate that the height of 2.5D

prints is reproduced accurately to the input design. The factors that affect the print-

ing quality include printing direction, frequency, and amplitude of the input signal,

the shape of 2.5D prints. Besides the above factors, two additional aspects influence

the viewing experience of 2.5D prints: lighting condition and viewing angle.

1.3 Streak Detection in Scanned Images

We describe a feature-based method for detecting streaks in the scanned image

that are caused by dust on the scanner sensor. The proposed approach takes advan-

tage of an “overscan” region that is created by running the scanner before feeding the

document to the sensor. Dust on the sensor will cause streaks at the corresponding

locations in the overscan region. These streaks can be detected easily as the overscan

region has a uniform and light grey background. Two assumptions are made: the

dust on the sensor will always cause a streak in the overscan region and will not move

after the document is fed to the scanner, and no extra dust will be introduced while

the document is being scanned. We can use the streak information in the overscan

region as indicators of the streak locations in the scanned document. That is to say,

the streak detection is conducted only in narrow vertical windows surroundings the

streak locations in the overscan region. Within the cropped window, we extract row-

based features including average streak location derivative and modified LBP. Then

we treat each row in the window as a node in a Markov chain. The hidden state of

each node describes if it contains steak or not. The observations are the calculated

features. The state of each row depends on the feature values and the state of the

previous row. As a result, we formulated the problem as a Hidden Markov Model

and predicts the streak existence by calculating the state of the nodes in the Markov

Chain.
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1.4 Pedestrian Detection using Pixel Difference Matrix Projection (DMP)

The main challenge in pedestrian detection under video surveillances include hav-

ing a limited number of pedestrian image samples with low resolution and requires a

high detection speed. We address the problem by proposing a set of light-weight fea-

tures for pedestrian detection when only a small-medium scale of data is available for

training. Essentially, a difference matrix projection (DMP) which computes an aggre-

gation of multi-oriented pixel differences using global matrix operations is proposed.

The cell-based aggregation reduces the influences of noises in the low-resolution sam-

ples, while the global matrix projection avoids the laborious iterative operations.

We tested our method on the INRIA, Daimler Chrysler classification (Daimler-CB),

and NICTA datasets. The experiments on these benchmark data sets show encour-

aging results regarding detection performance, particularly for image datasets with

low-resolution pedestrians.
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2. WAVELET-BASED FIGURE OF MERIT FOR
MACROUNIFORMITY

2.1 Introduction

Assessing print quality regarding human perceptions is essential for electrophoto-

graphic (EP) printers. The human visual system is often described in the frequency

domain, so analyzing the printed pages in the frequency domain has been the main

approach in print quality prediction. One of the most widely used multi-scale analysis

technique is the wavelet transform. It has been widely applied to noise removal, image

compression, and edge detection [1] [2]. Different from the Fourier transform which

is based on sinusoids, the wavelet transform uses scaling and wavelet functions as the

basis. It provides a multi-scale analysis that allows a decomposition of an image into

average terms and detail terms at different resolution levels while maintaining spatial

structure [1]. By taking advantage of the multi-scale decomposition, the images can

be filtered into different frequency scales, separating the defects in the image at the

predefined frequency ranges.

The macro-uniformity in the monotone printed image suffers from the banding

defects at different scales in a non-periodical manner. To develop a figure of merit

for macro-uniformity, we take advantage of the wavelet analysis for the multi-scale

decomposition it provides. Before performing a wavelet analysis, we first apply a

human vision model (HVM) and calculate the L∗ component. Then we use the Haar

wavelet transform to decompose the image into 11 levels. Each level contains one

approximation sub-image and three detail sub-images along the horizontal, vertical,

and diagonal directions. The eleven levels are then grouped into three non-overlapping

frequency bands. Within each frequency band, a single frequency band image is

constructed as the superposition of the detail images within that band. Next, a
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(a) (b)

Fig. 2.1. (a) A test page with a coverage of 30%. (b) A one-level 2-D
Haar wavelet transform of the scanned page of the image in (a). The
upper left image is the low-resolution approximation, the upper right,
lower left, and horizontal detail, the vertical detail, and the diagonal
detail, respectively.

set of horizontal and vertical projections are obtained from each frequency band

image, followed by a structural approximation that summarizes the essential visual

characteristics of the projections. A set of scalar-valued features is developed for each

approximation signal. These features are used to train a predictor based on linear

regression.

2.2 Test Page Design

Seven sets of samples are designed as the test pages. Each set is printed by a

different printer at 600 dots per inch (dpi) and consists of five samples, ranging from

10% to 90% coverage in a step of 20%. An example test page is shown in Fig. 2.1(a).
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2.3 Human Vision Model (HVM) and L∗ Component

To analyze the image in terms of human perception, a human vision model (HVM)

is applied in the 2-D frequency domain. The Mannos-Sakrison contrast sensitivity

function CSF is used at a viewing distance of 15.7 inches. After applying the HVM,

the images are converted into the CIE L∗a∗b∗ space. The L∗ component is used

throughout our analysis.

2.4 Wavelet-Based Feature Extraction

The feature extraction process consists of wavelet decomposition, frequency band

image summation, structural approximation, and feature extraction. Fig 2.2 provides

an overview of the pipeline.

2.4.1 Wavelet filtering

A 2-D discrete wavelet for an image I(x, y) of size M ×N is represented as

Wϕ(j0,m, n) =
1√
MN

M−1∑
x=0

N−1∑
y=0

, I(x, y)ϕj0,m,n(x, y) (2.1)

W i
ψ(j,m, n) =

1√
MN

M−1∑
x=0

N−1∑
y=0

, I(x, y)ψij,m,n(x, y) (2.2)

where ϕ(x, y) is a 2-D scaling function and ψi(x, y), i ∈ H,V,D are 2D wavelets,

and H, V,D denote the horizontal, vertical, and diagonal directions, respectively.

Wϕ(j0,m, n) are the coefficients that define an approximation of the image I(x, y)

at scale j0. W i
ψ(j,m, n) are the coefficients that add all the details along horizontal,

vertical, and diagonal directions at scales j ≥ j0.
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Fig. 2.2. An overview of predictor generation pipeline. The feature
extraction process consists of wavelet decomposition, frequency band
image summation, structural approximation, and feature extraction.

The Haar wavelet is adopted in our work for its simplicity.The 1-D Haar wavelets

and scaling functions are defined as

ϕ(x) = (
1√
2
,

1√
2

), (2.3)

ψ(x) = (
1√
2
,− 1√

2
). (2.4)

Fig. 2.1(b) shows an example of a 2-D Haar transform of the example image in

Fig. 2.1(a).
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2.4.2 Frequency band images

The Haar wavelet transform can be performed at eleven levels for an image of size

2048×2048 pixels. The first two levels are dropped out because the highest frequency

components are hard to capture by the human being. The remaining nine levels are

grouped into three separate frequency bands. The highest frequency band contains

levels 3, 4, and 5. The medium frequency band contains levels 6, 7, and 8. The lowest

frequency band contains levels 9, 10, and 11. For each frequency band,the horizontal,

vertical, and diagonal detail images are summed to form a frequency band image.

The frequency band images can be expressed as

Ib(x, y) =
1√
MN

∑
i

∑
j

∑
m

∑
n

W i
ψ(j,m, n)ψij,m,n(x, y), (2.5)

where j denotes the wavelet level, i ∈ {H, V,D}, and b denotes the high, medium,

and low frequency band. The frequency band images for the example image in Fig.

2.1(a) are shown in Fig. 2.3. It can be seen that the three frequency band images

capture the defects at low, medium, and high frequencies. For each frequency band

image, we compute the 1-D horizontal and vertical projections. In the ideal case

where no defect exists on the monotone printed page, the projections have one single

value across the image. However, with the presence of defects, the projections are

expected to contain fluctuation at different locations and scales.

2.4.3 Structural approximation

The raw projections from the frequency band images are too noisy to be directly

used as features. A structural approximation is applied to extract the most significant

characteristic in the projections. It is expected that the projections from difference

frequency bands possess different characteristics, hence a particular structural ap-

proximation is developed for each frequency band. Table 2.1 gives a summary of the

structural approximations.
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Fig. 2.3. Left: low frequency band image; Middle: medium frequency
band image; Right: high frequency band image of the example image
in Fig. 2.1(a).

Table 2.1.
Summary of the structural approximation methods at each frequency band.

Frequency

range

Wavelet

decomposition levels

Structural approximation

Low 9 10 11 Generalized square-wave approximation

Medium 6 7 8 Piecewise linear approximation

High 3 4 5 1D DFT

Low frequency band

The low frequency band image contains large-scale defects by computing. A gen-

eralized square-wave approximation is performed on the horizontal and vertical pro-

jections as shown in Fig. 2.4. A zero-level threshold is applied to the projection to

determine the horizontal edges of the generalized square-wave. Then the height of
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Fig. 2.4. Square-wave approximation for the low frequency band pro-
jection along vertical direction (left) and the projection along hori-
zontal direction (right).

each rectangle is the average value of the projection within the extent of the rectangle.

Medium frequency band

For the medium frequency band image, a piecewise linear spline approximation is

developed to capture the variation in the projection while ignoring the fine details. We

iteratively add knots until the maximum error between the spline and the projection

is less than twice the RMS value of the projection. Figure 2.5 shows the result

of piecewise linear approximation for the example image in Fig. 2.1(a). The line

segments characterize the fluctuations in this frequency range.
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Projection

Piecewise linear spline

Fig. 2.5. Piece-wise linear spline approximation for the medium pro-
jection along vertical direction (left) and the projection along hori-
zontal direction (right).

High frequency band

To capture the high frequency defects, a spectral decomposition is used for the

high frequency band image. After obtaining a 1-D DFT of the projection, we define

the ‘neighborhood of the peak’ as the largest interval containing the peak of the

DFT such that all values in the interval are above the threshold. Figure 2.6 gives an

example of the neighborhood of the peak marked in red.

2.4.4 Feature extraction

To detect and characterize the defect within each frequency range, an appropriate

set of scalar-valued features is defined for each structural approximations.
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DFT in the low frequency area

Fig. 2.6. DFT analysis for the high frequency band projection along
vertical direction (left) and the projection along horizontal direction
(right).

Low frequency band

For the generalized square-wave approximation, the feature set consists of |∆h|,

max (|∆h|), (|h|+ const)/(∆(|h|) + const), and (|w|+ const)/(∆(|w|) + const), where

h and w denote the height and width of the rectangular pluses in the generalized

square wave. The constant term is added in order to avoid instability when the

change in |∆h| or |w| approaches zero. |∆h| is the average difference in the heights

of two adjacent rectangular pulses and max (|∆h|) is the maximum difference in

the heights between two adjacent rectangular pulses. These two features charac-

terizes the variance in the pixel values of the defect image. On the other hand,

(|h|+ const)/(∆(|h|) + const) and (|w|+ const)/(∆(|w|) + const) measure the uni-

formities in the heights and widths of the rectangles, respectively.



15

Medium frequency band

For piecewise linear spline approximation, we first calculate ∆y× ∆y
∆x

for each line

segment, where ∆y is the range of change and ∆y
∆x

is the rate of change. With the

goal of capturing some sense of the non-uniformities from the structure of the line

segments, we compute max (∆y × ∆y
∆x

) and
∑

(∆y × ∆y
∆x

) as the features.

High frequency band

For spectral decomposition, the feature set consists of the peaking factor, defined

as the ratio of the total energy in the neighborhood of the peak to the total energy

in all other areas, and the energy concentration factor, defined as the peaking factor

divided by the width of the neighborhood of the peak.

Table 2.2 summarizes the feature designed for each frequency band.

2.5 Results

The goal of the experiment is to develop a metric that predicts macro-uniformity

as judged by human subjects. The metric is based on two parts. The first part is the

features set based on the image analysis that we introduced in Sec. 2.3. The second

part is the subject evaluation scores set provided by a psychophysical experiment [3].

We conducted the experiment on seven printers, each providing five samples

scanned at 600 dpi with nominally uniform coverage ranging from 10% to 90%.

Throughout our experiment, all the scanned print samples were de-screened using

the human vision model followed by L∗ calculation before wavelet processing and

feature calculation.

2.5.1 Psychophysical experiment

32 subjects, most of whom are not working in the image quality related area,

take part in the psychophysical experiment. Each subject provides a subject score
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for each print sample by comparing it to the image quality ruler. The image quality

ruler method, proposed by W1.1 working group [4], contains seven image quality ruler

(IQR) samples with scores ranging from 3 to 21, with 3 denoting the best print quality

with the lowest level of defects. Each unit stands for one just noticeable difference

(JND). The scores are averaged over the subjects to give a final evaluation score for

each print sample [3].

2.5.2 Experiment setup and design

As discussed in Sec. 2.3, the algorithm generates 16 features for each of the 35

samples. This results in a feature matrix with a size of 35 × 16. The ground truth

is a 35 × 1 vector with average subject scores as the elements. Due to the limited

size of the data set, a 5-fold cross-validation is performed to test the predictor. All

the training features are normalized to [0,1] and the testing features are normalized

according to the normalization of the training set. The predictor is trained using

linear regression.

2.5.3 Experiment result

Fig.2.7 compares the average training error and testing error for each print sample

using the linear regression method. The average test error is 1.33 Image Quality

Ruler (IQR) units. It can be seen that the predictor provides a good prediction of

the macro-uniformity score.
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Fig. 2.7. Average training error and testing error linear regression
from a 5-fold cross-validation.
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Table 2.2.
Summary of the features at each frequency band. There are in total
eight scalar-valued features.

Frequency

range

Features Description of Feature

Low

|∆h| average difference in the heights between

two adjacent rectangles

max{|∆h|} maximum difference in the heights between

two adjacent rectangles

|h|+const
σ(|h|)+const measures the uniformity in the heights of

the rectangles

|w|+const
σ(|w|)+const measures the uniformity in the widths of

the rectangles

Medium

∑ ∆y2

∆x
sum of the non-uniformity of projection

max∆y2

∆x
maximum non-uniformity of projection

High

peaking factor energy in the neighborhood of the peak /

energy in all other areas

energy concentration

factor

peaking factor / width of the neighborhood

of the peak
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3. CHARACTERIZTION OF 2.5D PRINTING

3.1 Introduction

Conventional printers are constrained to reproduce image content in a 2D space

as they are not capable of using any height or surface information that exists in a

third dimension. In recent years, digital printing technology has found its applications

in extending print to a third dimension to create 2.5D prints, where surface height

variance can be incorporated in the print. 2.5D printing technology developed by

Océ allows the superposition of several layers of ink on a flat media, which creates a

variation in the surface heights according to the input design sent to the printer. The

variation of surface heights opens the possibility to create different shapes and texture

patterns on top of the traditional printing media. It not only increases the types of

objects that a printer can produce but also enhances print’s appearance to a large

extent. The 2.5D printing can find its significant applications in the reproduction

of artwork, and the production of packaging, signage, and decorative materials. For

example, the reproduction of oil painting can be more realistic as the surface texture

created by 2.5D printing is capable of presenting the oil painting effect.

With the development and application of 2.5D prints, many questions have been

raised regarding the quality of 2.5D print, including the printing accuracy and surface

appearance. An in-depth characterization of 2.5D printing is necessary to develop a

set of quality metrics to objectively measure the printing quality, to investigate the

factors that affect printing quality, and to determine the limits in detail reproduction.

The results can not only be used to assess the printing quality but also provide

help in printing quality prediction and guidance in designing the input files. This

paper deals with research towards characterizing 2.5D printing process about the

printing accuracy and surface quality. The evaluation is performed on two 2.5D
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printer prototypes developed by Océ: the wet-on-wet printer, and the wet-on-dry

printer.

Currently, few image quality metrics have been designed specifically to address

the 2.5D printing quality assessment. The extra dimensionality in height has brought

many challenges to the quality evaluation for 2.5D prints. For example, the ap-

pearance of 2.5D prints strongly depends on the illumination environment and the

viewer’s position. This provides an advantage for the 2.5D prints in its applications

as decorations, but at the same time requires more complicated design of surface

evaluation system. Additionally, the shape and physical structure are big concerns

to 2.5D prints, which also need to be assessed to measure the fidelity of the input

designs.

Our initial attempts to characterize the 2.5D printing start off with the similarities

of the 2.5D printing to the traditional 2D printing and 3D printing. We seek to

build the connections that allow us to take advantage of the previous research on

2D image quality evaluation and 3D object quality evaluation. On the one hand,

each appearance of 2.5D prints under a different viewing condition can be interpreted

as a 2D scene, which can be applied with 2D image quality metrics. Another link

can be made by taking the surface height map of 2.5D prints as a 2D image. The

surface height map is a grey level image of which the pixel values are the heights of

the 2.5D prints at corresponding locations. The examination of the 2D height map

measures the potential distortion in the reproduction of heights. A lot of research and

discussion have been done from the last several decades (Grice,1999; Chandler, 2013;

Wang, 2002; Pedersen, 2011; Moorthy, 2011; Sheikh,2006). On the other hand, some

properties of 2.5D prints, such as shape and surface texture, are also critical aspects in

3D prints quality control (Dimitrov, 2006; Pan, 2005; Polzin, 2013). Hence, parallels

can be made between reproduction accuracy and surface characteristic of 2.5D prints

and that of 3D prints.

In this project, we focus on the evaluation of the 2.5D printing process in shape,

structure, and surface. To achieve this goal, we define metrics and develop models that
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aim to assess 2.5D printing quality in two aspects: overall fidelity and surface finish.

For the aspect of overall fidelity, three metrics are developed: modulation transfer

function (MTF), difference and root-mean-squared error (RMSE) between the input

height map and scanned height map, and print surface angle accuracy. To characterize

the surface finish property, we measured the surface roughness, generated surface

normal maps, and developed a light reflection model that serves as a simulation of

the difference that may be perceived by human observers between ideal prints and real

prints. These metrics and models help as initial attempts for 2.5D printing evaluation

and invoke discussions for future work. Three sets of test targets were designed and

printed by the Océ 2.5D printer prototypes for the calculation of the above metrics:

(i) twisted target, (ii) sinusoidal wave target, and (iii) ramp target. The twisted and

ramp targets are designed to evaluate both the overall fidelity and the surface finish.

We choose suitable metrics or models for the two targets, respectively, according to

their surface pattern features. The sinusoidal wave target was used only for the MTF

calculation as a probe to the frequency limit a 2.5D printer can achieve.

The rest of this chapter is organized as follows. Section 3.2 gives a brief introduc-

tion to 2.5D printing. Following that, the scanning methods are introduced in Sec.

3.3, and three sets of test targets are presented in Sec. 3.4. The quality metrics are

described in Sec. 3.5 and their results presented in Sec. 5. In Sec. 6, this paper ends

with some conclusions and suggestions for future work.

3.2 2.5D Printing

Similar to the 2D printing technology, the surface color of 2.5D prints is defined

by a digital color image file sent to the printer. Beyond that, to define the surface

height, a height map of the same size as the color image is generated as a second

input to the printer. It is a grayscale image with its pixel values determining the

relative heights at corresponding addressable locations in the final print.
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We work with two Océ 2.5D printers that use different inkjet technologies, which

we refer to as wet-on-wet and wet-on-dry printing. Both printing technologies create

surface height variation by accumulating inks on the print media. Each of them

produces a distinct type of surface 2.5D and is used for different applications. The

wet-on-dry printer is a flatbed printer that uses flat press, yet the wet-on-wet printer

uses roller papers. Another difference between the two printers is that the wet-on-dry

printer uses UV curable ink, which allows printing higher altitudes than the wet-

on-wet printer that uses ordinary ink. The wet-on-dry printer prints the color as a

thin layer on top of accumulated white ink, yet the wet-on-wet printer accumulates

the color ink directly. Additionally, the height of the final print is calculable with

the wet-on-dry printer by a formula, but the wet-on-wet printer is not designed to

provide prints with precisely predictable height.

The wet-on-dry printer controls the final prints heights with the input grayscale

height map using the following formula

A = H × TU, (3.1)

where A is the desired print height, H is the number of the specified unit values, and

TU is the thickness unit with a value 8.6 µm for the target print engine. The value

of H is determined as follows: The minimum value of H is fixed to be 0 and the

maximum value of H is denoted as HMAX , which is to be determined by the user.

By mapping the digital pixel values in the input height map to [0, HMAX ], we get the

value of H for every pixel. Following the calculation using Eq. (3.1), the input height

map can be translated to the desired height map with element units of µm.

3.3 Scanning Methods

Two scanning methods are used to obtain the height map of the relief prints. The

first scanning method uses the LMI Gocator1 which uses a red laser to scan the object

line by line. It can measure the objects in a minute, and it returns the height map of
1LMI Technologies Inc., 1673 Cliveden Ave. Delta, BC Canada.
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the object in millimeters directly. The resolution achieves 0.017−0.049 mm along the

scanning direction and 0.190−0.340 mm along the direction of the sample movement.

In our experiment, the scanning resolution is set to be 97 points/inch along the laser

scanning direction and 254 lines/inch along the object moving direction.

The second scanning method measures surface texture characteristics using a 2D

flatbed scanner Canon 5600F [5,6]. It returns a height map with low resolution and is

not characterized to provide measurements in physical units. Hence the measure can

only be used for comparison between targets. We will refer the unit as ‘measurement

unit’ in the following.

In this paper, we are interested in print quality in the height dimension. The

surface height variation of the final print is scanned to generate a height map, from

which we develop metrics either with or without reference to the input height map.

3.4 Test Targets

Three sets of targets with different shapes are designed to characterize the two

relief printing technologies. In the following, we introduce each test target by showing

the designed height map, the associated properties, the relief printer used to print it,

and the scanning method.

3.4.1 Twisted target

The twisted target has the height map shown in Fig. 3.1. From left to right,

the peak location of the target is shifting from top to bottom. It is printed by the

wet-on-dry printer and scanned by the LMI Gocator. It is designed to measure the

overall fidelity of the relief printing.
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Low altitude High altitude

Fig. 3.1. Height map of twisted target, which is to be printed by the
wet-on-dry printer.

3.4.2 Sinusoidal wave target

The sinusoidal wave targets are designed to characterize the MTF of both printer

prototypes. For the wet-on-dry printer, six sinusoidal wave target sets are designed

with different frequency ranges, amplitude ranges, and bias levels. The parameters

are shown in Table 3.1.

Table 3.1.
Specification of six sinusoidal wave target sets printed by the wet-on-dry printer.

Target set Frequency range

(cpi)

Amplitude range

(Pixel value)

Bias levels

(Pixel value)

Maximum

droplet setting

A [7.2 : 7.2 : 57.6] [1 : 10 : 121] 0 6

B [57.6 : 7.2 : 108] [1 : 10 : 121] 0 6

C [7.2 : 7.2 : 57.6] [4 : 5 : 64] 127 12

D [57.6 : 7.2 : 108] [4 : 5 : 64] 127 12

E [7.2 : 7.2 : 57.6] [2 : 2.5: 32] 192 18

F [57.6 : 7.2 : 108] [2 : 2.5 : 32] 192 18

Figure 3.2 shows the height map of the sinusoidal wave target set A as an example.

It contains an 8×13 array of square sinusoidal patches. Each row consists of eight sinu-
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soidal patches with frequencies f ∈ {7.2, 14.4, 21.6, 28.8, 36.0, 43.2, 50.4, 57.6}

cycles/inch. At each frequency, the patches cover amplitudes A ∈ [1 : 10 : 121] unit

of digital value.
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Fig. 3.2. Sinusoidal wave target page designed to measure the MTF
of the wet-on-dry printer

The second set of sinusoidal targets was designed to characterize the MTF of

the wet-on-wet printer. It consists of 9 patches with frequencies f ∈ {30, 50, 80}

cycles/inch and amplitudes A ∈ {42, 84, 126} unit of digital value. The input height

maps of the nine sinusoidal patches are shown in Fig. 3.3.
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Amplitude = 42 Amplitude = 84 Amplitude = 126

Frequency

= 30 cpi

Frequency

= 50 cpi

Frequency

= 80 cpi

Fig. 3.3. Sinusoidal wave target page designed to measure the MTF
of the wet-on-wet printer

3.4.3 Ramp target

The ramp target was designed to measure the angular accuracy and light reflection

properties of the wet-on-dry printer. The test page of the ramp target contains one

row of cylinder-shaped patches and 8 rows of ramp-shaped patches. The cylinder-

shaped patches have the same heights as the peak height of the ramp-shaped patches.

They are to be used for calibrating the scanning height. Its height map is shown in
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Fig. 3.4. Ramp target designed to characterize the wet-on-dry printer.

Fig. 3.4. The height map of the real prints is obtained by using a flatbed scanner [6].

3.5 Quality Metrics

As with 2D printing, there are always differences between the digital input files

and the printed samples in relief printing process. The printed altitude and texture

affect the quality and visual experience of the final prints to a large extent. As a result,

an in-depth analysis of the height accuracy for relief printing is a necessary step in

the calibration of relief printing. In this document, we developed quality metrics to

provide an objective evaluation of the relief printing quality regarding the shape and

visual experience. The resulted assessment can be used for printing compensation

and adjustments.

We approach along two aspects to evaluate the relief printing quality. The first

aspect evaluates the accuracy in the reproduction of the input digital image file,

i.e., overall fidelity. We adopted three metrics: MTF, difference, and RMSE, and
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surface angle accuracy. The second aspect concerns about the surface properties of

the relief prints that involves the visual experience. We developed three metrics that

measure the surface roughness, surface normal map, and light reflection properties

of the surface. In the following sections, the proposed methods and metrics will be

introduced in detail.

3.5.1 Overall fidelity

Modulation transfer function - MTF

The MTF of a printing system is a function of frequency or amplitude characteriz-

ing how much the system attenuates an input modulation signal [7,8]. A few methods

have been developed to measure the MTF of the 2D digital image reproduction de-

vices, including the sinusoidal method, slanted-edge method, and grill method. In

this paper, we applied the MTF to evaluate the reproduction accuracy of the height

modulation for relief printers. The sinusoidal method is applied to the sinusoidal wave

targets to measure the MTF of the printer as a function of frequency and height.

As the frequency increases, it is difficult for the relief printers to reproduce detailed

information in the prints. Since the relief printers work in the way that the ink is

accumulated layer by layer, the fusion between two layers increases the possibility

of dot gain. This is especially the case if the print time between two layers is not

enough for the lower layer to cure. Figure 3.5(b) and Fig. 3.5(b) show examples of

the height modulation of the input signal and the final prints, from which one can see

the smoothing effect in the actual prints due to the movement of the ink. The UV

curing accelerates the ink hardening speed, as a result, the wet-to-dry printer which

utilizes this technology can produce more detailed structures.

The MTF is defined as the ratio of the output modulation M(Output) to the

input modulation M(Input):

MTF =
M(Output)

M(Input)
. (3.2)
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Fig. 3.5. (a) Height modulation of the input signal. (b) Height mod-
ulation of the output signal.

Figure 3.5(b) shows examples of height modulation for the input height map and

output height map of sinusoidal wave targets.

The surface details of relief prints are characterized by the surface height variation.

Hence the bias level of the prints does not affect the surface texture accuracy. Based on

this fact, the DC component is to be removed from both height maps for modulation

calculation. We obtain the frequency response F (f) by extracting the DFT magnitude

at the corresponding frequency. The height modulation M is defined as

M = F (f)/F0. (3.3)

where F0 is the normalization factor.

Difference and RMSE

The mean absolute difference and RMSE as low-level features are used commonly

in 2D image comparison and 3D printing quality evaluation [9,10]. Here, we calculate

the difference and RMSE between the desired height map and the scanned height

map. By these two metrics, we aim to have an overall assessment of how strongly the

printed heights deviate from the desired heights.
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This metric is only applicable for the wet-on-dry printer, since the desired height

can be calculated by Eq. (3.1) for the wet-on-dry printer. However, there is no such

height mapping equation for the wet-on-wet printer.

The mean absolute difference between two height maps of size M ×N is defined

as:

MAD =
1

MN

M∑
i=1

N∑
j=1

|(IDij − ISij)|, (3.4)

where IDij denotes the desired height map and ISij the scanned height map. On the

other hand, RMSE is defined as:

RMSE =

√√√√ 1

MN

M∑
i=1

N∑
j=1

(IDij − ISij)2. (3.5)

Print surface angle

The ramp target was designed to measure the angular accuracy of the relief prints.

We have calculated four metrics: leftangle, rightangle, peakheight and bottomwidth.

With the scanned height map, surface slices are taken as shown in Fig. 3.6(a) along

the indicated direction. An average slice is calculated as the mean of all the slices.

We fit the average slice with a straight line and then calculate the four metrics that

are illustrated in Fig. 3.6(b). The reason why we separate the left angle from the

right angle is that there might exist asymmetries in the prints, which can be explored

by comparing the two angles.

3.5.2 Surface finish

Surface roughness

Surface texture plays an important role in the appearance of prints [11]. The

metric developed in this section serves as a measure of the texture of the surface.

Our approach extends the ISO standard [12] for line raggedness to 2D to take the

entire relief print surface into account. For a surface of interest, such as that shown in
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(a) (b)

Fig. 3.6. (a) Surface slices on the ramp target are taken as shown
in the dashed line along the direction indicated by the arrow. (b)
Definitions of the four metrics: left angle, right angle, peak height,
and width.

Fig. 3.7(a), we generate a surface roughness profile by applying a 2D high pass filter

to it, as shown in Fig. 3.7(b). We then calculate the difference between the surface

roughness profile and its mean to obtain a 2D residual plane of size M × N , which

is denoted by eij. Two metrics are calculated: the first one is the root mean square

value of the 2D residual, and the second one is the maximum among the residuals.

RRMS =

√√√√ 1

MN

M∑
i=1

N∑
j=1

e2
ij, (3.6)

RMAX = MAX(eij). (3.7)

Surface normal

The surface normal vectors affect the light reflection, and hence the appearance,

of the surface. We are interested in depicting the surface texture characteristics by

computing the normal vectors from the height maps.

Our approach is to generate a surface normal map by rescaling each of the x, y,

and z components of the surface normal vectors to [0, 255] and using the rescaled x,
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(a) (b)

Fig. 3.7. (a) Surface of interest for the ramp target. The height of
the surface is in measurement units. (b) Surface roughness profile in
measurement units.

y, and z components as the R, G, and B values in the RGB color space of the surface

normal map. By this conversion, the x, y, and z components of the surface normal

vectors are transferred to R, G, and B values and can be visually displayed as the

surface normal map. This surface normal map provides a visual description of the

print surface texture and a comparison to the desired surface texture calculated from

the input height map.

Light reflection simulation

Relief prints are different from 2D prints in that they have surface height vari-

ation, which leads to varying visual experiences under different viewing conditions

including the incident illumination, and different print properties, such as the sur-

face Bi-directional Reflectance Distribution Function (BRDF), and the surface nor-

mal [13–16]. We simulate the surface appearance by calculating the light reflection

from the height map using the Phong reflection model [17]. Furthermore, with the

input height map and the scanned height map, we can simulate both the input and

printed appearance and compare the difference between them. To extract metrics
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that describe the difference, we calculate the difference between the input and output

light reflection. A threshold is applied to the absolute value of the difference; so we

can select out the high difference values that would capture our attention. We call the

values that are above the threshold ‘peaks’, and the ones that are below the threshold

‘background’.

Four metrics are developed based on the absolute light reflection difference, which

we denote as Dij. The first one is the root mean square value of the difference Dij

between the input and the scanned height maps. The second one is the contrast, which

is defined as the ratio of the sum of the peak values to the sum of the background

values. The third metric is called density for which we take the sum of the peak

values divided by the area of the peaks. The last metric is the density contrast which

is the ratio of the density of the peaks to the density of the background.

Table 3.2.
Four metrics based on the light reflection calculation.

Root Mean Square Error
√

1
MN

∑M
i=1

∑N
j=1D

2
ij

Contrast
∑
Peak values∑

Background values

Density
∑
Peak values∑
Peak area

Density Contrast Density of the Peaks
Density of the Background

3.6 Results

3.6.1 Overall fidelity

Modulation transfer function

We calculated the MTF for the sinusoidal wave target set I printed by the wet-

on-dry printer and the result is shown in Figs. 3.8(a) and 3.8(b). It can be seen in
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Fig. 3.8. MTF for part of sinusoidal wave target set I printed by the
wet-on-dry relief printer. (a) MTF as a function of frequency for 10
fixed amplitudes. (b) MTF as a function of amplitude for 5 fixed
frequencies.
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Fig. 3.8(a) that the MTF decreases as the spatial frequency of the target increases.

The result only shows the MTF for frequencies under 45 cycles/inch, as the mea-

surement contains too much noise when the frequency exceeds 45 cycles/inch and

no principle component could be selected from the Fourier Transform. The frequen-

cies where the MTF drops below 0.5 can be considered as cutoff frequencies for the

printer to reproduce fine details. We also observe the dependence of the MTF on the

input amplitude in Fig. 3.8(b). At frequencies lower than 30 cycles/inch, the MTF

decreases with increasing amplitude. However, at around 30 cycles/inch, the MTF

shows no dependence on the amplitude and remains near a low value of 0.25. Other

than the noise introduced by the printing process, the poor performance of the MTF

at high frequencies may also be due to the low scanning resolution and quality. One

data point appears to be an outlier, possibly due to errors in the data acquisition as

seen in Figs. 3.8(a) and 3.8(b) on the curve for amplitude 81 at 7.2 cycles/inch. A

better scanning method and scanner calibration might resolve this issue.

The MTF for the sinusoidal wave target set II printed by the wet-on-wet printer is

shown in Figs. 3.9(a) and 3.9(b). From Fig. 3.9(a) we can see that the MTF decreases

with increasing frequency and is as low as 0.1−0.2 at 80 cycles/inch. Figure 3.9(b)

shows how the input amplitude affects the MTF. It reveals that the amplitude has a

larger influence on the MTF when the frequency of the signal is around 50 cycles/inch.

The performance is consistently good at the low frequency (30 cycles/inch) and con-

sistently poor at the high frequency (80 cycles/inch). Note that the media used by

the wet-on-wet printer is roller paper, as a result, surface waviness exists and will be

reflected in the scanned height map as low-frequency noise. The noise is extracted by

a low pass filter and removed from the scanned data.

Difference and RMSE

Difference and RMSE are calculated for the twisted target printed using the wet-

on-dry printer. Figure 3.10 shows a difference map obtained by subtracting the
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Fig. 3.9. MTF for sinusoidal wave target set II printed by the wet-
on-wet relief printer. (a) MTF as a function of frequency for 3 fixed
amplitudes. (b) MTF as a function of amplitude for 3 fixed frequen-
cies.
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Fig. 3.10. Difference map for the twisted target printed using the
we-on-dry printer. It is calculated by subtracting the scanned height
map from the desired height map.

scanned height map from the desired height map. For most of the area in the differ-

ence map, the difference is negative meaning that according to the scanned data, the

final print is mostly higher than the desired print. This is because the height mapping

equation Eq. (3.1) is just an approximation of the final print height and needs to be

calibrated. If more data were available, the height difference from our calculation

could be used to adjust the height mapping equation. We also observe red regions

along the edges and at the corners of the twisted target prints in Fig. 3.10, which

indicates that the prints are attenuated more in those areas than in the center areas.

Table 3.3 gives the results of the two metrics for the twisted target printed with

the wet-on-dry printer. The height range of the scanned height is 0.117 − 2.675 mm

so we can conclude that the values of the mean absolute difference and RMSE are

small. Although there are fluctuations over the whole print, the height is mostly

reproduced with a low percentage error.
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Table 3.3.
Mean absolute difference and RMSE for the twisted target.

Metric Absolute Value Relative Error †

Mean absolute difference 0.174 mm 6.49%

RMSE 0.182 mm 6.81%

† (Absolute value divided by range)×100

Print surface angle

With the limited scanning data, we compare the angular accuracy of the ramp

targets that were printed using the wet-on-dry printer as shown in Fig. 3.11. The

results are shown in Fig. 11. Note that the ramps are designed as follows: From ramp

1 to ramp 7, the target angles increase linearly, the bottom widths decrease linearly,

and the peak heights remain the same.

In Fig. 3.12(a) we see a nearly linear increase in angle from ramp 1 to ramp 7. The

left angles are always slightly larger than the right angles, which indicates a constant

asymmetry in the geometry of the prints. The variance in peak heights across the

seven ramps shown in Fig. 3.12(b) is small. In Fig. 3.12(c), the width drops nearly

linearly from ramp 1 to ramp 7. From the results, we conclude that there exists a

position dependence on the printing direction of the geometry of the relief prints.

3.6.2 Surface finish of relief prints

Surface roughness

Surface roughness is calculated for the ramp targets shown in Fig. 3.11. It is

calculated separately for the left and right parts. Two histograms are generated for

the values of RRMS and RMAX , as shown in Figs. 3.13(a) and 3.13(b). Both metrics

show an increasing trend from ramp 1 to ramp 7, indicating that the surface becomes
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Fig. 3.11. Ramp targets used for calculation of angular accuracy. This
is an image of the targets that have been printed using the wet-on-dry
printer. The left and right side are defined as noted.

rougher as the slope becomes steeper. However, it is worth noting that in Fig. 3.13(b),

which shows the maximum of the residuals, ramp 2 has a very high value. This is due

to a significant local print artifact in ramp 2. But this local defect is not picked out in

the RMS value of the residuals. To determine which metric to use, a psychophysical

experiment is needed to relate the metric values to human perception.

Surface normal

The surface normal maps are generated for the twisted target for both the input

height map and the scanned height map obtained from the twisted target printed

by the wet-on-dry printer. The result is shown in Fig. 3.14(a), which provides a

visualization of the surface normal vectors. The curved banding pattern in the surface

normal map from the scanned data depicts the surface roughness of the real print.

This variation aligns very well with our observation of the real print. By comparing

with the surface normal map from the input data, we can describe what the differences

are and the shape and location of artifacts.
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Light reflection simulation

We applied light reflection simulation to the ramp targets printed by the wet-on-

dry printer, aiming to obtain a heuristic visualization of the surface characteristics

for both the ideal and real prints. Some comparisons are provided in Fig. 14 between

the surface appearance of the photo of the real print, the light reflection simulation

based on the scanned height map, and the one based on the input height map. With

limited control of the experimental environment, we tried our best to match the light

direction and color between each photo and the corresponding simulation. We can see

that the light reflection simulations work well to match the photos of the real print.

As expected, the same print exhibits different surface appearances under different

lighting conditions and viewing angles. The defects that are obvious under a certain

lighting condition might not be visible if the illumination direction changes. We

expect that the light reflection simulation can provide a fast mean for visualization

of the real prints from the scanned measurements.

The four metrics based on the light reflection calculation for ramp 1 to ramp 7

are presented in the histograms in Fig. 3.16. Of the four metrics, the density metric

yields a very similar result to the RMS value of the residuals in Fig. 3.13(a) that

describes the surface roughness. As the slope of the ramps becomes steeper, the

values of the metrics increases. Again, ramp 2 stands out in the values of the RMS,

density, and density contrast due to the local print defect. Among the four metrics,

the density metric aligns best with our visual observations. However, as mentioned in

the previous section, a psychophysical experiment is desired to measure and validate

the metrics we have developed.
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(a)

(b)

(c)

Fig. 3.12. Measurement for the ramp target shown in Fig. 3.11 printed
with the wet-on-dry printer. (a) angles, (b) peak height, and (c)
width.
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(a)

(b)

Fig. 3.13. Residuals for the ramp target shown in Fig. 3.11 printed
with the wet-on-dry printer: (a) RMS value of the residuals, (b) Max-
imum value of the residuals.
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(a) (b)

Fig. 3.14. Surface normal maps for the twisted target: (a)From the
input height map. (b)From the scanned height map of the twisted
target printed by the wet-on-dry printer.
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(a)

(b)

(c)

Fig. 3.15. Surface light reflection comparison. (a), (b), and (c) are
with different lighting conditions and viewing angles.
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Fig. 3.16. Histograms of the four metrics: root mean square error,
contrast, density, density contrast.
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4. FEATURE BASED STREAK DETECTION IN
SCANNED IMAGES

4.1 Introduction

Streaks caused by dust on the scanner sensor are one type of major defects in

the scanned images. Detecting the streak defect is a necessary yet challenging task.

Accurate detection of the streak is the prerequisite for the defection analysis and a

successful following up streak healing. Defect detection has been a widely explored

topic in printed and scanned image [18–20]. However, the streak caused by dust

on scanned images possesses characteristics which differentiate it from other defect

types. Fig. 4.1 shows a cropped patch containing streak. Due to the small size of

the dust, the streak has a very thin structure and could be barely perceived even by

human eyes from a distance. Majority of the streaks caused by tiny dust are observed

to be interacting with the pixels in the scanned page. Hence, the appearance of the

dust varies depending on the background. As the dust stays at the same position

most of the time, the steaks are vertically straight lines along the scanning direction.

The thin structure of the streak and the interaction with background pixels bring lots

of challenge to the detection task. We have developed methods which consider the

characteristic of the steak in both features and classification methods.

4.2 Related Works

Research on streak detection can be seen in both printed images and texture anal-

ysis. In [18] a projection-based method is proposed to detect the streak in the printed

images with mottle and uniform noise. The projections across the entire image at

different window sizes are computed. Subsequently, mutual information is used to



47

Fig. 4.1. An example of image patch that contains a streak. From the
zoomed-in image on the right, it can be seen that the streak is about
two pixels in width, and has a very faint appearance.

detect the peak location and peak sizes. [19] describes a method to characterize the

streak in printed images using wavelet decomposition. Streaks are considered as one

type of macro-uniformity defects in [21] and are measured regarding objectionable-

ness. More streak detection literature can be found in texture analysis. [20] proposed

a framework for detecting streaks and lines on polished or textured surfaces using line

integrals.

4.3 Feature Based Streak Detection

A block diagram of the proposed detection framework is provided in Fig. 4.3. A

detection window is used to slide over the input image in the horizontal direction.

The size of the detection window is typical M × w pixels, where M is the number

of rows of the input page, and w is a parameter taking values between 7− 10 pixels.

Fig. 4.2 shows an example of the detection window with a width of 13 pixels. The

streak is detected within each detection window on a row basis, i.e., each row is

examined to determine if a streak defect exists or not. The intensity of each row
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within a detection window is called a row profile. Denote the row profile as fm(x),

where m is the row index and x is the horizontal coordinate. The detection window

can then be expressed as {fm(x) : 1 ≤ m ≤M} The features are extracted for each

row, followed by a binary classification which determines if the row includes a streak

defect.

Fig. 4.2. A detection window of 13 pixels in width. The image is
scanned along the horizontal direction with the detection window.
Within each detection window, the streak is detected on a row-basis.
The intensity of a row in the detection window is defined as a row
profile, based on which the feature are extracted.

4.3.1 Pre-processing

Halftone descreening using Gaussian filtering

For most of the cases, the documents to be scanned are printed pages. In general,

the printed documents suffer from underlying halftone patterns [22, 23], which are

preserved during the scanning process and interfere with the defect analysis on the

scanned pages. It is essential to eliminate the effect of the halftone screen before the

application of any streak detection algorithms. Meanwhile, any descreening algorithm

should avoid destroying the fine structures that are intrinsic to the content image.
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Fig. 4.3. A brief overview of the streak detection framework.

To this effect, the image is applied with a Gaussian low pass filtering which has a

gentle cutoff of the high-frequency components. A Gaussian filter has an impulsive

response which is a Gaussian function. The kernel of the Gaussian filter is chosen to

be corresponding to the halftone frequency. Considering the dust on the sensor are

usually thin and subtle, the resulting streaks only span several pixels in width. To

avoid smoothing out the streak structure by the use of Gaussian filtering, we apply a

1D Gaussian low pass filtering alone the vertical direction. Denote the input image

as I(x, y), where x and y are the discrete spatial-domain coordinates; the Gaussian

filtering can be expressed using the following equation:

IG(x, y) = I(x, y) ∗G(y), (4.1)

where G(y) represents the 1D Gaussian filter defined as

G(y) =
1√
2πσ

e−
y2

2σ2 (4.2)

Noe that for RGB input images, the Gaussian smoothing is applied to each of the R,

G, and B channels.
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4.3.2 ∆E

The scanned pages are RGB color images. To characterize the human visual per-

ception, the images are converted into the CIE L∗a∗b∗ color space, which mimics the

visual response of the eyes. Moreover, the difference between the fine frequency com-

ponent and the coarse frequency one is of interest in our work, as the finely structured

streaks are the target to be detected. Hence, the image in the CIE L∗a∗b∗ color space

is further converted into the ∆E space. The ∆E is defined, according to CIE76, as

the Euclidean distance between two colors. In our work, the two colors represent the

high frequency and the low-frequency components of the image, respectively. The

high-frequency component is just the image itself. The low-frequency component is

obtained on a row basis. At every row of the L∗a∗b∗ image, a baseline is computed for

each color component by applying a median filter of size p. Denote the components

in the three color spaces as L∗(x, y), a∗(x, y), and b∗(x, y). The baseline image can be

expressed as

LB(x, y) = median
x′∈Sx

(L(x′, y)) Sx = x− p, ..., x+ p

aB(x, y) = median
x′∈Sx

(a(x′, y)) Sx = x− p, ..., x+ p

bB(x, y) = median
x′∈Sx

(b(x′, y)) Sx = x− p, ..., x+ p.

(4.3)

The ∆E between the original image and the baseline is then

∆E∗ =
√

(L∗ − L∗B)2 + (a∗ − a∗B)2 + (b∗ − b∗B)2. (4.4)

The ∆E space is invariance to the illumination changes, which is an important factor

in the streak detection in the unconstrained environment with a variety of pages to

be scanned. Fig. 4.4 shows a pre-processed output of the image patch in Fig. 4.2. In

practice, ∆L is often used as it also represents the perception difference and easier to

compute. In the experiment, we test with both ∆E and ∆L and compare the results.
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Original image ̀E

Fig. 4.4. Left: a patch of the image that contains a thin streak in the
center; Right: the output in the unit of ∆E after applying Gaussian
filtering and color space conversion.

4.4 Feature Extraction

The proposed streak detection algorithm uses a feature-based method. Features

are extracted to characterize the streak based on which the classifier is able to identify

the streak in the mist of other thin vertical structures intrinsic to the document. The

design of the features takes into consideration the vertical structure of streaks, the

low contrast between the streaks and the neighborhood pixels, and the relationship

between the adjacent rows. Following the above guidelines, two features are proposed:

the average peak location derivative (APLD) and the modified Local Binary Pattern

(LBP). As illustrated in Fig. 4.5, the APLD features are extracted following a matched

filtering on the row profile, while the MLBP feature is computed directly from the

detection window.

4.4.1 Average Peak Location Derivative (APLD)

The APLD feature is proposed based on three observations of the streak defects:

(1) the streak usually spans several pixels (1-5 pixels) at each row and has a peak
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Fig. 4.5. Overview of the feature extraction process.

(maximum or minimum intensity) at the center; (2) if a streak is caused by one single

dust, its pattern along the row direction merely changes across the rows, i.e. along

the vertical direction; (3) if a streak caused by one single dust, its horizontal location

rarely shifts across the rows. There is one rare situation where the dust might have

rolled during the process of scanning, in such case the streak is found to shift by 1−2

pixels.

Matched filtering

Before introducing the APLD feature, we first provide a brief review of the

matched filtering which provides the signal to the APLD feature extraction. Matched

filtering is a common solution for detecting the desired pattern in the presence of noise.

It is optimal in the sense of maximizing the signal to noise ratio (SNR). The streak

caused by the dust has a low contrast to the context, a matched filtering is applied

aiming to emphasize the shape a the streak.

As introduced above, the row profile is the pixel intensity along the row direction

within a detection window. Usually, the streak has a peak shape reflected in the pixel

density along the row, as shown in the example provided in Fig. 4.6. If we shrink the

range to the size of a detection window, the streak has a hump shape as shown in
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Fig. 4.6. Left: a patch that contains a streak; Middle: pre-processed
output; Right: pixel intensity at the 100th row.

Fig. 4.7. We name the pixel intensity at each row within a detection window a ‘row

profile’.
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Fig. 4.7. Row profile of a streak. The length of the row profile equal
to that of the detection window.

To highlight the hump structure, the matched filter is the average of the streak

row profiles from the annotated images. Because averaging is a statistic operation,
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the matched filter we extracted is a statistical model of the streak. Fig. 4.8 plots the

extracted streak profile which is normalized so that the sum is one.
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Fig. 4.8. Averaged streak extracted from the groundtruth.

Use h[k] to denote the matched filter, and a row profile of interest as s[k], the

matched filtering can be expressed as

y[n] = abs(
m∑

k=−m

h[n− k]s[k]), (4.5)

wherem equals to one half of the width of the detection window, and yi[n] denotes the

magnitude of the matched filtering output. It should be noted that the streak might

be darker or lighter than the background. To introduce invariance to the contrast,

only the magnitude of the matched filtering result is used. Fig. 4.9 shows the matched

filtering output by applying the matched filter in Fig. 4.8 on the row profile in Fig. 4.7.
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Fig. 4.9. Matched filtering output.
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We apply the filter to each row following a densely scanning fashion. Usually, the

signal-to-noise ratio (SNR) is computed from the matched filtering result to measure

the similarity of the signal to the matched pattern. However, the streaks caused by

dust are mostly subtle with low contrast to the neighboring pixels. Therefore, we

need a more efficient means to distinguish the pattern from the noisy background.

One of the characteristics of the streak mentioned above states that the streak is

mostly straight with little variation in the shape and location, which indicates that

the position, instead of the intensity, of the peak, could also serve as an efficient

feature to identify the streak.

Average peak location derivative (APLD)

As the streak has a straight vertical structure, the corresponding peak location of

the matched filtering output rarely changes within the detection window. Fig. 4.10

and Fig. 4.11 plot the peak locations for the detection windows with and without

streaks. It can be seen that, even with the presence of noisy background, the peak

location at streak locations shows a strong consistency across the rows. On the other

hand, in the detection window without any streak, the peak locations are randomly

distributed with a high variance.

Use gk[i] to represent the matched filtered output at the kth row, where i is the

horizontal coordinates. An example of gk[i] is shown in Fig. 4.9. The peak locations

at all rows in the detection window are denoted by p(k). To describe the consistency

of the peak location in the matched filtering output, we propose to compute the

peak location derivative (PLD), which is the local variance of the peak locations in

a neighborhood of N rows, where N is a hyper-parameter. The locally averaged peak

location at each row k can be expressed as

p(k) =

k′=i+N
2∑

k′=i−N
2

p(k′). (4.6)
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streak

Fig. 4.10. Peak locations from the matched filtering output. Left: A
patch that contains a streak. Three detection windows are marked in
yellow, green, and brown colors, respectively. Right: For each of the
detection windows, the peak locations at each row is marked using the
corresponding color. The brown detection window contains a streak.
Hence the peak locations are consistent.

Based on the local average, the local variance of the peak locations can be computed

by

d(i) =

∑k=i+N
2

k=i−N
2

[p(k)− p(i)]2

N + 1
.

(4.7)

4.4.2 Modified Local Binary Patterns (M-LBP)

Local binary pattern (LBP) is one of the best performing features in texture ex-

amination. It is invariant to monotonic gray-level changes and has low computational

cost. The basic LBP operator assigns a binary number to every pixel in an image by

thresholding the neighboring pixels with the center pixel value and takes the eight

labels as the feature vector. The numerical value that corresponds to the eight binary

numbers can be used as a single feature value for each pixel. Let ~x denote the location

of the pixel of interest. Use ~dj to denote the eight neighborhood pixels in a clockwise
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streak

Fig. 4.11. Peak locations from the matched filtering output. Left: A
patch that contains a streak. Three detection windows are marked
in red, purple, and yellow colors, respectively. Right: For each of the
detection windows, the peak locations at each row is marked using the
corresponding color. The yellow detection window contains a streak,
hence the peak locations are consistent. At the location where there
is an edge that disturbs the streak, the peak location also changes.

direction with j being the neighborhood index. The binary feature vector T for the

pixel x consists of elements t(~di) as follows:

t(~di) =

0, ifI(~di) < I(~x)

1, otherwise.
(4.8)

The decimals that corresponds to the feature vector can be computed by

LBP (~x) =
8∑
i=1

ti · 2i−1. (4.9)

See Fig. 4.12 for an example of the basic LBP operator.

To deal with local patterns at different scales, the LBP can be extended to a larger

neighborhood size. In some research work, difference sizes are combined to extract

multi-scale information of the texture and to achieve performance improvement.

Before utilizing the idea of LBP in the streak analysis, it is worth reviewing the

characteristics of the streak. Due to the vertical structure of the streak, the pixel
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(1, 1, 1, 1, 1, 0, 1, 0)

Decimal: 250

Threshold
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t7 t3
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Order of neighborhoods

Fig. 4.12. Basic LBP operator. The LBP binary pattern is computed
in a neighborhood of 3× 3 pixels.

from a streak usually has a pixel value which is dependent on and similar to the

pixels above and below, whereas different from the pixels on the left and right sides.

Instead of texture analysis, we are searching for a pattern with a specific structure,

where the vertical pixel difference is dominant. Hence, the order of the neighborhood

pixels is rearranged such that it gives more weights to the pixels on the left and right.

The order of the modified LBP is shown in Figure 4.13

(1, 1, 0, 0, 1, 1, 1, 1)

207

Fig. 4.13. The order of pattern in the modified LBP operator
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4.4.3 Other features

To increase the discrimination ability, we developed 6 other features as follows.

Signal-to-background ratio

The signal-to-background ratio (SBR) is extracted from the matched filtering

output as follows:

SBR =
peak signal power

sum entire power
=

f 2
s∑

(f 2
E)

(4.10)

where fs is the peak value of the output, and fE represents the entire window.

Slope of the matched filtering output

To compute this feature, we look for the left and right edges around the peak

value in the matched filtering output. The edge points are defined by the element

that falls in the range [0, 0.1]. Denote the edge points as xL and xR. Denote the peak

location as XP , the slope can be express as:

slope = (
g(xR)− g(xP )

xP + 1
+
g(xP )− g(xL)

xP − xL + 1
)/2 (4.11)

Row profile peak location derivative

We apply the ALPD to the raw row profile, instead of the matched filtering output.

Row profile peak value derivative

We apply the same technique used for ALPD, but compute the derivative for the

peak value instead of the peak location.
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Row profile local maximum flag

To avoid the false alarm evoked by edges, we detect if the maximum value is a

local peak in the row profile. This feature can be expressed as:

flag =

0, if the maximum value is a local peak

1, otherwise
(4.12)

4.5 Ground Truth

A ground truth labeling tool is written using MATLAB [24] Graphical User In-

terface (GUI). The labeling tool records the horizontal and vertical locations of the

streaks. Fig. 4.14 shows the labeling interface. Because the streaks are sometimes

hard to perceive, the GUI tool provides ‘zoom in’ option. To zoom in, one should

click on the numbers that are arranged spatially corresponding to the image on the

left. To record the peak location, one needs to click on the starting and ending points

of the streak. A dialog will show up displaying the locations one just clicked on. If

the ‘Record’ is pressed, the GUI tool will read the position and write to the file auto-

matically. To make sure that the selected peak location is correct, ‘show annotated

streak’ displays marks on the streak right away based on the annotation one just

made, as shown in Fig. 4.15. 129 images are annotated and the streaks have a total

length of 150245 pixels.

4.6 Evaluation

Classifiers are trained using SVM from the extracted features to predict the ex-

istence of streak. The predictor is applied to each row within the detection window

for the test samples. Each row is labeled as defective or not. As the streak spans

several pixels in width, we consider the detection and the annotation matches as long

as the detection window contains the actual streak. To test the performance of the

prediction model, false alarm rate and miss rate are obtained.
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Fig. 4.14. GUI of the ground truth labeling tool.

4.7 Experiment

4.7.1 Dataset

40 pages with a large variety of contents are scanned at 300 dots per inch (dpi).

Fig. 4.16 shows some examples of the scanned pages. The top half of the images

are annotated. There are in total 247 streaks with 15 725 defective rows. Negative

samples are selected from the non-defective regions consisting of 391825 rows.
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Fig. 4.15. A preview of the annotated streak is provided by clicking
on ‘Show annotated streak’. In case it looks wrong, the annotation
can be discarded and redone.

4.7.2 Result

Table 4.1 summarizes the results of the experiment.

Table 4.1.
Summary of the streak detection result.

Mean accuracy 93.06 %

Miss rate 18.68 %

False alarm rate 6.51%
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Fig. 4.16. Examples of the scanned pages from the dataset.
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5. HIDDEN MARKOV MODEL BASED STREAK
DETECTION

5.1 Introduction

The streak detection framework proposed in Chapter 4 adopts a framework where

each row in the detection window is considered as one sample. Each row sample acts

independently both in the model training and in the streak detection. However, this

row-based streak detection framework could not employ one important characteristic

of the dust-generated streak: row-dependency. Along a single streak, the streak defect

at each row is a precise evidence of the existence of dust on the sensor and strongly

suggests that the same dust, if not removed, could further cause streak defect at the

following rows. This characteristic relies on the fact that the page is scanned from

top to bottom. On the other hand, one certain row with no streak, although cannot

serve as an absolute evidence, is an indication that the dust does not exist (or does

not cause any streak) and the following rows are less likely to suffer from the streak

defect. This characteristic represents the dependency between the nearby rows which

has a very similar scenario to the Hidden Markov Model (HMM). In this chapter,

we adopt the HMM model in streak detection. Experiments demonstrate that the

performance improves regarding both detection accuracy and detected streak length.

5.2 Related Works

HMM is a well-known technique to incorporate the temporal context information

into classification problems. It has been widely used in image processing, text analysis

[25], as well as defect detection. HMM is employed to recognize unusual subsequences

in wire ropes where the Viterbi scores are used as indicators for defects [26]. In [27],
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the HMM is utilized as a texture unit descriptor to predict the pixel values of the

texture.

5.3 Preliminary

5.3.1 HMM

HMM is useful when modeling the discrete state of a system as it evolves in time.

The Markov chains represent data as a sequence of states in time, where each state

is and only is dependent on the previous one. At the same time, observations made

at each temporal location are considered as dependent on the corresponding hidden

state. As a result, the HMM incorporates the temporal context information as well

as the observations in the decision making. Let {Lm}Mm=0 denotes the discrete-time

random process taking its state values on a countable set Ω. It forms a Markov chain

if

P{Lm = s|Ln for all n < m} = P{Lm = s|Lm−1}, (5.1)

where s ∈ Ω and 0 < m < M . Note that the state space Ω is discrete and countable.

The distribution of the states at each temporal location is represented by the

marginal probability π(m)
s as

πms = P{Xm = s}. (5.2)

To describe the dependency of the states between the adjacent rows with states s, s′ ∈

Ω, the transition probability P (m)
s,s′ is defined as

P
(m)
s,s′ = P{Xm = s|Xm−1 = s′}. (5.3)

Assuming that the marginal probability and the transient probability are both ho-

mogeneous, we have

π(m)
s = πs, P

(m)
s,s′ = Ps,s′ . (5.4)
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Based on Equation 5.1, the probability of a particular state sequence for {Xm}Mm=0

is

p(x) = π(0)
x0

M∏
m=1

Pxm−1,xm , (5.5)

where xm represents the state at m.

Practically the states Xm are typically hidden, while observations Ym depending

on the corresponding states Xm can be made at each temporal location. Xm and Ym

are two parallel stochastic processes with the dependency relationships illustrated in

Fig 5.1 The observations are controlled by the states, for which the emission proba-

bility is defined as

p(y|s) = p(Y = y|L = s). (5.6)

The joint density function for the double sequence is given by

p(y, l|θ) = πl0

M∏
m=1

{f(ym|lm)Plm−1,lm}, (5.7)

where θ = [πs, Ps,s′ : for s, s′ ∈ Ω]

5.4 Problem Formulation

The detection window with M rows is modeled as a Markov chain {Xi}Mi=0, where

i is the row index and M is the height of the window. The state space Ω = {0, 1}

represents the existence of streak defect, with 1 being non-defective and 2 being

defective.

Fig. 5.1. {Xm} represent the states and {Ym} represent the observa-
tions (features). The arrows explains the dependency relationships.



67

In our work, the transition probability P (i)
s,s′ is assumed to be independent on time,

i.e., the Markov Chain is homogeneous. While the transient behavior of the Markov

chain ensures the influence of the initial state at i = 0 on the subsequent states, the

homogeneousness, given sufficient time, will nevertheless lead the Markov chain to

converge to a steady-state after the transient behavior is consumed. This matches

with our problem for the following reasons: 1) the dust might be displaced or brought

in at any time during the scanning process, which means that both transition proba-

bilities P{Xi = 1|Xi − 1 = 2} and P{Xi = 2|Xi − 1 = 1} have no dependency on the

vertical location along the detection window. 2) the probability of dust existence

is very low, as most pages with 2500 pixels in width contain less than five streaks.

Once the dust is displaced, it is less likely that dust will show up again at the same

position. The state of the rows will eventually converge.

The features we developed in the last chapter are quantized before being used as

the observations. To include both features in the HMM, a multi-observation HMM

is developed based on the assumption that the two features are independent. The

feature space can then be expressed as

ΩY = {s|s ∈ Z, 1 ≤ s ≤ S} (5.8)

The joint density function for the sequence {Yi} and {Xi} is given by

p(x, y) = πx0

M∏
i=1

(5.9)

5.5 Parameter Estimation

As can be seen from Equation 5.5, the states of Markov chain only depends on the

marginal probability and the transition probability. While this brings simplicity to

the Markov chain modeling, it demands an accurate estimation of the two parameters.

We try two methods for parameter estimation: obtaining the sample probability from

data and EM algorithm.
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Table 5.1.
Summary of the streak detection result.

Statistics SVM HMM

Mean accuracy 93.06% 95.85 %

Miss rate 18.68 % 12.77 %

False alarm rate 6.51% 3.90 %

5.6 Experiment

Table 5.1 compares the method using SVM and HMM. Note that SVM uses seven

features and HMM uses two features only. Two improvements can be observed. First,

the detection accuracy increased by 2.8%. Second, the average detected streak length

increased. Fig. 5.2 provides an example of the detection by SVM and HMM. It can

be seen that, while both methods recognized the actual streaks, SVM returns some

falsely detected streaks with very short length and HMM does not. HMM treats each

row as dependent on the previous ones. When there is no streak found previously,

HMM will assign a low probability to the following rows to be defective despite the

feature values.
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(a) SVM (b) HMM

Fig. 5.2. Comparison of the detection results using SVM and HMM.
It can be seen that HMM rejects the detections with too short length.
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6. PEDESTRIAN DETECTION USING PIXEL
DIFFERENCE MATRIX PROJECTION

6.1 Introduction

Pedestrian detection has drawn much attention over the past few decades due to its

wide applications in video surveillance, driving assistance, and self-driving systems.

The pedestrian size within an image is an important factor for the discrimination

performance of a detector. Most of the pedestrian datasets contain pedestrians with

median heights ranging from 50 to 100 pixels [28] [29] [30]. Pedestrians with heights

under 30 pixels are considered as low resolution ones and difficult to be detected.

For the application of driving assistance, detecting medium or larger size pedestrians

(50 pixels or more than 50 pixels high) leaves sufficient time for response. However,

for the outdoor video surveillance, the pedestrians are usually small and with low

resolution (30 pixels or less than 30 pixels high) [31] [32], which causes performance

degradation when the pedestrian detectors [30] [33] [28] are directly applied.

There has been extensive research on developing a high-performance pedestrian

detection system for use in the real-world applications. A majority of the research on

pedestrian detection has been focused on designing discriminative features. Partic-

ularly, traditional descriptors in object detection are utilized in pedestrian detection

tasks directly, in combination, or in a modified way.

Notable examples include the Haar features [29], the Local Binary Pattern (LBP) [33],

and the Principle Component Analysis (PCA) [34]. A significant improvement in

human detection performance was brought by the introduction of the histogram of

oriented gradients (HOG) [30], establishing a baseline for future works. While the

HOG remains among the most popular low-level descriptors, its variants have been

widely explored [35] and methods combining HOG with other features have been
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proposed to extend the feature “space" [33] [36]. More recently, the integral channel

features (ChnFtrs) detector [37] exploited a detection framework where features were

first pooled from different low-level channel descriptors and then fed to a boosting

classifier. The ChnFtrs significantly improves the pedestrian detection performance

and has attracted lots of efforts focusing on extending the method, such as trying

different channel features and feature pooling techniques [38]. Among these top per-

forming detectors, the HOG remains to serve as the most widely used low-level channel

features [39].

The success of HOG features arises from its capability to capture the contour

information of the pedestrians. In fact, contour information has proved to be highly

discriminative for classifying the human image from the non-human image [40]. The

contour is usually captured by constructing gradient vectors. However, the pixel-wise

calculation of arctan increases the computational complexity. At the same time, for

the low-resolution pedestrian detection, the presence of background interference and

the degradation of contour information decrease the reliability of the gradient vectors

on characterizing the edges. In order to address issues like this, we aim to design a

set of light-weight features which is simple and fast to calculate and at the same time,

incorporates effective shape information to achieve high detection accuracy.

We built our feature based on local pixel differences. Pixel differences have been

used extensively for object recognition and texture characterization tasks. The lo-

cal binary pattern (LBP) descriptor is based on the sign of the difference between

the central pixel value and its neighborhood pixel values. In the Haar wavelet, the

convolution of the wavelet functions and the image returns the differences between

the adjacent pixel intensities. The gradient vector in the original HOG feature is

calculated from the pixel differences along two orthogonal directions. In our method,

we design a set of pixel difference patterns at different orientations and scales. This

results in a group of pixel difference maps which contain intrinsic global relationships.

We formulate the computation of the pixel difference maps as matrix manipulations

of the original image and a set of pre-designed projecting matrices. With this formula-
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tion, the calculation of channel maps is no more than a series of matrix multiplications

and summations. We then group the pixel difference channel maps into cell maps via

average-pooling to eliminate the influence of local noises. A block normalization is

applied to the cell maps to introduce tolerance to the illumination changes.

Recently, the Convolutional Neural Network (CNN) has found its success in pat-

tern recognition area.The proposed DMP method can be viewed as one layer of the

CNN. The details of the analogy are provided in Section 6.4.5. In contrast to the CNN

which has a requirement on the data size, the DMP can be trained with a reasonably

small amount of data.

Our contributions can be summarized as follows. Firstly, we design a set of pixel

difference patterns to characterize the local structures along different orientations.

An average-pooling is used to extract the cell-based local shape. We also explore the

influence of cell size on the detection performance. Secondly, we propose a formulation

to calculate the pixel difference using closed-form matrix products. As a result,

each local pixel or region difference pattern can be expressed by projecting the input

image with pre-calculated projection matrices. This simplifies the computation and

increases the flexibility in further analysis and modification of the algorithm.

6.2 Related Works

Efforts have been made in exploring features that best fit the purpose of image-

based pedestrian detection. Shape, texture, and motion are among the most common

characteristics to be extracted to discriminate the human body from other objects.

These characteristics have either been used separately or in combination in the liter-

ature for pedestrian detection.

A lot of research has been focused on describing the local shape of the human

object. Among these approaches, the gradients, gradient histograms, and texture

are often found to serve as low-level features, upon which more complicated features

are constructed using pooling or learning-based methods. In [41], “shapelets" features
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are learned from multi-orientated local gradients using Adaboost, where the gradients

are essentially the pixel differences within a local neighborhood. The Histograms of

Gradients (HOG) [30] are constructed in a local rectangular region where the edge

orientation magnitudes are voted into different histogram bins corresponding to the

quantized orientation angles. In [33], the HOG was combined with a particularly

designed Local Binary Pattern (LBP) to combine complementary information in order

to improve the performance. Extensions of features such as wavelet and PCA are also

utilized for pedestrian detection. A set of overcomplete Haar wavelet feature is used

for human detection in [29] [42]. In [34], the bi-directional PCA extracts features by

reducing the dimension in the row and column directions separately in a pedestrian

image.

Table 6.1 lists the existing methods in the literature with the features captured,

the classifier used, the datasets adopted, and some remarks. Our method belongs to

the approach that builds upon gradients in the representation of pixel differences.

6.3 Preliminary

In this section, we briefly introduce the HOG features following the original design

by Dalal and Triggs [30] as a baseline for immediate reference. We also provide back-

ground knowledge for the Least Squares Estimation (LSE) method which is adopted

for our detector learning.

6.3.1 Histogram of Gradient (HOG)

The HOG descriptors were originally proposed by Dalal and Triggs [30]. A feature

vector is extracted from the detection window by concatenating local block-based

histogram of gradients. The set of features is then sent to a linear SVM for pedestrian

and non-pedestrian classification. Fig. 6.1(a) displays a sample positive detection

window of 128 × 64 pixels from the INRIA dataset [30]. The detection window is

divided into non-overlapping cells, each with a size of k × k pixels. Within each cell,
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Table 6.1.
A brief summary of selected approaches to pedestrian detection.

Approaches Features Classifier Datasets Remarks

Shapelet

[41]

Shape,

Gradients

AdaBoost INRIA Requires high computational time

to learn the shapelet feature

HOG [30] Shape,

Gradient

histogram

SVM INRIA The most popular feature for pedes-

trian detection; Requires orientation

binning

LBP [33] Texture SVM INRIA Requires decimal coding and his-

togram binning

Wavelet

[29]

Texture SVM MIT Needs to determine which wavelet

scales to use

Bi-

directional

PCA [34]

Eigen-

descriptors

SVM INRIA Lacks local information. Details

may be smoothed out by PCA di-

mension reduction

Proposed

DMP

Pixel differ-

ences

LSE INRIA,

NICTA,

Daimler-

CB

Pixel difference features obtained by

image projection. No learning is

needed to obtain the features

the gradient orientations over all pixels are grouped by a histogram with an angular

range from 0 to 180 degrees with N bins. The number of bins is an adjustable

parameter, which is frequently set as 9, meaning that each bin covers a 20 degrees

range. The height of each bin is voted by the corresponding gradient magnitudes. The

histogram of orientations provides a sparse representation of the distribution of the

local gradients, while maintaining its robustness to local fluctuation. The influence

of the cell size on the performance was studied in [30], where it was shown that 6 ∼ 8

pixels gave the best result on the INRIA dataset. Furthermore, to introduce invariance

to illumination and contrast, the histograms are concatenated and normalized within

blocks formed by a small group of cells. Typically, the blocks are overlapped so that

each cell contributes to different blocks and is normalized respectively.
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Fig. 6.1(b) displays an illustration of the HOG descriptor applied to the sample

in Fig. 6.1(a). The direction of the strikes represents the gradient orientations and

the lightness of the strikes reflects the gradient magnitudes. Fig. 6.1(c) plots the

HOG feature for the block consisting of four neighborhood cells marked in red in Fig.

6.1(b). The block-based feature is a concatenation of the normalized HOG features

of the four cells.

(a) (b)
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Fig. 6.1. Left: A test sample containing pedestrian. Middle: HOG
descriptor. Right: Concatenated HOG features of a block containing
2× 2 cells.

6.3.2 Linear least squares regression

Linear least squares regression is a widely used method which estimates parameters

by minimizing the squared discrepancies between the observed data and the target

values. Given a vectorized observation x ∈ Rd, the data can be fit with a function of

the following form:

f(x,α) =
K−1∑
k=0

αkpk(x), (6.1)

where α = [α0, α1, ..., αK−1]T , and pk(x) constitutes the basis expansions of x [43].
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For supervised binary classification problem, each training observation comes with

a label y ∈ {0, 1}. With m pairs of observations and labels (xi, yi), i = 1, 2, ...,m, the

parameter vector α by minimizing the sum of the squared errors:

E(α) =
m∑
i=1

(yi − f(xi,α))2 = ||y −Pα||22, (6.2)

where y = [y1, y2, ..., ym]T and P = [p0(x), p2(x), ..., pK−1(x)] with a dimension of

m×K. A more stable version is formulated by adding a weight decay regularization

term [44] to the criterion function:

E(α) =
1

2
||y −Pα||22 +

b

2
||α||22, (6.3)

where b is set to a small value to control the weighting of the regularization factor in

the second term. We can then solve for α that minimizes E by

α = (PTP + bI)−1PTy (6.4)

where I is an identity matrix.

6.4 Difference Matrix Projection (DMP)

In this section, we propose an efficient feature construction method for pedestrian

detection. Firstly, a set of pixel difference patterns are designed to describe the multi-

orientation characteristics of the pedestrian. Then an average-pooling is applied to

local rectangular regions in order to extract the oriented pixel difference information.

Finally, a block-wise normalization is adopted to address the problem of illumination

variation.

Pixel difference computation is a frequent operation when extracting features that

characterize the shape and texture of objects. We formulate the computation of local

pixel differences into a global image projection using pre-designed projection matrix.

With the linear transformation of the image, the pixel difference computation is

conducted by a limited number of global matrix multiplications in closed-form, which
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introduces flexibilities in designing the pixel difference patterns and simplifies the

computation.

An overview of our feature extraction pipeline is illustrated in Fig. 6.2, and the

details are given in the following sub-sections.

Input image Local averaging Block normalization Feature vector
Calculate pixel difference 

magnitude maps

Feature channels incorporating 

different pixel difference patterns

(a)

(b)

(c) (d) (e)

( )0.19, 0.25, ,  0.43, 0.19⋯

( )( )( )( )(X) B L M G X
i i

Φ =

Fig. 6.2. An overview of the proposed DMP feature extraction process.

6.4.1 Pixel difference map computation

Our features are built based on pixel differences. Before presenting the features, we

first introduce our formulation of pixel differences calculation in the matrix form for

the purpose of simplifying the computation and generalizing the algorithm. Consider

an input image X ∈ RM×N . A shifting matrix Hl is defined to shift the elements of

the image to the right by l columns via matrix multiplication:

Xh
l = XHl, (6.5)
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where Xh
l is the shifted image, and h denotes that the shifting is along the horizontal

direction. The shifting matrix is constructed as follows:

Hl =

 0 I

I 0


N×N

}

}

N − l

l
, (6.6)

where I is the identity matrix, N is the horizontal dimension of X, and l is the shifting

distance in the unit of number of columns. With the shifting operation, we can obtain

the pixel difference map along the horizontal direction Dh
l by

Dh
l = X(I−Hl)

= XPh
l ,

(6.7)

where Ph
l is the projection matrix constructed from Equation 6.6

Ph
l = I−Hl =

 I −I

−I I


N×N

}

}

N − l

l
. (6.8)

Each element of Dh
l is the difference between two pixels separated by l columns in X

. When l = 1, the difference is between two horizontally adjacent pixels. The value of

l can be adjusted when constructing the projection matrix in Equation 6.8, resulting

in pixel differences at various scales.

Similarly, we construct a shifting matrix Vl to shift the image upward by l rows

as follows:

Vl =

 0 I

I 0


M×M

}

}

M − l

l
, (6.9)

where M is the vertical dimension of the original image X, and l denotes the number

of rows to shift by. Note that Vl has a similar form to Hl except the dimension of the

matrix. This is because a pre-multiplication is needed to shift the image vertically.

We can then derive the equation for the pixel differences along the vertical direction

Dv
l as

Dv
l = Pv

l X, (6.10)
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Fig. 6.3. Pixel difference pattern involving pixel groups within a
neighborhood of 5× 5 pixels.

with the projection matrix

Pv
l = I−Vl =

 I −I

−I I


M×M

}

}

M − l

l
, (6.11)

where I is the identity matrix.

Note that we can always interpret a shifting by two rows (or columns) as two

runs of shifting by one row (or column), which means that the shifting matrices at

different scales satisfy the following relationsho

Hl = (H1)l

Vl = (V1)l.
(6.12)

If a more complicated pixel difference map is desired, such as the pattern illustrated in

Fig. 6.3, we can formulate the calculation with combined usages of different shifting

matrices

D = X + XH1 + V1X + V1XH1 −V3XH3 −V3XH4 −V4XH3 −V4XH4. (6.13)

With the help of Equation 6.12, the above computation can be simplified as follows

D = X(I + H1) + V1X(I + H1)−V3XH3(I + H1)−V4XH3(I + H1)

= (I + V1)X(I + H1)− (I + V1)V3XH3(I + H1).
(6.14)

By defining a set of intermediate projection matrices based on the shifting matrices

L1 = (I + V1)

R1 = (I + H1)

L2 = (I + V1)V3 = (I + V1)(V1)3

R2 = H3(I + H1) = (H1)3(I + H1),

(6.15)
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we can represent the pixel difference pattern in Fig. 6.3 as

D = L1XR1 − L2XR2, (6.16)

where the projecting matrices L1, R1, L2, and R2 can be pre-calculated and readily

used to obtain the pixel difference maps.

6.4.2 Local pixel difference descriptor

Constructing local features within a small-sized neighborhood and pooling the ex-

tracted local features to form a global feature vector is a widely adopted method for

image recognition tasks. The local structures are critical to describe the characteris-

tics of an object. As for the pedestrian detection problem, the shape and contour of

the person are among the most discriminative factors to build an effective descriptor.

A well-designed feature should be able to emphasize the local contours, and at the

same time, exclude the noise and fluctuation.

We construct the local pixel difference descriptors that characterize the local

shape and texture within a neighborhood of k × k pixels. The local neighborhood is

rectangular-based due to the simplicity of computation. By adjusting the value of k

and the pixel groups involved in the difference calculation, we can construct a multi-

scale and multi-orientation local descriptor. Fig. 6.4 gives some examples of pixel

difference patterns. The upper set in Fig. 6.4(a) is carried out in a neighborhood of

3 × 3 pixels, and the difference is between pixels with a distance of two pixels. The

four pairs of pixel differences depict the gradient information along 4 directions: 0◦,

45◦, 90◦, and 135◦. The lower set in Fig. 6.4(b) consists of the differences between

pixels with a distance of one pixel. With the two pixel difference pattern sets, the

gradient information with fine and coarser details are extracted.

We call each pixel difference pattern a feature channel. Each channel represents

pixel difference information along a different orientation at a difference scale. For

convenience, we index each difference pattern by a channel index i. Due to the

variance in color and illuminations of pedestrian clothes and the background, the
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(1)  (2) (3) (4)

(a) Pixel difference pattern set 1 within 3×3 pixel neighborhood.

(5)  (6) (7) (8)

(b) Pixel difference pattern set 2 within 3×3 pixel neighborhood.

Fig. 6.4. Pixel difference patterns at different scales. The pixel dif-
ferences are taken between the cyan cell and the red cell. The blank
cells are not involved in the calculation. Only the magnitudes of the
differences will be used to construct the features.

sign of pixel differences is of no importance in discriminating persons. Hence, only

the magnitude of the pixels differences are used in constructing features.

By utilizing the image shifting operation introduced in section 6.4.1 and using Gi

to denote the linear operation of matrix projection, we are able to calculate each pixel

difference channel map with matrix multiplications as shown in Equation 6.17. Note

that the projection matrices are designed for the specific difference patterns, and can

be readily applied to the image to obtain the desired pixel difference maps:
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G1(x) = X(I−H2
1)

G2(x) = X−V2
1XH2

1

G3(x) = X(I−V2
1)

G4(x) = XH2
1 −V2

1X

G5(x) = X(I−H1)

G6(x) = X−V1XH1

G7(x) = X(I−V1)

G8(x) = XH1 −V1X

(6.17)

Using M to denote the pixel-wise operation of obtaining the absolute value, the

pixel difference magnitudes can be expressed as

Φdiff
i = M(Gi(X)). (6.18)

With the flexibility that both the local neighborhood size and the pixel groups are

adjustable, it is possible to extract various features and different combinations using

a limited number of global matrix multiplications. Fig. 6.4 illustrates the possible

pixel difference patterns which are adopted for pedestrian detection in this paper.

6.4.3 Cell-based local descriptors

The raw pixel difference magnitudes are very sensitive to local noises where they

are ineffective for pedestrian detection if used directly. To increase the robustness

and reduce the feature dimension, we take the average of the differences within a cell

of p × p pixels along each feature channel respectively. As a result, we obtain the

pixel differences statistics in local regions.

The above local regional averaging operation can again, be computed using matrix

manipulation. We construct two projection matrices to sum the elements within the
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local regions along the horizontal and the vertical directions respectively. For the

horizontal direction, the projection matrix is

AL =


I1×p 0

. . .

0 I1×p

,

where p is the cell size, and M is the horizontal size of the pixel difference map. For

the vertical direction, the projection matrix has the form

AR =


Ip×1 0

. . .

0 Ip×1


where N is the vertical size of the pixel difference map. With the two projection

matrices, local averaging of the pixel difference magnitude map Φdiff
i of channel i can

be expressed by a single equation as

Φave
i = ALΦdiff

i AR, (6.19)

which is another global matrix multiplication operation.

6.4.4 Block normalization

Local variations in illumination and contrast might cause the feature values to

vary significantly. To eliminate these effects, we perform a local contrast normaliza-

tion, where the cells are grouped into blocks for a block-wise normalization. In our

experiment, the block consists of 2 × 2 cells with an overlapping of one cell. The

features of the four cells within each block are then concatenated into a single feature

vector and normalized. By overlapping the blocks by one cell, most cells in the image

appear multiple times and are normalized with respect to different sets of cells. The
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final feature descriptor of the detection window is formed by concatenating all the

normalized block features. For a detection window of 128×64 pixels, the final feature

vector has a dimension of 3360.

The feature extraction workflow is summarized in Fig. 6.2. The operations Gi and

L are linear operations which can be carried out by simple analytic matrix multipli-

cations as explained above. Compared to the derivation of HOG in Fig. 6.5, we avoid

calculating the gradient magnitudes and angles in a pixel-wise manner. Instead, the

direction information is incorporated by calculating the pixel differences along multi-

orientations. In this way, the oriented differences are represented by the different

feature channels, where the elements of the feature map in each channel are the pixel

difference magnitudes. Next, because the feature channels are separately calculated,

we can carry out an average-pooling to extract the local statistics of oriented pixel

difference magnitudes. The local statistics within each cell describes the overall in-

tensities of pixel difference magnitudes along different orientations. This prevents the

construction of a histogram and largely simplifies the computational cost. On the

other hand, the feature extraction is accomplished by a series of linear and non-linear

transformations on the original image, where the linear transformations are expressed

by matrix multiplications with pre-calculated projection matrices.

(1) (2) (3) (4)

Input sample
Compute 

dx and dy

Compute 

gradient vectors

Construct 

histograms

Block 

normalization
HOG

Input sample
Compute pixel 

differences

Take absolute

 value
Local averaging

Block 

normalization
DMP Feature vector

Feature vector

Fig. 6.5. Pipeline of the DMP and the HOG feature extraction algorithm.

6.4.5 The connection between our method and the CNN model

In this section, we show that the proposed DMP method is analogous to a single

layer of the CNN structure which consists of the convolution, activation, and pooling
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stages. Fig. 6.6 illustrates the proposed DMP method from the perspective of CNN.

In DMP, the computational intensive convolution operation is replaced by a set of

simple sparse matrix multiplication operations. Each multiplication corresponds to

one convolution along a certain orientation and at a certain scale. Then, the magni-

tude operation for each pixel difference can be considered as applying an activation

function f(x) = abs(x) to the convolved results. Next, a cell-based aggregation is

applied which is similar to the average pooling in the CNN. Finally, a block normaliza-

tion is added to the CNN layer followed by a classification step. The proposed DMP

method is different from the shallow CNN in that the filter banks are pre-defined

instead of trained from back propagation. In fact, the choices of pixel difference

patterns are flexible by varying the scales and involved pixels to cater for different

image resolutions. An effective set of pixel difference patterns can be determined by

cross validations on specific problems. For the pedestrian detection in this paper, we

choose the pixel difference patterns in 6.4 within a 3 × 3 neighborhood to suit the

small-scale pedestrians.
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Fig. 6.6. Understanding DMP from a different point of view. Upper:
the DMP algorithm; Lower: one-layer CNN model
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6.4.6 Training and testing

The pedestrian detection is accomplished by classifying each sample into two cat-

egories: one that contains pedestrian(s) (positive sample) and one that does not

(negative sample). The samples are cropped detection windows from photos and im-

ages. The process of pedestrian classification is illustrated in Fig. 6.7. Suppose there

are n training samples X ∈ Rn×m labeled by y = {y1, ..., yn}, we compute the DMP

features FTr ∈ Rn×d , where d is the DMP feature dimension. The training features

are sent to the linear LSE to learn the weight vector α by

α = (PTP + bI)−1PTy (6.20)

where P = [FTr, [1, ..., 1]T ] and b is the regularization constant parameter. In the

prediction stage, the class labels are obtained by multiplying the learned weight vector

to the testing DMP features.
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Fig. 6.7. DMP-based pedestrian classification process.
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6.4.7 Feature analysis

Our proposed set of pixel difference patterns describes the texture at each pixel in

the cell, while average-pooling summarizes the pixel differences into a feature vector

which introduces tolerance to noise. For the cell-based features, a cell is the smallest

area from which the feature vectors are extracted. Hence, it is the smallest unit to

describe the structure of the human object. In this section, we provide two case

studies based on 8 × 8 pixels image cells to illustrate the underlying mechanism of

our feature extraction algorithm.

a) Case study 1: The feature vector extracted from the local cell should have

the ability to discriminate local shapes. We compare the extracted DMP features for

image cells containing various shapes in Fig. 6.8. The image patches are extracted

from real pedestrian images, hence they all contain different levels of noise. The

HOG feature vectors are also provided for comparison. The DMP and HOG features

are represented by the bin plots in Fig. 6.8. The DMP feature vector has 8 bins

corresponding to 8 channels of pixel differences, while the HOG feature vector has

9 bins corresponding to the 9 quantized orientations. We observe that the DMP

feature vectors have similar shape for cells containing the same edge type, but also

possess distinguishing shapes for different edges. The discrimination power of the

DMP features is comparable to that of the HOG features.

a) Case study 2: We also examine the tolerance to noise by applying our feature

on image patches with and without local noises in Fig. 6.9. In Fig. 6.9(a), some

artificial noise pixels are added to the original image patch, while in Fig. 6.9(b) the

noise pixels are manually removed from the original image patch. We can see that,

with and without the presence of noises, both DMP and HOG maintained the relative

intensities among different bins in the feature vector.
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testSample1 11
DMP feature HOG feature 

testSample1 13

testSample1 51

Vertical edges

(a)

DMP feature 
testsample2 97

HOG feature

testsample2 107

testsample1 9

Horizontal edges

(b)

testsample3 43

testsample3 68

testsample3 80

DMP feature HOG featureDiagonal edges

(c)

Fig. 6.8. An illustrative example of DMP feature vector describing
different shapes. The HOG features are provided for comparison. (a)
DMP and HOG feature vectors for a 8 × 8 pixels cell with vertical
edges. (b) DMP and HOG feature vectors for a 8× 8 pixels cell with
horizontal edges. (c) DMP and HOG feature vectors for a 8×8 pixels
cell with diagonal edges.

6.5 Experiments

We first observe the influence of the parameter setting in our method in Subsection

6.5.1. In Subsection 6.5.2, we evaluate our generic features for pedestrian detection

using three state-of-the-art datasets: the INRIA person dataset [30], the Daimler

Chrysler pedestrian classification benchmark dataset [45], and the NICTA pedestrian
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Cells with and 

without noises
DMP feature HOG feature 

(a)

Cells with and 
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DMP feature HOG feature

(b)

Fig. 6.9. An illustrative example of noise tolerance. (a) DMP and
HOG feature vectors for a 8 × 8 pixels cell containing vertical edge
(upper) and the same cell with artificial noise added (lower). (b) DMP
and HOG feature vectors for a 8×8 pixels cell containing vertical edges
with noise (upper) and the same cell with noise removed (lower).

dataset [46]. These three datasets are among the most used pedestrian datasets

to evaluate the discrimination ability of classifiers to identify pedestrians from non-

pedestrian samples. We also provide a comparison of the detection performance

between our method and some widely used feature extraction methods. Finally, we

conduct a Friedman test to observe whether there is statistical significance among

the performances of the compared detectors in Subsection 6.5.3.
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To evaluate our method and compare it with other methods, we use the Detection-

Error-Trade-Off (DET) curve which plots the miss rates over the false positive rates

per window (FPPW) on a log-log scale. FPPW is defined as the number of false posi-

tives divided by the number of all negative detection windows. It is equivalent to false

positive rate (FPR) as each detection window is one test sample in our experiment.

Another commonly adopted performance evaluation method is the false positive per

image (FPPI), which is obtained by counting the misclassified detection windows per

image. In [40], it is argued that both FPPW and FPPI have their own advantages

and distinguishing focuses. In FPPI evaluation, the pedestrian classification is con-

ducted on a sliding window which scans the image exhaustively. This scenario is

believed to cover all the cases in the real pedestrian detection task, which FPPW

is not able to cover. However, FPPW focuses on comparing features and classifiers.

It excludes other factors that might affect the final performance evaluation, such as

Non-maximal suppression (NMS) used in FPPI. Because our purpose is to evaluate

the discrimination ability of the feature to classify pedestrians, the FPPW evaluation

method is adopted throughout this paper.

6.5.1 Effect of cell size setting

We present the observation of our detector with different parameter settings using

the INRIA and the Daimler-CB datasets. The cell size p in our method controls the

area of the pedestrian body part within which the pixel differences are averaged, as

shown in Equation 6.19. If the cell size is too big, useful edge structure information

may be smoothed out in the resulting features. On the other hand, if the cell size

is too small, it may fail to remove the local noise effectively through the process of

averaging. As one main factor that affects the optimal cell size p is the pedestrian size,

we experiment on two datasets: the INRIA dataset with relatively large pedestrian

size (pedestrian sample size: 128× 64 pixels) and the Daimler-CB dataset with small

pedestrian size (pedestrian sample size: 36× 18 pixels).
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For the INRIA dataset, the performance is evaluated for cell sizes ranging from

6 × 6 to 12 × 12 pixels at a step of one pixel. From Fig. 6.10(a), we see that a cell

size of 10 × 10 produces the best result. In fact, the cell sizes between 10 × 10 and

12 × 12 pixels all give similar detection performance, while sizes smaller than 8 × 8

pixels lead to obvious performance degradations. The Daimler-CB dataset consists

of relatively small pedestrian samples, so it is tested on cell sizes ranging from 2× 2

to 7× 7 at a step of one pixel. Fig. 6.10(b) shows that the optimal cell size is 3× 3

pixels which is, as expected, significantly smaller than the one for INRIA dataset. At

the same time, the performance degrades as the cell size gets larger. The conclusion

is that the optimal cell size in our detector depends on the pedestrian size.

6.5.2 Performance comparison

We compare the performance of our feature to that of a list of state-of-the-

art features: histogram of gradients (HOG) [30], local binary pattern (LBP) [33],

wavelets [29], and principle component analysis (PCA). The HOG is capable of pro-

viding excellent performance on pedestrian detection and has become the most widely

adopted features for pedestrian detection for the last decades. While the HOG depicts

the contour information of the object, the LBP is a texture descriptor widely used in

texture analysis and face recognition [47]. The Haar Wavelet efficiently identifies the

local-oriented pattern at different scales. Its variants have been widely explored by

researchers for pedestrian detection purpose [29, 48, 49]. The PCA is a powerful and

popular dimension reduction technique in object detection. In the following, we shall

describe the evaluation settings for each method in detail.

For the HOG, we follow the setup indicated by Dalal et al in [30], except for the

parameter of cell size. In the original paper, it was shown that 6 ∼ 8 pixels was

the optimal cell size for the INRIA dataset. To provide a fair comparison between

the performances of HOG and our method, we determine the cell size using cross-

validation on the training data for each dataset, as what we do for our DMP features.
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(a) INRIA dataset.
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Fig. 6.10. Evaluation of different cell sizes. (a) INRIA dataset. (b)
Daimler-CB dataset.

For the LBP feature, we adopt the cell-structured LBP proposed by Wang in [33],

which outperformed the traditional HOG detector on the INRIA dataset. We follow

the parameter settings on LBP computation, but set the cell size as an adjustable

parameter to be determined by cross-validation for a fair comparison.

For the PCA, the eigenspace dimension is also determined by cross-validation for

all the datasets. We choose to tune the above parameters instead of directly adopting

the setting provided by the original paper because different dataset contains samples
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of different resolutions, which might affect the optimal parameter settings. It is

necessary and fair to find the best parameter setting for each method on different

databases.

For the Haar wavelet, we use the overcomplete sets of Haar wavelet features that

were first utilized on pedestrian detection in [29]. As illustrated in the literature,

wavelets of very fine scales represent the noise and the wavelet filters at very coarse

scales are as large as the object. Thus, we only extract features from the two medium

scales of wavelets. For example, for the image size of 36 × 18 for the Daimler-CB

dataset, we choose the wavelets at scales of 4 × 4 pixels and 8 × 8 pixels for each

orientation. Besides, the sign of intensity difference, which contains the information of

the color contrast between the pedestrian and the background, is irrelevant to human

detection. So we only encode the magnitude of the coefficients in the overcomplete

Haar features.

Table 6.2 provides a summary of algorithms and the parameter settings as a result

of cross-validation on the training set. The details of each dataset and the experiment

results are presented in the following subsections.

Table 6.2.
Summary of datasets, methods, and parameter settings.

Database size
HOG DMP LBP PCA Wavelets

cell size cell size cell size dim. # levels

Daimler-CB 36× 18 2 3 4 160 2

INRIA 128× 64 10 10 18 160 2

NICTA 1 20× 8 2 1 2 140 2

NICTA 2 20× 16 2 1 2 160 2

Daimler Chrysler pedestrian classification benchmark dataset

The Daimler Chrysler pedestrian classification benchmark dataset [45] consists

of five disjoint sets: three for training and two for testing. Each set contains 4800
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pedestrian examples (from 800 identical pedestrians with reflections and small shifts)

and 5000 non-pedestrian examples. All samples are scaled into a fixed size of 18× 36

pixels with a border of two pixels. The small size of the pedestrian samples features

the observation of pedestrians at a far distance from the car in real driving assistance

systems. The non-pedestrians samples were selected by matching a pedestrian’s shape

template in pedestrian-free images. The carefully designed negative set, together with

the small size of the pedestrian samples, makes the pedestrian detection a challenging

task on the Daimler-CB dataset.

We adopt the same experiment configuration as that in [45]. A three-fold cross-

validation over the three training sets is conducted to determine the optimal settings

for the parameters. To evaluate the test performance, three classifiers are trained,

each using two out of the three training set and tested on the two test sets separately.

The final detection performance is obtained by averaging the six classification results.

The performance is shown in the DET curves in Fig. 6.11. Our detector outper-

forms all the compared ones at both low and high FPPW rates. At 0.01 FPPW, our

detector has a lower miss rate than the HOG with a margin of 16%, and than LBP

by 14.93%.
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Fig. 6.11. Performance comparison on the Daimler-CB dataset.
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INRIA dataset

The INRIA dataset was proposed in [30] with a goal of creating a dataset that

includes more variations in pose, clothing, illumination, background, and occlusions.

The training set contains 2474 positive samples and 1218 pedestrian-free images, and

the test set includes 1132 positive samples and 453 pedestrian-free images. The size

of the human sample is 128× 64 pixels, which is quite high resolution for pedestrian

images. We randomly crop ten 128×64 windows from each of the 1218 pedestrian-free

training images to create a negative training set with 12180 samples.

The classification results are shown in Fig. 6.12. We can see that our detector

has a comparable performance to that of HOG and LBP, and outperforms other

detectors.The HOG and LBP show the best performance at low FPPW and low miss

rate regions respectively. Compared to the HOG feature, our method has a lower

miss rate at high FPPW, but a higher miss rate at low FPPW.
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Fig. 6.12. The performances of selected detectors on the INRIA dataset.

NICTA pedestrian dataset

The NICTA pedestrian dataset contains positive and negative samples at different

resolutions (20 × 8, 20 × 16, 40 × 16, 40 × 32, 80 × 64 pixels) to allow researchers to

test their algorithms on a range of scales and height-to-width ratios. In this work,
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we evaluate our method on the two lowest resolutions: 20 × 8 pixels and 20 × 16

pixels. Small sized samples represent pedestrians at a far distance, which has been

the hard case in the pedestrian detection task. We choose these two datasets in order

to examine our detection performance at low resolutions.

Fig. 6.13(a) and Fig. 6.13(b) display the results for NICTA datasets at the

resolutions of 20 × 8 and 20 × 16, respectively. The superiority of DMP on low-

resolution pedestrian samples can be observed in both of the DET curves. The HOG

shows poor performances on both DET curves. The reason may be that the HOG

requires a high resolution to depict the contour of the pedestrian. With the presence

of high amount of noises, the HOG failed to pick up the information effectively.
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Fig. 6.13. The performances of selected detectors on the NICTA
dataset. (a) Pedestrian sample size of 20 × 8 pixels. (b) Pedestrian
sample size of 20× 16 pixels.

6.5.3 Friedman test

We compare the area under the curve (AUC) of all the tested detectors by con-

ducting the Friedman test [50] with a post-hoc analysis. Since the Friedman test

rejects the null hypothesis that all the examined algorithms have an equal perfor-

mance ranking, the post-hoc Nemenyi analysis is plotted in Fig. 6.14 to analyze the

difference among the compared algorithms. It can be seen that the DMP ranks the

best among all detectors, while there is no statistically significant difference between
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DMP, HOG, LBP, and OCW. The PCA is seen to have significantly lower accuracy

than that of DMP, HOD, LBP, and OCW.

CD

Right: highest rankLeft: lowest rank

5

DMP

4

LBP

3

HOG

2 1

PCA

OCW

HOG

Fig. 6.14. Friedman test analyzing the critical difference in perfor-
mances. The x-axis shows the rank, and the blue bar link detectors
for which there is no sufficient evidence to declare a statistically sig-
nificant difference in their performances.

6.5.4 CPU processing time performance

We evaluate the CPU processing time for extracting the features, training a model,

and testing on 100 test samples with DMP, HOG, and LBP features. The CPU time

is recorded using a PC of 3.4 GHz CPU with 16 GByte RAM running MATLAB

2016a [51].

The CPU time for HOG is measured based on the implementation following [30]

using MATLAB. No MATLAB built-in function was used for extracting DMP, HOG,

and LBP features. We follow the parameter settings in Tabel 6.2. It can be seen

from Table 6.3 that the DMP takes less time than HOG in both feature extraction

time and learning time. The DMP takes less feature extraction time due to its simple

feature construction scheme and matrix multiplication form of operation. For the

INRIA dataset, the cell size for the LBP feature is 16, which is the largest among

all features. Hence its feature computation time is less than the DMP and HOG



98

features. Although LBP histogram feature has 59 bins [47], the large cell size leads

to a smaller feature vector compared to the DMP and HOG features. As a result,

it requires the least learning and classification time. The HOG feature has a larger

dimension than that of DMP, hence it requires more learning and classification time.

Table 6.3.
A comparison of CPU time in seconds on the INRIA dataset.

Approaches Time for fea-

ture extrac-

tion

Time for

learning

Total

time

Time for testing

100 test samples

DMP 461.5469 56.8438 518.3906 2.4219

HOG 536.9063 83.6875 620.5938 3.6719

LBP 421.9688 9.9219 431.8907 2.7657

6.5.5 Summary of results and discussion

The observations and analysis are summarized as follows:

• The proposed DMP features have shown superiority on low-resolution datasets,

i.e., pedestrian samples at far scales (pedestrian height <30 pixels) [28]. The

performance of DMP is comparable to that of HOG and LBP for pedestrian

samples at near scales (pedestrian height >80 pixels). The DMP method com-

putes the local pixel differences within a local neighborhood emphasizing on

capturing the high-frequency local contour information of the human object.

Moreover, the pixel difference patterns in DMP are computed along four ori-

entations instead of across finer orientation steps. This brings tolerance to the

shape change of human objects due to clothes and movement. Low-resolution

pedestrians are expected to possess less detailed information, hence capturing

the overall contour information with relatively high invariance to noises is fa-

vored in the low-resolution pedestrian detection task.
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• The computation of DMP is formulated via matrix multiplications and the DMP

feature has a compact size. The CPU processing time shows that the efficiency

is comparable to that of HOG. The LBP has the best CPU performance among

all examined features due to its small feature dimension.

• The far scale pedestrian detection is a challenging task in the pedestrian detec-

tion research [28]. In driving assistance, detecting pedestrian at a far distance

evokes an early reminder, leaving sufficient time for the driver to react. Also,

low-resolution pedestrians are often found in video surveillances [52]. Our DMP

feature can find its application in such practices.



100

7. CONCLUSION

An extensive study on feature extraction for several applications in the image pro-

cessing area was performed in this thesis. The contributions are summarized below:

• A set of wavelet-based features considering multi-scale information was proposed

to evaluate the macro-uniformity of printed pages.

• A figure of merit based on the psychophysical experiment was trained to predict

the perceived assessment score of the macro-uniformity for the printed pages.

• A set of test pages which consists of various structures was designed and printed

to study the 2.5D printing quality.

• A comprehensive set of features was proposed to characterize the relief printing

quality.

• A framework for streak detection was designed and implemented

• An efficient set of features characterizing the streaks was proposed and imple-

mented

• A streak detector was trained based on SVM.

• A model-based streak detection was proposed and compared with the SVM-

based method

• A set of pixel difference patterns was proposed to characterize the local struc-

tures along different orientations.

• We proposed a formulation to calculate the pixel difference using closed-form

matrix products to simplify the computation and increases the flexibility in

further analysis and modification of the algorithm.
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By constructing frequency band images, we took advantage of multi-scale decom-

position that Haar wavelets transform provides and manage to analyze print defect

according to their specified frequency ranges. To improve the prediction precision,

there is still room to try different sets of features that can take advantage of Haar

wavelet filtered frequency band images, and also explore various wavelet basis func-

tions and structural approximation methods.

We described our work to characterize two relief printers: the wet-on-wet and

the wet-on-dry printers. In general, the calculated metrics showed that with some

exceptions, the relief printers tested reproduce the input designs with good accuracy.

However, with the wet-on-dry printer, we observed a dependence on the printing

direction. For the ramp target with asymmetric shape along the printing direction,

the left side was always steeper than the right side. As expected, the MTF analysis

showed that there is a strong relationship between the frequency of fine details and the

accuracy of the reproduction. The accuracy decreased as the frequency increases. The

surface finish analysis leaded to the conclusion that the surface roughness depends

on the geometry of the relief prints. As the structure of the relief prints becomes

steeper, the printed surface became rougher. The light reflection model provideed a

heuristic visualization of the surface characteristics for the ideal prints and the real

prints under the same light environment setting. From the simulation, we observed

that the visual experience depends on the direction of the incident illumination and

the viewing angle. That is to say; the surface exhibited a different extent of roughness

when we change the direction of the incoming light or rotate the relief prints. The

above-mentioned work provideed an initial approach to characterizing relief printers to

provide high-quality reproduction of surfaces with sophisticated color and 3D texture

properties.

A framework for streak detection was proposed. The detection process included

feature extraction and classification. Novel features were proposed to characterize

the streaks. A streak detector was trained using SVM based on the features. The

results showed a promising detection accuracy rate. Moreover, a model-based feature
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extraction framework was proposed using the Hidden Markov Model (HMM). The

HMM-based method was superior to the SVM-based method because the former one

considers context information of the streak.

We proposed an effective and efficient feature construction method for pedestrian

detection. The features were constructed based on pixel differences from various

channels, followed by an average-pooling and a block-based normalization. The pixel

difference channel maps were constructed by matrix projection, allowing us to write

the algorithm in an analytic form. The results on three public pedestrian databases

showed that our detector maintains a comparable performance on high-resolution

pedestrian detection compared to HOG and LBP features, while having a significant

accuracy superiority for the low-resolution pedestrian detection.
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