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ABSTRACT 

Shi, Tngyang PhD, Purdue University, May 2019. Sound Field Reconstruction for an 
Under-Determined System and its Application. Major Professor: J. Stuart Bolton, 
School of Mechanical Engineering. 

Near-Field Acoustical Holography (NAH) is an inverse process in which sound 

pressure measurements made in the near-field of an unknown sound source can be 

used to reconstruct the sound field so that source locations can be identified. Usually 

a large number of measurements is required for the usual NAH methods since a large 

number of parameters in the source or field model need to be determined. However, 

a large-scale microphone measurement is costly and hard to perform, so the use of 

NAH is limited by practical experimental conditions. In the present work, with the 

motivation of decreasing the number of microphone measurements required, and thus 

facilitating the measurement process, two sparse Equivalent Source Method (ESM) 

algorithms were studied: i.e., Wideband Acoustical Holography (WBH) and l1-norm 

minimization. Based on these two algorithms, a new hybrid NAH procedure was 

proposed and demonstrated. To study and verify the above mentioned algorithms, 

simulations of different sources were conducted and then experiments were conducted 

on different sources: i.e., a loudspeaker cabinet and a diesel engine. 
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1. INTRODUCTION 

1.1 Noise Source Identification 

Noise reduction is an attractive topic in industry since nowadays customers have 

higher requirements on the product noise level for their concerns related to both the 

municipal environment and to occupational health and safety. Therefore to charac­

terize the noise source of products is an important step in the product development 

process. In order to control the noise source level, a precise knowledge of the major 

noise source locations is needed to guide the efficient application of noise control re­

sources. In some cases the noise source locations may be obvious and the locations 

can be found directly. But in most cases the noise source is complex, and a noise 

source identification tool is needed to find the noise source location. The examples 

of such tools are, e,g., intensity probe, accelerometer, beamforming, and Near-Field 

Acoustical Holography (NAH). 

The intensity probe measures the true sound intensity at a single point, so an 

intensity probe measurement scan over the sound source region can help us get an idea 

of the acoustic energy distribution of the source. Taking a measurement at one point 

at one time makes the intensity probe most useful when measuring a stationary sound 

field. The limitation is when the source cannot be measured from a close distance: 

i.e., the inlet and outlet pipes around the diesel engine make a close measurement 

impossible. In that case, the intensity probe cannot be used to get near-field sound 

field information. Scanning measurements can also be very time consuming. 

An accelerometer measures the displacement, velocity and acceleration directly 

from the source surface. Since the signal from different accelerometers can be acquired 

simultaneously, so this approach can be used to measure non-stationary vibrations. 

The limitation of using accelerometers is when mounting them on the source surface, 
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they affect the vibration pattern if the source is light, and when the surface is porous 

it is hard to attach them on the surface. In addition, there may also be problems 

when attaching accelerometers to a very hot surface: e.g., an engine. 

Beamforming and NAH are sound source identification methods based on micro­

phone array measurements. Beamforming is an efficient method to identify the major 

noise source location [1]. The phase of the signal received by the microphones are 

shifted forward by the time needed for the sound wave to propagate from the source 

to the microphones, so the sound source location can be found by accumulating the 

phase difference and identifying the local maximum which corresponds to the sound 

source position. When using beamforming methods, a far-field measurement is desired 

in order to cover the whole measurement region. It is noted that beamforming is a 

convenient tool for sound source identification but not for sound field reconstruction. 

And certain convolution techniques are needed to decrease the side-lobes in the beam 

pattern in order to get a clear source position image. NAH is a technique that can be 

used to construct a model to describe the acoustic field generated by the source based 

on near-field microphone array measurements [2–4]. Identifying the noise source with 

NAH involves two steps: 1. constructing the source model from measurements, 2. 

reconstruct a detailed image of the sound field sound pressure, particle velocity and 

sound intensity distribution on the source surface or at any desired location in space. 

The NAH procedure requires different mathematical models depending on different 

NAH methods, and some of the methods are computationally expensive. From the 

measurement point-of-view, depends on the size of the source, usually NAH requires 

a large number of microphone measurements (i.e., hundreds of measurement), so it is 

also economically costly. 

1.2 Motivation and Objective 

From all the sound source identification tools mentioned in the previous section, 

NAH is the preferred tool to identify noise source locations. With NAH, acoustical 
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field information can be obtained on the source surface without affecting the sound 

field itself. The general procedure in NAH is to measure the sound pressure with 

the microphones in the near-field of the source (see Figure 1.1), and reconstruct 

the sound field on the source surface. It is also possible to reconstruct the sound 

field at other locations: e.g., it is possible to reconstruct the sound field at other 

measurement locations to verify the reconstruction accuracy. However, the need 

for a large number of microphone measurements not only makes NAH economically 

costly, but also increases the measurement difficulty. If the number of microphone 

measurements could be decreased, then NAH could be applied to more noise source 

identification scenarios. 

Figure 1.1. Two-dimensional sketch of a microphone array in the 
near-field of an acoustics source. 

The objective of the work described in this dissertation is to study the characteris­

tic of different sparse NAH algorithms that use a relative small number of microphone 



4 

measurements. To achieve the objective of the present work, different NAH meth­

ods were investigated. Based on the characteristics of different NAH methods, the 

monopole-based Equivalent Source Method (ESM) was chosen as the NAH method in 

this project because of the clear relation between the mathematical expressions and 

the physical meaning. Another difficulty is in the process of estimating the param­

eters, i.e., the source strength of each monopole in the model, in order to cover the 

whole sound source region; usually the number of measurements is smaller than the 

number of monopoles, thus the problem is under-determined and usually ill-posed, 

so certain regularization processes are needed to solve this inverse problem. How­

ever, traditional regularization methods like Tikhonov regularization were proven not 

suitable for solving an under-determine system. In the present work, three sparse 

ESM algorithms were studied to solve the inverse problem: i.e., WBH, l1-norm min­

imization and a hybrid of these two algorithms. All the algorithms are based on 

the assumption that the solution for the inverse problem is sparse, which means the 

sound sources are concentrated, and both algorithms try to find the best solution 

by balancing the solution accuracy and sparsity. WBH solves the inverse problem 

with a steepest descent method embedded within an iterative process to eliminate 

monopoles with small source strength thus controlling solution sparsity. The second 

studied algorithm is l1-norm minimization. In that algorithm, the objective function, 

which consists of the sum of the first norm of all the monopole source strengths and 

the second norm residue between the measurement and reconstruction at microphone 

positions is minimized. In this function, the first norm of source strength controls 

the solution sparsity and the second norm residue guarantees the solution accuracy. 

Finally, based on the characteristic of these two algorithms, a hybrid process of these 

two methods is proposed to further improve the reconstruction result. 
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1.3 The Structure of the Thesis 

The thesis is organized in seven chapters to explain the choice of NAH method, 

different sparse ESM algorithms and the experimental results. 

In Chapter 2, different NAH methods will be presented, the theory behind each 

method will be introduced, and the limitation of each method will be commented 

upon. Then an important step in solving the NAH inverse problem called regular­

ization will be introduced, and classical regularization methods will be reviewed: i.e, 

Truncated Singular Value Decomposition (TSVD), Tikhonov regularization, etc. Fi­

nally the reason for choosing the ESM as the NAH method in the present work for 

an under-determined system will be explained. 

In Chapter 3, two sparse ESM algorithms will be introduced: Wideband Acousti­

cal Holography and l1-norm minimization. Both methods balance the solution spar­

sity and accuracy, and in this section, the details of both methods will be explained: 

e.g., the different strategies to ensure solution sparsity. 

In Chapter 4, different types of sound sources were simulated: i.e., monopoles and 

baffled plate vibration. To reconstruct the simulated sound source, a distributions 

of hundreds of monopoles will be used as the equivalent source model. With only 

dozens of measurements, a strongly under-determined system will be solved by WBH 

and l1-norm minimization to reconstruct the sound sources. From the reconstruction 

result, the ability of WBH and l1-norm minimization in an under-determined system 

will be illustrated, and their characteristics will be commented upon. 

In Chapter 5, based on the study of WBH and l1-norm minimization, a combina­

tion of these two methods is proposed. Based on the simulation result in chapter 4, it 

was found that WBH method cannot separate closely positioned sound sources, and 

l1-norm minimization could cause a ghost source problem if the objective function was 

not formulated correctly. A hybrid method was proposed to mitigate the weakness 

of both methods, and the reconstruction results of WBH, l1-norm minimization and 

the hybrid method will be compared in this chapter. 
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In Chapter 6, sound field reconstruction results with different types of real sound 

source will be presented. In these experiments, there is simple sound source like 

loudspeaker, and complex sound sources like a diesel engine. In these experiments the 

measurements were conducted with dozens of microphones, and there are hundreds 

of parameters that need to be estimated. The sound field reconstruction results of 

these experiments will be presented. The ability of WBH, l1-norm minimization and 

the hybrid method in practice will be discussed. 

In Chapter 7, the work presented in this document is summarized, then motiva­

tions and preliminary ideas for future works will be mentioned. 
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2. REVIEW OF NEAR-FIELD ACOUSTICAL HOLOGRAPHY METHODS 

2.1 Introduction 

In the previous chapter, it has been illustrated that the NAH is a powerful sound 

field reconstruction tool, and the motivation of the present work is to reduce the 

number of microphone measurements required in the NAH process. In this chapter, 

five NAH methods will be reviewed: the Fourier-based method, Statistically Opti­

mized Near-Field Acoustical Holography (SONAH), the Inverse Boundary Element 

Method (IBEM), the Equivalent Source Method (ESM) and the Inverse Radiation 

Mode method (IRM). The theory behind each method will be explained, then the 

characteristics of each method will be commented upon. Based on the characteristic 

of different methods, the reason why ESM is finally chosen as the method applied in 

an under-determined system will be explained. In the present work, all the recon­

struction is in free-space, which means the Sommerfeld boundary condition is satisfied 

in the far-field. 

2.2 The Fourier-based Method 

The Fourier-based method was based on computing the wavenumber spectrum of 

the measured data by performing spatial Fourier transforms, then multiplying that 

by a spectral propagator, so that finally the sound field can be reconstructed through 

the inverse transform from the wavenumber domain to the spatial domain. Thus, 

the sound field in the whole space can be reconstructed [5, 6]. In this section the 

derivation process of this method is shortly reviewed. 
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Originally the sound field solutions in different coordinates were derived sepa­

rately, but they can all be derived from the Helmholtz equation [7,8]. The Helmholtz 

equation at a fixed frequency in a source free region is:

 2 p( i p( i (2.1)X,ω) + k2 X,ω) = 0, 

where p( i X, and k = ω/c X,ω) is the sound pressure at the frequency ω and location i

is the wavenumber. Separation of variables is a common way to solve this second 

order partial differential equation, and with the Sommerfeld boundary condition, the 

general solution in Cartesian coordinate can be written as: 

j(kxx+ky y+kz z)p(x, y, z, ω) = A(ω)e , (2.2) 

with A(ω) is the signal amplitude for different frequencies and where k2 = k2 +k2 +k2 ,x y z 

where kx, ky, kz are the wavenumbers in x−, y− and z−directions. With this relation, 

when the wavenumbers in any two directions is known, then the wavenumber at the  
third direction can be determined, i.e., kz = ± k2 − kx 

2 − ky2 . Then the total sound 

field can be written as a summation over kx and ky with the substitution of A(ω) to 

P (kx, ky): i.e., 

∞ ∞0 0 
j(kxx+ky y+kz z)p(x, y, z) = P (kx, ky)e . (2.3) 

kx =−∞ ky =−∞ 

Now transform this discrete summation to a continuous integration, and multiply it 

by a constant 1/4π2:   +∞ +∞ 

p(x, y, z) = 
1 

P (kx, ky)e
j(kxx+ky y+kz z)dkxdky. (2.4)

4π2
−∞ −∞ 

This expression connects the sound pressure in the spatial domain and the wavenum­

ber domain by a two-dimensional inverse Fourier transform: 

F−1 p(x, y, z) = Fx 
−1 

y [P (kx, ky, z)]. (2.5) 

And the sound pressure in the wavenumber domain can also be calculated through 

the forward Fourier transform: 

jkz zFxFy[p(x, y, z)] = P (kx, ky, z) = P (kx, ky)e . (2.6) 
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From this expression it can be seen that the plane wave amplitude has a phase change 

from one plane to another in the z−direction for kz real. This general expression 

allows one to extrapolate the sound pressure from one plane z = zh to another plane 

z = zs once P (kx, ky) is known: i.e., 

jkz (zs−zh)P (kx, ky, zs) = P (kx, ky, zh)e . (2.7) 

By combining equations (2.5), (2.6) and (2.7), the Fourier-based method can be orga­

nized into a four-step process: first, measure the sound pressure at the hologram plane 

zh: p(x, y, zh). Secondly, perform a two-dimensional Fourier transform to compute 

wavenumber spectrum: P (kx, ky, zh). Thirdly, multiply the wavenumber spectrum 

by the inverse propagator G(kx, ky, zs − zh) = ejkz (zs−zh), to obtain the wavenumber 

spectrum at plane zs. Finally, transfer the wavenumber spectrum to the spatial sound 

pressure p(x, y, zs) at zs by performing a two-dimensional inverse Fourier transform. 

Similarly, if the measurement is chosen in a cylindrical form, then the solution 

0 

can be expressed in cylindrical coordinates: 

∞ +∞1jnθ jkz zH(1))eAn(kz nP (r, θ, z) =
 e
 (krr)dkz, (2.8)
2π −∞n=−∞ 

where Hn 
(1) 

is the Hankel function of the first kind [9], and k2 = kr 
2 + kz 

2 . The 
(1) (1)

inverse propagator is defined as G(XiH , Xi ) = Hn (krr)/Hn (krrH ), where XiH is the 

location of measurement, and Xi is the location to reconstruct the sound field. Then 

in spherical coordinates, the final solution is written as a sum of spherical waves: 

∞0 ∞0 
P (r, θ, φ) = Cmnh

(1) 
n (kr)Y m 

n (θ, φ), (2.9) 
n=−∞ n=−∞ 

where h(1) 
n is the spherical Hankel function of the first kind and Y m 

n is spherical 
(1) (1)

harmonic. The inverse propagator is defined as G(XiH , Xi ) = hn (krr)/hn (krrH ). 

In this section, the theory of the Fourier-based method was discussed: i.e., per­

form the two-dimensional inverse Fourier transform with the measurement data under 

different coordinates, multiply by the inverse propagator in the wavenumber domain, 

then reconstruct the sound field with the two-dimensional inverse Fourier transform. 
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From the theory of this method, in order to perform the Fourier transform, the dis­

tance between each measurement is usually required to be the same, so a regular mi­

crophone array measurement is required. In the Fourier-based method, there are two 

errors that need to be considered. First is the ill-conditioning due to the evanescent 

wave components in the wavenumber domain; the application of a low-pass k-space 

filter is a general method to avoid this ill-conditioning. Secondly, the finite measure­

ment aperture effects need to be considered; this requires the size of the microphone 

array to be big enough to cover the whole source region to avoid windowing errors, 

i.e., the sound pressure must fall to a low level by the edge of the aperture. And in 

order to obtain a high spatial resolution, the spacing between microphones need to be 

smaller than a half wavelength at the reconstruction frequency. Thus to avoid alias­

ing, usually a large number of measurements is required in the Fourier-based method, 

which is costly and the time to process the data is long. Different efforts to improve 

the measurement condition have been made [10] [11] [12] [13], and in the next sec­

tion an improved method: Statistically Optimized Near-Field Acoustical Holography 

(SONAH) will be reviewed. 

2.3 Statistically Optimized Near-Field Acoustical Holography (SONAH) 

The SONAH method was originally proposed by Steiner and Hald in 2001 [14], and 

was made into a well-developed NAH method in the following years; the advantage 

of this method is that it overcomes the measurement limitations and errors caused 

by the use of spatial Fourier transform in NAH. Instead of using the spatial Discrete 

Fourier Transform (DFT), the SONAH method describes the sound field in a source-

free region Ω occupied by homogeneous fluid by using elementary wave functions, Φn, 

n = 1...N , which satisfy the homogeneous wave equation in Ω. These elementary 

wave functions can be plane, cylindrical, or spherical waves [15]. A specific sound 

field can be described by these elementary wave functions with different weighting 

functions [16]. The idea of SONAH is to express the sound field by these elementary 
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wave functions and then to describe the sound field by the measurements, then these 

functions can be used to reconstruct the sound field at other positions: i.e., on the 

source surface [17]. 

With different elementary functions, the measured sound pressure at iri can be 

expressed as: 
N0 

p(iri) = anψn(iri), i = 1, ..., I, (2.10) 
n=1 

where an is the complex expansion coefficients. Further, multiple sound pressure 

measurements at different positions, ip, can be represented in matrix form: i.e., 

ip = Bia, (2.11) 

with ia is the weighting coefficients for corresponding function, and B is the wave 

function matrix at the measurement positions. Then with Elementary Wave Method 

(EWM), the sound pressure can be predicted at position ir in space Ω by using the 

same ia: i.e., 
N0 

Tip(ir) = anψn(ir) = ia α(ir). (2.12) 
n=1 

There are two possible issues with the EWM: first, the coefficients an are esti­

mated at the measurement positions iri, and these coefficients may not be able to well 

represent the sound field at ir. Secondly, it would be ideal if i could go to infinity to 

include all elementary functions to accurately represent the sound field; however, this 

is impossible in the numerical calculation, so a truncation error needs to be consid­

ered. In order to overcome these errors, in the SONAH method, the sound pressure 

at ir is calculated as a linear combination of the measured sound pressures pi: 

Tip(ir) = pi c(ir), (2.13) 

where the vector ic(ir) is the complex estimation weights which need to be determined 

in the SONAH method. With the use of equations (2.12) and (2.13), it is found that 

ic(ir) can be determined from the linear equation: 

BTic(ir) = αi (ir). (2.14) 
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By using Tikhonov regularization, ic(ir) can be solved for as: 

ic(ir) = (AHA +  I)−1AHαi (ir), (2.15) 

where the matrix A is the transpose of B and  is the Tikhonov regularization pa­

rameter, which could be chosen by General Cross Validation (GCV) or the L-curve 

method. To avoid the wavenumber wrap-round error, it is desired that the number of 

elementary wave functions should tend to infinity. In this case, the elements in αi (ir) 

cannot be calculated explicitly, but the product of AHA and AHα(r) have a finite 

size, so the elements in these products can be expressed as: 

∞0 
ψ ∗ [AHA]ii' = n(ri)ψn(ri' ), (2.16) 

n=1 

and 
∞0 

[AHα]i = ψn
∗ (ri)ψn(r), (2.17) 

n=1 

where ψn denote wave functions in A, ∗ is the complex conjugate, ri = (xi, yi, zi) and 

ri' = (xi' , yi' , zi' ) are microphone positions, and r = (x, y, z) is a reconstruction point. 

The equations (2.16) and (2.17) can be calculated with numerical truncation errors 

since the wave functions are known. If the wave function is chosen as plane wave, then 

these two equations can be transformed into the integration of two plane waves in the 

x− and y−direction. Then, transfer the Cartesian coordinates to polar coordinates 

and the two-dimensional integral can be reduced to a one-dimensional integral, and 

the polar angle integration can be worked out analytically. This process will help 

reduce the numerical truncation errors. Then with equation (2.13), the sound field 

reconstruction result is obtained at ir. And then, with Euler’s equation, the particle 

velocity can be estimated: 
−1 ∂p(ir)

iuz(ir) = , (2.18)
jωρ0 ∂z 

where z is the direction of vibration. 

In comparison with the Fourier-based method, instead of performing a large scale 

two-dimensional inverse Fourier transform, the SONAH method is mathematically 
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more straightforward and computationally more efficient. From the measurement 

point-of-view, the spacing between two sample points does not have to be same, which 

gives more flexibility on the measurement condition: i.e., an irregular microphone 

array could be used with this method. But a large number of measurements is still 

desired to avoid an under-determined system: i.e., where the number of measurements 

is less than the number of reconstruction points. Finally, as discussed in this section, 

regularization is necessary to avoid an ill-posed problem. In Hald’s original paper, the 

planar SONAH method was developed, then cylindrical SONAH was also developed 

by Cho, Bolton and Hald [15]. 

2.4 The Inverse Boundary Element Method (IBEM) 

Acoustical holography performed with the IBEM is an integral equation-based 

method [18]. With the integral equation, the acoustic field on a closed integrable 

surface can be related to any point exterior or interior to this surface. In the present 

work only the exterior problem will be considered. This means that the interior 

contains all the sources, and the exterior region is a source-free and homogeneous 

medium. Figure (2.1) defines the interior region Ωin and exterior region Ωex. 

There are two types of IBEM: direct IBEM and indirect IBEM. The difference 

is these two methods use different integration functions. The direct IBEM uses the 

Helmholtz integral equation [19]:  
∂G(ir, irs) 

c(ir)p(ir) = (p(irs) + jωρ0vn(irs)G(ir, irs))dS, (2.19) 
S ∂n(irs) 

where vn is the particle velocity in the normal direction on the surface, irs is a point 

on the boundary S, c(ir) is the solid angle with c(ir) = 1 if ir is in the exterior region 

and c(ir) = 1
2 if ir is on a smooth surface. For non-smooth surfaces we have [20]:  

∂ 1 
c(ir) = 1 + ( ( ))dS(irs). (2.20)

∂n(irs) 4π|ir − irs|S 

The free space Green’s function, G is defined as:
 
−jk|rr−rrs|e

G(ir, irs) = . (2.21)
4π|ir − irs| 
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Figure 2.1. IBEM exterior problem. All sources are in the volume Ωin 

bounded by the surface S, the exterior region Ωex is a homogeneous 
and source-free medium. The normal vector n points from the interior 
region to exterior region. 

The sound field at the microphone locations can be interpolated by shape functions 

on nodes of the elements, so the integral equation (2.19) can be discretized along the 

boundary and integrated numerically. The pressure at the microphone location can 

be written as: 

i i i (2.22) p = Amps + Bmvs, 

where the subscript m denotes the measurement locations. The solid angles c(ir) are 

unity, since the microphone locations are exterior to the source, that is why they 

disappear in the equation (2.22). 

The sound pressure and velocity at a field point can be expressed by the linear 

relation at the nodes: 

cpis = Aspis + Bsivs, (2.23) 

http:iii(2.22
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where c is a diagonal matrix with solid angles at nodes positions. Isolating pis in 

equation (2.23), and combining with equation (2.22) yields: 

ip = Hivs, (2.24) 

where H = Af (C − AS )
−1Bs + Bf . This equation is the forward process of BEM, in 

which the sound pressure is described as the product of the transfer matrix H and the 

normal velocity at the nodes. In the IBEM, the pressure is measured at microphone 

locations and the normal velocity is unknown, so this is also an inverse process which 

requires regularization. 

The other type of IBEM is the indirect IBEM. The indirect formulations uses layer 

potentials to describe the sound pressure. The simplest version of the indirect IBEM 

formulation is a single layer integral representation which can be seen as a monopole 

distribution on the surface S [21, 22], while another version of the indirect IBEM 

formulation is a double layer representation which can be seen as dipoles distribution 

[23]. There is also a mixed layer formulation version which is based on the combination 

of single and double layer formulations. In the present work only the single layer 

formulation will be discussed as an example. The single layer formulation can express 

the sound field in the exterior region Ωex as: 

p(ir) = a(irs)G(ir, irs)dS(irS ), (2.25) 
S 

where a(irs) represents the source strengths for each monopole, and G is the Green’s 

function for the monopole. Equation (2.25) can be discretized in the same way as the 

direct method, by using shape functions to solve the numerical integration, and the 

pressure at the nodes can be described by a product between the transfer function 

and the source strengths. Finally both direct and indirect formulations will encounter 

singularities at critical frequencies which causes mathematical problems. So a certain 

regularization process is also needed for IBEM to deal with the ill-posed problem. 

The IBEM does not require a certain measurement shape at the boundary, thus 

it gives flexibility on the measurement. Since IBEM is based on Boundary Element 



16 

Method (BEM) so it also requires large number of measurement to obtain an accurate 

mesh to match the sound source geometry [24] . 

2.5 Equivalent Source Method (ESM) 

The equivalent source method (ESM) here refers to a parametric acoustical holog­

raphy procedure which is based on the idea that a number of equivalent sources with 

appropriate source strengths are located in a certain region that generate the same 

sound field as the physical source. A number of ESMs have been developed and have 

shown promising results. The equivalent source models used in this type of procedure 

can generally be classified into two categories: one in which a large number of lower 

order (i.e., monopole) sources are distributed at fixed locations [25] [26] [27] and one 

in which a single higher order (i.e., multipole) source is located at a certain location 

determined by an optimization procedure based on the measurement of the sound 

field [28]. In this section, different models will be reviewed and compared. 

The first model comprises a mesh of monopole point sources fixed at certain loca­

tions in a plane which is referred as the equivalent source plane. Then the equivalent 

source plane is placed behind the reconstruction plane, on which the sound field will 

be reconstructed. The third plane is called the measurement plane: this plane is 

where the measurements are taken. The position of these three planes is shown in 

Figure (2.2). 

iThe expression for the sound pressure at position X generated by a monopole 

with unit source strength located at Xi i at frequency ω is: 

e−jk||Xr−Xr i ||
P0(Xi |Xi i, ω) = . (2.26) 

4π||Xi − Xi i|| 

iWith equation (2.26), the sound pressure pm at measurement position Xm can be 

written as a linear combination of all monopoles with different source strength: 

I0 
pm = Amiqi, (2.27) 

i=1 
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Figure 2.2. Sketch of the relative positions of equivalent source plane, 
reconstruction plane and measurement plane. d1 is the distance be­
tween equivalent source plane, reconstruction plane and d2 is the dis­
tance between reconstruction plane and measurement plane. 

where i is the index of monopoles, qi are the complex amplitudes for corresponding 

monopoles, and Ami = exp(−jk||Xim − Xi 0||)/4π||Xim − Xi 0||. Then equation (2.27) 

can be written in matrix-vector form as: 

i q, p = Ai (2.28) 

where A is an M × I matrix with members Ami and iq is the source strength vector 

containing all the qis. Since the distance between the monopoles and the microphones 

are constants, and since the monopole locations are fixed and the measurement po­

sitions are known, so the only parameters that need to estimated in equation (2.28) 

is the source strength vector iq, which is a vector of complex numbers containing the 
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source strength and phase information. Once iq is decided, the sound field in space 

can be predicted. 

The general process to estimate the iq is to minimize the second norm between 

microphone measurement and reconstruction i.e.,: min||ip − Aqi||2 . The solution of 

this minimization is similar to equation (2.15), and regularization still needed in order 

to avoid ill-posed problem. In this model, a large number of monopole will be used 

in order to cover the whole sound source region. So usually the number of monopoles 

will be larger than the number of microphones, which increases the difficulty to solve 

the minimization problem. 

The second model consists of only one series of non-collocated, higher-order multi-

poles at unfixed locations [29,30]. The model typically comprises monopoles, dipoles, 

quadrupoles and octupoles. Then the equivalent source locations are determined by 

a non-linear optimization process. This unfixed, non-collocated model, compared 

with a model with a fixed, single source location, allows greater flexibility in model 

structure, thus, this model may be able to approximate a sound field using a smaller 

number of sources. 

To construct the model, the sound field expression of each individual source should 

be derived in the first place. The terminology used in the present work to describe 

the multipole sequence is as follows: the monopole is referred to as a source of order 

zero, the dipole as a first order source, etc. The expression of a monopole with unit 

source strength is defined by equation (2.26). Based on this definition, a source of 

order n (n > 0) can be constructed as a vector sum of two closely-placed (n − 1)st 

order sources with the same strength but opposite sign, and aligned in the direction 

iun, where ||iun|| = 1. So the sound field of an nth order source can be written as: 

PSn (Xi |Xi i, ω) = dn urn PSn−1 (Xi |Xi i, ω) = Sn−1dn (Pn−1) · iun, (2.29) 

where dn (a small number) is the distance between the two lower order sources. Also, 

Pn−1 denotes the sound field of the (n − 1)st order source with unit strength, and 

is the del operator. It is also defined here that the strength of the nth order source 
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is Sn = dSn−1. Then the explicit expression for a general nth order source can be 

written in tensor form as: 

 
PSn = SnPn = SnRn(P0) · iu1 · iu2... · iun, Rn =

n , (2.30) 

 

where the strength Sn = S0 · d1 · d2...dn, denotes the tensor outer product,

 
n 

indicates performing the outer product on the del operator n times, and (·) denotes 

the tensor inner product. It can be seen that the tensor, Rn, has a rank of n and has 

3n components in total. 

Here it is assumed that measurements of the sound field are obtained at different 

locations, ξ1, ξ2,...ξW , and that the equivalent sources consist of M0 monopoles, M1 

dipoles, etc., up to MN sources of order N . By arranging the equivalent sources 

into a vector with a global index, instead of two indices, representing the number of 

sources for each order, the relationship between the measured sound pressures and 

the equivalent sources can be written as: ⎤⎡⎤⎡⎤⎡ ⎢⎢⎢⎢⎢⎢⎣
 

P̂1(ξi1, ω) 

P̂2(ξi2, ω) 

...
 

⎥⎥⎥⎥⎥⎥⎦
 

=
 

⎢⎢⎢⎢⎢⎢⎣
 

g1(ξi1|Xi 1, ω) g2(ξi1|Xi 2, ω) ... gW (ξi1| iXW , ω) ⎢⎢⎢⎢⎢⎢⎣ 

⎥⎥⎥⎥⎥⎥⎦ 

Q1(ω) 

Q2(ω) 

...
 

⎥⎥⎥⎥⎥⎥⎦
 

g1(ξi2|Xi 1, ω) g2(ξi2|Xi 2, ω) ... gW (ξi2| iXW , ω) 

... ... ... ...
 

P̂M (ξiM , ω) g1(ξiM |Xi 1, ω) g2(ξiM |Xi 2, ω) ... gW (ξiM |XiW , ω) QW (ω) 
(2.31) 

where P̂i is the measured sound field at the ith location, gj denotes the unit strength 

sound field of the jth source in terms of the global index, and Qj is the strength of 

the jth source. In the above equation, the measurement locations ξii are known from 

the design of the measurement, and the source locations Xi j and the corresponding 

strengths Qi j are the parameters to be estimated. 

ˆEquation (2.30) is in the form of Pi = A(Xi )Qi ; thus the parameters, Xi and Qi , can 
î

be determined by solving the following optimization problem: min||P − A(Xi )Qi ||2 . 

The latter is a non-linear optimization problem, since the matrix A is not constant 

ibut depends on X. However, if the source locations are known, the estimation of 

the source strength is a linear least-squares problem. Based on this observation, the 
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parameter estimation process is based on a non-linear optimization algorithm that 

updates the source locations only, and the source strengths are subsequently deter­

mined by a linear process with each update. As a part of the non-linear optimization 

that updates the source locations, the Trust Region Reflective Method is used chosen 

due to its quadratic convergence rate and the ability to handle relatively large number 

of parameters [31]. This method will help to reach a balance between flexibility of 

the model and the capability and speed of the optimization algorithm. 

The ESM is a relatively new NAH method, in which instead of using complex 

governing equation to describe the sound field like other methods, the ESM uses 

a mathematical model to represent the sound source and adding the contribution 

of each equivalent source to construct the sound field, so mathematically it is more 

straight-forward. The other advantage of ESM is it does not have special requirement 

on the measurement array, or measurement position, which offers more flexibility on 

the measurements. 

2.6 Inverse Radiation Mode Method (IRM) 

The Inverse Radiation Mode method (IRM) is a recently developed NAH method. 

In this method, the sound field is represented by different acoustic radiation modes 

which only depend on the shape of the sound source [32, 33]. The advantage of this 

method is that the radiation modes are a set of velocity distributions which radiate 

sound power independently, so this method can estimate the contribution to the total 

radiated sound power of different radiation modes at particular locations. Thus this 

method can give a direction on the NVH design process to decrease sound power 

radiation. 

Assume the elements on a planar vibrating surface have the same size and has 

their own normal velocity and sound pressure, v̂eN , and p̂eN , respectively. Then each 

element has the radiating sound power: 

∗ PeN = 0.5AeN Re(v̂eN p̂eN ), (2.32) 
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where AeN is the area of the Nth element. Summing all the elements on the vibrating 

surface, the total radiating sound power can be expressed as: 

P = 
S 

Re(ive 
H pie) (2.33)

2M 

where S is the total area and M is the total number of elements. The discretized 

Rayleigh Integral then gives the result: 

−jkrijjρ0ωAee
p̂ei = v̂ej , (2.34)

2πrij 

where rij is the distance between the ith and jth elements. Then the relation between 

sound pressure and velocity can be express in vector form: 

i = Zi (2.35)pe ve, 

−jkrijjρ0ωAeewhere Z is composed of Zij = . Then substitution of equation (2.35) into 
2πrij 

equation (2.33) yields: 

S S 
P = Re(iv HZive) = iv H( Re(Z))ive, (2.36)

2M e e 2M 

From equation (2.36) one can define the radiation resistance matrix: 

S 
R = Re(Z). (2.37)

2M 

Next, perform a singular value decomposition on the radiation resistance matrix, 

which gives R = QTλQ, where λ is a diagonal matrix and Q is a matrix consisting 

of orthogonal vectors. Substituting this expression into equation (2.36) gives: 

P = ive 
HQTλQive, (2.38) 

It is noted here that the acoustic radiation modes are row vectors of Q, and each 

mode is an independent contributor to the overall radiating sound power. Then the 

measured pressure at point i outside the sound source can be described as: 

pmi = cj p̂ij , (2.39) 
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where pmi denotes the measured sound pressure at point i, p̂ij is the pressure at point 

i caused by the jth radiation mode, which is called the modal pressure, and cj is the 

source strength function which needs to be estimated. 

With this method not only the noise source location can be identified, but also 

the contribution of different radiation modes can be calculated at the noise source 

location, so this method can provide guidance for NVH design. The IRM method is 

still a young method for NAH, and more study is needed to develop the potential of 

this method. 

2.7 Regularization Process 

In the previous sections, it was mentioned that to solve the inverse problem, in the 

NAH inverse process, the major difficulty is the ill-posed nature of the system. This 

is because the propagation matrix normally includes both propagating wave compo­

nents and wave components that decay exponentially in the propagation direction: 

i.e., evanescent waves. Due to the decay of the evanescent wave components, their 

contribution to the sound field will decrease when the measurement plane moves 

away from the source [19]. This means that the contribution of these evanescent 

wave components could be small, but they have important influence on the recon­

struction surface, so the noise components at the evanescent wavenumbers will be 

treated as evanescent waves and will be amplified in the reconstruction surface. At 

these evanescent wavenumbers, small perturbations in the measurement may cause a 

huge influence on the solution, hence this system is said to be ill-posed. The math­

ematical description of the ill-posed problem will be explained with Singular Value 

Decomposition (SVD) in this section. To overcome this problem, different regulariza­

tion techniques have been developed to limit the influence of measurement noise at 

evanescent wavenumbers. The idea of regularization is to balance the norm of solu­

tion and the norm of residue between the reconstructed and measured sound pressure 

at the microphone positions to limit the influence of measurement noise. 
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The forward problem behind NAH is the sound propagating from the sound source. 

This forward problem can be generalized as: 

i q, p = Ai (2.40) 

where ip is the measured sound pressure at the microphones, A is the transfer matrix to 

describe the sound propagation from the sound source to the microphone locations, 

iq is the weighting coefficient for each transfer function in matrix A. In NAH, the 

measured sound pressure pi is known, the transfer matrix A is decided by the NAH 

method, the only unknown in this equation is the weighting coefficient iq, so the NAH 

problem can be solved by inverting of equation (2.40): i.e., 

iq = A−1i (2.41) p. 

The SVD of the matrix A is [34]: 

A = UΣVH , (2.42) 

where the columns of U are the orthonormal left singular vectors, Σ is a diagonal 

matrix with the singular values in descending order, and the columns of V are the 

orthonormal right singular vectors. After inserting equation (2.42) into equation 

(2.41), the inverse problem can be expressed as: 0n iuHpi
q = VΣ−1UHi ii p = ivi, (2.43)

σii=1 

where iui are the left singular vectors, ivi are the right singular vectors and σi are 

the singular values. The singular values will decrease as the index i increases, so 

the singular values stand for the evanescent wave components with high index, since 

the contribution of the evanescent wave components is small. In the experiment, the 

measured data from the sound source is influenced by noise, that is, ip = p̃+ e, where 

p̃ is the true sound pressure generated by the sound source, e is the noise, so equation 

(2.43) can be written as: 

n H0n H 0iu p̃ iui e 
iq = i ivi + ivi. (2.44)

σi σii=1 i=1 

http:A�1i(2.41
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HIn equation (2.44) iui p̃ expresses the basis vector of the measured sound field generated 

by the sound source; this term will decrease as the index i increases since the singular 

values with high index stand for the evanescent waves. At a certain singular value 

with high index, the noise term in equation (2.45) can be dominant in the solution. 

This will cause a large error in the sound field reconstruction, so to prevent this 

unwanted noise amplification, regularization is needed. 

Since the small singular values cause the ill-posed problem, so the most intuitive 

idea is to drop these small singular values. This can be done by introducing a low-

pass filter to keep the singular values with low index and eliminate the singular values 

with high index. After passing this filter, the equation (2.43) becomes: 0 Hn
iui pii = fi ivi, (2.45)qreg 
σii=1 

where fi stand for the low-pass filter. A simple way to define this low-pass filter 

is to introduce a truncation parameter I: i.e., let fi = 1 for i <= I and fi = 0 

for i > I, so the truncation parameter I will determine how much the solution is 

regularized. This regularization technique is referred to as Truncated Singular Value 

Decomposition (TSVD) [35]. The truncation parameter I is important for TSVD; if I 

is chosen too low, the propagating wave component may be eliminated from the final 

sound field and the reconstructed sound field will not be accurate. If I is chosen too 

high, then the amplified noise will distort the reconstruction sound field. The optimal 

choice for the truncation parameter in practice is unknown, but there are different 

algorithms for the selection of the truncation parameter. Another well-known method 

is Tikhonov regularization [36]. The idea behind this regularization method is that 

for the ill-posed problem if too many high index singular values are kept in the inverse 

problem the norm of the final solution will be large because of the amplification of 

noise, while if too many singular values are eliminated from the ill-posed problem the 

residue norm will be large. So finding a balance between these two norms will offer a 

well regularized solution: i.e., 

min ||Aiqλ||22 + λ2||iqλ||22 , (2.46) 
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where λ is the regularization parameter. The effect is to minimize the residual second 

norm subject to a penalty on the solution second norm. It can be proven that the 

solution of equation (2.46) can be written as: 

iqλ = (AHA + λ2I)−1AHi (2.47) p, 

where I is the identity matrix in this equation. With the SVD of matrix A the 

solution can be written as: 

n H0 σi iu pi
iqλ = i ivi, (2.48)

σ2 + λ2 
i σii=1 

where the σi/(σi 
2 + λ2) are the filter factors. As the regularization parameter λ in­

creases, only the components with lower index will be included in the inverse prob­

lem. Notice here that the truncation parameter in TSVD is a step function, while the 

Tikhonov regularization parameter caused a smoother transition from small index to 

the higher ones. However the optimal regularization parameter for Tikhonov method 

is also unknown. 

Different parameter choice techniques have been developed based on different cri­

teria. It is noted here that the performance of different techniques depends on the 

specific problem: i.e., there does not exist a universal technique for all problems. 

In this paragraph four parameter choosing techniques are introduced: Generalized 

Cross-Validation (GCV) [37], L-curve criterion [38], Normalized Cumulative Peri­

odogram (NCP) [39], and Morozov’s Discrepancy Principle (MDP) [40]. Consider 

first the GCV, where the idea of GCV is to remove one of the measurements from the 

measurement vector, then predict the missing data with the remaining measurements. 

The optimal regularization parameter is obtained at the point when the average error 

between the measurement and the reconstruction is minimized. The second method 

is the L-curve criterion, and this method is based on plotting the relation between 

the norms of residual and solution at different regularization parameter values: i.e., 

norms of the residual as a function of norms of solution. Plotting out the two norms 

against each other in a log-log scale, it is found that the figure usually is a L-shape 

http:�2I)�1AHi(2.47
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curve. The optimal choice of regularization parameter is the one corresponding to 

the corner point on the curve, which is found at the point with maximum curvature. 

It is believed that this point gives the best balance between the least square and the 

least norm solution. Third is NCP, which is a relatively new method. The idea of 

this method is to find the regularization parameter which makes the residual vector 

close to white noise. This is done by computing the Fourier transform of the resid­

ual, r̃ = fft(ip − Kixreg), and the normalized cumulative periodogram is calculated  k  M−1 as c = |r̃i|2/ |r̃i|2 . The most white noise is considered to be when c isi=2 i=2 

a straight line when plotted out against the its indices. Finally the last method is 

MDP, in this method the optimal regularization parameter is assumed to be at the 

point where the norm of residual is closest to the ambient noise level. 

2.8 Summary and Method Selection 

Five methods of NAH were reviewed and commented upon in this chapter: the 

Fourier-based method, Statistically Optimized Near-Field Acoustical Holography, the 

Inverse Boundary Element Method, the Equivalent Source Method and the Inverse 

Radiation Mode method. Then different regularization methods were presented to 

avoid ill-posed problem during the inverse process. Based on this knowledge, in this 

section the monopole-based ESM was chosen in the present work to reconstruct the 

sound field in an under-determined system, i.e., when the number of measurements 

is less than the number of parameters that need to be determined. The reason for 

choosing this method is explained as follows. 

First, the other methods have their limitations when the number of microphone 

measurements is relatively small. The Fourier-based method requires a large regular 

array for sound field measurement, which does not fit the small number measurement 

requirement of the present work. The SONAH method does not have a strict require­

ment on the shape or microphone number of array, however, in SONAH method the 

sound field is composed with a linear combination of elementary functions, so the 
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solution, i.e., the weighting coefficient for each function, is not necessarily sparse. In 

fact, the more function components that are included in the model, the more accu­

rate the reconstruction result. So the sparse condition is not satisfied by the SONAH 

method. The IBEM is an attractive method due to the reconstruction accuracy and 

does not have the limitation on the sound source geometry. However, due to the 

large number of mesh grids required in order to capture the precise geometry of the 

sound source, the number of measurements is also very large, so IBEM is also not 

preferred for an under-determined system. The IRM method will not be discussed in 

the present work since this method is still under development. 

Besides the disadvantages of other methods, there are advantages for using the 

ESM method to reconstruct the sound field with an under-determined system. First, 

the equivalent sources used in the ESM have strongly associated physical meaning: 

i.e., the monopole describes the volume contraction and expansion, the dipole acts 

like an oscillating force, the lateral quadrupole can be used to express a rotational 

torque or vortex, etc. Then the model used in the NAH is closer to the physical 

sound source, and so the fewer parameters need to be estimated in the inverse process. 

Secondly, compared with calculating the two-dimensional inverse Fourier transform or 

numerical integration to reconstruct the sound field, the ESM involve simply summing 

the contributions of equivalent sources, which is mathematically more straightforward 

and computationally more efficient. From the measurement point-of-view, the ESM 

does not have strict limitations on the requirement of the microphone array: i.e., the 

spacing between the microphone or shape of the array. Finally, the sparsity condition 

in ESM means using as few monopoles as possible to reconstruct the sound field, 

which could give a clear indication on sound source location, so sparsity is itself 

a useful condition when solving an under-determined system, so sparsity is also a 

desired property for ESM solutions. 
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3. SPARSE EQUIVALENT SOURCE METHOD FOR NEAR-FIELD 

ACOUSTICAL HOLOGRAPHY 

3.1 Introduction 

In the previous chapter, monopole-based ESM method was adopted as the NAH 

method in the present study due to its advantages in both theoretical computation 

and measurement process. However, it is still hard to obtain a stable solution from 

the inversion of an under-determined system for two reasons: first, the ill-posed na­

ture due to the evanescent components in sound field, secondly, since the system is 

under-determined, the number of equations is smaller than the number of unknowns, 

so there are a large number of possible solutions to this system, which is why the 

regularization methods discussed in the previous chapter cannot guarantee a stable 

solution. For example, ghost sources, that is small source strength terms, are created 

at locations where there are no sources simply to satisfy the system, which could mis­

lead as to the sound source location. So the desired solution should not only guarantee 

the model accuracy, but also guarantee the sparsity of the system at the same time, so 

that the source location is pin-pointed. In this chapter, based on the sparse solution 

assumption, two algorithms were proposed to solve the inverse problem. The first 

method considered was Wideband Acoustical Holography (WBH), as developed by 

Hald, and further studied by different researcher [41–44]. In this method, the under-

determined system is solved by the steepest descent method and the model sound 

sources having small strengths are progressively removed in an iterative process. The 

second method considered is l1-norm minimization, as previously considered by sev­

eral researchers [45–48]. In that approach, the sound source localization problem is 

formulated as a convex function, which can then be solved, for example, by using the 

open source program, CVX [49]. 
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3.2 Wideband Acoustical Holography (WBH) 

In 2014, Hald developed a procedure named Wideband Acoustical Holography 

(WBH) [41]; this algorithm was proposed specifically to balance the model accuracy 

and the sparsity of the system, so that the solution of an under-determined system 

could be optimized to focus on the major noise source and offer accurate sound 

source locations. The major process of WBH is to remove the confusing ghost sources 

associated with the real sources in an iterative process. This process is introduced 

with a large number of lower order sources distributed at fixed locations as the ESM 

model. 

The inverse process still can be described with equation (2.41), with vector qi

including the source strengths of all the monopoles which need to be estimated, the 

terms in the transfer matrix A can be expressed by equation (2.26), and ip is the 

vector of measured sound pressure. First define the residual vector ir as: 

ir(i p − Ai (3.1)q) = i q, 

and the quadratic residual function F to be minimized as: 

1 
F (iq) = ||ir(qi)||22. (3.2)

2

Now, define iqk to be the solution at the kth iteration step, and then compute the step 

δiqk that minimizes the residual function F in the steepest descent direction: i.e., 

Δiqk = sk F. (3.3) 

Here, F is the gradient vector: 

F = −AHir(iqk) = −AH(pi− Aiqk), (3.4) 

and sk is the step-length in that direction, 

igHir(ik qk) 
sk = , (3.5)

igHigkk 



 

�
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where the vector igk is defined as: 

igk = A F. (3.6) 

The next candidate solution vector is then 

ĩqk+1 = qik + αΔiqk, (3.7) 

where α is a relaxation factor: Hald suggested that the value of α should lie between 

0.5 and 1.0 [41], and in the present work, it was chosen to be 1. 

Note, however, that the solution derived from equation (3.7) will spread the exci­

tation over all point sources of the source model and will cause ghost source problems 

as mentioned above. Therefore we need to remove the ghost sources by setting a 

threshold, Tk, below which the components in iq̃k+1 will be set to zero. That thresh­

old, Tk, is computed as: 
−Dk 

Tk = 10 20 |iq̃k+1,max|, (3.8) 

where Dk is a positive number of decibels below the amplitude iq̃k+1,max of the largest 

element in qĩ. So the elements qk+1,i of the next solution estimate qik+1 are: 

iqk+1,i =
 

⎧ ⎪⎨ ⎪⎩
 

ĩ if |iq̃k+1,i| ≥ Tk.qk+1,i, 
(3.9)
 

0, otherwise.
 

The dynamic range Dk is increased during each iteration, so more sources will be 

added to the model as the iteration process continues: i.e., 

Dk+1 = Dk +ΔD. (3.10) 

In Hald s paper [41], the conditions to stop the iteration are given as: 

Dk+1 > Dmax or || F ||2 < ε|| F0||2, (3.11) 

where Dmax is an upper limit on Dk and ε is a small number. So the former stop 

condition represents the sparsity of the system and the latter condition represents the 

model accuracy, which means that the iteration will stop and give the solution when 
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either we reach the lowest desired source strength, beyond which, if the iteration con­

tinued, a ghost source problem would result, or the accuracy of source model cannot 

be further improved. In the present work the sparsity stop condition, Dk+1 > Dmax, 

was adopted as given, but for the model accuracy condition, it was assumed that 

the microphone measurement could capture the major sound source region, and so 

the averaged relative error, e, between the source model prediction and the measured 

data at each microphone position was applied directly: i.e., 

|pi− ipr|
e = avg( ), (3.12)

|pi| 
where pi is the vector of measured pressures at the microphone positions, and ipr is 

the reconstructed sound pressure at the microphone positions. This iterative process 

is illustrated in Figure (3.1), and the following parameter values were used in the 

Figure 3.1. Wideband Acoustical Holography (WBH) process. 

present work: 

iq0 = i0; α = 1; D0 = 0.1 dB; ΔD = 1.0 dB; Dmax = 60 dB; e = 0.05. 

(3.13) 
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Then based on the knowledge of source strength, the sound pressure ipr at the 

reconstruction position Xi r can be calculated by equation (2.28), further the particle 

velocity in the normal direction, e.g., z-direction can be calculated as: 

I
qi Xr 

0 e−jk||Xrr −Xri||(zr − zi)(jk|| i − Xi i|| + 1) 
Vz = , (3.14)

4πjρ0ω ||Xir − Xi i||3 
i=i 

iwhere qi is the source strength of the ith monopole at Xi, and zi and zr are the 

coordinates of ith monopole and rth reconstruction point, respectively (here the z-

coordinate is considered to be normal to the reconstruction surface). Then the sound 

intensity in the z-direction, Iz, can be calculated as: 

Iz = 
1
Re(PVz 

∗ ). (3.15)
2

3.3 The l1-Norm Minimization 

The second proposed sparse NAH algorithm is l1-norm minimization. In a previous 

study, it was shown that l1-norm minimization can encourage solution sparsity [45]. 

Thus in this section the monopole source strength estimation has been formulated 

using an objective function consisting of the solution l1-norm combined with the 

residual l2-norm. The minimization of this objective function balances source sparsity 

and reconstruction accuracy in a systematic way and, at least in ideal circumstances, 

guarantees an optimal solution. Since both the l1-norm and l2-norm are convex 

functions, so the sum of them is still a convex function, and thus this minimization 

problem can be solved with an open source Convex Optimization solver CVX [49]. 

Convex optimization, also known as convex minimization, is a subfield of optimization 

in which the problem of minimizing convex functions over convex sets is studied 

[50]. The convexity makes optimization easier than the general case since a local 

minimum must also be a global minimum, and first-order conditions are sufficient for 

optimality [51]. Convex optimization has applications in a wide range of disciplines, 

such as automatic control systems, estimation and signal processing, etc [52, 53]. 

In this section the necessary definitions for convex optimization will be presented, 
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then the NAH problem will be modeled as an array of monopoles, and the source 

strength parameter estimation and regularization problem will be formulated as a 

convex function. 

A function f : Rn → R is convex if domf is a convex set and if for all x, y ∈ 

domf , and θ with 0 ≤ θ ≤ 1, we have: 

f(θx + (1 − θ)y) ≤ θf(x) + (1 − θ)f(y). (3.16) 

From the geometry point-of-view, this inequality can be visualized by Figure (3.2). 

There the line segment between (x, f(x)) and (y, f(y)) lies above the graph of f . A 

function f is strictly convex if the strict inequality holds in equation (3.16) whenever 

x  = y and 0 < θ < 1. A function is convex if and only if it is convex when restricted 

to any line that intersects its domain domf , which is a convex set. A convex set is 

defined as follows: a set C is convex if the line segment between any two points in C 

lies in C: i.e., if for any x1, x2 ∈ C and any θ with 0 ≤ θ ≤ 1, we have: 

θx1 + (1 − θ)x2 ∈ C. (3.17) 

A convex optimization problem is one of the form: 

Figure 3.2. Graph of a convex function. The line segment between 
any two points on the graph lies above the graph. 
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minimize f0(x)
 

subject to fi(x) ≤ 0, i = 1, . . . ,m (3.18)
 

hi(x) = 0, i = 1, . . . , m, 

where x ∈ Rn is called the optimization variable and the convex functions f0 : R
n → 

R is called the objective function. The inequalities fi(x) ≤ 0 are called inequality 

constraints, and the corresponding convex functions fi : R
n → R are called inequality 

constraint functions. The equations hi(x) = 0 are called the equality constraints, and 

the function hi : R
n → R are the equality constraint functions, which are affine. If 

there are no constraints, then the problem is unconstrained. 

Different methods to solve optimization problems have been proposed, and those 

methods are classified into two categories: methods to solve unconstrained minimiza­

tion and methods to solve equality constrained problem (the inequality constraints 

can be transformed to equality constrains). These methods will be briefly reviewed 

in this section. 

The descent methods with different descent direction searching and step size choos­

ing strategies are widely used to solve the unconstrained minimization problem. The 

general descent method can be described as a three step iterative process, with a 

starting point x ∈ domf : first, determine a descent direction Δx, then, secondly, 

choose a step size t > 0 with a line search, i.e., exact line search or backtracking line 

search, and then finally update the value of x: x = x + tΔx. This iteration will stop 

when the criterion is satisfied. Different techniques can be used to choose the descent 

direction, i.e., a gradient descent method: 

Δx = −v f(x), (3.19) 

or a steepest descent method: 

Δxsd = || − vf(x)||2Δxnsd, (3.20) 

where 

Δxnsd = argmin{− v f(x)T v | ||v|| ≤ 1}, (3.21) 
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or Newton’s method: 

Δxnt = −v2 f(x)−1 v f(x). (3.22) 

The idea to solve the equality constrained minimization problem is to create a 

dual problem from the original problem. Then solve the dual problem using an 

unconstrained minimization method, and then recover the solution of the equality 

constrained problem from the dual solution. The constrained problem described in 

equation (3.18) can be transformed to an unconstrained minimization problem with 

Lagrangian L associated with the constrained problem: i.e., 

m p0 0 
minimize L(x, λ, ν) = f0(x) + λifi(x) + νihi(x), (3.23) 

i=1 i=1 

where domL = D × Rm × Rp , λi is the Lagrange multiplier associated with ith 

inequality constraint f(x)i ≤ 0, νi as the Lagrange multiplier associated with the 

ith equality constraint h(x)i = 0. The vectors λ and ν are called dual variables 

or Lagrange multiplier vectors associated with the equation (3.18). The idea in the 

Lagrangian duality is to take the constraints in equation (3.18) into account by aug­

menting the objective function with a weighted sum of the constraint functions. Then 

this unconstrained minimization problem can be solved by the unconstrained meth­

ods. 

With a basic knowledge of how convex optimization solves the minimization prob­

lem, now the objective function to balance the model sparsity and accuracy in NAH 

is introduced. The monopole source strength estimation is formulated as an uncon­

strained convex optimization problem: i.e., 

minimize ||iq||1 + λw||Aiq − pi||2, (3.24) 

where iq is the source strength vector, A is the transfer matrix between the monopoles 

and the microphones, ip is the measured data from the microphones, and λw is the 

weighting factor specifying the allowed error between reconstruction and measure­

ment. A similar formulation was previously proposed by Chardon et al. [45]. Note 

also that a similar formulation has recently been considered by Hald. 
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In equation (3.24), || . . . ||1 is the l1-norm operator, defined as: 

m0 
||iq||1 = |qi|, (3.25) 

i=1 

and || . . . ||2 is the l2-norm operator, defined as:  
2 2 2||iq||2 = q1 + q2 + · · · + q . (3.26)n

In equation. (3.24), the first term represents the total source strength reconstructed in 

the model, and by using the l1-norm, the model sparsity is ensured. The second term 

measures the relative error between the reconstruction and measurement, which acts 

as a penalty term. The l1-norm is used in the first term since the l1-norm approximate 

solution tends to feature more zero and very small residuals compared with the l2 ­

norm approximate solution, with the result that the l1-norm solution is sparser than 

the l2-norm solution. The reason for using the l2-norm in the second term follows a 

similar logic: since a small error at all microphone positions is desired, the l2-norm 

will tend to allow relatively fewer large residuals. 

A simple example is offered here to illustrate why the l1-norm solution can result 

in greater sparsity than the l2-norm solution in an under-determined system. When 

it is assumed that there are two monopoles with source strength iq = [q1, q2], and 

that the sound pressure p is measured by one microphone, then at the microphone 

location, the measured pressure can be described by the linear equation: 

p = a1q1 + a2q2, (3.27) 

where a1 and a2 are the transfer functions between the monopoles and the micro­

phones. Figure (3.3) gives a geometric view of the l1-norm and l2-norm solutions. 

From equations (3.25) and (3.26), the geometrical l1-norm solution forms a square 

with its edges lying on the axes, in contrast the l2-norm solution is a circle centered at 

the origin. The linear equation is a line in the same coordinates. To find the solution, 

the square or circle expand until they intersect with the line, and the intersection 

point is then the solution of the system. From Figure (3.3), it is seen that when 
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using the l1-norm, the solution is always found on the edges of the square, which 

corresponds to one of the values q1 or q2 being zero. In contrast the solution from the 

l2-norm cannot guarantee that the intersection point lies on the axis when the circle 

touches the line: thus for the same linear system, the l1-norm solution is generally 

sparser than that of the l2-norm. 

(a) (b) 

Figure 3.3. Geometric explanation and comparison between l1-norm 
and l2-norm solution: (a) geometric explanation for l1-norm solution 
(b) geometric explanation for l2-norm solution. 

3.4 Summary 

In this chapter, two sparse monopole-based ESM algorithms were introduced to 

solve the under-determined system: WBH and l1-norm minimization. Both methods 

balance solution sparsity and accuracy, so that the solution should avoid the ghost 

source problem and clearly indicate sound source locations. WBH is an algorithm 

that solves the inverse problem by a steepest descent method embedded in an itera­

tive process. The solution sparsity is controlled by the number of monopoles in the 

solution: i.e., monopole with small source strength will be removed by a dynamic 

threshold condition in an iterative process. And the relative error between measure­

ment and reconstruction is the threshold condition to guarantee solution accuracy. If 
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one of the threshold conditions is satisfied then the final solution is obtained. The 

second algorithm is l1-norm minimization, the inverse problem is formulated as the 

sum of solution first norm and the residual second norm. This objective function 

balances the solution sparsity by the first norm and accuracy by the second norm. In 

the next chapter, the capability of both algorithm will be tested by using a computer 

simulated sources reconstruction experiment. 
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4. SIMULATION EXPERIMENTS 

4.1 Introduction 

Several different acoustic field reconstruction methods and regularization tech­

niques that can be used to obtain stable solutions have been reviewed in Chapter 2, 

then two sparse ESM algorithms for NAH that allow for a relatively small number 

of microphone measurements were presented in Chapter 3: i.e., WBH and l1-norm 

minimization. The latter two methods are the major research interest in the present 

work. In this chapter, in order to further study the potential and characteristics of 

these sparse ESM algorithms, different types of sound sources were simulated as an 

input to the sparse ESM algorithms in particular: a concentrated sound source, i.e., a 

monopole with unite source strength; a pair of closely-spaced sound sources, i.e., two 

monopoles placed 0.2 m apart; and a distributed sound source, i.e., the vibration of a 

baffled plate driven at a point. The equivalent source model used in these simulations 

is a large number of monopoles distributed on the equivalent source plane, where the 

simulated sound sources were placed. The equivalent source plane was placed 2 cm 

behind the reconstruction plane, where the sound pressure and sound intensity distri­

bution was visualized. There were imagined to be 18 virtual microphones composing 

an irregular microphone array, and the positions of these microphones are the same 

as the microphones on the Bruel and Kjaer 18 channels irregular array (type 8608). 

Figure (4.1) illustrates this microphone array. The virtual microphone array was 

placed 5 cm away from the reconstruction plane, and the ”measurement” data at the 

virtual microphone locations was calculated by using equation (2.28). The relative 

position of these three planes is demonstrated in Figure (4.2). 

The reconstruction results of WBH and l1-norm minimization will be compared 

and commented upon. In addition, in order to compare the reconstruction result of 
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Figure 4.1. Microphone locations on 18 channels irregular array.
 

Figure 4.2. Sketch of the simulated experiment setup, simulated 
monopole source on the equivalent source plane. 
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the sparse ESM algorithms with another NAH method, SONAH will also be used 

to reconstruct the simulated sound sources with the same measurement data set. 

The SONAH results could be compared with WBH and l1-norm minimization. Since 

SONAH is also an algorithm that does not place too many restrictions on the mea­

surement array. Based on this comparison, the characteristics of sparse ESM will be 

further demonstrated. 

4.2	 Sound Source Localization and Sound Field Visualization with Sim­

ulated One Monopole 

In this section a single monopole was the simulated sound source, located at (0.2 

m, 0.2 m) in the center of the equivalent source plane covering an area of 0.4 m 

by 0.4 m. The virtual measurement was taken with the 18 channel irregular array 

described in the previous section. To reconstruct the sound field generated by this 

monopole, 1681 monopoles were included in the equivalent source model and the 

equivalent source mesh had 41 rows and 41 columns with a 1 cm spacing. That is, 

1681 parameters needed to be estimated, with only 18 channels of measurements, so 

this is a strongly under-determined system. In this simulation, as described in the 

previous section, the equivalent sources plane was placed 0.07 m from the measure­

ment position, that is, 0.02 m behind the reconstruction plane. In order to study 

the sound field reconstruction ability across the frequency range, the sound field was 

reconstructed at 300 Hz and 2000 Hz corresponding to a low and high frequency case. 

SONAH, WBH and l1-norm minimization were used to reconstruct the sound 

pressure and intensity field generated by the monopole on the reconstruction plane. To 

reconstruct the sound field with the SONAH method, the virtual source plane, which 

plays a role in scaling the elementary wave functions, in that case was placed 0.07 m 

behind the reconstruction plane, and the regularization parameter, , was calculated 

by using the L-curve method. The monopole equivalent source model described in the 

previous paragraph was used for both the sparse ESM algorithms. With the WBH 
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method, the parameters used in the WBH process were presented in equation (3.13). 

And for the l1-norm minimization procedure, the weighting parameter, λw, was chosen 

to be 10 based on multiple trials. The sound pressure and intensity field reconstruction 

results obtained using all three methods were compared with the simulated sound 

field. The equations for the sound pressure P and velocity Vi for the different methods 

at the reconstruction positions have been presented in previous chapters, and the 

sound intensity was calculated as: 

i 1 
V ∗ ),I = Re(P i (4.1)

2

where ∗ means complex conjugate. Then the total radiated sound power, P, on 

the reconstruction plane can be calculate by integrate the sound intensity over the 

reconstruction plane: 

iP = I dS, (4.2) 
S 

The reconstruction results for the sound pressure and intensity distribution at 

300 Hz on the reconstruction plane are shown in Figures (4.3) and (4.4), respectively. 

Note that 300 Hz is a very low frequency in this context, the wave length is about 

1.14 m, which is much larger than the dimension of the microphone array or the 

equivalent source plane. From the sound pressure reconstruction results, it can be 

seen that all three methods found the correct monopole location. However, the source 

reconstructed by the SONAH method was more spread out than the true source and 

the WBH method seems to underestimate the source strength, while l1-norm mini­

mization seems to deliver the best reconstruction result among these three methods. 

The sound intensity reconstruction results are similar to the pressure reconstruction 

results, and the true radiated sound power generated on the reconstruction plane was 

76.5 dB; SONAH recovers 75.0 dB, WBH recovers 60.3 dB, and l1-norm minimization 

recovers 75.1 dB. So WBH did substantially, underestimate the source strength at 300 

Hz. Once again, the SONAH reconstruction of the intensity is substantially spread 

out compared with the other results. 
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(a) (b) 

(c) (d) 

Figure 4.3. Comparison between true sound pressure distribution and 
reconstructed sound pressure distribution by different methods on the 
reconstruction plane at 300 Hz, one monopole case: (a) true sound 
pressure distribution (b) reconstructed sound pressure by SONAH (c) 
reconstructed sound pressure by WBH and (d) reconstructed sound 
pressure by l1-norm minimization. 

The reconstruction results for the sound pressure and intensity distributions at 

2000 Hz on the reconstruction plane are shown in Figures (4.5) and (4.6) respectively. 
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(a) (b) 

(c) (d) 

Figure 4.4. Comparison between true sound intensity distribution 
and reconstructed sound intensity distribution by different methods 
on the reconstruction plane at 300 Hz, one monopole case: (a) true 
sound intensity distribution, (b) reconstructed sound intensity by 
SONAH (c) reconstructed sound intensity by WBH, and (d) recon­
structed sound intensity by l1-norm minimization. 

At 2000 Hz, the wavelength decreases to about 0.17 m. From the sound pressure 

reconstruction result, all three methods successfully reconstructed the sound field and 
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identified the monopole position. From the sound intensity reconstruction results, the 

sound intensity distribution reconstructed by SONAH and l1-norm minimization are 

very close to the true sound intensity field, but WBH identified a smaller region 

compared with the other two methods. The true sound power on the reconstruction 

plane was 76.5 dB, SONAH recovered 74.4 dB, while WBH recovered 69.0 dB and 

l1-norm minimization recovered 76.2 dB. So WBH were able to indicate indicate a 

clearer position of monopole, but the trade off is underestimate the total sound power. 

4.3	 Sound Source Localization and Sound Field Visualization with Sim­

ulated Two Closed-Positioned Monopoles 

In this section, instead of one single monopole, two closely-positioned monopoles 

were simulated as the sound source to test the ability of the methods to distinguish 

closely-spaced sources. The two monopoles were placed 20 cm apart from each other 

on the equivalent source plane, i.e., one monopole at (0.2 m, 0.1 m), and another 

monopole at (0.2 m, 0.3 m). The experimental setup is the same as described in 

the previous section: i.e., for the relative positions of the equivalent source plane, 

reconstruction plane, and measurement plane, number of monopoles, and number of 

measurements. SONAH, WBH and l1-norm minimization were used to reconstruct 

the sound pressure and intensity fields. And the parameters used in each methods 

were also kept the same, i.e., the same virtual source plane position for SONAH, the 

same WBH parameters and the same weighting parameter in l1-norm minimization. 

The reconstruction results for the sound pressure and intensity distributions at 

300 Hz on the reconstruction plane are shown in Figures (4.7) and (4.8) respectively. 

From the sound pressure reconstruction results, it can be seen that the SONAH 

method correctly identified that there were two sound sources, but the reconstructed 

source region is larger than the true sound source region. The WBH algorithm failed 

to separated the two monopoles:, i.e., it identified a hot spot location in between the 

two true monopole positions. The explanation for this reconstruction result is that 
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(a) (b) 

(c) (d) 

Figure 4.5. Comparison between true sound pressure distribution 
and reconstructed sound pressure distribution by different methods 
on the reconstruction plane at 2000 Hz, one monopole case: (a) 
true sound pressure distribution, (b) reconstructed sound pressure 
by SONAH, (c) reconstructed sound pressure by WBH, and (d) re­
constructed sound pressure by l1-norm minimization. 

at 300 Hz, the wavelength was about 1.14 m, which is much larger than the distance 

between two monopoles and the virtual microphone array dimension. So the phase 
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(a) (b) 

(c) (d) 

Figure 4.6. Comparison between true sound intensity distribution 
and reconstructed sound intensity distribution by different methods 
on the reconstruction plane at 2000 Hz, one monopole case: (a) 
true sound intensity distribution, (b) reconstructed sound intensity 
by SONAH, (c) reconstructed sound intensity by WBH, and (d) re­
constructed sound intensity by l1-norm minimization. 

difference between the two monopoles at microphone positions is small, which causes 

the algorithm to identify one source located in between two monopoles instead of 
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two separate sources. This is also due to the nature of the under-determined system; 

there exists a large number of combination solutions to this system. The l1-norm 

minimization successfully identified the two monopoles with the most accurate sound 

field reconstruction result. The sound intensity reconstruction result shows the same 

conclusion as the sound pressure reconstruction result: i.e., SONAH reconstructed 

two sound sources with an apparently large source region, WBH identified one source 

in between the two true sound positions, and l1-norm minimization gives the most 

accurate result. The true sound power on reconstruction plane was 79.4 dB; SONAH 

recovered 80.6 dB which overestimated the sound power, WBH underestimated the 

sound power recovered as 63.7 dB, and l1-norm minimization recovered 76.1 dB, which 

is also smaller than the true sound power, but was still relatively close. 

At 2000 Hz, the reconstruction results for the sound pressure and intensity distri­

butions on the reconstruction plane are shown in Figures (4.9) and (4.10), respectively. 

From the sound pressure comparison between the true simulated sound field and the 

reconstruction results, it can be seen that all three methods successfully identified 

the two monopole positions. But from the sound intensity reconstruction results, 

SONAH and l1-norm minimization can both identify the two monopoles most clearly. 

However, although WBH identified two sound source positions, WBH didn’t recov­

ered the correct weight for the two sound sources: i.e., the upper source is stronger 

than the lower one. This could be caused by the monopole elimination process that 

controls the solution sparsity, i.e., the algorithm finds one monopole with a strong 

source strength and eliminated the monopole with weaker source strength, then de­

velopeed the solution around the strong one. At 2000 Hz, the true sound power on 

reconstruction plane was 79.4 dB; SONAH recovered 77.2 dB, WBH recovered as 70.6 

dB, and l1-norm minimization recovered 78.5 dB. 

It was noted that at low frequency, WBH identified one monopole located in be­

tween true monopoles, but can identify monopole positions more accurate at higher 

frequencies. Based on this observation, it seems that for the WBH algorithm, the 

ability to separate different sound source is related to the wavelength and distance 
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(a) (b) 

(c) (d) 

Figure 4.7. Comparison between true sound pressure distribution and 
reconstructed sound pressure distribution by different methods on the 
reconstruction plane at 300 Hz, two monopoles case: (a) true sound 
pressure distribution, (b) reconstructed sound pressure by SONAH, 
(c) reconstructed sound pressure by WBH, and (d) reconstructed 
sound pressure by l1-norm minimization. 

between the two sound sources. Thus, a dimensionless quantity rd, i.e., the ratio be­

tween the sound sources separation distance and wavelength, is proposed here, so as 
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(a) (b) 

(c) (d) 

Figure 4.8. Comparison between true sound intensity distribution 
and reconstructed sound intensity distribution by different methods 
on the reconstruction plane at 300 Hz, two monopoles case: (a) 
true sound intensity distribution, (b) reconstructed sound intensity 
by SONAH, (c) reconstructed sound intensity by WBH, and (d) re­
constructed sound intensity by l1-norm minimization. 

the value of rd increases, the frequency increases and the wavelength becomes smaller. 

In order to find when the WBH algorithm can separate two sound sources, the follow­
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(a) (b) 

(c) (d) 

Figure 4.9. Comparison between true sound pressure distribution 
and reconstructed sound pressure distribution by different methods 
on the reconstruction plane at 2000 Hz, two monopoles case: (a) 
true sound pressure distribution, (b) reconstructed sound pressure by 
SONAH, (c) reconstructed sound pressure by WBH, and (d) recon­
structed sound pressure by l1-norm minimization. 

ing simulation experiment was conducted: the sound intensity field was generated by 

two monopoles at (0.2 m, 0.1 m) and (0.2 m, 0.3 m), then the calculation frequency 
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(a) (b) 

(c) (d) 

Figure 4.10. Comparison between true sound intensity distribution 
and reconstructed sound intensity distribution by different methods 
on the reconstruction plane at 2000 Hz, two monopoles case: (a) 
true sound intensity distribution, (b) reconstructed sound intensity 
by SONAH, (c) reconstructed sound intensity by WBH and (d) re­
constructed sound intensity by l1-norm minimization. 

was increased from 300 Hz to 2000 Hz in 100 Hz steps. The sound field on the recon­

struction plane was reconstructed with SONAH, WBH and l1-norm minimization at 
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all frequencies. Note, based on the previous experiment, both SONAH and l1-norm 

minimization are able to separate different monopoles at 300 Hz, so this experiment 

was tried to find out the threshold of the WBH algorithm’s ability to separate the 

monopoles. 

The figures below were selected to demonstrate the sound intensity reconstruction 

results when rd is small, the rd when WBH algorithm can separate two monopoles, 

and a large rd. Figure (4.11) shows the WBH algorithm sound intensity reconstruc­

tion results as rd increases, it was found that when rd is small the WBH algorithm 

cannot separate the monopoles, when rd equals or larger than 0.765, the WBH algo­

rithm was able to separate the two sound sources. Figure (4.12) shows the SONAH 

reconstruction results with different rd, and even with a very small value of rd, e.g., 

0.471, the SONAH algorithm can still separate the two sources with a relative large 

region. And as rd increases, the reconstruction result gives better indication on sound 

source locations, i.e., the hot spot region indicate sound source location gets smaller. 

Finally, Figure (4.13) shows the sound intensity reconstruction results with l1-norm 

minimization algorithm are accurate for all the rds. 

However, this does not means that the absolute error between the true sound 

intensity field and the reconstructed intensity field will decrease as rd increases: see 

Figure (4.14). The absolute error is defined here as the absolute different between 

true intensity and reconstructed intensity: i.e., 0 
eabs = |Iitrue − Iireconstruct|. (4.3) 

It was found that as rd increases, the absolute error between true intensity field 

and WBH reconstruction result does not dramatically decrease, even though the 

algorithm does not successfully reconstruct the two sound sources when rd is smaller 

than 0.765. For SONAH, the reconstruction result approaches true sound field as rd 

increases, it is because as rd increases the reconstruction result is more concentrated 

and more close to the true intensity distribution. Finally, l1-norm minimization always 

give the most accurate reconstruction result across frequencies and always correctly 
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(a) (b) 

(c) 

Figure 4.11. Sound intensity reconstruction results with WBH al­
gorithm with different value of rd: (a) reconstructed sound inten­
sity field when rd = 0.471, (b) reconstructed sound intensity field 
when rd = 0.765, and (c) reconstructed sound intensity field when 
rd = 1.059. 

identified the monopole positions. However, it is note that the l1-norm minimization 

results is based on multiple trial to select the best weight parameter, in practical 
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(a) (b) 

(c) 

Figure 4.12. Sound intensity reconstruction results with SONAH 
algorithm with different value of rd: (a) reconstructed sound intensity 
field when rd = 0.471, (b) reconstructed sound intensity field when 
rd = 0.765, and (c) reconstructed sound intensity field when rd = 
1.059. 

to obtain this result could be harder. From this experiment, it was found that a 

smaller difference between the true and reconstructed sound field does not mean 

the reconstruction result is accurately indicates the correct sound source location, 
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(a) (b) 

(c) 

Figure 4.13. Sound intensity reconstruction results with CVX al­
gorithm with different value of rd: (a) reconstructed sound inten­
sity field when rd = 0.471, (b) reconstructed sound intensity field 
when rd = 0.765, and (c) reconstructed sound intensity field when 
rd = 1.059. 

since in the under-determined case similar sound fields can be generated by different 

sound source distributions. It is also note that this simulation result is based on the 
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Figure 4.14. Reconstructed intensity absolute error at different 
source-spacing-to-wavelength-ratio. 

measurement with the 18 channels array, with a different microphone array different 

result should be expected for the same rd value. 

4.4	 Sound Source Localization and Sound Field Visualization with Baf­

fled Plate Vibration 

In previous sections, concentrated sound sources, i.e., monopoles, were used as 

simulated sound sources to study the WBH and l1 minimization algorithms’ ability 

to identify sound source location. And a dimensionless quantity was introduced to 

quantify the algorithms’ ability to spatially separate different sound sources. In the 

work this section, a spatially-extended sound source was simulated, i.e., baffled plate 
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vibration. The sound source in this simulation was a baffled aluminum plate with a 

size of 0.4 m by 0.4 m. A point force was applied at position (0.2 m, 0.2 m), which is 

at the center of the plate. This plate was placed in the same position as the equivalent 

source plane in previous sections. The sound field generated by this plate was visu­

alized on the reconstruction plane. The experimental setup is the same as described 

in the previous section: i.e., the relative positions of the equivalent source plane, 

reconstruction plane, and measurement plane, number of monopoles, and number of 

measurements. SONAH, WBH and l1-norm minimization was used to reconstruct the 

sound pressure and intensity fields. And the parameters used in each methods were 

also kept the same: i.e., the same virtual source plane position for SONAH, same 

WBH parameters and same weighting parameter in l1-norm minimization. 

The reconstruction results for the sound pressure and intensity distributions at 

300 Hz on the reconstruction plane are shown in Figures (4.15) and (4.16), respec­

tively. From the sound pressure and sound intensity reconstruction results, SONAH 

successfully reconstructed some details of the sound field, while WBH and l1-norm 

minimization seemed to reconstructed the field as several point sources instead of 

an extended sound source. This is expected since the spatially-extended source does 

not satisfy the sparsity condition, so that the two sparse ESM algorithms cannot 

recover all the sound field details. The total sound power on the reconstruction plane 

generated by the vibrating plate was 103.0 dB: SONAH recovered 98.2 dB, WBH 

reconstructed 80.0 dB and l1-norm minimization recovered 98.2 dB. 

The reconstruction results for the sound pressure and intensity distributions at 

2000 Hz on the reconstruction plane are shown in Figures (4.17) and (4.18), respec­

tively. At this frequency, the total radiated sound power on the reconstruction plane 

was 70.8 dB: SONAH recovered 67.9 dB, WBH recovered 61.2 dB and CVX recovered 

67.1 dB. At 2000 Hz, all the methods failed to reconstruct the exact sound field de­

tails, even though all three methods identified the driven-point. There are two factor 

that could cause these results: first, the number of virtual measurement is too small 

to capture all the sound field details, e.g., vibrations at corners, since the vibration 
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(a) (b) 

(c) (d) 

Figure 4.15. Comparison between true sound pressure distribution 
and reconstructed sound pressure distribution by different methods on 
the reconstruction plane at 300 Hz, baffled plate case: (a) true sound 
pressure distribution, (b) reconstructed sound pressure by SONAH, 
(c) reconstructed sound pressure by WBH, and (d) reconstructed 
sound pressure by l1-norm minimization. 

patten at 2000 Hz was much more complicated than at 300 Hz. Secondly, since at 

2000 Hz the wavelength is smaller than that at 300 Hz, the plate vibration begins 
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(a) (b) 

(c) (d) 

Figure 4.16. Comparison between true sound intensity distribution 
and reconstructed sound intensity distribution by different methods 
on the reconstruction plane at 300 Hz, baffled plate case: (a) true 
sound intensity distribution, (b) reconstructed sound intensity by 
SONAH, (c) reconstructed sound intensity by WBH, and (d) recon­
structed sound intensity by l1-norm minimization. 

to act like a collection of elementary radiators. So the algorithms only identified the 

strongest position, the driven-point. 
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(a) (b) 

(c) (d) 

Figure 4.17. Comparison between true sound pressure distribution 
and reconstructed sound pressure distribution by different methods on 
the reconstruction plane at 300 Hz, baffled plate case: (a) true sound 
pressure distribution, (b) reconstructed sound pressure by SONAH, 
(c) reconstructed sound pressure by WBH, and (d) reconstructed 
sound pressure by l1-norm minimization. 

4.5 Summary 

In this chapter, three different simulated sound source reconstruction experiments 

were conducted, and the reconstruction results obtained by using different NAH meth­
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(a) (b) 

(c) (d) 

Figure 4.18. Comparison between true sound intensity distribution 
and reconstructed sound intensity distribution by different methods 
on the reconstruction plane at 2000 Hz, baffled plate case: (a) true 
sound intensity distribution, (b) reconstructed sound intensity by 
SONAH, (c) reconstructed sound intensity by WBH, and (d) recon­
structed sound intensity by l1-norm minimization. 

ods were compared and commented upon. In all simulation experiments, only 18 

channels of virtual measurements were used to reconstruct the sound field. Based 
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on the simulation result, for a single concentrated source, i.e., a monopole, all three 

methods can identify the sound source location, with WBH and l1-norm minimization 

yielding better concentration at the source position compared with SONAH at both 

low and high frequencies. In the second simulation experiment, two closely-positioned 

monopoles were simulated as sound sources. It was found that WBH cannot sepa­

rate the two monopoles and identified them as one single source located in between 

the true monopole positions at low frequency, e.g., 300 Hz, which correspond to the 

conclusion found in Hald’s original WBH paper [41]. In contrast, at high frequency, 

WBH can find the two monopole positions but were assigned incorrect weighting for 

the two monopoles, while SONAH and l1-norm minimization could reconstruct the 

sound field correctly at low and high frequencies. In order to further study the WBH 

algorithm, a dimensionless quantity rd was proposed, where rd is the ratio between 

the monopole spacing and the wavelength. It was found that when rd is larger than 

0.765, the WBH algorithm was able to separate the two monopoles. Then the absolute 

error between the true intensity field and the reconstructed intensity field at different 

frequencies was calculated, and the absolute error between the different methods was 

examined. It was found that for the WBH algorithm, it could not identify correct 

monopole positions at low frequency, but the absolute error was still not large com­

pare with the SONAH method. However, the SONAH method was able to separate 

the monopoles at low frequencies. So identification sound source positions and sound 

field reconstruction accuracy do not always more in the same direction. Thais, it is 

necessary to check both in order to make sure a good result. For spatially-extended 

sources, such as baffled plate vibration, it was found that all three methods were able 

to identify the point of excitation, but the SONAH method recovered the most spatial 

detail about the sound field at low frequency. So for different types of sound sources, 

with a relatively small number of microphone measurement, all three methods can 

find the major sound source positions. But, depending on the sound source type, 

it is crucial to choose the appropriate NAH method to ensure accurate sound field 

reconstruction. 
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5. HYBRID COMPRESSIVE SENSING METHOD 

5.1	 Introduction 

In the previous chapters, WBH and l1-norm minimization were applied to recon­

struct simulated sound fields and to identify sound source locations when the number 

of measurements was substantially smaller than the number of unknown parameters 

in the model. The reconstruction results from both methods were shown and com­

mented upon, and from those results, the characteristics of the two methods could be 

identified. In this chapter, the study begins with trying to improve the WBH algo­

rithm reconstruction result by changing iq0, which is the initial solution from which 

the WBH iteration process begins. Based on the simulations shown in this chap­

ter, it was found that the initial value of iq0, which was set to zero in Chapter 3, 

based on Hald’s previous work, plays an important role in determining the accuracy 

of WBH.In the previous chapter, it was shown that the l1-norm minimization could 

obtain ideal reconstruction results with an appropriate choice of the weighting param­

eter λw. In this chapter it will be shown that a bad choice of λw could cause ghost 

sources to appear in the reconstruction solutions. Based on these observations, in 

order to improve the sound source localization results, a hybrid method is proposed 

in this section, and then the simulation results are compared with the previous WBH 

and l1-norm minimization results. 

5.2	 The Influence of Initial Sound Field Guess on the Final Sound Field 

Reconstruction Result with WBH 

Previously, it was seen that the WBH method could identify the major sound 

source locations, but that the results were not always accurate, especially at low fre­

quencies. In the WBH algorithm, the initial solution, iq0, was always chosen as zero in 
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Chapter 3, which means that no assumptions are made based on some foreknowledge 

of the sound source distribution, to begin the solution search. But, if the approximate 

sound source location is known, it should be possible to improve the WBH algorithm 

result by beginning the iteration process with a non-zero initial guess. However, there 

is the possibility that the foreknowledge of the sound source distribution is not very 

accurate or that unanticipated sound sources could exist. The following simulations 

were motivated by the wish to determine whether the WBH algorithm can still iden­

tify a relatively accurate solution when the initial solution is not accurate or even 

completely wrong. 

The same two closely-positioned monopoles simulated in the previous chapter were 

also considered here. The set up of the measurement plane, equivalent source plane 

and reconstruction plane, and the parameters in the WBH algorithm were exactly the 

same as described previously in Chapter 3, except in this simulation, the iq0 was not 

zero. Then white, Gaussian random noise was added to the virtual measurements 

with a signal-to-noise ratio of 30 dB. Recall that the true sound source comprised 

two monopoles, and in this simulation, it is assumed that the location and source 

strength of the monopole on the top was known, but that the strength and location 

of the monopole at the bottom was unknown, then the WBH iteration process began 

with that assumption. In this experiment, the reconstructed monopole distribution, 

which is the solution of the inverse problem, was directly compared with the simu­

lated monopole distribution which is the true solution, since the monopole location 

is directly related to the sound source position. The true sound source distribution, 

the initial guess source distribution and the final sound source reconstruction results 

are shown in Figures (5.1) and (5.2) for 300 Hz and 2000 Hz, respectively. 

In these simulations, the total source strength was recovered relatively accurately: 

e.g., at 300 Hz the true source strength was 2 and the reconstructed source strength 

was 1.89 (monopoles with small values barely invisible are widely distributed around 

bottom monopole position), and at 2000 Hz the true source strength was 2 and the 

algorithm recovered 1.96. However, at both frequencies, the WBH algorithm failed to 
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(a) (b) 

(c) 

Figure 5.1. WBH reconstruction result with inaccurate initial solu­
tion at 300 Hz: (a) simulated sound source, (b) initial solution iq0, and 
(c) reconstruction result with initial solution. 

identify the sound source at the bottom correctly, especially at 300 Hz. At 2000 Hz 

the algorithm did find the visible source at bottom, but its strength is much smaller 

than that of the top source. This result is due to the fact that the linear system is 

under-determined, so there exist a large number of solution combinations that satisfy 
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(a) (b) 

(c) 

Figure 5.2. WBH reconstruction result with inaccurate initial solu­
tion at 2000 Hz: (a) simulated sound source, (b) initial solution iq0, 
and (c) reconstruction result with initial solution. 

the equations. So, once an initial solution is set, the algorithm develops the final result 

around it. This set of simulations shows that the initial solution strongly influence 

the final result in the WBH algorithm. 
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5.3 The Influence of Weighting Parameter in l1-Norm Minimization 

In the previous chapter it was found that l1-norm minimization is an effective 

algorithm to identify concentrated sound sources. The algorithm is able to separate 

closely-positioned sound sources even at very low frequencies. However, the results in 

previous chapter were based on performing multiple trials to choose the appropriate 

weighting parameter, λw, which is crucial in the objective function, since it governs 

how much noise is tolerated in the solution. In this section, in order to study how λw 

influences the final solution, the closely-position monopoles described in the previous 

chapter were simulated. The set up of the measurement plane, equivalent source plane 

and reconstruction plane were exactly the same as described in Chapter 3. White 

Gaussian random noise was added to the virtual measurement with a signal-to-noise 

ratio of 30 dB. In this simulation the sound source distribution reconstruction results 

with λw equaling either to 1 or 100 were compared, instead of a value of 10 as used 

in the previous chapter. 

Figure (5.3) shows the sound source reconstruction results and the comparison 

between the virtual measured sound pressure and the reconstructed sound pressure 

with different value of λw. When λw was chosen to be a large value, e.g., 100 in this 

experiment, the reconstructed sound pressure will be very close to the measured sound 

pressure, since more weighting was assigned to minimize the second norm residual. In 

this simulation the reconstructed sound pressure is exactly the same as the measured 

sound pressure at measurement position, as shown in Figure (5.3.c). However, this 

also means that too much noise was included in the solution, so that ghost sources 

were also included in the reconstructed solution, as shown in Figure (5.3.a) outlined 

with white lines. Another case is when λw equals to 1, which is a relatively small 

value. In that case, the reconstructed sound pressure at the measurement position is 

not exactly the same as the measured sound pressure in Figure (5.3.d), but the sound 

source distribution gives a clear indication of the sound source location, as shown in 
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Figure (5.3.b). The same conclusions can also be drawn at 2000 Hz, with different 

value of λw, as seen in Figure (5.4). 

(a) (b) 

(c) (d) 

Figure 5.3. Final sound source reconstruction and reconstructed 
sound pressure with different λw at 300 Hz: (a) reconstructed sound 
source distribution with λw = 100, (b) reconstructed sound source 
distribution with λw = 1, (c) reconstructed sound pressure and virtual 
measurement comparison with λw = 100, and (d) reconstructed sound 
pressure and virtual measurement comparison with λw = 1. 
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(a) (b) 

(c) (d) 

Figure 5.4. Final sound source reconstruction and reconstructed 
sound pressure with different λw at 2000 Hz: (a) reconstructed sound 
source distribution with λw = 100, (b) reconstructed sound source 
distribution with λw = 1, (c) comparison between reconstructed sound 
pressure and virtual measurement with λw = 100, and (d) comparison 
between reconstructed sound pressure and virtual measurement with 
λw = 1. 
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Based on these observations, it can be concluded that even though the l1-norm 

minimization is a powerful tool in reconstructing sound fields and identifying sound 

source positions, but the weighting parameter λw has a strong influence on the final 

solution. If the value of λw is chosen to be too small, it is possible to obtain a clear 

image of the major sound source location, but it is also possible that the solution 

will miss minor sound sources since the solution probably is not accurate enough. On 

the other hand, if λw is chosen to be too large, then probably too much noise will be 

included in the solution which could cause a ghost source problem, as shown in the 

simulation. It is noted that in this section, the simulation experiment was very simple 

and the signal-to-noise ratio was large, so the ghost sources were not that obvious 

compared with the true sound sources. In practice, when the sound source is more 

complicated, the choice of an appropriate λw could be difficult. 

5.4 Hybrid Method Compressive Sensing Method 

Based on the observations of the WBH and l1-norm minimization algorithms’ 

characteristics, a hybrid method is proposed here. When using l1-norm minimization, 

the reconstructed source locations were generally more accurate than when using 

WBH, but the appearance of ghost sources could mislead the observer as to the true 

sound source locations. So it seems promising to use l1-norm minimization to find the 

initial solution from which the WBH algorithm can begin. This combined approach 

should allow accurate location of sound sources and, at the same time, the elimination 

of ghost sources. Under this motivation, and to improve the reconstruction results, 

a combination of these two methods is proposed. That is, the inverse problem is 

first solved by convex optimization, then instead of beginning the WBH iteration 

with zero source strengths, the source strength distribution resulting from the convex 

optimization is used as the initial solution for the WBH process. In this way, the 

WBH algorithm begins to search for the solution starting from a relatively accurate 

guess rather than from a zero source strength guess. Then, in the iterative WBH 
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process, the ghost sources created in the l1-norm minimization solution are removed 

by enforcing the cardinality threshold in the WBH algorithm, with the result that 

the solution is concentrated at the correct source locations. 

To test the proposed hybrid method, the same simulation experiment with two 

monopoles was conducted. The set up of the simulation is exactly the same as in 

Chapter 3: two closely-positioned monopoles with unit source strengths, and which 

were placed 0.2 m apart. The equivalent source plane was placed 2 cm behind the 

sound pressure reconstruction plane, and the virtual measurements were taken 0.05 

m from the equivalent source plane at the same 18 virtual microphone locations as 

described in Chapter 3. Gaussian random white noise was added to the virtual mea­

surements, with a signal-to-noise ratio of 30 dB. The first step of this hybrid process 

begins with l1-norm minimization, and the weighting parameter in equation (3.24) 

was chosen to be λw = 100, to encourage an initial solution with ghost sources. 

Then the solution of the l1-norm minimization procedure was used as the initial so­

lution for WBH. The parameters in WBH were chosen to be the same as described 

in equation (3.13), but the value of D0 was chosen to be 4. The reason to choose 

a larger D0 is to avoid eliminating too many sources in the first iteration, which 

would cause inaccurate result: i.e., missing minor sources. The true sound source 

distribution, initial solution solved with l1-norm minimization, reconstructed sound 

source distribution, and comparison between measurement and reconstruction at the 

virtual measurement position is shown in Figures (5.5) and (5.6) for 300 Hz and 2000 

Hz, respectively. Based on these result, it can be seen that at both frequencies, the 

hybrid method did eliminate the ghost sources with a clearly accurate solution that 

indicates the correct sound source locations, and which adds more weighting to the 

correct sound sources to well represent the total sound field. The total source strength 

at both frequencies was 2, and at 300 Hz the hybrid method reconstructed the solu­

tion with total source strength of 2.03, and at 2000 Hz the reconstructed total source 

strength was 1.92. It is noted that the small over-estimation of the source strength 

at 300 Hz comes from the slightly inaccuracies of the sound source reconstruction 
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position: i.e., the true monopoles was located at (0.2 m, 0.1 m) and (0.2 m, 0.3 m), 

and the hybrid algorithm reconstructed them at (0.21 m, 0.1 m) and (0.19 m, 0.3 

m). In order to compensate for the phase difference from the different sound source 

location, the algorithm over-estimated the total source strength. 

It is noted that there are two important parameters in the hybrid process: the 

weighting parameter, λw in l1-norm minimization, and D0 in WBH. In this simulation, 

λw was chosen to be a large value in order to demonstrate the ghost sources elimination 

step in WBH, but in practice this value should be chosen based on the background 

noise level in order to obtain a good initial solution for the WBH process. Secondly, 

D0 is the threshold that determines the smallest source strength to be considered 

as a true sound source in the first iteration, which was also chosen manually in this 

simulation. If a sound source is turned off in the first iteration, then it cannot be 

correctly recovered in the following iterations. So this value should be chosen based 

on the expectation of the true sound source strength in practice. 

5.5 Summary 

In this chapter, based on the motivation to improve the two sparse ESM algo­

rithms, a hybrid of the WBH and l1-norm minimization compressive sensing method 

was proposed. The search began with the motivation of improving the WBH algo­

rithm reconstruction result, so the influence of the initial solution that begins the 

WBH algorithm iteration was studied. Instead of beginning the iteration with zero 

source strength, as described in the previous chapter, the iteration was began with 

an inaccurate initial solution in this chapter: i.e., only part of the initial solution was 

correct. It was found that the final solution obtained through the WBH algorithm 

is strongly influenced by the initial solution, so the reconstruction result could be 

improved if the initial solution for WBH algorithm is very close to the true sound 

field. Then the influence of different values of λw in the l1-norm minimization was 

studied. Instead of using the optimal value in the previous chapter, in this chapter 
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(a) (b) 

(c) (d) 

Figure 5.5. Comparison of location and strength between true sound 
source, initial solution solved with l1-norm minimization and the hy­
brid method reconstructed sound source at 300 Hz: (a) simulated 
sound source, (b) initial solution iq0 obtained with l1-norm minimiza­
tion, (c) reconstruction result with initial solution, and (d) recon­
structed sound pressure and virtual measurement comparison. 

the λw was intentionally chosen very small and very large. With a small λw, the 

solution could give a clear indication on sound source location, however, there is pos­
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(a) (b) 

(c) (d) 

Figure 5.6. Comparison of location and strength between true sound 
source, initial solution solved with l1-norm minimization and the hy­
brid method reconstructed sound source at 2000 Hz: (a) simulated 
sound source, (b) initial solution iq0 obtained with l1-norm minimiza­
tion, (c) reconstruction result with initial solution, and (d) recon­
structed sound pressure and virtual measurement comparison. 

sibility that the solution cannot well represent the sound field. And if the λw was 

chosen to be a large value, then it is possible that the solution includes too much 
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noise in the solution, and causes ghost sources, which could mislead as to the true 

sound source location. Based on these observation, the hybrid method combining 

these two algorithm was proposed. From the simulation result, it could be seen that 

the hybrid method combined the advantages of these two methods: i.e., the major 

sound source locations were accurately determined and ghost sources were removed 

by controlling the cardinality of the solution. In the hybrid method, two parameter 

are particularly important: the first is the weighting parameter, λw, since it controls 

how much noise is included in the initial solution, which serves as the starting point 

of the WBH procedure. Here, this parameter was chosen manually based on multiple 

experiments and comparisons of the reconstruction result and the expected result. 

The application of certain parameter selection strategies will be studied in future 

work, and might involve the use of the L-curve method, for example. The second 

important parameter is D0, which appears in the WBH process, since this parameter 

determines how many sources will be turned off in the first iteration. This parameter 

was also chosen manually in the present work as discussed above. 
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6. EXPERIMENT WITH DIFFERENT SOUND SOURCES 

6.1 Introduction 

In the previous chapters, two sparse ESM algorithms, WBH and l1-norm minimiza­

tion, were studied through simulation experiments. Then based on the characteristics 

of those two algorithms, a hybrid compressive sensing process combining these two 

algorithms was proposed and studied through simulation experiments. Through the 

simulation experiments, it was proven that the proposed hybrid compressive sensing 

methods can be used to identify the major sound sources when using only dozens of 

measurements, even when the sound sources are closely-positioned. In this chapter, 

several experimental test results will be presented. The first experiment is the recon­

struction of the sound field generated by one loudspeaker, which is a relatively simple 

source to test the capability of the sparse ESM algorithms. Then following the same 

logic as the simulation experiment, in the second experiment two loudspeakers were 

used as sound sources and placed side by side to test the capability of the sparse ESM 

algorithm to separate the sound sources. In these experiments, the three sparse ESM 

algorithms were used to reconstruct the sound field. In order to verify the sound field 

reconstruction result, a sound intensity measurement with an intensity probe scan 

was conducted and that measurement result was used to compare with the sound 

field reconstruction results. The third experiment was a test on a diesel engine. 

Diesel engine noise is a concern in both municipal environments and in an occu­

pational health and safety context due to the use of diesel engines in heavy industry 

and transportation. In order to reduce engine noise levels, a precise knowledge of the 

primary noise source locations is required to guide the efficient application of noise 

control resources. As a complex sound source (i.e., combustion noise, mechanical 

noise, etc.) [54,55], a large array of measurements must be conducted to identify the 
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noise source locations when using conventional holography approaches, in order simul­

taneously to ensure good spatial resolution while avoiding spatial aliasing. Thus, it 

would be useful if the solutions proposed here can offer accurate noise source locations 

with a relatively small number of spatial measurements. In the diesel engine exper­

iment the Partial Field Decomposition (PFD) is proposed to separate uncorrelated 

sound sources. PFD is based on the use of SVD to decompose the total sound field 

into different partial fields which are generated by uncorrelated sound sources, then 

these partial field can be reconstructed independently [56–58]. With this method the 

sound source location and the sound field can be reconstructed more accurately, and 

the uncorrelated sound sources can also be quantified separately. Based on these ex­

perimental tests, the capability to apply these algorithms in practice was commented 

upon. 

6.2 One Loudspeaker Sound Field Reconstruction 

The first experiment was a one loudspeaker test which was conducted in the 

Herrick Laboratories anechoic chamber. The loudspeaker used in this experiment 

was an Infinity Primus P163 as shown in Figure (6.1). This loudspeaker generates 

low frequency noise, i.e., below 2000 Hz, from the diaphragm, which is located in the 

center of the loudspeaker. High frequency noise is generated by the tweeter, which 

located at the top of the loudspeaker. The frequencies between 2 kHz and 3 kHz 

cover the transition frequencies, in which range the diaphragm and the tweeter act 

together. 

In order to compare the the reconstruction results with the true sound field, it is 

desired to use the same input signal for both an intensity scan measurement and the 

microphone array measurement. In the experiment, the sound intensity was measured 

with a Bruel and Kjaer sound intensity probe type 3654 and 3599, which is composed 

of two microphones. Since the sound intensity was calculated with two-microphones 
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Figure 6.1. Loudspeaker (Infinity Primus P163) used in experiment. 

cross-spectral approach, based on the sound pressure measured at two microphones, 

the sound intensity at the middle point between the two microphones is: 

I =
1 1

Im(P1P2 
∗ ), (6.1)

2 ωρ0Δ

where ω is the angular frequency, ρ0 is the density of air, Δ is the distance between the 

two microphones, P1 and P2 are the measured sound pressure spectra at microphones 

1 and 2, respectively, and ∗ stand for complex conjugate. So it is possible to extract 

the sound pressure data at the intensity measurement position and calculate the 

sound pressure transfer functions between each measurement point and the input 

signal to the loudspeaker with Welch s averaged periodogram method [59]. Then with 

the patched measurement principle, an effectively simultaneously measured sound 

pressure data set at all the measurement points can be constructed by multiplying all 

the transfer functions by the input signal to the loudspeaker, which is equivalent to 

a microphone array measurement. In the present work, sound reconstruction results 

are shown for different measurement conditions: i.e., near-field measurements, and 

far-field measurements. 
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6.2.1 Reconstruction with Near-field Measurement 

The intensity was measured 0.055 m in front of the loudspeaker, the measurement 

covered an area of 0.27 m by 0.45 m, which is slightly larger than the surface of the 

loudspeaker front face. In order to visualize the sound field up to 4000 Hz, the spacing 

between the intensity measurement was chosen to be 0.03 m, which is less than half 

of the wavelength at 4000 Hz, in both x and y directions; so there were 160 measure­

ments in total, which comprised an equivalent regular rectangular microphone array 

measurement after the patched measurement calculation. During the measurement, 

the input signal to the loudspeaker was Gaussian white noise of 25.6 kHz bandwidth 

generated by PULSE software through a computer. At each measurement point, the 

intensity probe recorded 10 seconds of time data at a sampling frequency of 25.6 kHz. 

The measured time history data was transformed to the frequency domain by PULSE 

too; the parameters in the Fourier transform were set up as: the Hann window with 

6400 points, overlap between each window was 50%, and 100 averages in total. The 

monopoles were located on an equivalent source plane which was placed 0.02 m be­

hind the loudspeaker front face. The monopole source mesh with a 0.01 m spacing 

in both directions covered an area of 0.27 m by 0.45 m area, which was the same as 

the measurement area. That is, 1288 parameters needed to be estimated based on 

160 measurements, thereby forming an under-determined system. Figure (6.2) shows 

the relative positions between the equivalent source plane, the measurement plane 

and the loudspeaker position. It is noted that in this experiment, the reconstruction 

plane was coincident with the measurement plane to allow a direct comparison of the 

measured and reconstructed intensities. 

SONAH, WBH, l1-norm minimization and the hybrid method were used to re­

construct the sound pressure and intensity field generated by the loudspeaker on the 

reconstruction plane, and the reconstruction results were compared with the inten­

sity probe measurement. To reconstruct the sound field with the SONAH method, 

the virtual source plane was placed 0.03 m behind the reconstruction plane, and the 
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Figure 6.2. Relative position for near-field measurement set up. 

regularization parameter, , was calculated by using the L-curve method. With the 

WBH method, the parameters used in the WBH process were presented in equa­

tion (3.13). And for the l1-norm minimization procedure, the weighting parameter, 

λw, was chosen to be 10. For the hybrid method, the weighting parameter in the 

l1-norm minimization procedure was chosen to be 100, and the parameters in the 

WBH method were kept the same as in equation (3.13), except for D0 = 10.1 in 

order to keep the secondary source in the first iteration. The equations for the sound 

pressure, P , and velocity, Vi , for the different methods at the reconstruction positions 

have been presented in previous chapters, and the sound intensity was calculated 

with equation (4.1). Then the total sound power over the measurement plane was 

calculated with equation (4.2). 
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Figure (6.3) shows the sound intensity distribution measured by the intensity 

probe at 0.8, 2.4 and 4 kHz. In this and the following figures, the black box indicates 

the region of the loudspeaker front face, the small circle at the top of the loudspeaker 

is the tweeter position, the big circle in the middle is the area of the membrane, 

and the small circle at the lower left corner is the loudspeaker port. Based on the 

measurement result, the sound source locations were as expected: i.e., at 0.8 kHz the 

membrane generated the low frequency sound, at 2.4 kHz the sound was generated 

from both tweeter and membrane, and at 4 kHz the sound radiates from the tweeter. 

Figures (6.4) (6.5) and (6.6) show the contour plots of the reconstructed sound 

intensity distributions 0.055 m from the loudspeaker front face, where the intensity 

measurement was conducted, at 0.8, 2.4 and 4 kHz, respectively. At 0.8 kHz, the 

measured radiated sound power was 47.9 dB, SONAH recovered 40.8 dB, the WBH 

algorithm recovered 27.9 dB, l1-norm minimization recovered 34.1 dB, the hybrid 

algorithm recovered 34.4 dB. At 2.4 kHz, the measured radiated sound power was 

46.3 dB; SONAH recovered 47.5 dB, the WBH algorithm recovered 39.9 dB, l1-norm 

minimization recovered 46.5 dB, and the hybrid algorithm recovered 46.1 dB. At 4 

kHz, the measured radiated sound power was 49.5 dB; SONAH recovered 46.8 dB, 

the WBH algorithm recovered 43.2 dB, l1-norm minimization recovered 43.8 dB, and 

the hybrid algorithm recovered 45.0 dB. 

Thus, at low frequency, SONAH recovered the most energy while the other sparse 

ESM algorithms strongly under-estimated the sound power. As frequency increases, 

SONAH can still give a good estimation of the total sound power, l1-norm minimiza­

tion and the hybrid method also recovered sound power close to the measurement, 

while WBH under-estimated the total sound power for all frequencies. 

By comparing the spatial sound field reconstruction result with the intensity mea­

surement, all the methods correctly identified the major sound source locations: i.e., 

the noise source location moves from the diaphragm location to the tweeter position as 

the frequency increases, which matches the intensity measurement. Also, SONAH re­
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(a) (b) 

(c) 

Figure 6.3. Measured sound intensity field 0.055 m from loudspeaker 
front face: (a) 0.8 kHz, (b) 2.4 kHz, and (c) 4 kHz. 

constructed the most detail of the sound field: e.g., at 2.4 kHz it clearly separates the 

tweeter and membrane with the correct source strength, although it over-estimates 

the total sound power a little bit. The WBH algorithm identified the sound source 

locations at different frequencies, however, it recovered the least energy among all 
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(a) (b) 

(c) (d) 

Figure 6.4. 0.055 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 0.8 kHz with 160 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) L1-norm minimization method, and (d) hybrid method. 

the methods, especially at low frequency. The l1-norm minimization method also 

successfully identified sound source locations, and recovered more energy compared 

with the WBH algorithm, but it also didn’t clearly separate the two sound source 
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(a) (b) 

(c) (d) 

Figure 6.5. 0.055 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 2.4 kHz with 160 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) L1-norm minimization method, and (d) hybrid method. 

locations at 2.4 kHz. The hybrid method reconstructed basically the same result as 

l1-norm minimization, however, at 2.4 kHz it gave a better indication of the second 

sound source: i.e., the membrane. 
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(a) (b) 

(c) (d) 

Figure 6.6. 0.055 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 4 kHz with 160 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) L1-norm minimization method, and (d) hybrid method. 

The results observed here agree with the simulations presented in previous chap­

ters: at low frequency, the membrane is the major sound source, which can be consid­

ered as an extended sound source. So the sparse ESM algorithms identified the sound 
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source location but failed to well-represent the total sound field. As the frequency 

increases, the sound source location moves from membrane to tweeter and becomes 

more concentrate, so the sparse ESM algorithm reconstructed more accurate results. 

SONAH reconstructed the sound field accurately across all frequencies, since it in­

cludes all the elementary wave components to represent the sound field, especially 

evanescent waves in the near field. 

In this experiment, an equivalent 160 regular rectangular microphone array was 

used to reconstruct the sound field with 1288 unknowns in the model, and the re­

construction results using different methods were commented upon. However, 160 

is still a relatively large number of microphone measurements. In order to reduce 

the number of microphones but keep the same measurement area, then the spacing 

between the microphones was doubled in both the x and y directions, that is, to 0.06 

m. Then the equivalent regular rectangular microphone array was reduced to 40 mi­

crophones, thus decreasing the spatial sampling rate and the measurement was still 

made 0.055 m from loudspeaker front face. The effectively simultaneously microphone 

array measurement was generated with the same patched measurement principle with 

the same data used in the 160 channels measurement, that the reconstruction results 

can still be compared with the direct sound intensity measurement. The set up of the 

equivalent source plane was kept the same: i.e., 1288 monopoles and 0.02 m behind 

the loudspeaker front face. The parameters in SONAH, WBH, l1-norm minimization 

and the hybrid algorithm were kept the same as described in the previous experi­

ment. The sound field reconstruction results 0.055 m away from loudspeaker front 

face at 0.8 kHz, 2.4 kHz and 4 kHz are shown in Figures (6.7), (6.8) and (6.9). At 

0.8 kHz, the measured radiated sound power was 47.9 dB; SONAH recovered 40.7 

dB, the WBH algorithm recovered 27.9 dB, l1-norm minimization recovered 33.0 dB, 

the hybrid algorithm recovered 33.7 dB. At 2.4 kHz, the measured radiated sound 

power was 46.3 dB; SONAH recovered 47.4 dB, the WBH algorithm recovered 39.9 

dB, l1-norm minimization recovered 43.8 dB, and the hybrid algorithm recovered 44.7 

dB. At 4 kHz, the measured radiated sound power was 49.5 dB; SONAH recovered 
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42.3 dB, the WBH algorithm recovered 42.3 dB, l1-norm minimization recovered 43.3 

dB, and the hybrid algorithm recovered 43.3 dB. 

(a) (b) 

(c) (d) 

Figure 6.7. 0.055 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 0.8 kHz with 40 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 



89 

(a) (b) 

(c) (d) 

Figure 6.8. 0.055 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 2.4 kHz with 40 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

So the sound power reconstructed by different methods with 40 measurements are 

in general smaller than the sound power reconstructed with 160 measurements, espe­

cially for the SONAH method at 4 kHz. And similar conclusions can be found from 
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(a) (b) 

(c) (d) 

Figure 6.9. 0.055 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 4 kHz with 40 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

the spatial sound field reconstruction results: e.g., the SONAH method reconstructed 

the most detail, WBH under-estimated the total sound power, etc. But at 4000 Hz, 

the SONAH method cannot reconstruct an accurate sound source location compared 
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with the 160 channels reconstruction result. At 4000 Hz, the SONAH reconstructed 

two sound sources around the tweeter position, which seems like spatial aliasing due 

to the microphone spacing being larger than half of the wave length, which is 0.07 m 

at 4 kHz. 

To verify if this explanation is true, the number of microphones was further re­

duced: the measurement area still covered the same region, but the spacing between 

the microphones was increased to 0.12 m in the both x and y direction. In this case, 

there were only 12 microphone measurements. With the same equivalent plane set 

up and the same parameters used in previous experiment, the sound intensity re­

construction results are shown in Figures (6.10), (6.11) and (6.12). At 0.8 kHz, the 

measured radiated sound power was 47.9 dB; SONAH recovered 40.8 dB, the WBH 

algorithm recovered 27.9 dB, l1-norm minimization recovered 37.9 dB, and the hy­

brid algorithm recovered 37.8 dB. At 2.4 kHz, the measured radiated sound power 

was 46.3 dB; SONAH recovered 43.2 dB, the WBH algorithm recovered 38.2 dB, l1 ­

norm minimization recovered 45.1 dB, and the hybrid algorithm recovered 45.6 dB. 

At 4 kHz, the measured radiated sound power was 49.5 dB; SONAH recovered 36.8 

dB, the WBH algorithm recovered 38.1 dB, l1-norm minimization recovered 42.7 dB, 

and the hybrid algorithm recovered 43.6 dB. 

Then, with the microphone spacing increasing to 0.12 m, aliasing is observed not 

only at 4 kHz but also at 2.4 kHz with the SONAH method, which confirms that the 

SONAH method needs to satisfy the spatial sampling law to obtain accurate recon­

struction results. For the sparse ESM algorithms, even though the spatial sampling 

spacing is much larger than the wavelength of the frequency of interest, the ma­

jor sound source locations can still be identified without aliasing in the loudspeaker 

test, and they recovered similar sound power compared with 40 and 160 measure­

ments. It is noted that when the number of measurements was reduced to 12, all 

the reconstructed sound source locations did not exactly overlap with the true sound 

source location: e.g., at 4 kHz, the hot spot was not exactly inside the tweeter region. 
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(a) (b) 

(c) (d) 

Figure 6.10. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 0.8 kHz with 12 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

This observation indicates that the reconstruction result has a microphone-local effect 

when the number of measurements is small and taken in the near-field. 
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(a) (b) 

(c) (d) 

Figure 6.11. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 2.4 kHz with 12 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

6.2.2 Reconstruction with Far-field Measurement 

In the previous experiment, the measurement distance was 0.055 m from the 

loudspeaker front face, which is a very close measurement distance. However, in the 
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(a) (b) 

(c) (d) 

Figure 6.12. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 4 kHz with 12 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

industrial experimental environment, such a close measurement distance is not always 

possible due to test environment: e.g., various pipes block near-field measurements in 

the diesel engine test. In this section, the sound source was still a single loudspeaker, 
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but the intensity measurement was taken 0.485 m from the loudspeaker front face. 

The large measurement distance will potentially increase the reconstruction difficulty 

due to lower signal-to-noise ratio compare with near-field measurement, especially for 

the evanescent wave components. 

The measurement covered an area of 0.27 m by 0.45 m, and the intensity mea­

surement spacing between neighboring measurement points was 0.03 m, in both x 

and y directions, thus creating 160 sound pressure measurements as described in the 

previous section. The input signal to the loudspeaker was Gaussian white noise of 

25.6 kHz bandwidth generated by PULSE software through a computer. The time 

history data was processed with exactly the same parameter set up as described in 

the previous section. The monopoles were located on the equivalent source plane 

which was 0.02 m behind the loudspeaker front face. The monopole source mesh with 

a 0.01 m spacing in both directions covered an area of 0.27 m by 0.45 m area, which 

is the same as the measurement area. Figure (6.13) shows the relative positions of 

the equivalent source plane, the reconstruction plane, the measurement plane and the 

loudspeaker position. 

SONAH, WBH, l1-norm minimization and the hybrid method were used to re­

construct the sound pressure and intensity field generated by the loudspeaker on the 

reconstruction plane, and the reconstruction results were compared with the intensity 

probe measurement. All the parameters used in the different methods were exactly 

the same as described in the previous section. The equations for the sound pressure, 

P , and velocity, Vi , for the different methods at the reconstruction positions have 

been presented in previous chapters, and the sound intensity was calculated with 

equation (4.1). Then the total sound power over measurement plane was calculated 

by using equation (4.2). 

It is noted that in this experiment far-field measurement data was used to recon­

struct the sound field at 0.055 m from the loudspeaker front face, where the near-

field intensity scan measurement was conducted, as described in the previous section. 

Then the reconstruction result will be compared with the direct measurement result 
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Figure 6.13. Relative position for far-field measurement set up. 

presented in previous sections. Figures (6.14), (6.15) and (6.16) show the contour 

plots of the reconstructed sound intensity distributions 0.055 m from the loudspeaker 

front face, where the intensity measurement was conducted, at 0.8, 2.4 and 4 kHz, 

respectively. 

From the spatial sound intensity reconstruction results, the SONAH method failed 

to reconstruct the sound field from the far-field measurements at the different frequen­

cies. The WBH algorithm is able to identify the sound source location when there 

is one major sound source: e.g., at 800 Hz the loudspeaker membrane, at 4000 Hz 

the loudspeaker tweeter. But at 2400 Hz when the tweeter and membrane are act­

ing together, WBH failed to separate them: a sound source located in between the 
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(a) (b) 

(c) (d) 

Figure 6.14. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 0.8 kHz with 160 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

tweeter and membrane was reconstructed. The l1-norm minimization and the hybrid 

process identified the sound source locations correctly at all three frequencies, and at 

2400 Hz the algorithms are able to separate the tweeter and membrane and the result 
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(a) (b) 

(c) (d) 

Figure 6.15. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 2.4 kHz with 160 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

is better than the reconstruction result obtained from the near-field measurement. 

At 0.8 kHz, the WBH algorithm recovered 17.4 dB, l1-norm minimization recovered 

32.3 dB, and the hybrid algorithm recovered 34.8 dB, and recall that the near-field 
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(a) (b) 

(c) (d) 

Figure 6.16. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 4 kHz with 160 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

measured radiated sound power was 47.9 dB. At 2.4 kHz, the WBH algorithm re­

covered 29.9 dB, l1-norm minimization recovered 40.8 dB, and the hybrid algorithm 

recovered 38.8 dB, while the near-field measured radiated sound power was 46.3 dB. 
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At 4 kHz, the WBH algorithm recovered 32.2 dB, l1-norm minimization recovered 

39.2 dB, and the hybrid algorithm recovered 38.3 dB, and the near-field measured 

radiated sound power was 49.5 dB. Since SONAH could not correctly identify the 

sound source locations, so the reconstructed sound power with SONAH was not com­

pared with other algorithms. At 0.8 kHz, the WBH algorithm based on the far-field 

measurements strongly under-estimates the total sound power level, and is also 10 

dB lower than the reconstructed sound power based on the near-field measurement 

data. While l1-norm minimization and the hybrid process also under-estimated the 

total sound power, the value was close to the reconstruction result when using the 

near-field measurement data. At 2.4 and 4 kHz, the reconstructed sound power values 

were all smaller than the reconstructed sound power with the near-field measurement 

data. Since the near-field and far-field measurements were conducted separately, 

there could exist a discrepancy between the measurements that caused the difference 

in reconstructed sound powers. Another possibility is that the far-field measurement 

didn’t capture the near-field components, i.e., evanescent wave components, and thus 

caused the sound power under-estimation in the near-field. 

Then, as in the near-field measurement section, the spacing between microphones 

was doubled in both x and y directions and the 160 measurements were reduced to 

40 measurements with the same patched measurement data. The set up of the equiv­

alent source plane was kept the same, i.e., 1288 monopoles placed 0.02 m behind the 

loudspeaker front face. The parameters in the SONAH, WBH, l1-norm minimization 

and hybrid algorithm were kept the same as described in the previous experiment. 

The sound field reconstruction results 0.055 m away from loudspeaker front face at 

0.8 kHz, 2.4 kHz and 4 kHz are shown in Figures (6.17), (6.18) and (6.19). 

Similar conclusions can be found from the spatial sound field reconstruction re­

sults: i.e., the SONAH method failed to reconstruct the sound field at 0.8 kHz, and 

arguably worked at 2.4 and 4 kHz. At 2.4 kHz, the algorithm identified a large 

sound source region and at 4 kHz SONAH identified a weak source at the tweeter 

position. Compared with the reconstruction result based on near-field measurement 
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(a) (b) 

(c) (d) 

Figure 6.17. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 0.8 kHz with 40 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

data, these reconstruction results didn’t show the aliasing effect, but the results are 

not very accurate correct. The sound power reconstructed by the SONAH method 

was also small: i.e., 33.9 dB at 2.4 kHz and 24.6 dB at 4kHz. For the other algo­
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(a) (b) 

(c) (d) 

Figure 6.18. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 2.4 kHz with 40 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

rithms, the conclusions are as for the reconstruction result with 160 measurements. 

At 0.8 kHz, the WBH algorithm recovered 17.7 dB, l1-norm minimization recovered 

34.2 dB, the hybrid algorithm recovered 34.4 dB, and the measured near-field radi­
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(a) (b) 

(c) (d) 

Figure 6.19. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 4 kHz with 40 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

ated sound power was 47.9 dB, At 2.4 kHz, the WBH algorithm recovered 30.1 dB, 

l1-norm minimization recovered 38.5 dB, and the hybrid algorithm recovered 39.5 

dB, and the measured near-field radiated sound power was 46.3 dB. At 4 kHz, WBH 
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algorithm recovered 32.2 dB, l1-norm minimization recovered 37.0 dB, and the hybrid 

algorithm recovered 37.5 dB, and the measured near-field radiated sound power was 

49.5 dB. The sound power reconstructed by the different methods with 40 far-field 

measurements are in general similar to the sound power reconstructed with 160 far-

field measurements, which are all smaller than the near-field direct measurements, for 

the same reasons as in the 160 measurements case. 

To be consistent with the near-field measurement experiment and to study the 

sound field reconstruction based on a small number of microphone measurements, 

the spacing between microphones was increased to 0.12 m in both x and y direc­

tions. In this case, there were only 12 microphone measurements for the sound field 

reconstruction. With the same equivalent plane set up and same parameters are used 

in the previous experiment, the sound intensity reconstruction results are shown in 

Figures (6.20), (6.21) and (6.22). 

With 12 measurements, SONAH cannot reconstruct the sound field at any fre­

quency. For the sparse ESM algorithms, the major sound source locations can still be 

identified, but the closely-positioned sound sources become harder to separate as the 

number of microphone decreases: e.g., at 2.4 kHz, the tweeter and membrane identi­

fied as a large single sound source instead of two separate sound sources. As for the 

sound power, at 0.8 kHz, the WBH algorithm recovered 18.0 dB, l1-norm minimiza­

tion recovered 33.1 dB, the hybrid algorithm recovered 31.9 dB, and the measured 

near-field radiated sound power was 47.9 dB. At the 2.4 kHz, WBH algorithm re­

covered 30.8 dB, l1-norm minimization recovered 39.6 dB, and the hybrid algorithm 

recovered 41.1 dB, the measured near-field radiated sound power was 46.3 dB. At 

4 kHz, the WBH algorithm recovered 32.6 dB, l1-norm minimization recovered 38.6 

dB, and the hybrid algorithm recovered 39.0 dB, and the measured near-field radiated 

sound power was 49.5 dB. It is noted that the estimated sound power by each of the 

methods are consistent as the number of measurement decreased, and the identified 

sound source locations were the same, though the closely-positioned sources cannot 

be clearly separated. 
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(a) (b) 

(c) (d) 

Figure 6.20. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 0.8 kHz with 12 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

It is also note that for SONAH method the computation time is longer than the 

sparse ESM algorithms, e.g., with 160 measurements and 1288 reconstruction points, 

SONAH took 8 hours to finish the reconstruction, as comparison, with same 160 mea­
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(a) (b) 

(c) (d) 

Figure 6.21. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 2.4 kHz with 12 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

surements and 1288 monopoles, WBH took less than 1 minute, l1-norm minimization 

and hybrid process took about 3 minutes. So the sparse ESM algorithms are able to 

save a lot computation time. 
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(a) (b) 

(c) (d) 

Figure 6.22. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH method at 4 kHz with 12 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

6.3 Two Loudspeakers Sound Field Reconstruction 

In the previous experiment with one loudspeaker as the sound source, it was found 

that when the measurement was close to the sound source and satisfied sampling rule, 
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the SONAH method was able to accurately reconstruct the sound field. But as the 

spatial sampling rate decreases, aliasing appears in the reconstruction result if the 

spatial sampling spacing is larger than half of the wavelength. Further, the SONAH 

method failed to reconstruct the sound field when the measurement was token far from 

the sound source. As a comparison, the sparse ESM algorithms are not as accurate 

as SONAH when the measurement was taken close to the sound source and satisfied 

sampling rule, but the algorithm can still reconstruct similar result when the number 

of measurements is small and the measurement distance is far from the sound source. 

And the sparse ESM algorithms also took less computational time than the SONAH 

method. In this section, following the same logic as in the simulation experiment, 

two sound sources, i.e., loudspeakers, were set-up side by side to test the ability of 

different algorithms to separate closely-positioned sound sources. 

6.3.1 Reconstruction with Near-field Measurement 

The loudspeakers used in this experiment were the Infinity Primuis P163 as de­

scribed in the previous section. The two loudspeakers were placed side by side with 

0.09 m spacing between each other; the set up of the two loudspeakers is shown in 

Figure (6.23). 

In this experiment, in order to obtain the true intensity sound field, the intensity 

probe scan measurement was conducted with the same patched measurement prin­

ciple described in previous section, so that the effectively simultaneously measured 

sound pressure data could be obtained at the intensity measurement points. In the 

near-field measurement, the intensity was measured 0.055 m in front of the loudspeak­

ers, the measurement covered an area of 0.48 m by 0.42 m, which is larger than the 

two loudspeaker front face region. The intensity measurement spacing between the 

measurement points was 0.03 m in both x and y directions, which is less than half 

of the wavelength at 4000 Hz. So there were 255 measurement points in total, which 

comprised an equivalent regular rectangular microphone array measurement after the 
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Figure 6.23. Two loudspeaker set up in experiment. 

patched measurement calculation. The input signal to the loudspeakers was the same 

Gaussian white noise of 25.6 kHz bandwidth generated by PULSE software through 

the computer. At each measurement point, the intensity probe recorded 10 seconds of 

time data at a 25.6 kHz sampling frequency. Then the measured time history data was 

transformed to the frequency domain by PULSE; the parameters in the Fourier trans­

form were set up as: Hann window with 6400 points, overlap between each window 

was 50%, and 100 averages in total. For the sparse ESM algorithms, the monopoles 

were located on the equivalent source plane which was 0.02 m behind the loudspeak­

ers front face. The monopole source mesh covered the measurement area with 0.01 m 

spacing in both x and y directions, thus there were 2107 monopoles and their source 

strength need to be determined by using 255 measurements. Figure (6.24) shows the 

relative position between the equivalent source plane, the measurement plane and the 

loudspeaker positions, it is noted that in this experiment, the reconstruction plane is 

same as the measurement plane. 
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Figure 6.24. Relative position for near-field measurement set up. 

As for the single loudspeaker experiment, SONAH, WBH, l1-norm minimization 

and the hybrid method were used to reconstruct the sound pressure and intensity fields 

generated by the loudspeaker on the reconstruction plane, and the reconstruction 

results were compared with the intensity probe measurements. To reconstruct the 

sound field with the SONAH method, the virtual source plane was placed 0.03 m 

behind the reconstruction plane, and the regularization parameter, , was calculated 

by using the L-curve method. It is note that since the calculation time for SONAH 

method is long, the spacing on reconstruction plane was chosen to be 0.02 m instead of 

0.01 m as described in the previous section. With the WBH method, the parameters 

used in the WBH process were presented in equation (3.13). And for the l1-norm 

minimization procedure, the weighting parameter, λw, was chosen to be 10. For the 

hybrid method, the weighting parameter in the l1-norm minimization procedure was 

chosen to be 100, and the parameters in the WBH method were kept the same as in 

equation (3.13), except for D0 = 10.1 in order to keep secondary source in the first 

iteration. The equations for the sound pressure, P , and velocity, Vi , for the different 
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methods at the reconstruction positions have been presented in previous chapters, 

and the sound intensity was calculated with equation (4.1). Then the total sound 

power over measurement plane was calculated by using equation (4.2). 

Figure (6.25) shows the sound intensity distribution measured by the intensity 

probe at 0.8, 2.4 and 4 kHz. In this and the following figures, the black boxes 

indicate the region of the two loudspeaker front faces, the small circle at the top of 

the loudspeaker is the tweeter position, the big circle in the middle is the area of 

membrane, and the small circle at lower left corner is the loudspeaker port. Based 

on the measurement result, the sound source locations at different frequencies are 

as expected: i.e., at 0.8 kHz the membrane generated the low frequency sound, at 

2.4 kHz the sound is generated from both tweeter and membrane, and at 4 kHz the 

sound radiates from the tweeter. But from the measurement result, the loudspeaker 

on the right hand side generated higher level sound than the loudspeaker on the left 

hand side. This was not exactly as expected since the input to loudspeakers was the 

same, but this is not crucial since the algorithms should reconstruct the same sound 

field as the measured sound field. And with these sound sources, it also can test the 

algorithm used to identify sound sources with different source strengths. 

Figures (6.26) (6.27) and (6.28) show the contour plots of the reconstructed sound 

intensity distributions 0.055 m from the loudspeaker front face, where the intensity 

measurement was conducted, at 0.8, 2.4 and 4 kHz, respectively. At 0.8 kHz, the 

measured radiated sound power was 46.7 dB; SONAH recovered 41.5 dB, the WBH 

algorithm recovered 26.6 dB, l1-norm minimization recovered 33.0 dB, and the hybrid 

algorithm recovered 32.4 dB. At 2.4 kHz, the measured radiated sound power was 

44.0 dB; SONAH recovered 45.7 dB, the WBH algorithm recovered 37.4 dB, l1-norm 

minimization recovered 41.3 dB, and the hybrid algorithm recovered 43.03 dB. At 4 

kHz, the measured radiated sound power was 46.3 dB; SONAH recovered 44.2 dB, 

the WBH algorithm recovered 39.7 dB, l1-norm minimization recovered 40.3 dB, and 

the hybrid algorithm recovered 39.9 dB. 
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(a) (b) 

(c) 

Figure 6.25. Measured sound intensity field 0.055 m from loudspeaker 
front face: (a) 0.8 kHz, (b) 2.4 kHz, and (c) 4 kHz. 

At 0.8 kHz, SONAH and WBH could not separate the two loudspeakers; the 

algorithms all reconstructed the sound field around the loudspeaker on the right 

hand side which is loudspeaker with the higher amplitude. While the l1-norm mini­

mization and the hybrid process reconstructed a clearer separation between the two 
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(a) (b) 

(c) (d) 

Figure 6.26. 0.05 m from loudspeaker front face sound intensity 
field reconstruction results with different NAH methods at 0.8 kHz 
with 255 microphones near-field measurement: (a) SONAH method, 
(b) WBH method, (c) l1-norm minimization method, and (d) hybrid 
method. 

loudspeaker membranes, and assigned more weighting on the loudspeaker on right 

hand side, SONAH recovered the most energy while the other sparse ESM algorithm 

under-estimated the sound power at 0.8 kHz. As the frequency increases, SONAH 
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(a) (b) 

(c) (d) 

Figure 6.27. 0.05 m from loudspeaker front face sound intensity 
field reconstruction results with different NAH methods at 2.4 kHz 
with 255 microphones near-field measurement: (a) SONAH method, 
(b) WBH method, (c) l1-norm minimization method, and (d) hybrid 
method. 

reconstructed better results, e.g., at 2.4 kHz it clearly separates the two loudspeakers 

and indicated the loudspeaker on the right hand side is louder than the loudspeaker 

at the left. As a comparison, the WBH reconstructed the sound field around the 
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(a) (b) 

(c) (d) 

Figure 6.28. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 4 kHz with 255 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

loudspeaker on the right hand side, and assigned a very small weighting to the left 

hand side loudspeaker, and WBH also didn’t clearly separate the tweeters and mem­

branes. The l1-norm minimization and the hybrid process were able to separate the 
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two loudspeakers and identified the membranes and tweeters separately, and the hy­

brid process reconstructed more detail than the l1-norm minimization: e.g., a more 

balanced weighting between the loudspeakers and a clearer indication on the tweet­

ers. At 2.4 kHz, SONAH over-estimated the total sound power by a small amount, 

l1-norm minimization and the hybrid method recovered sound powers close to the 

measurement, while WBH under-estimated the total sound power. At 4 kHz, all 

algorithms successfully identified the two tweeters. SONAH reconstructed the most 

accurate detail and amplitude, WBH assigned unbalanced weighting to the two tweet­

ers. The l1-norm minimization and the hybrid process reconstructed similar results, 

but the hybrid method estimated a more balance weighting compared with l1-norm 

minimization. When comparing the spatial sound field reconstruction result with the 

intensity measurement, all the methods correctly identified the major sound source 

locations: i.e., the noise source location moves from the diaphragm location to the 

tweeter position as frequency increases, which matches the intensity measurement. 

SONAH reconstructed the most detail of the sound field, but at low frequency, e.g., 

800 Hz, it failed to separate the two loudspeaker. The WBH algorithm also has 

difficultly with separate closely-positioned sound sources, and it recovered the least 

energy among all the methods, especially at low frequency. The l1-norm minimiza­

tion method is able to successfully separate closely-positioned sound sources, and to 

recover more accurate estimates of sound power compared with the WBH algorithm. 

The hybrid method reconstructed basically the same result as l1-norm minimization, 

however, it assigned a more balance weighting and gave a better indication on the 

second sound source than the l1-norm minimization. 

The observations of the two loudspeakers measurement is basically the same as 

the one loudspeaker experiment. Then the number of measurement used in the re­

construction process was reduced by doubling the spacing between microphones in 

both x and y directions, that is 0.06 m. Then the equivalent regular rectangular 

microphone array was reduced to 72 microphones and the measurement was still 

0.055 m from loudspeaker front face. The effectively simultaneously microphone ar­
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ray measurement was generated with the same patched measurement principle and 

with same data used in the 255 channels measurement. So the reconstruction results 

can still be compared with the direct sound intensity measurement. The set up on 

equivalent source plane was kept the same: i.e., 2107 monopoles and 0.02 m behind 

the loudspeaker front face. The parameters in SONAH, WBH, l1-norm minimization 

and hybrid algorithm were kept the same as described in the previous experiments. 

The sound field reconstruction results 0.055 m away from loudspeaker front face at 

0.8 kHz, 2.4 kHz and 4 kHz are shown in Figures (6.29), (6.30) and (6.31) At 0.8 

kHz, the measured radiated sound power was 46.7 dB, SONAH recovered 41.5 dB, 

the WBH algorithm recovered 26.8 dB, l1-norm minimization recovered 34.14 dB, and 

the hybrid algorithm recovered 33.4 dB. At 2.4 kHz, the measured radiated sound 

power was 44.0 dB, SONAH recovered 45.7 dB, the WBH algorithm recovered 37.8 

dB, l1-norm minimization recovered 42.1 dB, and the hybrid algorithm recovered 42.4 

dB. At 4 kHz, the measured radiated sound power was 46.3 dB, SONAH recovered 

39.6 dB, the WBH algorithm recovered 38.5 dB, l1-norm minimization recovered 40.4 

dB, and the hybrid algorithm recovered 40.9 dB. 

So the sound power reconstructed by the different methods with 72 measurements 

are in general similar compared with the sound power reconstructed with 255 mea­

surements, except for the SONAH method at 4 kHz. And similar conclusions can be 

drawn from the spatial sound field reconstruction results: e.g., SONAH and WBH 

failed to separate the two loudspeakers, WBH under-estimated the total sound power, 

etc. But at 4000 Hz, as described in the one loudspeaker experiment, spatial aliasing 

appeared due to low spatial sampling rate. 

Then the number of microphones was further reduced to 20 by increasing the spac­

ing between microphones to 0.12 m in both x and y directions, and the measurement 

still covers the same region. With the same equivalent plane set up and same param­

eters used in the previous experiments, the sound intensity reconstruction results are 

shown in Figures (6.32), (6.33) and (6.34). At 0.8 kHz, the measured radiated sound 

power was 46.7 dB, SONAH recovered 41.2 dB, the WBH algorithm recovered 26.9 
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(a) (b) 

(c) (d) 

Figure 6.29. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 0.8 kHz with 72 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

dB, l1-norm minimization recovered 37.2 dB, and the hybrid algorithm recovered 37.2 

dB. At 2.4 kHz, the measured radiated sound power was 46.3 dB, SONAH recovered 

38.7 dB, the WBH algorithm recovered 34.6 dB, l1-norm minimization recovered 42.7 
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(a) (b) 

(c) (d) 

Figure 6.30. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 2.4 kHz with 72 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

dB, and the hybrid algorithm recovered 42.8 dB. At 4 kHz, the measured radiated 

sound power was 49.5 dB, SONAH recovered 33.3 dB, the WBH algorithm recovered 
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(a) (b) 

(c) (d) 

Figure 6.31. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 4 kHz with 72 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

35.2 dB, l1-norm minimization recovered 39.9 dB, and the hybrid algorithm recovered 

40.9 dB. 
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(a) (b) 

(c) (d) 

Figure 6.32. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 0.8 kHz with 20 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

Then with the microphone spacing increasing to 0.12 m, aliasing is observed not 

only at 4 kHz but also at 2.4 kHz with the SONAH method, as also found in the 

one loudspeaker experiment. And as in the one loudspeaker experiment: for the 
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(a) (b) 

(c) (d) 

Figure 6.33. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 2.4 kHz with 20 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

sparse ESM algorithms, even when the spatial sample spacing is much larger than 

the wavelength at the frequency of interest, the major sound source location can still 
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(a) (b) 

(c) (d) 

Figure 6.34. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 4 kHz with 20 
microphones near-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

be identified without aliasing in the loudspeaker test, and a similar sound power was 

recovered compare with the 72 and 255 measurements. 
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6.3.2 Reconstruction with Far-field Measurement 

In this section, the sound source was the same two loudspeakers set up, but the 

intensity measurement was taken 0.485 m from the loudspeaker front face as in the 

far-field measurement described in the one loudspeaker experiment. 

The measurement covered an area of 0.48 m by 0.42 m, and the intensity measure­

ment spacing between points was 0.03 m, in both the x and y directions, and there 

were 255 sound pressure measurements as described in the previous near-field mea­

surement. The input signal to the loudspeaker was Gaussian white noise of 25.6 kHz 

bandwidth generated by PULSE software through the computer. The time history 

data was processed with exactly the same parameter set up as described in previous 

sections. The monopoles were located on the equivalent source plane which was 0.02 

m behind the loudspeaker front face. The monopole source mesh with a 0.01 m spac­

ing in both directions covered an area of 0.48 m by 0.42 m area, which was the same 

as the measurement area. Figure (6.35) shows the relative position of the equivalent 

source plane, the reconstruction plane, the measurement plane and the loudspeaker 

position. 

SONAH, WBH, l1-norm minimization and the hybrid method were used to recon­

struct the sound pressure and intensity field generated by the loudspeakers on the 

reconstruction plane, and the reconstruction results were compared with the inten­

sity probe measurement. All the parameters used in different methods were exactly 

the same as described in the near-field measurement. The equations for the sound 

pressure, P , and velocity, Vi , for the different methods at the reconstruction positions 

have been presented in previous chapters, and the sound intensity was calculated with 

equation (4.1). Then the total sound power over measurement plane was calculated 

with equation (4.2). 

It is noted that as described in the one loudspeaker experiment, the far-field mea­

surement data was used to reconstruct the sound field at 0.055 m from the loudspeaker 

front face, where the near-field intensity scan measurement was conducted. Then the 
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Figure 6.35. Relative position for far-field measurement set up. 

reconstruction result will be compared with the direct measurement result presented 

in previous sections. Figures (6.36) (6.37) and (6.38) show the contour plots of the 

reconstructed sound intensity distributions 0.055 m from the loudspeaker front face, 

where the intensity measurement was conducted, at 0.8, 2.4 and 4 kHz, respectively. 

From the spatial sound intensity reconstruction result, like the observation in the 

one loudspeaker experiment, the SONAH method failed to reconstruct the sound 

field with the far-field measurement at the different frequencies. The WBH algorithm 

identified one sound source in between the two loudspeakers at 0.8 kHz. At 2.4 

kHz the algorithm found the loudspeaker on the right hand side and ignored the 

loudspeaker at the left hand side. Further, the algorithm separated the two tweeters 
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(a) (b) 

(c) (d) 

Figure 6.36. 0.05 m from loudspeaker front face sound intensity 
field reconstruction results with different NAH methods at 0.8 kHz 
with 255 microphones far-field measurement: (a) SONAH method, 
(b) WBH method, (c) l1-norm minimization method, and (d) hybrid 
method. 

at 4 kHz, which corresponded to the spacing-to-wavelength ratio observation in the 

simulation experiment. The l1-norm minimization and the hybrid process was able 

to separate the two loudspeakers and identified the sound source locations correctly 
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(a) (b) 

(c) (d) 

Figure 6.37. 0.05 m from loudspeaker front face sound intensity 
field reconstruction results with different NAH methods at 2.4 kHz 
with 255 microphones far-field measurement: (a) SONAH method, 
(b) WBH method, (c) l1-norm minimization method, and (d) hybrid 
method. 

at all three frequencies, but at 2400 Hz the separation between the tweeter and 

membrane was not clear. At 0.8 kHz, the WBH algorithm recovered 31.5 dB, l1-norm 

minimization recovered 44.8 dB, the hybrid algorithm recovered 43.5 dB, and the near­
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(a) (b) 

(c) (d) 

Figure 6.38. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 4 kHz with 255 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

field measured radiated sound power was 46.7 dB. At 2.4 kHz, the WBH algorithm 

recovered 34.4 dB, l1-norm minimization recovered 42.9 dB, the hybrid algorithm 

recovered 45.8 dB, and the near-field measured radiated sound power was 44.0 dB. 
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The reconstructed sound power at 4 kHz, by the WBH algorithm was 42.6 dB, l1-norm 

minimization recovered 46.5 dB, the hybrid algorithm recovered 46.9 dB, the near-

field measured radiated sound power was 46.3 dB. Since SONAH cannot correctly 

identify the sound source locations, the reconstructed sound power with SONAH was 

not compared with the other algorithms. The sound power reconstructed by different 

algorithms were in general a litte bit larger then the reconstruction result with near-

field measurement, and very close to the near-field intensity scan measurement. 

Then as in the near-field measurement section, the spacing between microphones 

was doubled in both x and y directions and the 255 measurements was reduced 

to 72 measurements with the same patched measurement data. The set up of the 

equivalent source plane was kept the same: i.e., 2107 monopoles placed 0.02 m behind 

the loudspeaker front face. The parameters in SONAH, WBH, l1-norm minimization 

and hybrid algorithm were kept the same as described in previous experiments. The 

sound field reconstruction results 0.055 m away from loudspeaker front face at 0.8 

kHz, 2.4 kHz and 4 kHz are shown in Figures (6.39), (6.40) and (6.41). 

It is interesting to find that the reconstruction result is similar to the experiment 

with one loudspeaker for the SONAH method: it failed to reconstruct the sound field 

at 0.8 kHz while arguably working at 2.4 and 4 kHz. At 2.4 kHz, the algorithm 

identified two large sound source regions but without the detail of the near-field 

measurement. And at 4 kHz SONAH identified the tweeter positions with a side lobe 

in between them. The sound power reconstructed by SONAH method was also small, 

40.5 dB at 2.4 kHz and 36.3 at 4kHz. For the other algorithms the conclusions are 

similar to the reconstruction results with 255 measurements. At 0.8 kHz, the WBH 

algorithm recovered 31.7 dB, l1-norm minimization recovered 45.4 dB, the hybrid 

algorithm recovered 43.4 dB, and the measured near-field radiated sound power was 

46.7 dB, At 2.4 kHz, the WBH algorithm recovered 34.6 dB, l1-norm minimization 

recovered 43.3 dB, and the hybrid algorithm recovered 44.1 dB, and the measured 

near-field radiated sound power was 44.0 dB. At 4 kHz, the WBH algorithm recovered 

41.7 dB, l1-norm minimization recovered 47.2 dB, and the hybrid algorithm recovered 
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(a) (b) 

(c) (d) 

Figure 6.39. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 0.8 kHz with 72 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

48.0 dB, the measured near-field radiated sound power was 46.3 dB. The sound power 

reconstructed by the different methods with the 72 far-field measurements are in 

general similar to sound powers reconstructed with the 255 far-field measurements. 
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(a) (b) 

(c) (d) 

Figure 6.40. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 2.4 kHz with 72 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

To be consistent with near-field measurement experiment and to study the sound 

field reconstruction with a small number of microphone measurements, the spacing 

between the microphones was increased to 0.12 m in both the x and y direction. In this 
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(a) (b) 

(c) (d) 

Figure 6.41. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 4 kHz with 72 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

case, there were only 20 microphone measurements for the sound field reconstruction. 

With the same equivalent plane set up and same parameters as used in previous 
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experiment, the sound intensity reconstruction results are shown in Figures (6.42), 

(6.43) and (6.44). 

(a) (b) 

(c) (d) 

Figure 6.42. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 0.8 kHz with 20 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 
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(a) (b) 

(c) (d) 

Figure 6.43. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 2.4 kHz with 20 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

With only 20 measurements, the SONAH method cannot reconstruct the sound 

field at any of the frequencies. For the sparse ESM algorithms, the major sound 

source location can still be identified but the closely-positioned sound sources become 
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(a) (b) 

(c) (d) 

Figure 6.44. 0.05 m from loudspeaker front face sound intensity field 
reconstruction results with different NAH methods at 4 kHz with 20 
microphones far-field measurement: (a) SONAH method, (b) WBH 
method, (c) l1-norm minimization method, and (d) hybrid method. 

harder to separate as the number of microphone decreases: e.g., at 2.4 kHz, the 

tweeter and membrane for two loudspeakers were identified as a large, single sound 

source instead of two separate sound sources, and the WBH algorithm ignored the 
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loudspeaker on the left hand side. At 0.8 kHz, the WBH algorithm recovered 31.4 dB, 

l1-norm minimization recovered 44.7 dB, the hybrid algorithm recovered 45.1 dB, and 

the measured near-field radiated sound power was 46.69 dB. At 2.4 kHz, the WBH 

algorithm recovered 35.4 dB, l1-norm minimization recovered 44.6 dB, and the hybrid 

algorithm recovered 43.6 dB, while the measured near-field radiated sound power was 

44.0 dB. At 4 kHz, the WBH algorithm recovered 42.0 dB, l1-norm minimization 

recovered 46.6 dB, and the hybrid algorithm recovered 46.5 dB, and the measured 

near-field radiated sound power was 46.3 dB. It is noted that the estimated sound 

power by the same method is consistent as the number of measurement decreased, as 

are the identified similar sound source locations, though the closely-positioned sources 

cannot be clearly separated. 

The computation time for the SONAH method was longer than the sparse ESM 

algorithms: e.g., with 255 measurements and 550 reconstruction points, SONAH 

took 14 hours to finish the reconstruction, while as a comparison, with the same 255 

measurements and 2107 monopoles, WBH took less than 3 minute, and the l1-norm 

minimization and hybrid process took about 8 minutes. 

6.4 Diesel Engine Noise Source Identification 

In the previous section, based on the experimental results with simple sound 

sources, i.e., loudspeakers, it was shown that the sparse ESM algorithms were able to 

identify major sound sources when the number of measurements were limited and the 

measurement was token far from the sound source. In this section, a more complex 

sound source, i.e., diesel engine, was used as a sound source. Compared with a 

loudspeaker, a diesel engine is a more complex sound source: i.e., combustion noise, 

mechanical noise, etc. To visualize such a complex and large sound source with NAH, 

usually a large number of measurements with high spatial resolution is required to 

ensure avoiding measurement errors: i.e., spatial aliasing, windowing error, etc. Such 

measurement is usually costly and hard to perform which limits the use of NAH 
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in industry. Thus in this chapter, it is desired to prove that with the proposed 

sparse ESM algorithms, with a relatively small number of measurements relative 

accurate sound source locations can still be identified, even when the sound source 

is complex. In this chapter, due to the complexity of the sound source, the Partial 

Field Decomposition (PFD) is proposed to separate uncorrelated sound sources. Then 

with the sparse ESM algorithms the sound sources on diesel engine front face were 

reconstructed. The reconstruction results from different algorithm were comment 

upon. 

6.4.1 Partial Field Decomposition (PFD) 

As mentioned in the previous section, due to the complexity of the diesel engine, 

it is necessary to first separate the uncorrelated sound sources. In this section, the 

basis of PFD and the reconstruction of each partial field will be reviewed briefly. The 

sound field measured by the field microphones on the measurement surface can be 

expressed as a product of the data measured by a set of reference signals multiplied 

by appropriate transfer functions: that is, one can express this relation in matrix 

form [60], 

p = HT r, (6.2)rp

where Hrp is the acoustic transfer matrix that relates the measurement surface mi­

crophone signals, P = [p1, ...pm]T, and the reference signals r = [r1, ..., rm]T, in the 

frequency domain. Here N is the number of references, M is the total number of mea­

surement microphones in the measurement array, and the superscript T denotes the 

transpose operator. When considering statistically random sources, equation (6.2) 

can be expressed in terms of cross-spectral matrices: i.e., 

= CH C−1 = HH Hrp, (6.3) 

C−1 

Cpp rp rr Crp rpCrr

where Hrp = rr Crp, the superscript H denotes the Hermitian operator, and the 

cross-spectral matrices Crr, Crp, and Cpp, are defined as, 

Crr = E[r ∗ r T], (6.4) 
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Crp = E[r ∗ p T], (6.5) 

Cpp = E[p ∗ p T], (6.6) 

where the superscript * denotes the complex conjugate and E[. . . ] represents the 

expectation operator. 

In order to decompose the total sound field into a set of uncorrelated sound fields, 

a Singular Value Decomposition (SVD) is performed on the composite sound field, 

Crr = UΣVH = UΣUH , (6.7) 

where Σ is a diagonal matrix composed of singular values, λi, U and V are unitary 

matrices that comprise the left and right singular vectors, and U and V are identical 

here since Crr is a positive, semi-definite Hermitian matrix. The decomposed partial 

fields are then expressed as: 

p̃ = CT U ∗ Σ−
rp

1 
2 = HT UΣ−

rp

1 
2 , (6.8)
 

where the ith column vector of p̃ represents the ith partial field. 

6.4.2 Diesel Engine Experiment 

The experimental was conducted in the Cummins Walesboro Noise & Vibration 

Lab. The test engine was an ISF-3.8, which is a four cylinder 3.8 liter diesel engine. 

The 36 element microphone array was placed parallel to the diesel engine front face, 

0.58 m from the diesel engine. The measurement distance was far from engine be­

cause there was an intake pipe in front of the engine, so a closer measurement was 

not possible. The setup of the experiment is shown in Figure (6.45). During the 

test, it was noted that one microphone was not working properly, so measurements 

were made with the remaining 35 microphones. In the measurement, the sampling 

frequency was 25.6 kHz, in the time domain the measurement duration on each chan­

nel was 10 seconds for each test, then the measured data was A-weighted. In order 
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Figure 6.45. Diesel engine test experiment set up at Walesboro Noise 
& Vibration Lab. 

to determine the number of major independent noise sources that contributed to the 

total sound field, the partial field decomposition process was performed before the 

sound field reconstruction. In the partial field decomposition process, first the data 

was transformed from the time domain to the frequency domain with 3200 Fourier 

Transform points with 8 Hz frequency resolution, corresponding to a segment length 

that was 1/50 of the total time length (i.e., 0.2 s). A Hann window was used, and the 

overlaps were half a segment length, so the data could be averaged 100 times. Then 

Welch s averaged periodogram method was used to calculate the cross-power spectral 

density matrix. Then, the PFD process was performed to separate the different par­

tial fields. Next, the sound field were reconstructed with the sparse ESM algorithms, 

i.e., WBH, l1-norm minimization and the hybrid process. The SONAH method was 

not considered in this experiment because the long measurement distance make the 
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method not suitable. The equivalent source plane with monopoles was placed 0.6 

m from the measurement microphone array: i.e., 0.02 m behind the diesel engine 

front face. The reconstruction plane was 0.58 m from the measurement array: i.e., 

at the position of the diesel engine front face. The plane of monopole was 0.68 m by 

0.48 m, and the monopole spacing was 0.01 m in both directions, so there were 3381 

monopoles in the equivalent source model. The parameters in the WBH method were 

the same as presented in equation (3.13). And for the l1-norm minimization proce­

dure, the weighting parameter, λw, was chosen to be 20 after multiple trials. For the 

hybrid method, the weighting parameter in the l1-norm minimization procedure was 

chosen to be 50, which is larger than than only apply l1-norm minimization in order 

achieve a more accurate initial solution. And the parameters in the WBH method 

were kept same as in equation (3.13), except D0 = 5.1 in order to keep secondary 

source in the first iteration. Since the noise sources that radiate energy to the far 

field are of interest, the holography results will be shown in terms of intensity. The 

sound pressure, P , and velocity, Vi , were calculated with the same equations as in the 

loudspeaker experiment. Finally the intensity reconstruction result can be calculated 

by using equation (4.1). The microphone array measurement were conducted under 

two diesel engine operation condition on the test day: 750 rpm, idle and 1000 rpm, 

idle. Figure (6.46) shows the PFD result at 750 rpm, idle operation condition. The 

first and second sources are contributing most of the energy to the total sound field, 

so the first two uncorrelated sound sources will be reconstruct and added together 

to reconstruct the total sound field. Based on the spectrum, the sound field was 

reconstructed to identify the sound source locations at several peak frequencies: i.e., 

160 Hz, 744 Hz, and 1040 Hz. 

The reconstructed intensity distribution results with different sparse ESM algo­

rithms are shown in Figures (6.47), (6.48) and (6.49). At 160 Hz, all the algorithms 

identified similar noise source locations: i.e., the crank pulley and the pipe in front 

of the engine. The WBH algorithm cannot correctly reconstruct the sound field, the 

reconstructed sound intensity value was very low, which is not realistic when the 
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Figure 6.46. Partial field decomposition result for diesel engine op­
erating at 750 rpm idle. 

diesel engine is operating. The l1-norm minimization and the hybrid method recon­

structed more reasonable sound intensity level, and indicated similar sound source 

locations. When comparing the hybrid process reconstructed result with the l!-norm 

minimization result, the hybrid process eliminated small sources, e.g., the hot spot at 

the corners, and assigned more weighting to the pipe position. It is noted that 160 Hz 

is a very low frequency which is difficult to identify accurate sound source location, 

since the wavelength is 2.14 m, which is larger than the engine dimension, so the 

reconstruction result can only be used as a reference even though the reconstruction 

result indicates reasonable source locations. At 160 Hz, the WBH algorithm recovered 

30.7 dB, l1-norm minimization recovered 47.0 dB, the hybrid algorithm recovered 53.7 

dB. At 744 Hz, the WBH algorithm reconstructed the hot spot region at the left hand 

side and the sound intensity level is lower compared with the l1-norm and the hybrid 
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process reconstruction results, which corresponds to the similar observations in the 

loudspeaker experiment at 800 Hz. The l1-norm minimization and the hybrid process 

identified similar sound source locations, which also indicated the front pulleys, pipe 

and a sound source on the left hand side which was half out of the picture. The hot 

spot on the left hand side probably indicates sound coming from left side of the engine. 

At 744 Hz, the WBH algorithm recovered 35.2 dB, l1-norm minimization recovered 

52.2 dB, and the hybrid algorithm recovered 53.9 dB. At 1040 Hz, all three algorithms 

found the front pulleies as the sound sources; l1-norm minimization and the hybrid 

process also identified the sound source close to the fun hub pulley. At this frequency, 

the WBH algorithm recovered 33.3 dB, l1-norm minimization recovered 44.1 dB, and 

the hybrid algorithm recovered 47.4 dB. 

The second test condition was the engine running at 1000 rpm, idle. The PFD 

result is shown in Figure (6.50), and based on the spectrum, the sound field was 

reconstructed at peak frequencies 104 Hz, 728 Hz, and 1720 Hz. These intensity 

reconstruction results are shown in Figures (6.51), (6.52) and (6.53). 

At 104 Hz, all three algorithms identified the crank pulley as the noise source, 

l1-norm minimization and the hybrid process also identified the pipe and the pulley 

at the upper right corner as noise sources. And the noise source at the top of the 

engine found by the l1-norm minimization was eliminated as a ghost source in the 

hybrid process. Again, the sound intensity level reconstructed by the WBH method 

was not reasonable for an engine operating condition, which the l1-norm minimization 

and the hybrid process reconstructed more reasonable sound intensity levels. At 104 

Hz, the WBH algorithm recovered 29.3 dB, l1-norm minimization recovered 46.4 dB, 

the hybrid algorithm recovered 52.3 dB. At 728 Hz, all three algorithms identified a 

noise source at lower left corner, which could be sound from left side of the engine. 

The l1-norm minimization and the hybrid process identified the front crank pulley 

and the pipe as secondary noise sources. At 728 Hz, the WBH algorithm recovered 

33.8 dB, l1-norm minimization recovered 49.1 dB, the hybrid algorithm recovered 

49.8 dB. At 1720 Hz, all three algorithms found the major noise source to be the 
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(a) (b) 

(c) 

Figure 6.47. Diesel engine front face sound intensity field recon­
struction results with different spares ESM methods at 160 Hz engine 
operating at 750 rpm: (a) WBH method, (b) l1-norm minimization 
method, and (c) hybrid method. 

crank pulley at the center of the engine, and l1-norm minimization and the hybrid 

process also identified the upper left pulley as a secondary noise source. Then the 

hybrid method also identified the pulley on the right hand side as noise source which 
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(a) (b) 

(c) 

Figure 6.48. Diesel engine front face sound intensity field recon­
struction results with different spares ESM methods at 744 Hz engine 
operating at 750 rpm: (a) WBH method, (b) l1-norm minimization 
method, and (c) hybrid method. 

was not found with l1-norm minimization method. And when comparing with the 

reconstruction result obtained with the l1-norm minimization, the result obtained 

with the hybrid process did eliminate the small ghost sources. At 1720 Hz, the WBH 
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(a) (b) 

(c) 

Figure 6.49. Diesel engine front face sound intensity field reconstruc­
tion results with different spares ESM methods at 1040 Hz engine 
operating at 750 rpm: (a) WBH method, (b) l1-norm minimization 
method, (c) hybrid method. 

algorithm recovered 31.2 dB, l1-norm minimization recovered 39.8 dB, the hybrid 

algorithm recovered 41.8 dB. It is noted that since the diesel engine is a complex noise 

source and the number of measurements was relatively small, so the reconstruction 
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Figure 6.50. Partial field decomposition result for diesel engine op­
erating at 1000 rpm idle. 

results can only be used as reference, since there is still a need for further near-field 

measurements to confirm the results. 

6.5 Summary 

In this chapter, based on the experience with simulation experiments, the sparse 

ESM algorithms were applied to reconstruct the sound fields generated by different 

sound sources. The experiment began with a simple sound source: i.e., a loudspeaker. 

Based on the patched measurement principle, an equivalent simultaneous sound pres­

sure measurement was constructed based on the intensity probe scan. The measure­

ment was conducted in both near and far field, then based on the measured data, the 

number of measurements used for the sound field reconstruction was systematically 

decreased by doubling the spacing between adjacent measurements. It was found 
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(a) (b) 

(c) 

Figure 6.51. Diesel engine front face sound intensity field recon­
struction results with different spares ESM methods at 104 Hz engine 
operating at 1000 rpm: (a) WBH method, (b) l1-norm minimization 
method, and (c) hybrid method. 

that, with a close measurement that satisfied the spatial sampling rule, the SONAH 

method can reconstruct the most accurate sound field. The sparse ESM algorithms 

cannot reconstruct the sound field as accurately as the SONAH method, especially at 
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(a) (b) 

(c) 

Figure 6.52. Diesel engine front face sound intensity field recon­
struction results with different spares ESM methods at 728 Hz engine 
operating at 1000 rpm: (a) WBH method, (b) l1-norm minimization 
method, and (c) hybrid method. 

low frequency, but when the number of measurement is small and the measurement 

distance is far, the sparse ESM algorithms can still reconstruct accurate sound source 

location. When the measurement spacing was more than half of the wave length, 
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(a) (b) 

(c) 

Figure 6.53. Diesel engine front face sound intensity field reconstruc­
tion results with different spares ESM methods at 1720 Hz engine 
operating at 1000 rpm: (a) WBH method, (b) l1-norm minimization 
method, and (c) hybrid method. 

aliasing appeared in the SONAH reconstruction results, and when the measurement 

distance was far, then SONAH cannot reconstruct the sound field. Then a 35 channel 

measurements were conducted on a diesel engine which is a complex sound source. It 
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was found that the sparse ESM algorithms basically identified similar major sound 

source locations, i.e., the front crank pulley position and the pipe when the engine 

was operating at 750 RPM and 1000 RPM. The l1-norm minimization and the hybrid 

process reconstructed more detail and more accurate sound intensity level than the 

WBH algorithm. 
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7. SUMMARY AND FUTURE WORKS 

7.1 Summary 

Being able to identify sound sources helps engineers improve acoustical perfor­

mance during the product design phase. NAH is a powerful tool that allows one to 

identify sound source locations with a measurement conducted away from the sound 

source, but the use of NAH is always limited by the measurement requirements. 

In the present work, motivated by the desire to accurately reconstruct sound fields 

with NAH methods that use a relatively small number of measurements, three sparse 

ESM algorithms were proposed. These three sparse ESM algorithms are all based on 

monopole equivalent source model: a large number of monopoles will cover the whole 

sound source region, thus creating an under-determined system. Since for an under-

determined system, there are large number of possible solutions that mathematically 

satisfy the equations, it is desired to select the solution that indicates the true sound 

source position. Based on the principle of compressive sensing, it is desired that the 

solution be sparse so as to indicate the true sound source and avoid ghost sources, 

and at the same time that it br accurate enough to well represent the sound field. 

The first algorithm studied was Wideband Holography (WBH), a method which was 

originally proposed by Hald. This algorithm is an iterative process; at each iteration 

the system is solved by a steepest descent method, then a cardinality condition is 

applied to the solution to eliminate the ghost sources, and then with this truncated 

solution, the residual between the model predication and the measurements is calcu­

lated to check the solution accuracy. The iteration will stop if the solution satisfies 

one of the threshold condition: accuracy or cardinality. The second sparse ESM algo­

rithm is l1-norm minimization. In that algorithm, the objective function is the sum 

of the solution first norm and the second norm residual between the solution predic­
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tion and the measurements. By minimizing this objective function, the solution first 

norm controls solution sparsity and the second norm residue guarantees the solution 

accuracy. The minimization problem was solved with an open source Matlab code 

CVX. Based on the simulation experiment, it was found that the initial solution that 

is used to begin the iteration in WBH has a strong influence on the final solution, and 

if there are sound sources closely-positioned, WBH cannot correctly separate them. 

For the l1-norm minimization algorithm, the correct sound source position can be 

identified when the weighting parameter in the objective function is chosen appro­

priately as based on multiple trails in the present work. However, if the weighting 

parameter is chosen to be smaller than the appropriate value, the solution may not 

well-present the sound field, while if the weighting parameter is chosen to be larger 

than the appropriate value, the solution may contain ghost sources. Based on the 

experience with the WBH and l1-norm minimization, a hybrid method was proposed 

in the present work. It is proposed to use the l1-norm minimization with a relatively 

large weighting parameter to solve the system, then this solution is used as the initial 

solution to begin the WBH algorithm. In this way, the ghost sources created in the 

l1-norm minimization solution are eliminated in the WBH process. 

Experiments were then conducted to test the sparse ESM algorithms. The exper­

iment was first conducted with a simple noise source: i.e., loudspeakers. In order to 

compare the reconstruction result with the true sound field, an intensity scan mea­

surement was conducted close to the loudspeaker front face, then based on the same 

measurement, the sound field was reconstructed with different NAH algorithms. It 

was found that the sparse ESM algorithms are able to identify major sound source 

locations even when the number of measurements is small and the measurement was 

taken far from the sound source. Then an experiment wa conducted with a complex 

sound source: i.e., a diesel engine. In the experiment one set of 35 microphones array 

measurement was taken in front of the engine, and with this measurement the sound 

field on the diesel engine front face was reconstructed with sparse ESM algorithms. 
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It was found that the algorithms identified similar major noise sources at different 

frequencies and the major noise source for this engine is the crank pulley. 

7.2 Future Works 

For the future work, it is necessary to develop an automatic parameter selection 

strategy in the hybrid process to avoid having to select the parameters based on 

multiple trails. One possible approach is to use the L-curve method to select the 

weighting parameter, or chose the threshold condition based on background noise 

measurement. And an intensity probe scan measurement on the diesel engine front 

face should be conducted to compare with the reconstruction result and verify the 

reconstruction results. 
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	Near-Field Acoustical Holography (NAH) is an inverse process in which sound pressure measurements made in the near-ﬁeld of an unknown sound source can be used to reconstruct the sound ﬁeld so that source locations can be identiﬁed. Usually a large number of measurements is required for the usual NAH methods since a large number of parameters in the source or ﬁeld model need to be determined. However, a large-scale microphone measurement is costly and hard to perform, so the use of NAH is limited by practica
	algorithms were studied: i.e., Wideband Acoustical Holography (WBH) and l

	1. INTRODUCTION 
	1.1 Noise Source Identiﬁcation 
	1.1 Noise Source Identiﬁcation 
	Noise reduction is an attractive topic in industry since nowadays customers have higher requirements on the product noise level for their concerns related to both the municipal environment and to occupational health and safety. Therefore to charac­terize the noise source of products is an important step in the product development process. In order to control the noise source level, a precise knowledge of the major noise source locations is needed to guide the eﬃcient application of noise control re­sources.
	The intensity probe measures the true sound intensity at a single point, so an intensity probe measurement scan over the sound source region can help us get an idea of the acoustic energy distribution of the source. Taking a measurement at one point at one time makes the intensity probe most useful when measuring a stationary sound ﬁeld. The limitation is when the source cannot be measured from a close distance: i.e., the inlet and outlet pipes around the diesel engine make a close measurement impossible. I
	An accelerometer measures the displacement, velocity and acceleration directly from the source surface. Since the signal from diﬀerent accelerometers can be acquired simultaneously, so this approach can be used to measure non-stationary vibrations. The limitation of using accelerometers is when mounting them on the source surface, 
	An accelerometer measures the displacement, velocity and acceleration directly from the source surface. Since the signal from diﬀerent accelerometers can be acquired simultaneously, so this approach can be used to measure non-stationary vibrations. The limitation of using accelerometers is when mounting them on the source surface, 
	they aﬀect the vibration pattern if the source is light, and when the surface is porous it is hard to attach them on the surface. In addition, there may also be problems when attaching accelerometers to a very hot surface: e.g., an engine. 

	Beamforming and NAH are sound source identiﬁcation methods based on micro­phone array measurements. Beamforming is an eﬃcient method to identify the major noise source location [1]. The phase of the signal received by the microphones are shifted forward by the time needed for the sound wave to propagate from the source to the microphones, so the sound source location can be found by accumulating the phase diﬀerence and identifying the local maximum which corresponds to the sound source position. When using 

	1.2 Motivation and Objective 
	1.2 Motivation and Objective 
	From all the sound source identiﬁcation tools mentioned in the previous section, NAH is the preferred tool to identify noise source locations. With NAH, acoustical 
	From all the sound source identiﬁcation tools mentioned in the previous section, NAH is the preferred tool to identify noise source locations. With NAH, acoustical 
	ﬁeld information can be obtained on the source surface without aﬀecting the sound ﬁeld itself. The general procedure in NAH is to measure the sound pressure with the microphones in the near-ﬁeld of the source (see Figure 1.1), and reconstruct the sound ﬁeld on the source surface. It is also possible to reconstruct the sound ﬁeld at other locations: e.g., it is possible to reconstruct the sound ﬁeld at other measurement locations to verify the reconstruction accuracy. However, the need for a large number of 

	Figure
	Figure 1.1. Two-dimensional sketch of a microphone array in the near-ﬁeld of an acoustics source. 
	Figure 1.1. Two-dimensional sketch of a microphone array in the near-ﬁeld of an acoustics source. 


	The objective of the work described in this dissertation is to study the characteris­tic of diﬀerent sparse NAH algorithms that use a relative small number of microphone 
	The objective of the work described in this dissertation is to study the characteris­tic of diﬀerent sparse NAH algorithms that use a relative small number of microphone 
	measurements. To achieve the objective of the present work, diﬀerent NAH meth­ods were investigated. Based on the characteristics of diﬀerent NAH methods, the monopole-based Equivalent Source Method (ESM) was chosen as the NAH method in this project because of the clear relation between the mathematical expressions and the physical meaning. Another diﬃculty is in the process of estimating the param­eters, i.e., the source strength of each monopole in the model, in order to cover the whole sound source regio
	ESM algorithms were studied to solve the inverse problem: i.e., WBH, l
	studied algorithm is l



	1.3 The Structure of the Thesis 
	1.3 The Structure of the Thesis 
	The thesis is organized in seven chapters to explain the choice of NAH method, diﬀerent sparse ESM algorithms and the experimental results. 
	In Chapter 2, diﬀerent NAH methods will be presented, the theory behind each method will be introduced, and the limitation of each method will be commented upon. Then an important step in solving the NAH inverse problem called regular­ization will be introduced, and classical regularization methods will be reviewed: i.e, Truncated Singular Value Decomposition (TSVD), Tikhonov regularization, etc. Fi­nally the reason for choosing the ESM as the NAH method in the present work for an under-determined system wi
	In Chapter 3, two sparse ESM algorithms will be introduced: Wideband Acousti­1-norm minimization. Both methods balance the solution spar­sity and accuracy, and in this section, the details of both methods will be explained: e.g., the diﬀerent strategies to ensure solution sparsity. 
	cal Holography and l

	In Chapter 4, diﬀerent types of sound sources were simulated: i.e., monopoles and baﬄed plate vibration. To reconstruct the simulated sound source, a distributions of hundreds of monopoles will be used as the equivalent source model. With only dozens of measurements, a strongly under-determined system will be solved by WBH and l1-norm minimization to reconstruct the sound sources. From the reconstruction 1-norm minimization in an under-determined system will be illustrated, and their characteristics will be
	result, the ability of WBH and l

	1-norm minimization, a combina­tion of these two methods is proposed. Based on the simulation result in chapter 4, it was found that WBH method cannot separate closely positioned sound sources, and l1-norm minimization could cause a ghost source problem if the objective function was not formulated correctly. A hybrid method was proposed to mitigate the weakness of both methods, and the reconstruction results of WBH, l1-norm minimization and the hybrid method will be compared in this chapter. 
	In Chapter 5, based on the study of WBH and l

	In Chapter 6, sound ﬁeld reconstruction results with diﬀerent types of real sound source will be presented. In these experiments, there is simple sound source like loudspeaker, and complex sound sources like a diesel engine. In these experiments the measurements were conducted with dozens of microphones, and there are hundreds of parameters that need to be estimated. The sound ﬁeld reconstruction results of 1-norm minimization and the hybrid method in practice will be discussed. 
	these experiments will be presented. The ability of WBH, l

	In Chapter 7, the work presented in this document is summarized, then motiva­tions and preliminary ideas for future works will be mentioned. 
	2. REVIEW OF NEAR-FIELD ACOUSTICAL HOLOGRAPHY METHODS 
	2.1 Introduction 
	2.1 Introduction 
	In the previous chapter, it has been illustrated that the NAH is a powerful sound ﬁeld reconstruction tool, and the motivation of the present work is to reduce the number of microphone measurements required in the NAH process. In this chapter, ﬁve NAH methods will be reviewed: the Fourier-based method, Statistically Opti­mized Near-Field Acoustical Holography (SONAH), the Inverse Boundary Element Method (IBEM), the Equivalent Source Method (ESM) and the Inverse Radiation Mode method (IRM). The theory behind

	2.2 The Fourier-based Method 
	2.2 The Fourier-based Method 
	The Fourier-based method was based on computing the wavenumber spectrum of the measured data by performing spatial Fourier transforms, then multiplying that by a spectral propagator, so that ﬁnally the sound ﬁeld can be reconstructed through the inverse transform from the wavenumber domain to the spatial domain. Thus, the sound ﬁeld in the whole space can be reconstructed [5, 6]. In this section the derivation process of this method is shortly reviewed. 
	Originally the sound ﬁeld solutions in diﬀerent coordinates were derived sepa­rately, but they can all be derived from the Helmholtz equation [7,8]. The Helmholtz equation at a ﬁxed frequency in a source free region is:
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	X,ω) is the sound pressure at the frequency ω and location is the wavenumber. Separation of variables is a common way to solve this second order partial diﬀerential equation, and with the Sommerfeld boundary condition, the general solution in Cartesian coordinate can be written as: 
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	This expression connects the sound pressure in the spatial domain and the wavenum­ber domain by a two-dimensional inverse Fourier transform: 
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	x 
	−1 
	y 

	And the sound pressure in the wavenumber domain can also be calculated through the forward Fourier transform: 
	jkz z
	FxFy[p(x, y, z)] = P (kx,ky,z)= P (kx,ky)e. (2.6) 
	From this expression it can be seen that the plane wave amplitude has a phase change z real. This general expression h to another plane z = zs once P (kx,ky) is known: i.e., 
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	allows one to extrapolate the sound pressure from one plane z = z
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	P (kx,ky,zs)= P (kx,ky,zh)e. (2.7) 
	By combining equations (2.5), (2.6) and (2.7), the Fourier-based method can be orga­nized into a four-step process: ﬁrst, measure the sound pressure at the hologram plane zh: p(x, y, zh). Secondly, perform a two-dimensional Fourier transform to compute x,ky,zh). Thirdly, multiply the wavenumber spectrum by the inverse propagator G(kx,ky,zs − zh)= e, to obtain the wavenumber s. Finally, transfer the wavenumber spectrum to the spatial sound pressure p(x, y, zs) at zs by performing a two-dimensional inverse Fo
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	H , X)= Hn (krr)/Hn (krrH ), where XH is the location of measurement, and Xis the location to reconstruct the sound ﬁeld. Then in spherical coordinates, the ﬁnal solution is written as a sum of spherical waves: 
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	In this section, the theory of the Fourier-based method was discussed: i.e., per­form the two-dimensional inverse Fourier transform with the measurement data under diﬀerent coordinates, multiply by the inverse propagator in the wavenumber domain, then reconstruct the sound ﬁeld with the two-dimensional inverse Fourier transform. 
	From the theory of this method, in order to perform the Fourier transform, the dis­tance between each measurement is usually required to be the same, so a regular mi­crophone array measurement is required. In the Fourier-based method, there are two errors that need to be considered. First is the ill-conditioning due to the evanescent wave components in the wavenumber domain; the application of a low-pass k-space ﬁlter is a general method to avoid this ill-conditioning. Secondly, the ﬁnite measure­ment apert

	2.3 Statistically Optimized Near-Field Acoustical Holography (SONAH) 
	2.3 Statistically Optimized Near-Field Acoustical Holography (SONAH) 
	The SONAH method was originally proposed by Steiner and Hald in 2001 [14], and was made into a well-developed NAH method in the following years; the advantage of this method is that it overcomes the measurement limitations and errors caused by the use of spatial Fourier transform in NAH. Instead of using the spatial Discrete Fourier Transform (DFT), the SONAH method describes the sound ﬁeld in a source-n, n =1...N, which satisfy the homogeneous wave equation in Ω. These elementary wave functions can be plan
	The SONAH method was originally proposed by Steiner and Hald in 2001 [14], and was made into a well-developed NAH method in the following years; the advantage of this method is that it overcomes the measurement limitations and errors caused by the use of spatial Fourier transform in NAH. Instead of using the spatial Discrete Fourier Transform (DFT), the SONAH method describes the sound ﬁeld in a source-n, n =1...N, which satisfy the homogeneous wave equation in Ω. These elementary wave functions can be plan
	free region Ω occupied by homogeneous ﬂuid by using elementary wave functions, Φ

	wave functions and then to describe the sound ﬁeld by the measurements, then these functions can be used to reconstruct the sound ﬁeld at other positions: i.e., on the source surface [17]. 

	i can be expressed as: 
	With diﬀerent elementary functions, the measured sound pressure at ir
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	0 
	p(iri)= anψn(iri),i =1, ..., I, (2.10) n=1 where an is the complex expansion coeﬃcients. Further, multiple sound pressure 
	measurements at diﬀerent positions, ip, can be represented in matrix form: i.e., 
	ip = Bia, (2.11) 
	with ia is the weighting coeﬃcients for corresponding function, and B is the wave function matrix at the measurement positions. Then with Elementary Wave Method (EWM), the sound pressure can be predicted at position ir in space Ω by using the same ia: i.e., 
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	p(ir)= anψn(ir)= ia α(ir). (2.12) n=1 n are esti­i, and these coeﬃcients may not be able to well represent the sound ﬁeld at ir. Secondly, it would be ideal if i could go to inﬁnity to include all elementary functions to accurately represent the sound ﬁeld; however, this is impossible in the numerical calculation, so a truncation error needs to be consid­ered. In order to overcome these errors, in the SONAH method, the sound pressure at ir is calculated as a linear combination of the measured sound pressure
	There are two possible issues with the EWM: ﬁrst, the coeﬃcients a
	mated at the measurement positions ir
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	p(ir)= pic(ir), (2.13) 
	where the vector ic(ir) is the complex estimation weights which need to be determined in the SONAH method. With the use of equations (2.12) and (2.13), it is found that ic(ir) can be determined from the linear equation: 
	Bic(ir)= αi(ir). (2.14) 
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	By using Tikhonov regularization, ic(ir) can be solved for as: 
	ic(ir)=(AA + I)Aαi(ir), (2.15) 
	H
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	where the matrix A is the transpose of B and is the Tikhonov regularization pa­rameter, which could be chosen by General Cross Validation (GCV) or the L-curve method. To avoid the wavenumber wrap-round error, it is desired that the number of elementary wave functions should tend to inﬁnity. In this case, the elements in αi(ir) cannot be calculated explicitly, but the product of AA and Aα(r) have a ﬁnite size, so the elements in these products can be expressed as: 
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	[AA]ii' = (ri)ψn(ri' ), (2.16) n=1 
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	[Aα]i = ψ(ri)ψn(r), (2.17) n=1 where ψn denote wave functions in A, ∗ is the complex conjugate, ri =(xi,yi,zi) and 
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	ri' =(xi' ,yi' ,zi' ) are microphone positions, and r =(x, y, z) is a reconstruction point. 
	The equations (2.16) and (2.17) can be calculated with numerical truncation errors since the wave functions are known. If the wave function is chosen as plane wave, then these two equations can be transformed into the integration of two plane waves in the x− and y−direction. Then, transfer the Cartesian coordinates to polar coordinates and the two-dimensional integral can be reduced to a one-dimensional integral, and the polar angle integration can be worked out analytically. This process will help reduce t
	−1 ∂p(ir)
	iuz(ir)= , (2.18)
	∂z where z is the direction of vibration. In comparison with the Fourier-based method, instead of performing a large scale two-dimensional inverse Fourier transform, the SONAH method is mathematically 
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	more straightforward and computationally more eﬃcient. From the measurement point-of-view, the spacing between two sample points does not have to be same, which gives more ﬂexibility on the measurement condition: i.e., an irregular microphone array could be used with this method. But a large number of measurements is still desired to avoid an under-determined system: i.e., where the number of measurements is less than the number of reconstruction points. Finally, as discussed in this section, regularization

	2.4 The Inverse Boundary Element Method (IBEM) 
	2.4 The Inverse Boundary Element Method (IBEM) 
	Acoustical holography performed with the IBEM is an integral equation-based method [18]. With the integral equation, the acoustic ﬁeld on a closed integrable surface can be related to any point exterior or interior to this surface. In the present work only the exterior problem will be considered. This means that the interior contains all the sources, and the exterior region is a source-free and homogeneous in and exterior region Ωex. 
	medium. Figure (2.1) deﬁnes the interior region Ω

	There are two types of IBEM: direct IBEM and indirect IBEM. The diﬀerence is these two methods use diﬀerent integration functions. The direct IBEM uses the Helmholtz integral equation [19]: 
	 
	∂G(ir, irs) 
	c(ir)p(ir)=(p(irs)+ jωρ0vn(irs)G(ir, irs))dS, (2.19) 
	∂n(irs) where vn is the particle velocity in the normal direction on the surface, irs is a point on the boundary S, c(ir) is the solid angle with c(ir)=1 if ir is in the exterior region and c(ir)= if ir is on a smooth surface. For non-smooth surfaces we have [20]: 
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	The free space Green’s function, G is deﬁned as:. 
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	Figure
	in ex is a homogeneous and source-free medium. The normal vector n points from the interior region to exterior region. 
	in ex is a homogeneous and source-free medium. The normal vector n points from the interior region to exterior region. 
	Figure 2.1. IBEM exterior problem. All sources are in the volume Ω
	bounded by the surface S, the exterior region Ω



	The sound ﬁeld at the microphone locations can be interpolated by shape functions on nodes of the elements, so the integral equation (2.19) can be discretized along the boundary and integrated numerically. The pressure at the microphone location can be written as: 
	iii(2.22) 
	iii(2.22) 
	p = Amps + Bmvs, 

	where the subscript m denotes the measurement locations. The solid angles c(ir) are unity, since the microphone locations are exterior to the source, that is why they disappear in the equation (2.22). 
	The sound pressure and velocity at a ﬁeld point can be expressed by the linear relation at the nodes: 
	cpis = Aspis + Bsivs, (2.23) 
	where c is a diagonal matrix with solid angles at nodes positions. Isolating pis in equation (2.23), and combining with equation (2.22) yields: 
	ip = Hivs, (2.24) 
	where H = Af (C − AS )Bs + Bf . This equation is the forward process of BEM, in which the sound pressure is described as the product of the transfer matrix H and the normal velocity at the nodes. In the IBEM, the pressure is measured at microphone locations and the normal velocity is unknown, so this is also an inverse process which requires regularization. 
	−1

	The other type of IBEM is the indirect IBEM. The indirect formulations uses layer potentials to describe the sound pressure. The simplest version of the indirect IBEM formulation is a single layer integral representation which can be seen as a monopole distribution on the surface S [21, 22], while another version of the indirect IBEM formulation is a double layer representation which can be seen as dipoles distribution [23]. There is also a mixed layer formulation version which is based on the combination o
	the sound ﬁeld in the exterior region Ω

	p(ir)= a(irs)G(ir, irs)dS(irS ), (2.25) 
	S 
	where a(irs) represents the source strengths for each monopole, and G is the Green’s function for the monopole. Equation (2.25) can be discretized in the same way as the direct method, by using shape functions to solve the numerical integration, and the pressure at the nodes can be described by a product between the transfer function and the source strengths. Finally both direct and indirect formulations will encounter singularities at critical frequencies which causes mathematical problems. So a certain re
	The IBEM does not require a certain measurement shape at the boundary, thus it gives ﬂexibility on the measurement. Since IBEM is based on Boundary Element 
	The IBEM does not require a certain measurement shape at the boundary, thus it gives ﬂexibility on the measurement. Since IBEM is based on Boundary Element 
	Method (BEM) so it also requires large number of measurement to obtain an accurate mesh to match the sound source geometry [24] . 


	2.5 Equivalent Source Method (ESM) 
	2.5 Equivalent Source Method (ESM) 
	The equivalent source method (ESM) here refers to a parametric acoustical holog­raphy procedure which is based on the idea that a number of equivalent sources with appropriate source strengths are located in a certain region that generate the same sound ﬁeld as the physical source. A number of ESMs have been developed and have shown promising results. The equivalent source models used in this type of procedure can generally be classiﬁed into two categories: one in which a large number of lower order (i.e., 
	The ﬁrst model comprises a mesh of monopole point sources ﬁxed at certain loca­tions in a plane which is referred as the equivalent source plane. Then the equivalent source plane is placed behind the reconstruction plane, on which the sound ﬁeld will be reconstructed. The third plane is called the measurement plane: this plane is where the measurements are taken. The position of these three planes is shown in Figure (2.2). 
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	The expression for the sound pressure at position X generated by a monopole i at frequency ω is: 
	with unit source strength located at X
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	m at measurement position Xm can be written as a linear combination of all monopoles with diﬀerent source strength: 
	With equation (2.26), the sound pressure p
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	Figure
	Figure 2.2. Sketch of the relative positions of equivalent source plane, reconstruction plane and measurement plane. d1 is the distance be­tween equivalent source plane, reconstruction plane and d2 is the dis­tance between reconstruction plane and measurement plane. 
	Figure 2.2. Sketch of the relative positions of equivalent source plane, reconstruction plane and measurement plane. d1 is the distance be­tween equivalent source plane, reconstruction plane and d2 is the dis­tance between reconstruction plane and measurement plane. 


	where i is the index of monopoles, qi are the complex amplitudes for corresponding 
	monopoles, and Ami = exp(−jk||Xm − X0||)/4π||Xm − X0||. Then equation (2.27) 
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	can be written in matrix-vector form as: 
	iq, 
	p = Ai(2.28) 
	where A is an M × I matrix with members Ami and iq is the source strength vector 
	containing all the qs. Since the distance between the monopoles and the microphones are constants, and since the monopole locations are ﬁxed and the measurement po­sitions are known, so the only parameters that need to estimated in equation (2.28) is the source strength vector iq, which is a vector of complex numbers containing the 
	containing all the qs. Since the distance between the monopoles and the microphones are constants, and since the monopole locations are ﬁxed and the measurement po­sitions are known, so the only parameters that need to estimated in equation (2.28) is the source strength vector iq, which is a vector of complex numbers containing the 
	i

	source strength and phase information. Once iq is decided, the sound ﬁeld in space can be predicted. 

	The general process to estimate the iq is to minimize the second norm between microphone measurement and reconstruction i.e.,: min||ip − Aqi||. The solution of this minimization is similar to equation (2.15), and regularization still needed in order to avoid ill-posed problem. In this model, a large number of monopole will be used in order to cover the whole sound source region. So usually the number of monopoles will be larger than the number of microphones, which increases the diﬃculty to solve the minimi
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	The second model consists of only one series of non-collocated, higher-order multi-poles at unﬁxed locations [29,30]. The model typically comprises monopoles, dipoles, quadrupoles and octupoles. Then the equivalent source locations are determined by a non-linear optimization process. This unﬁxed, non-collocated model, compared with a model with a ﬁxed, single source location, allows greater ﬂexibility in model structure, thus, this model may be able to approximate a sound ﬁeld using a smaller number of sour
	To construct the model, the sound ﬁeld expression of each individual source should be derived in the ﬁrst place. The terminology used in the present work to describe the multipole sequence is as follows: the monopole is referred to as a source of order zero, the dipole as a ﬁrst order source, etc. The expression of a monopole with unit source strength is deﬁned by equation (2.26). Based on this deﬁnition, a source of order n (n> 0) can be constructed as a vector sum of two closely-placed (n − 1)st order sou
	PS(X|Xi,ω)= dn urPS(X|Xi,ω)= Sn−1dn (Pn−1) · iun, (2.29) 
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	where dn (a small number) is the distance between the two lower order sources. Also, Pn−1 denotes the sound ﬁeld of the (n − 1)st order source with unit strength, and is the del operator. It is also deﬁned here that the strength of the nth order source 
	where dn (a small number) is the distance between the two lower order sources. Also, Pn−1 denotes the sound ﬁeld of the (n − 1)st order source with unit strength, and is the del operator. It is also deﬁned here that the strength of the nth order source 
	is Sn = dSn−1. Then the explicit expression for a general nth order source can be written in tensor form as: 

	 
	PS= SnPn = SnRn(P0) · iu1 · iu2... · iun, Rn =, (2.30) 
	n 
	n 

	 .
	where the strength Sn = S0 · d1 · d2...dn,denotes the tensor outer product,
	 
	n 
	indicates performing the outer product on the del operator n times, and (·) denotes n, has a rank of n and has 3components in total. 
	the tensor inner product. It can be seen that the tensor, R
	n 

	Here it is assumed that measurements of the sound ﬁeld are obtained at diﬀerent locations, ξ1, ξ2,...ξW , and that the equivalent sources consist of M0 monopoles, M1 N sources of order N. By arranging the equivalent sources into a vector with a global index, instead of two indices, representing the number of sources for each order, the relationship between the measured sound pressures and the equivalent sources can be written as: 
	dipoles, etc., up to M
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	(2.31) where Pi is the measured sound ﬁeld at the ith location, gj denotes the unit strength sound ﬁeld of the jth source in terms of the global index, and Qj is the strength of the jth source. In the above equation, the measurement locations ξi are known from j and the corresponding 
	ˆ
	i
	the design of the measurement, and the source locations X
	i

	j are the parameters to be estimated. ˆ
	strengths Q
	i

	Equation (2.30) is in the form of P= A(X)Q; thus the parameters, Xand Q, can i
	i
	i
	i
	i
	i

	ˆ
	be determined by solving the following optimization problem: min||P − A(X)Q||. The latter is a non-linear optimization problem, since the matrix A is not constant 
	i
	i
	2 

	i
	but depends on X. However, if the source locations are known, the estimation of the source strength is a linear least-squares problem. Based on this observation, the 
	but depends on X. However, if the source locations are known, the estimation of the source strength is a linear least-squares problem. Based on this observation, the 
	parameter estimation process is based on a non-linear optimization algorithm that updates the source locations only, and the source strengths are subsequently deter­mined by a linear process with each update. As a part of the non-linear optimization that updates the source locations, the Trust Region Reﬂective Method is used chosen due to its quadratic convergence rate and the ability to handle relatively large number of parameters [31]. This method will help to reach a balance between ﬂexibility of the mod

	The ESM is a relatively new NAH method, in which instead of using complex governing equation to describe the sound ﬁeld like other methods, the ESM uses a mathematical model to represent the sound source and adding the contribution of each equivalent source to construct the sound ﬁeld, so mathematically it is more straight-forward. The other advantage of ESM is it does not have special requirement on the measurement array, or measurement position, which oﬀers more ﬂexibility on the measurements. 

	2.6 Inverse Radiation Mode Method (IRM) 
	2.6 Inverse Radiation Mode Method (IRM) 
	The Inverse Radiation Mode method (IRM) is a recently developed NAH method. In this method, the sound ﬁeld is represented by diﬀerent acoustic radiation modes which only depend on the shape of the sound source [32, 33]. The advantage of this method is that the radiation modes are a set of velocity distributions which radiate sound power independently, so this method can estimate the contribution to the total radiated sound power of diﬀerent radiation modes at particular locations. Thus this method can give 
	Assume the elements on a planar vibrating surface have the same size and has eN , and ˆpeN , respectively. Then each element has the radiating sound power: 
	their own normal velocity and sound pressure, ˆv

	∗ 
	∗ 

	PeN =0.5AeN Re(ˆvpˆeN ), (2.32) 
	eN 

	where AeN is the area of the Nth element. Summing all the elements on the vibrating surface, the total radiating sound power can be expressed as: 
	P = Re(ivpie) (2.33)
	S 
	e 
	H 

	2M 
	where S is the total area and M is the total number of elements. The discretized Rayleigh Integral then gives the result: 
	−jkrij
	0ωAee
	jρ

	pˆei = vˆej , (2.34)2πrij 
	where rij is the distance between the ith and jth elements. Then the relation between sound pressure and velocity can be express in vector form: 
	i= Zi(2.35)
	pe ve, 
	−jkrij
	jρ0ωAee
	jρ0ωAee

	where Z is composed of Zij = . Then substitution of equation (2.35) into 
	2πrij 
	equation (2.33) yields: 
	SS 
	P = Re(iv Zive)= iv ( Re(Z))ive, (2.36)
	H
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	From equation (2.36) one can deﬁne the radiation resistance matrix: 
	S 
	R = Re(Z). (2.37)
	2M Next, perform a singular value decomposition on the radiation resistance matrix, which gives R = QλQ, where λ is a diagonal matrix and Q is a matrix consisting of orthogonal vectors. Substituting this expression into equation (2.36) gives: 
	T

	P = ivQλQive, (2.38) 
	e 
	H
	T

	It is noted here that the acoustic radiation modes are row vectors of Q, and each mode is an independent contributor to the overall radiating sound power. Then the measured pressure at point i outside the sound source can be described as: 
	pm= cjpˆij , (2.39) 
	i 

	where pmdenotes the measured sound pressure at point i,ˆpij is the pressure at point i caused by the jth radiation mode, which is called the modal pressure, and cj is the source strength function which needs to be estimated. 
	i 

	With this method not only the noise source location can be identiﬁed, but also the contribution of diﬀerent radiation modes can be calculated at the noise source location, so this method can provide guidance for NVH design. The IRM method is still a young method for NAH, and more study is needed to develop the potential of this method. 

	2.7 Regularization Process 
	2.7 Regularization Process 
	In the previous sections, it was mentioned that to solve the inverse problem, in the NAH inverse process, the major diﬃculty is the ill-posed nature of the system. This is because the propagation matrix normally includes both propagating wave compo­nents and wave components that decay exponentially in the propagation direction: i.e., evanescent waves. Due to the decay of the evanescent wave components, their contribution to the sound ﬁeld will decrease when the measurement plane moves away from the source [
	The forward problem behind NAH is the sound propagating from the sound source. This forward problem can be generalized as: 
	iq, 
	p = Ai(2.40) 
	where ip is the measured sound pressure at the microphones, A is the transfer matrix to describe the sound propagation from the sound source to the microphone locations, iq is the weighting coeﬃcient for each transfer function in matrix A. In NAH, the measured sound pressure piis known, the transfer matrix A is decided by the NAH method, the only unknown in this equation is the weighting coeﬃcient iq, so the NAH problem can be solved by inverting of equation (2.40): i.e., 
	iq = ) 
	Ai(2.41
	−1


	p. 
	The SVD of the matrix A is [34]: 
	A = UΣV, (2.42) 
	H 

	where the columns of U are the orthonormal left singular vectors, Σ is a diagonal matrix with the singular values in descending order, and the columns of V are the orthonormal right singular vectors. After inserting equation (2.42) into equation (2.41), the inverse problem can be expressed as: 
	0
	iupi
	n
	H

	−1H
	q = VΣ
	U
	i
	i

	ip = ivi, (2.43)σi
	i=1 
	where iui are the left singular vectors, ivi are the right singular vectors and σi are the singular values. The singular values will decrease as the index i increases, so the singular values stand for the evanescent wave components with high index, since the contribution of the evanescent wave components is small. In the experiment, the measured data from the sound source is inﬂuenced by noise, that is, ip = p˜+ e, where p˜is the true sound pressure generated by the sound source, e is the noise, so equation
	(2.43) can be written as: 
	H
	n

	0H 0
	n

	iup˜iue 
	i 

	iq = ivi + ivi. (2.44)
	i 

	σi σi
	i=1 i=1 
	H
	In equation (2.44) iup˜expresses the basis vector of the measured sound ﬁeld generated by the sound source; this term will decrease as the index i increases since the singular values with high index stand for the evanescent waves. At a certain singular value with high index, the noise term in equation (2.45) can be dominant in the solution. This will cause a large error in the sound ﬁeld reconstruction, so to prevent this unwanted noise ampliﬁcation, regularization is needed. 
	i 

	Since the small singular values cause the ill-posed problem, so the most intuitive idea is to drop these small singular values. This can be done by introducing a low-pass ﬁlter to keep the singular values with low index and eliminate the singular values with high index. After passing this ﬁlter, the equation (2.43) becomes: 
	H
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	iupi
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	i= fi ivi, (2.45)
	qreg 
	σi
	i=1 
	where fi stand for the low-pass ﬁlter. A simple way to deﬁne this low-pass ﬁlter i = 1 for i<= I and fi =0 for i>I, so the truncation parameter I will determine how much the solution is regularized. This regularization technique is referred to as Truncated Singular Value Decomposition (TSVD) [35]. The truncation parameter I is important for TSVD; if I is chosen too low, the propagating wave component may be eliminated from the ﬁnal sound ﬁeld and the reconstructed sound ﬁeld will not be accurate. If I is ch
	is to introduce a truncation parameter I: i.e., let f

	min ||Aiqλ||+ λ||iqλ||, (2.46) 
	2
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	2
	2
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	where λ is the regularization parameter. The eﬀect is to minimize the residual second norm subject to a penalty on the solution second norm. It can be proven that the solution of equation (2.46) can be written as: 
	iqλ =(AA + ) 
	H
	λI)Ai(2.47
	2
	−1
	H


	p, 
	where I is the identity matrix in this equation. With the SVD of matrix A the solution can be written as: 
	H
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	iqλ = ivi, (2.48)
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	σ2 + λ2 
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	i
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	where the σi/(σ+ λ) are the ﬁlter factors. As the regularization parameter λ in­creases, only the components with lower index will be included in the inverse prob­lem. Notice here that the truncation parameter in TSVD is a step function, while the Tikhonov regularization parameter caused a smoother transition from small index to the higher ones. However the optimal regularization parameter for Tikhonov method is also unknown. 
	i 
	2 
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	Diﬀerent parameter choice techniques have been developed based on diﬀerent cri­teria. It is noted here that the performance of diﬀerent techniques depends on the speciﬁc problem: i.e., there does not exist a universal technique for all problems. In this paragraph four parameter choosing techniques are introduced: Generalized Cross-Validation (GCV) [37], L-curve criterion [38], Normalized Cumulative Peri­odogram (NCP) [39], and Morozov’s Discrepancy Principle (MDP) [40]. Consider ﬁrst the GCV, where the idea
	Diﬀerent parameter choice techniques have been developed based on diﬀerent cri­teria. It is noted here that the performance of diﬀerent techniques depends on the speciﬁc problem: i.e., there does not exist a universal technique for all problems. In this paragraph four parameter choosing techniques are introduced: Generalized Cross-Validation (GCV) [37], L-curve criterion [38], Normalized Cumulative Peri­odogram (NCP) [39], and Morozov’s Discrepancy Principle (MDP) [40]. Consider ﬁrst the GCV, where the idea
	curve. The optimal choice of regularization parameter is the one corresponding to the corner point on the curve, which is found at the point with maximum curvature. It is believed that this point gives the best balance between the least square and the least norm solution. Third is NCP, which is a relatively new method. The idea of this method is to ﬁnd the regularization parameter which makes the residual vector close to white noise. This is done by computing the Fourier transform of the resid­ual, ˜r = fft

	 k  M−1 
	as c =|r˜i|/|r˜i|. The most white noise is considered to be when c is
	2
	2 

	i=2 i=2 
	a straight line when plotted out against the its indices. Finally the last method is MDP, in this method the optimal regularization parameter is assumed to be at the point where the norm of residual is closest to the ambient noise level. 

	2.8 Summary and Method Selection 
	2.8 Summary and Method Selection 
	Five methods of NAH were reviewed and commented upon in this chapter: the Fourier-based method, Statistically Optimized Near-Field Acoustical Holography, the Inverse Boundary Element Method, the Equivalent Source Method and the Inverse Radiation Mode method. Then diﬀerent regularization methods were presented to avoid ill-posed problem during the inverse process. Based on this knowledge, in this section the monopole-based ESM was chosen in the present work to reconstruct the sound ﬁeld in an under-determine
	First, the other methods have their limitations when the number of microphone measurements is relatively small. The Fourier-based method requires a large regular array for sound ﬁeld measurement, which does not ﬁt the small number measurement requirement of the present work. The SONAH method does not have a strict require­ment on the shape or microphone number of array, however, in SONAH method the sound ﬁeld is composed with a linear combination of elementary functions, so the 
	First, the other methods have their limitations when the number of microphone measurements is relatively small. The Fourier-based method requires a large regular array for sound ﬁeld measurement, which does not ﬁt the small number measurement requirement of the present work. The SONAH method does not have a strict require­ment on the shape or microphone number of array, however, in SONAH method the sound ﬁeld is composed with a linear combination of elementary functions, so the 
	solution, i.e., the weighting coeﬃcient for each function, is not necessarily sparse. In fact, the more function components that are included in the model, the more accu­rate the reconstruction result. So the sparse condition is not satisﬁed by the SONAH method. The IBEM is an attractive method due to the reconstruction accuracy and does not have the limitation on the sound source geometry. However, due to the large number of mesh grids required in order to capture the precise geometry of the sound source, 

	Besides the disadvantages of other methods, there are advantages for using the ESM method to reconstruct the sound ﬁeld with an under-determined system. First, the equivalent sources used in the ESM have strongly associated physical meaning: i.e., the monopole describes the volume contraction and expansion, the dipole acts like an oscillating force, the lateral quadrupole can be used to express a rotational torque or vortex, etc. Then the model used in the NAH is closer to the physical sound source, and so 
	3. SPARSE EQUIVALENT SOURCE METHOD FOR NEAR-FIELD ACOUSTICAL HOLOGRAPHY 
	3.1 Introduction 
	3.1 Introduction 
	In the previous chapter, monopole-based ESM method was adopted as the NAH method in the present study due to its advantages in both theoretical computation and measurement process. However, it is still hard to obtain a stable solution from the inversion of an under-determined system for two reasons: ﬁrst, the ill-posed na­ture due to the evanescent components in sound ﬁeld, secondly, since the system is under-determined, the number of equations is smaller than the number of unknowns, so there are a large nu

	3.2 Wideband Acoustical Holography (WBH) 
	3.2 Wideband Acoustical Holography (WBH) 
	In 2014, Hald developed a procedure named Wideband Acoustical Holography (WBH) [41]; this algorithm was proposed speciﬁcally to balance the model accuracy and the sparsity of the system, so that the solution of an under-determined system could be optimized to focus on the major noise source and oﬀer accurate sound source locations. The major process of WBH is to remove the confusing ghost sources associated with the real sources in an iterative process. This process is introduced with a large number of lowe
	The inverse process still can be described with equation (2.41), with vector qiincluding the source strengths of all the monopoles which need to be estimated, the terms in the transfer matrix A can be expressed by equation (2.26), and ip is the vector of measured sound pressure. First deﬁne the residual vector ir as: 
	ir(ip − Ai(3.1)
	q)= iq, 
	and the quadratic residual function F to be minimized as: 1 
	F (iq)= ||ir(qi)||. (3.2)
	2
	2

	2Now, deﬁne iqk to be the solution at the kth iteration step, and then compute the step δiqk that minimizes the residual function F in the steepest descent direction: i.e., 
	Δiqk = sk F. (3.3) 
	Here, F is the gradient vector: 
	F = −Air(iqk)= −A(pi− Aiqk), (3.4) 
	H
	H

	and sk is the step-length in that direction, 
	igir(i
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	sk = , (3.5)
	igigk
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	k 
	where the vector igk is deﬁned as: 
	igk = A F. (3.6) 
	The next candidate solution vector is then 
	˜
	iqk+1 = qik + αΔiqk, (3.7) 
	where α is a relaxation factor: Hald suggested that the value of α should lie between 
	0.5 and 1.0 [41], and in the present work, it was chosen to be 1. 
	Note, however, that the solution derived from equation (3.7) will spread the exci­tation over all point sources of the source model and will cause ghost source problems as mentioned above. Therefore we need to remove the ghost sources by setting a threshold, Tk, below which the components in iqk+1 will be set to zero. That thresh­old, Tk, is computed as: 
	˜

	−Dk 
	Tk = 10 20 |iqk+1,max|, (3.8) 
	˜

	where Dk is a positive number of decibels below the amplitude iqk+1,max of the largest element in qi. So the elements qk+1,i of the next solution estimate qik+1 are: 
	˜
	˜

	iqk+1,i 
	=. 
	⎧ ⎪⎨ ⎪⎩. 
	˜
	iif |iqk+1,i|≥ Tk.
	˜

	qk+1,i, 
	(3.9). 
	0, otherwise.. 
	k is increased during each iteration, so more sources will be added to the model as the iteration process continues: i.e., 
	The dynamic range D

	Dk+1 = Dk +ΔD. (3.10) In Hald s paper [41], the conditions to stop the iteration are given as: 
	Dk+1 >Dmax or || F ||2 <ε|| F0||2, (3.11) where Dmax is an upper limit on Dk and ε is a small number. So the former stop condition represents the sparsity of the system and the latter condition represents the model accuracy, which means that the iteration will stop and give the solution when 
	either we reach the lowest desired source strength, beyond which, if the iteration con­tinued, a ghost source problem would result, or the accuracy of source model cannot k+1 >Dmax, was adopted as given, but for the model accuracy condition, it was assumed that the microphone measurement could capture the major sound source region, and so the averaged relative error, e, between the source model prediction and the measured data at each microphone position was applied directly: i.e., 
	be further improved. In the present work the sparsity stop condition, D

	piipr|
	|
	− 

	e = avg(), (3.12)
	|pi| where piis the vector of measured pressures at the microphone positions, and ipr is the reconstructed sound pressure at the microphone positions. This iterative process is illustrated in Figure (3.1), and the following parameter values were used in the 
	Figure
	Figure 3.1. Wideband Acoustical Holography (WBH) process. 
	Figure 3.1. Wideband Acoustical Holography (WBH) process. 


	present work: iq0 = 0; α = 1; D0 =0.1 dB; ΔD =1.0 dB; Dmax = 60 dB; e =0.05. 
	i

	(3.13) 
	r at the r can be calculated by equation (2.28), further the particle velocity in the normal direction, e.g., z-direction can be calculated as: 
	Then based on the knowledge of source strength, the sound pressure ip
	reconstruction position X
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	Vz = , (3.14)
	4πjρ0ω ||Xi− Xi||3 
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	where qi is the source strength of the ith monopole at Xi, and zi and zr are the coordinates of imonopole and rreconstruction point, respectively (here the z-coordinate is considered to be normal to the reconstruction surface). Then the sound z, can be calculated as: 
	th 
	th 
	intensity in the z-direction, I

	Iz = Re(PVz ). (3.15)
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	3.3 The l1-Norm Minimization 
	3.3 The l1-Norm Minimization 
	1-norm minimization. In a previous 1-norm minimization can encourage solution sparsity [45]. Thus in this section the monopole source strength estimation has been formulated 1-norm combined with the residual l2-norm. The minimization of this objective function balances source sparsity and reconstruction accuracy in a systematic way and, at least in ideal circumstances, guarantees an optimal solution. Since both the l1-norm and l2-norm are convex functions, so the sum of them is still a convex function, and 
	1-norm minimization. In a previous 1-norm minimization can encourage solution sparsity [45]. Thus in this section the monopole source strength estimation has been formulated 1-norm combined with the residual l2-norm. The minimization of this objective function balances source sparsity and reconstruction accuracy in a systematic way and, at least in ideal circumstances, guarantees an optimal solution. Since both the l1-norm and l2-norm are convex functions, so the sum of them is still a convex function, and 
	The second proposed sparse NAH algorithm is l
	study, it was shown that l
	using an objective function consisting of the solution l

	then the NAH problem will be modeled as an array of monopoles, and the source strength parameter estimation and regularization problem will be formulated as a convex function. 

	A function f : R→ R is convex if domf is a convex set and if for all x, y ∈ domf, and θ with 0 ≤ θ ≤ 1, we have: 
	n 

	f(θx + (1 − θ)y) ≤ θf(x) + (1 − θ)f(y). (3.16) 
	From the geometry point-of-view, this inequality can be visualized by Figure (3.2). There the line segment between (x, f(x)) and (y, f(y)) lies above the graph of f.A function f is strictly convex if the strict inequality holds in equation (3.16) whenever x 
	= y and 0 <θ< 1. A function is convex if and only if it is convex when restricted to any line that intersects its domain domf, which is a convex set. A convex set is deﬁned as follows: a set C is convex if the line segment between any two points in C lies in C: i.e., if for any x1,x2 ∈ C and any θ with 0 ≤ θ ≤ 1, we have: 
	θx1 + (1 − θ)x2 ∈ C. (3.17) 
	A convex optimization problem is one of the form: 
	Figure
	Figure 3.2. Graph of a convex function. The line segment between any two points on the graph lies above the graph. 
	Figure 3.2. Graph of a convex function. The line segment between any two points on the graph lies above the graph. 


	minimize f0(x). subject to fi(x) ≤ 0,i =1,...,m (3.18). 
	hi(x)=0,i =1, . . . , m, 
	where x ∈ Ris called the optimization variable and the convex functions f0 : R→ R is called the objective function. The inequalities fi(x) ≤ 0 are called inequality constraints, and the corresponding convex functions fi : R→ R are called inequality i(x) = 0 are called the equality constraints, and the function hi : R→ R are the equality constraint functions, which are aﬃne. If there are no constraints, then the problem is unconstrained. 
	n 
	n 
	n 
	constraint functions. The equations h
	n 

	Diﬀerent methods to solve optimization problems have been proposed, and those methods are classiﬁed into two categories: methods to solve unconstrained minimiza­tion and methods to solve equality constrained problem (the inequality constraints can be transformed to equality constrains). These methods will be brieﬂy reviewed in this section. 
	The descent methods with diﬀerent descent direction searching and step size choos­ing strategies are widely used to solve the unconstrained minimization problem. The general descent method can be described as a three step iterative process, with a starting point x ∈ domf: ﬁrst, determine a descent direction Δx, then, secondly, choose a step size t> 0 with a line search, i.e., exact line search or backtracking line search, and then ﬁnally update the value of x: x = x + tΔx. This iteration will stop when the 
	Δx = −v f(x), (3.19) 
	or a steepest descent method: 
	Δxsd = ||− vf(x)||2Δxnsd, (3.20) 
	where Δxnsd = argmin{− v f(x)v | ||v|| ≤ 1}, (3.21) 
	T 

	or Newton’s method: 
	Δxnt = −vf(x)v f(x). (3.22) 
	2 
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	The idea to solve the equality constrained minimization problem is to create a dual problem from the original problem. Then solve the dual problem using an unconstrained minimization method, and then recover the solution of the equality constrained problem from the dual solution. The constrained problem described in equation (3.18) can be transformed to an unconstrained minimization problem with Lagrangian L associated with the constrained problem: i.e., 
	mp
	00 
	minimize L(x, λ, ν)= f0(x)+ λifi(x)+ νihi(x), (3.23) i=1 i=1 
	where domL = D × R× R, λi is the Lagrange multiplier associated with ith 
	m 
	p 

	inequality constraint f(x)i ≤ 0, νi as the Lagrange multiplier associated with the 
	ith equality constraint h(x)i = 0. The vectors λ and ν are called dual variables or Lagrange multiplier vectors associated with the equation (3.18). The idea in the Lagrangian duality is to take the constraints in equation (3.18) into account by aug­menting the objective function with a weighted sum of the constraint functions. Then this unconstrained minimization problem can be solved by the unconstrained meth­ods. 
	With a basic knowledge of how convex optimization solves the minimization prob­lem, now the objective function to balance the model sparsity and accuracy in NAH is introduced. The monopole source strength estimation is formulated as an uncon­strained convex optimization problem: i.e., 
	minimize ||iq||1 + λw||Aiq − pi||2, (3.24) 
	where iq is the source strength vector, A is the transfer matrix between the monopoles w is the weighting factor specifying the allowed error between reconstruction and measure­ment. A similar formulation was previously proposed by Chardon et al. [45]. Note also that a similar formulation has recently been considered by Hald. 
	and the microphones, ip is the measured data from the microphones, and λ

	1 is the l1-norm operator, deﬁned as: 
	In equation (3.24), 
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	iq1 = |qi|, (3.25) 
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	and || ... ||2 is the l2-norm operator, deﬁned as: 
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	iq2 =q+ q+ ··· + q. (3.26)
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	n
	In equation. (3.24), the ﬁrst term represents the total source strength reconstructed in 1-norm, the model sparsity is ensured. The second term measures the relative error between the reconstruction and measurement, which acts 1-norm is used in the ﬁrst term since the l1-norm approximate 2 ­1-norm solution is sparser than the l2-norm solution. The reason for using the l2-norm in the second term follows a 2-norm will tend to allow relatively fewer large residuals. 
	the model, and by using the l
	as a penalty term. The l
	solution tends to feature more zero and very small residuals compared with the l
	norm approximate solution, with the result that the l
	similar logic: since a small error at all microphone positions is desired, the l

	1-norm solution can result 2-norm solution in an under-determined system. When 1,q2], and that the sound pressure p is measured by one microphone, then at the microphone location, the measured pressure can be described by the linear equation: 
	A simple example is oﬀered here to illustrate why the l
	in greater sparsity than the l
	it is assumed that there are two monopoles with source strength iq =[q

	p = a1q1 + a2q2, (3.27) 
	where a1 and a2 are the transfer functions between the monopoles and the micro­1-norm and l2-norm solutions. 1-norm solution forms a square 2-norm solution is a circle centered at the origin. The linear equation is a line in the same coordinates. To ﬁnd the solution, the square or circle expand until they intersect with the line, and the intersection point is then the solution of the system. From Figure (3.3), it is seen that when 
	where a1 and a2 are the transfer functions between the monopoles and the micro­1-norm and l2-norm solutions. 1-norm solution forms a square 2-norm solution is a circle centered at the origin. The linear equation is a line in the same coordinates. To ﬁnd the solution, the square or circle expand until they intersect with the line, and the intersection point is then the solution of the system. From Figure (3.3), it is seen that when 
	phones. Figure (3.3) gives a geometric view of the l
	From equations (3.25) and (3.26), the geometrical l
	with its edges lying on the axes, in contrast the l

	1-norm, the solution is always found on the edges of the square, which 1 or q2 being zero. In contrast the solution from the l2-norm cannot guarantee that the intersection point lies on the axis when the circle touches the line: thus for the same linear system, the l1-norm solution is generally 2-norm. 
	using the l
	corresponds to one of the values q
	sparser than that of the l


	Figure
	(a) (b) 
	1-norm and l2-norm solution: (a) geometric explanation for l1-norm solution 
	Figure 3.3. Geometric explanation and comparison between l

	(b) 2-norm solution. 
	geometric explanation for l


	3.4 Summary 
	3.4 Summary 
	In this chapter, two sparse monopole-based ESM algorithms were introduced to 1-norm minimization. Both methods balance solution sparsity and accuracy, so that the solution should avoid the ghost source problem and clearly indicate sound source locations. WBH is an algorithm that solves the inverse problem by a steepest descent method embedded in an itera­tive process. The solution sparsity is controlled by the number of monopoles in the solution: i.e., monopole with small source strength will be removed by 
	In this chapter, two sparse monopole-based ESM algorithms were introduced to 1-norm minimization. Both methods balance solution sparsity and accuracy, so that the solution should avoid the ghost source problem and clearly indicate sound source locations. WBH is an algorithm that solves the inverse problem by a steepest descent method embedded in an itera­tive process. The solution sparsity is controlled by the number of monopoles in the solution: i.e., monopole with small source strength will be removed by 
	solve the under-determined system: WBH and l

	one of the threshold conditions is satisﬁed then the ﬁnal solution is obtained. The 1-norm minimization, the inverse problem is formulated as the sum of solution ﬁrst norm and the residual second norm. This objective function balances the solution sparsity by the ﬁrst norm and accuracy by the second norm. In the next chapter, the capability of both algorithm will be tested by using a computer simulated sources reconstruction experiment. 
	second algorithm is l


	4. SIMULATION EXPERIMENTS 
	4.1 Introduction 
	4.1 Introduction 
	Several diﬀerent acoustic ﬁeld reconstruction methods and regularization tech­niques that can be used to obtain stable solutions have been reviewed in Chapter 2, then two sparse ESM algorithms for NAH that allow for a relatively small number 1-norm minimization. The latter two methods are the major research interest in the present work. In this chapter, in order to further study the potential and characteristics of these sparse ESM algorithms, diﬀerent types of sound sources were simulated as an input to th
	of microphone measurements were presented in Chapter 3: i.e., WBH and l

	The reconstruction results of WBH and l1-norm minimization will be compared and commented upon. In addition, in order to compare the reconstruction result of 
	Figure
	Figure 4.1. Microphone locations on 18 channels irregular array.. 
	Figure 4.1. Microphone locations on 18 channels irregular array.. 


	Figure
	Figure 4.2. Sketch of the simulated experiment setup, simulated monopole source on the equivalent source plane. 
	Figure 4.2. Sketch of the simulated experiment setup, simulated monopole source on the equivalent source plane. 


	the sparse ESM algorithms with another NAH method, SONAH will also be used to reconstruct the simulated sound sources with the same measurement data set. 1-norm minimization. Since SONAH is also an algorithm that does not place too many restrictions on the mea­surement array. Based on this comparison, the characteristics of sparse ESM will be further demonstrated. 
	The SONAH results could be compared with WBH and l


	4.2. Sound Source Localization and Sound Field Visualization with Sim­ulated One Monopole 
	4.2. Sound Source Localization and Sound Field Visualization with Sim­ulated One Monopole 
	In this section a single monopole was the simulated sound source, located at (0.2 m, 0.2 m) in the center of the equivalent source plane covering an area of 0.4 m by 0.4 m. The virtual measurement was taken with the 18 channel irregular array described in the previous section. To reconstruct the sound ﬁeld generated by this monopole, 1681 monopoles were included in the equivalent source model and the equivalent source mesh had 41 rows and 41 columns with a 1 cm spacing. That is, 1681 parameters needed to be
	SONAH, WBH and l1-norm minimization were used to reconstruct the sound pressure and intensity ﬁeld generated by the monopole on the reconstruction plane. To reconstruct the sound ﬁeld with the SONAH method, the virtual source plane, which plays a role in scaling the elementary wave functions, in that case was placed 0.07 m behind the reconstruction plane, and the regularization parameter, , was calculated by using the L-curve method. The monopole equivalent source model described in the previous paragraph w
	SONAH, WBH and l1-norm minimization were used to reconstruct the sound pressure and intensity ﬁeld generated by the monopole on the reconstruction plane. To reconstruct the sound ﬁeld with the SONAH method, the virtual source plane, which plays a role in scaling the elementary wave functions, in that case was placed 0.07 m behind the reconstruction plane, and the regularization parameter, , was calculated by using the L-curve method. The monopole equivalent source model described in the previous paragraph w
	method, the parameters used in the WBH process were presented in equation (3.13). And for the l1-norm minimization procedure, the weighting parameter, λw, was chosen to be 10 based on multiple trials. The sound pressure and intensity ﬁeld reconstruction results obtained using all three methods were compared with the simulated sound ﬁeld. The equations for the sound pressure P and velocity Vfor the diﬀerent methods at the reconstruction positions have been presented in previous chapters, and the sound intens
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	2where ∗ means complex conjugate. Then the total radiated sound power, P, on the reconstruction plane can be calculate by integrate the sound intensity over the reconstruction plane: 
	i
	P = I dS, (4.2) 
	S 
	The reconstruction results for the sound pressure and intensity distribution at 300 Hz on the reconstruction plane are shown in Figures (4.3) and (4.4), respectively. Note that 300 Hz is a very low frequency in this context, the wave length is about 
	1.14 m, which is much larger than the dimension of the microphone array or the equivalent source plane. From the sound pressure reconstruction results, it can be seen that all three methods found the correct monopole location. However, the source reconstructed by the SONAH method was more spread out than the true source and 1-norm mini­mization seems to deliver the best reconstruction result among these three methods. The sound intensity reconstruction results are similar to the pressure reconstruction resu
	the WBH method seems to underestimate the source strength, while l

	76.5 dB; SONAH recovers 75.0 dB, WBH recovers 60.3 dB, and l1-norm minimization recovers 75.1 dB. So WBH did substantially, underestimate the source strength at 300 Hz. Once again, the SONAH reconstruction of the intensity is substantially spread out compared with the other results. 
	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.3. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 300 Hz, one monopole case: (a) true sound pressure distribution (b) reconstructed sound pressure by SONAH (c) reconstructed sound pressure by WBH and (d) reconstructed sound 1-norm minimization. 
	pressure by l

	The reconstruction results for the sound pressure and intensity distributions at 2000 Hz on the reconstruction plane are shown in Figures (4.5) and (4.6) respectively. 
	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.4. Comparison between true sound intensity distribution and reconstructed sound intensity distribution by diﬀerent methods on the reconstruction plane at 300 Hz, one monopole case: (a) true sound intensity distribution, (b) reconstructed sound intensity by SONAH (c) reconstructed sound intensity by WBH, and (d) recon­1-norm minimization. 
	structed sound intensity by l

	At 2000 Hz, the wavelength decreases to about 0.17 m. From the sound pressure reconstruction result, all three methods successfully reconstructed the sound ﬁeld and 
	At 2000 Hz, the wavelength decreases to about 0.17 m. From the sound pressure reconstruction result, all three methods successfully reconstructed the sound ﬁeld and 
	identiﬁed the monopole position. From the sound intensity reconstruction results, the 1-norm minimization are very close to the true sound intensity ﬁeld, but WBH identiﬁed a smaller region compared with the other two methods. The true sound power on the reconstruction plane was 76.5 dB, SONAH recovered 74.4 dB, while WBH recovered 69.0 dB and l1-norm minimization recovered 76.2 dB. So WBH were able to indicate indicate a clearer position of monopole, but the trade oﬀ is underestimate the total sound power.
	sound intensity distribution reconstructed by SONAH and l



	4.3. Sound Source Localization and Sound Field Visualization with Sim­ulated Two Closed-Positioned Monopoles 
	4.3. Sound Source Localization and Sound Field Visualization with Sim­ulated Two Closed-Positioned Monopoles 
	In this section, instead of one single monopole, two closely-positioned monopoles were simulated as the sound source to test the ability of the methods to distinguish closely-spaced sources. The two monopoles were placed 20 cm apart from each other on the equivalent source plane, i.e., one monopole at (0.2 m, 0.1 m), and another monopole at (0.2 m, 0.3 m). The experimental setup is the same as described in the previous section: i.e., for the relative positions of the equivalent source plane, reconstruction 
	same WBH parameters and the same weighting parameter in l

	The reconstruction results for the sound pressure and intensity distributions at 300 Hz on the reconstruction plane are shown in Figures (4.7) and (4.8) respectively. From the sound pressure reconstruction results, it can be seen that the SONAH method correctly identiﬁed that there were two sound sources, but the reconstructed source region is larger than the true sound source region. The WBH algorithm failed to separated the two monopoles:, i.e., it identiﬁed a hot spot location in between the two true mon
	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.5. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 2000 Hz, one monopole case: (a) true sound pressure distribution, (b) reconstructed sound pressure by SONAH, (c) reconstructed sound pressure by WBH, and (d) re­1-norm minimization. 
	constructed sound pressure by l

	at 300 Hz, the wavelength was about 1.14 m, which is much larger than the distance between two monopoles and the virtual microphone array dimension. So the phase 
	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.6. Comparison between true sound intensity distribution and reconstructed sound intensity distribution by diﬀerent methods on the reconstruction plane at 2000 Hz, one monopole case: (a) true sound intensity distribution, (b) reconstructed sound intensity by SONAH, (c) reconstructed sound intensity by WBH, and (d) re­1-norm minimization. 
	constructed sound intensity by l

	diﬀerence between the two monopoles at microphone positions is small, which causes the algorithm to identify one source located in between two monopoles instead of 
	diﬀerence between the two monopoles at microphone positions is small, which causes the algorithm to identify one source located in between two monopoles instead of 
	two separate sources. This is also due to the nature of the under-determined system; 1-norm minimization successfully identiﬁed the two monopoles with the most accurate sound ﬁeld reconstruction result. The sound intensity reconstruction result shows the same conclusion as the sound pressure reconstruction result: i.e., SONAH reconstructed two sound sources with an apparently large source region, WBH identiﬁed one source 1-norm minimization gives the most accurate result. The true sound power on reconstruct
	there exists a large number of combination solutions to this system. The l
	in between the two true sound positions, and l
	sound power recovered as 63.7 dB, and l


	At 2000 Hz, the reconstruction results for the sound pressure and intensity distri­butions on the reconstruction plane are shown in Figures (4.9) and (4.10), respectively. From the sound pressure comparison between the true simulated sound ﬁeld and the reconstruction results, it can be seen that all three methods successfully identiﬁed the two monopole positions. But from the sound intensity reconstruction results, SONAH and l1-norm minimization can both identify the two monopoles most clearly. However, alt
	It was noted that at low frequency, WBH identiﬁed one monopole located in be­tween true monopoles, but can identify monopole positions more accurate at higher frequencies. Based on this observation, it seems that for the WBH algorithm, the ability to separate diﬀerent sound source is related to the wavelength and distance 
	Figure
	(a) (b) 
	Figure
	Figure 4.7. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 300 Hz, two monopoles case: (a) true sound pressure distribution, (b) reconstructed sound pressure by SONAH, 
	Figure 4.7. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 300 Hz, two monopoles case: (a) true sound pressure distribution, (b) reconstructed sound pressure by SONAH, 


	(c) (d) 
	(c) reconstructed sound pressure by WBH, and (d) reconstructed 1-norm minimization. 
	sound pressure by l

	d, i.e., the ratio be­tween the sound sources separation distance and wavelength, is proposed here, so as 
	between the two sound sources. Thus, a dimensionless quantity r

	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.8. Comparison between true sound intensity distribution and reconstructed sound intensity distribution by diﬀerent methods on the reconstruction plane at 300 Hz, two monopoles case: (a) true sound intensity distribution, (b) reconstructed sound intensity by SONAH, (c) reconstructed sound intensity by WBH, and (d) re­1-norm minimization. 
	constructed sound intensity by l

	the value of rd increases, the frequency increases and the wavelength becomes smaller. In order to ﬁnd when the WBH algorithm can separate two sound sources, the follow­
	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.9. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 2000 Hz, two monopoles case: (a) true sound pressure distribution, (b) reconstructed sound pressure by SONAH, (c) reconstructed sound pressure by WBH, and (d) recon­1-norm minimization. 
	structed sound pressure by l

	ing simulation experiment was conducted: the sound intensity ﬁeld was generated by two monopoles at (0.2 m, 0.1 m) and (0.2 m, 0.3 m), then the calculation frequency 
	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.10. Comparison between true sound intensity distribution and reconstructed sound intensity distribution by diﬀerent methods on the reconstruction plane at 2000 Hz, two monopoles case: (a) true sound intensity distribution, (b) reconstructed sound intensity by SONAH, (c) reconstructed sound intensity by WBH and (d) re­1-norm minimization. 
	constructed sound intensity by l

	was increased from 300 Hz to 2000 Hz in 100 Hz steps. The sound ﬁeld on the recon­1-norm minimization at 
	was increased from 300 Hz to 2000 Hz in 100 Hz steps. The sound ﬁeld on the recon­1-norm minimization at 
	struction plane was reconstructed with SONAH, WBH and l

	1-norm minimization are able to separate diﬀerent monopoles at 300 Hz, so this experiment was tried to ﬁnd out the threshold of the WBH algorithm’s ability to separate the monopoles. 
	all frequencies. Note, based on the previous experiment, both SONAH and l


	The ﬁgures below were selected to demonstrate the sound intensity reconstruction results when rd is small, the rd when WBH algorithm can separate two monopoles, d. Figure (4.11) shows the WBH algorithm sound intensity reconstruc­tion results as rd increases, it was found that when rd is small the WBH algorithm d equals or larger than 0.765, the WBH algo­rithm was able to separate the two sound sources. Figure (4.12) shows the SONAH reconstruction results with diﬀerent rd, and even with a very small value of
	and a large r
	cannot separate the monopoles, when r
	region. And as r
	Finally, Figure (4.13) shows the sound intensity reconstruction results with l
	minimization algorithm are accurate for all the r

	However, this does not means that the absolute error between the true sound d increases: see Figure (4.14). The absolute error is deﬁned here as the absolute diﬀerent between true intensity and reconstructed intensity: i.e., 
	intensity ﬁeld and the reconstructed intensity ﬁeld will decrease as r

	0 
	eabs = |Itrue − Ireconstruct|. (4.3) 
	i
	i

	It was found that as rd increases, the absolute error between true intensity ﬁeld and WBH reconstruction result does not dramatically decrease, even though the d is smaller d increases, it is because as rd increases the reconstruction result is more concentrated 1-norm minimization always give the most accurate reconstruction result across frequencies and always correctly 
	algorithm does not successfully reconstruct the two sound sources when r
	than 0.765. For SONAH, the reconstruction result approaches true sound ﬁeld as r
	and more close to the true intensity distribution. Finally, l

	Figure
	(a) (b) 
	Figure
	Figure 4.11. Sound intensity reconstruction results with WBH al­d: (a) reconstructed sound inten­d =0.471, (b) reconstructed sound intensity ﬁeld when rd =0.765, and (c) reconstructed sound intensity ﬁeld when rd =1.059. 
	Figure 4.11. Sound intensity reconstruction results with WBH al­d: (a) reconstructed sound inten­d =0.471, (b) reconstructed sound intensity ﬁeld when rd =0.765, and (c) reconstructed sound intensity ﬁeld when rd =1.059. 
	gorithm with diﬀerent value of r
	sity ﬁeld when r
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	(c) 
	(c) 
	(c) 
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	(c) 
	(c) 


	1-norm minimization results is based on multiple trial to select the best weight parameter, in practical 
	1-norm minimization results is based on multiple trial to select the best weight parameter, in practical 
	identiﬁed the monopole positions. However, it is note that the l

	1.059. 

	Figure
	Figure
	Figure 4.12. Sound intensity reconstruction results with SONAH d: (a) reconstructed sound intensity ﬁeld when rd =0.471, (b) reconstructed sound intensity ﬁeld when rd =0.765, and (c) reconstructed sound intensity ﬁeld when rd = 
	Figure 4.12. Sound intensity reconstruction results with SONAH d: (a) reconstructed sound intensity ﬁeld when rd =0.471, (b) reconstructed sound intensity ﬁeld when rd =0.765, and (c) reconstructed sound intensity ﬁeld when rd = 
	algorithm with diﬀerent value of r



	to obtain this result could be harder. From this experiment, it was found that a smaller diﬀerence between the true and reconstructed sound ﬁeld does not mean the reconstruction result is accurately indicates the correct sound source location, 
	Figure
	(a) (b) 
	Figure
	Figure 4.13. Sound intensity reconstruction results with CVX al­d: (a) reconstructed sound inten­d =0.471, (b) reconstructed sound intensity ﬁeld when rd =0.765, and (c) reconstructed sound intensity ﬁeld when rd =1.059. 
	Figure 4.13. Sound intensity reconstruction results with CVX al­d: (a) reconstructed sound inten­d =0.471, (b) reconstructed sound intensity ﬁeld when rd =0.765, and (c) reconstructed sound intensity ﬁeld when rd =1.059. 
	gorithm with diﬀerent value of r
	sity ﬁeld when r



	(c) 
	since in the under-determined case similar sound ﬁelds can be generated by diﬀerent sound source distributions. It is also note that this simulation result is based on the 
	since in the under-determined case similar sound ﬁelds can be generated by diﬀerent sound source distributions. It is also note that this simulation result is based on the 
	measurement with the 18 channels array, with a diﬀerent microphone array diﬀerent d value. 
	result should be expected for the same r


	Figure
	Figure 4.14. Reconstructed intensity absolute error at diﬀerent source-spacing-to-wavelength-ratio. 
	Figure 4.14. Reconstructed intensity absolute error at diﬀerent source-spacing-to-wavelength-ratio. 



	4.4. Sound Source Localization and Sound Field Visualization with Baf­ﬂed Plate Vibration 
	4.4. Sound Source Localization and Sound Field Visualization with Baf­ﬂed Plate Vibration 
	In previous sections, concentrated sound sources, i.e., monopoles, were used as 1 minimization algorithms’ ability to identify sound source location. And a dimensionless quantity was introduced to quantify the algorithms’ ability to spatially separate diﬀerent sound sources. In the work this section, a spatially-extended sound source was simulated, i.e., baﬄed plate 
	In previous sections, concentrated sound sources, i.e., monopoles, were used as 1 minimization algorithms’ ability to identify sound source location. And a dimensionless quantity was introduced to quantify the algorithms’ ability to spatially separate diﬀerent sound sources. In the work this section, a spatially-extended sound source was simulated, i.e., baﬄed plate 
	simulated sound sources to study the WBH and l

	vibration. The sound source in this simulation was a baﬄed aluminum plate with a size of 0.4 m by 0.4 m. A point force was applied at position (0.2 m, 0.2 m), which is at the center of the plate. This plate was placed in the same position as the equivalent source plane in previous sections. The sound ﬁeld generated by this plate was visu­alized on the reconstruction plane. The experimental setup is the same as described in the previous section: i.e., the relative positions of the equivalent source plane, re
	WBH parameters and same weighting parameter in l


	The reconstruction results for the sound pressure and intensity distributions at 300 Hz on the reconstruction plane are shown in Figures (4.15) and (4.16), respec­tively. From the sound pressure and sound intensity reconstruction results, SONAH 1-norm minimization seemed to reconstructed the ﬁeld as several point sources instead of an extended sound source. This is expected since the spatially-extended source does not satisfy the sparsity condition, so that the two sparse ESM algorithms cannot recover all t
	successfully reconstructed some details of the sound ﬁeld, while WBH and l

	The reconstruction results for the sound pressure and intensity distributions at 2000 Hz on the reconstruction plane are shown in Figures (4.17) and (4.18), respec­tively. At this frequency, the total radiated sound power on the reconstruction plane was 70.8 dB: SONAH recovered 67.9 dB, WBH recovered 61.2 dB and CVX recovered 
	67.1 dB. At 2000 Hz, all the methods failed to reconstruct the exact sound ﬁeld de­tails, even though all three methods identiﬁed the driven-point. There are two factor that could cause these results: ﬁrst, the number of virtual measurement is too small to capture all the sound ﬁeld details, e.g., vibrations at corners, since the vibration 
	Figure
	(a) (b) 
	Figure
	Figure 4.15. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 300 Hz, baﬄed plate case: (a) true sound pressure distribution, (b) reconstructed sound pressure by SONAH, 
	Figure 4.15. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 300 Hz, baﬄed plate case: (a) true sound pressure distribution, (b) reconstructed sound pressure by SONAH, 


	(c) (d) 
	(c) reconstructed sound pressure by WBH, and (d) reconstructed 1-norm minimization. 
	sound pressure by l

	patten at 2000 Hz was much more complicated than at 300 Hz. Secondly, since at 2000 Hz the wavelength is smaller than that at 300 Hz, the plate vibration begins 
	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.16. Comparison between true sound intensity distribution and reconstructed sound intensity distribution by diﬀerent methods on the reconstruction plane at 300 Hz, baﬄed plate case: (a) true sound intensity distribution, (b) reconstructed sound intensity by SONAH, (c) reconstructed sound intensity by WBH, and (d) recon­1-norm minimization. 
	structed sound intensity by l

	to act like a collection of elementary radiators. So the algorithms only identiﬁed the strongest position, the driven-point. 
	Figure
	(a) (b) 
	Figure
	Figure 4.17. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 300 Hz, baﬄed plate case: (a) true sound pressure distribution, (b) reconstructed sound pressure by SONAH, 
	Figure 4.17. Comparison between true sound pressure distribution and reconstructed sound pressure distribution by diﬀerent methods on the reconstruction plane at 300 Hz, baﬄed plate case: (a) true sound pressure distribution, (b) reconstructed sound pressure by SONAH, 


	(c) (d) 
	(c) reconstructed sound pressure by WBH, and (d) reconstructed 1-norm minimization. 
	sound pressure by l


	4.5 Summary 
	4.5 Summary 
	In this chapter, three diﬀerent simulated sound source reconstruction experiments were conducted, and the reconstruction results obtained by using diﬀerent NAH meth­
	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 4.18. Comparison between true sound intensity distribution and reconstructed sound intensity distribution by diﬀerent methods on the reconstruction plane at 2000 Hz, baﬄed plate case: (a) true sound intensity distribution, (b) reconstructed sound intensity by SONAH, (c) reconstructed sound intensity by WBH, and (d) recon­1-norm minimization. 
	structed sound intensity by l

	ods were compared and commented upon. In all simulation experiments, only 18 channels of virtual measurements were used to reconstruct the sound ﬁeld. Based 
	ods were compared and commented upon. In all simulation experiments, only 18 channels of virtual measurements were used to reconstruct the sound ﬁeld. Based 
	on the simulation result, for a single concentrated source, i.e., a monopole, all three 1-norm minimization yielding better concentration at the source position compared with SONAH at both low and high frequencies. In the second simulation experiment, two closely-positioned monopoles were simulated as sound sources. It was found that WBH cannot sepa­rate the two monopoles and identiﬁed them as one single source located in between the true monopole positions at low frequency, e.g., 300 Hz, which correspond t
	methods can identify the sound source location, with WBH and l
	the two monopoles, while SONAH and l
	algorithm, a dimensionless quantity r
	the monopole spacing and the wavelength. It was found that when r


	5. HYBRID COMPRESSIVE SENSING METHOD 
	5.1. Introduction 
	5.1. Introduction 
	1-norm minimization were applied to recon­struct simulated sound ﬁelds and to identify sound source locations when the number of measurements was substantially smaller than the number of unknown parameters in the model. The reconstruction results from both methods were shown and com­mented upon, and from those results, the characteristics of the two methods could be identiﬁed. In this chapter, the study begins with trying to improve the WBH algo­0, which is the initial solution from which the WBH iteration 
	In the previous chapters, WBH and l
	rithm reconstruction result by changing iq
	of WBH.In the previous chapter, it was shown that the l


	5.2. The Inﬂuence of Initial Sound Field Guess on the Final Sound Field Reconstruction Result with WBH 
	5.2. The Inﬂuence of Initial Sound Field Guess on the Final Sound Field Reconstruction Result with WBH 
	Previously, it was seen that the WBH method could identify the major sound source locations, but that the results were not always accurate, especially at low fre­0, was always chosen as zero in 
	Previously, it was seen that the WBH method could identify the major sound source locations, but that the results were not always accurate, especially at low fre­0, was always chosen as zero in 
	quencies. In the WBH algorithm, the initial solution, iq

	Chapter 3, which means that no assumptions are made based on some foreknowledge of the sound source distribution, to begin the solution search. But, if the approximate sound source location is known, it should be possible to improve the WBH algorithm result by beginning the iteration process with a non-zero initial guess. However, there is the possibility that the foreknowledge of the sound source distribution is not very accurate or that unanticipated sound sources could exist. The following simulations we

	The same two closely-positioned monopoles simulated in the previous chapter were also considered here. The set up of the measurement plane, equivalent source plane and reconstruction plane, and the parameters in the WBH algorithm were exactly the 0 was not zero. Then white, Gaussian random noise was added to the virtual measurements with a signal-to-noise ratio of 30 dB. Recall that the true sound source comprised two monopoles, and in this simulation, it is assumed that the location and source strength of 
	same as described previously in Chapter 3, except in this simulation, the iq

	In these simulations, the total source strength was recovered relatively accurately: e.g., at 300 Hz the true source strength was 2 and the reconstructed source strength was 1.89 (monopoles with small values barely invisible are widely distributed around bottom monopole position), and at 2000 Hz the true source strength was 2 and the algorithm recovered 1.96. However, at both frequencies, the WBH algorithm failed to 
	Figure
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	Figure
	Figure 5.1. WBH reconstruction result with inaccurate initial solu­0, and 
	Figure 5.1. WBH reconstruction result with inaccurate initial solu­0, and 
	tion at 300 Hz: (a) simulated sound source, (b) initial solution iq



	(c) 
	(c) reconstruction result with initial solution. 
	identify the sound source at the bottom correctly, especially at 300 Hz. At 2000 Hz the algorithm did ﬁnd the visible source at bottom, but its strength is much smaller than that of the top source. This result is due to the fact that the linear system is under-determined, so there exist a large number of solution combinations that satisfy 
	Figure
	(a) (b) 
	Figure
	Figure 5.2. WBH reconstruction result with inaccurate initial solu­tion at 2000 Hz: (a) simulated sound source, (b) initial solution iq0, and (c) reconstruction result with initial solution. 
	Figure 5.2. WBH reconstruction result with inaccurate initial solu­tion at 2000 Hz: (a) simulated sound source, (b) initial solution iq0, and (c) reconstruction result with initial solution. 


	(c) 
	the equations. So, once an initial solution is set, the algorithm develops the ﬁnal result around it. This set of simulations shows that the initial solution strongly inﬂuence the ﬁnal result in the WBH algorithm. 

	5.3 The Inﬂuence of Weighting Parameter in l1-Norm Minimization 
	5.3 The Inﬂuence of Weighting Parameter in l1-Norm Minimization 
	1-norm minimization is an eﬀective algorithm to identify concentrated sound sources. The algorithm is able to separate closely-positioned sound sources even at very low frequencies. However, the results in previous chapter were based on performing multiple trials to choose the appropriate w, which is crucial in the objective function, since it governs w inﬂuences the ﬁnal solution, the closely-position monopoles described in the previous chapter were simulated. The set up of the measurement plane, equivalen
	In the previous chapter it was found that l
	weighting parameter, λ
	how much noise is tolerated in the solution. In this section, in order to study how λ

	Figure (5.3) shows the sound source reconstruction results and the comparison between the virtual measured sound pressure and the reconstructed sound pressure with diﬀerent value of λw. When λw was chosen to be a large value, e.g., 100 in this experiment, the reconstructed sound pressure will be very close to the measured sound pressure, since more weighting was assigned to minimize the second norm residual. In this simulation the reconstructed sound pressure is exactly the same as the measured sound pressu
	Figure (5.3) shows the sound source reconstruction results and the comparison between the virtual measured sound pressure and the reconstructed sound pressure with diﬀerent value of λw. When λw was chosen to be a large value, e.g., 100 in this experiment, the reconstructed sound pressure will be very close to the measured sound pressure, since more weighting was assigned to minimize the second norm residual. In this simulation the reconstructed sound pressure is exactly the same as the measured sound pressu
	Figure (5.3.b). The same conclusions can also be drawn at 2000 Hz, with diﬀerent value of λw, as seen in Figure (5.4). 
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	Figure
	Figure 5.3. Final sound source reconstruction and reconstructed w at 300 Hz: (a) reconstructed sound source distribution with λw = 100, (b) reconstructed sound source distribution with λw = 1, (c) reconstructed sound pressure and virtual w = 100, and (d) reconstructed sound w = 1. 
	sound pressure with diﬀerent λ
	measurement comparison with λ
	pressure and virtual measurement comparison with λ

	Figure
	(a) (b) 
	Figure
	(c) (d) 
	Figure 5.4. Final sound source reconstruction and reconstructed w at 2000 Hz: (a) reconstructed sound source distribution with λw = 100, (b) reconstructed sound source distribution with λw = 1, (c) comparison between reconstructed sound w = 100, and (d) comparison between reconstructed sound pressure and virtual measurement with λw = 1. 
	sound pressure with diﬀerent λ
	pressure and virtual measurement with λ

	1-norm minimization is a powerful tool in reconstructing sound ﬁelds and identifying sound w has a strong inﬂuence on the ﬁnal solution. If the value of λw is chosen to be too small, it is possible to obtain a clear image of the major sound source location, but it is also possible that the solution will miss minor sound sources since the solution probably is not accurate enough. On the other hand, if λw is chosen to be too large, then probably too much noise will be included in the solution which could caus
	Based on these observations, it can be concluded that even though the l
	source positions, but the weighting parameter λ
	complicated, the choice of an appropriate λ


	5.4 Hybrid Method Compressive Sensing Method 
	5.4 Hybrid Method Compressive Sensing Method 
	Based on the observations of the WBH and l1-norm minimization algorithms’ 1-norm minimization, the reconstructed source locations were generally more accurate than when using WBH, but the appearance of ghost sources could mislead the observer as to the true 1-norm minimization to ﬁnd the initial solution from which the WBH algorithm can begin. This combined approach should allow accurate location of sound sources and, at the same time, the elimination of ghost sources. Under this motivation, and to improve 
	Based on the observations of the WBH and l1-norm minimization algorithms’ 1-norm minimization, the reconstructed source locations were generally more accurate than when using WBH, but the appearance of ghost sources could mislead the observer as to the true 1-norm minimization to ﬁnd the initial solution from which the WBH algorithm can begin. This combined approach should allow accurate location of sound sources and, at the same time, the elimination of ghost sources. Under this motivation, and to improve 
	characteristics, a hybrid method is proposed here. When using l
	sound source locations. So it seems promising to use l

	1-norm minimization solution are removed by enforcing the cardinality threshold in the WBH algorithm, with the result that the solution is concentrated at the correct source locations. 
	process, the ghost sources created in the l


	To test the proposed hybrid method, the same simulation experiment with two monopoles was conducted. The set up of the simulation is exactly the same as in Chapter 3: two closely-positioned monopoles with unit source strengths, and which were placed 0.2 m apart. The equivalent source plane was placed 2 cm behind the sound pressure reconstruction plane, and the virtual measurements were taken 0.05 m from the equivalent source plane at the same 18 virtual microphone locations as described in Chapter 3. Gaussi
	To test the proposed hybrid method, the same simulation experiment with two monopoles was conducted. The set up of the simulation is exactly the same as in Chapter 3: two closely-positioned monopoles with unit source strengths, and which were placed 0.2 m apart. The equivalent source plane was placed 2 cm behind the sound pressure reconstruction plane, and the virtual measurements were taken 0.05 m from the equivalent source plane at the same 18 virtual microphone locations as described in Chapter 3. Gaussi
	begins with l
	in equation (3.13), but the value of D

	position: i.e., the true monopoles was located at (0.2 m, 0.1 m) and (0.2 m, 0.3 m), and the hybrid algorithm reconstructed them at (0.21 m, 0.1 m) and (0.19 m, 0.3 m). In order to compensate for the phase diﬀerence from the diﬀerent sound source location, the algorithm over-estimated the total source strength. 

	It is noted that there are two important parameters in the hybrid process: the w in l1-norm minimization, and D0 in WBH. In this simulation, λw was chosen to be a large value in order to demonstrate the ghost sources elimination step in WBH, but in practice this value should be chosen based on the background noise level in order to obtain a good initial solution for the WBH process. Secondly, D0 is the threshold that determines the smallest source strength to be considered as a true sound source in the ﬁrst
	weighting parameter, λ


	5.5 Summary 
	5.5 Summary 
	In this chapter, based on the motivation to improve the two sparse ESM algo­1-norm minimization compressive sensing method was proposed. The search began with the motivation of improving the WBH algo­rithm reconstruction result, so the inﬂuence of the initial solution that begins the WBH algorithm iteration was studied. Instead of beginning the iteration with zero source strength, as described in the previous chapter, the iteration was began with an inaccurate initial solution in this chapter: i.e., only pa
	rithms, a hybrid of the WBH and l
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	Figure 5.5. Comparison of location and strength between true sound source, initial solution solved with l1-norm minimization and the hy­brid method reconstructed sound source at 300 Hz: (a) simulated 0 obtained with l1-norm minimiza­tion, (c) reconstruction result with initial solution, and (d) recon­structed sound pressure and virtual measurement comparison. 
	sound source, (b) initial solution iq

	the λw was intentionally chosen very small and very large. With a small λw, the solution could give a clear indication on sound source location, however, there is pos­
	Figure
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	Figure
	(c) (d) 
	Figure 5.6. Comparison of location and strength between true sound source, initial solution solved with l1-norm minimization and the hy­brid method reconstructed sound source at 2000 Hz: (a) simulated 0 obtained with l1-norm minimiza­tion, (c) reconstruction result with initial solution, and (d) recon­structed sound pressure and virtual measurement comparison. 
	sound source, (b) initial solution iq

	w was chosen to be a large value, then it is possible that the solution includes too much 
	sibility that the solution cannot well represent the sound ﬁeld. And if the λ

	noise in the solution, and causes ghost sources, which could mislead as to the true sound source location. Based on these observation, the hybrid method combining these two algorithm was proposed. From the simulation result, it could be seen that the hybrid method combined the advantages of these two methods: i.e., the major sound source locations were accurately determined and ghost sources were removed by controlling the cardinality of the solution. In the hybrid method, two parameter w, since it controls
	are particularly important: the ﬁrst is the weighting parameter, λ
	important parameter is D

	6. EXPERIMENT WITH DIFFERENT SOUND SOURCES 
	6.1 Introduction 
	6.1 Introduction 
	1-norm minimiza­tion, were studied through simulation experiments. Then based on the characteristics of those two algorithms, a hybrid compressive sensing process combining these two algorithms was proposed and studied through simulation experiments. Through the simulation experiments, it was proven that the proposed hybrid compressive sensing methods can be used to identify the major sound sources when using only dozens of measurements, even when the sound sources are closely-positioned. In this chapter, s
	In the previous chapters, two sparse ESM algorithms, WBH and l

	Diesel engine noise is a concern in both municipal environments and in an occu­pational health and safety context due to the use of diesel engines in heavy industry and transportation. In order to reduce engine noise levels, a precise knowledge of the primary noise source locations is required to guide the eﬃcient application of noise control resources. As a complex sound source (i.e., combustion noise, mechanical noise, etc.) [54,55], a large array of measurements must be conducted to identify the 
	Diesel engine noise is a concern in both municipal environments and in an occu­pational health and safety context due to the use of diesel engines in heavy industry and transportation. In order to reduce engine noise levels, a precise knowledge of the primary noise source locations is required to guide the eﬃcient application of noise control resources. As a complex sound source (i.e., combustion noise, mechanical noise, etc.) [54,55], a large array of measurements must be conducted to identify the 
	noise source locations when using conventional holography approaches, in order simul­taneously to ensure good spatial resolution while avoiding spatial aliasing. Thus, it would be useful if the solutions proposed here can oﬀer accurate noise source locations with a relatively small number of spatial measurements. In the diesel engine exper­iment the Partial Field Decomposition (PFD) is proposed to separate uncorrelated sound sources. PFD is based on the use of SVD to decompose the total sound ﬁeld into diﬀe


	6.2 One Loudspeaker Sound Field Reconstruction 
	6.2 One Loudspeaker Sound Field Reconstruction 
	The ﬁrst experiment was a one loudspeaker test which was conducted in the Herrick Laboratories anechoic chamber. The loudspeaker used in this experiment was an Inﬁnity Primus P163 as shown in Figure (6.1). This loudspeaker generates low frequency noise, i.e., below 2000 Hz, from the diaphragm, which is located in the center of the loudspeaker. High frequency noise is generated by the tweeter, which located at the top of the loudspeaker. The frequencies between 2 kHz and 3 kHz cover the transition frequencie
	In order to compare the the reconstruction results with the true sound ﬁeld, it is desired to use the same input signal for both an intensity scan measurement and the microphone array measurement. In the experiment, the sound intensity was measured with a Bruel and Kjaer sound intensity probe type 3654 and 3599, which is composed of two microphones. Since the sound intensity was calculated with two-microphones 
	In order to compare the the reconstruction results with the true sound ﬁeld, it is desired to use the same input signal for both an intensity scan measurement and the microphone array measurement. In the experiment, the sound intensity was measured with a Bruel and Kjaer sound intensity probe type 3654 and 3599, which is composed of two microphones. Since the sound intensity was calculated with two-microphones 
	cross-spectral approach, based on the sound pressure measured at two microphones, the sound intensity at the middle point between the two microphones is: 

	Figure
	Figure 6.1. Loudspeaker (Inﬁnity Primus P163) used in experiment. 
	Figure 6.1. Loudspeaker (Inﬁnity Primus P163) used in experiment. 


	I =Im(P1P2 ), (6.1)
	1 1
	∗ 

	2 where ω is the angular frequency, ρ0 is the density of air, Δ is the distance between the 1 and P2 are the measured sound pressure spectra at microphones 1 and 2, respectively, and ∗ stand for complex conjugate. So it is possible to extract the sound pressure data at the intensity measurement position and calculate the sound pressure transfer functions between each measurement point and the input signal to the loudspeaker with Welch s averaged periodogram method [59]. Then with the patched measurement pri
	ωρ0Δ
	two microphones, P

	6.2.1 Reconstruction with Near-ﬁeld Measurement 
	6.2.1 Reconstruction with Near-ﬁeld Measurement 
	The intensity was measured 0.055 m in front of the loudspeaker, the measurement covered an area of 0.27 m by 0.45 m, which is slightly larger than the surface of the loudspeaker front face. In order to visualize the sound ﬁeld up to 4000 Hz, the spacing between the intensity measurement was chosen to be 0.03 m, which is less than half of the wavelength at 4000 Hz, in both x and y directions; so there were 160 measure­ments in total, which comprised an equivalent regular rectangular microphone array measurem
	SONAH, WBH, l1-norm minimization and the hybrid method were used to re­construct the sound pressure and intensity ﬁeld generated by the loudspeaker on the reconstruction plane, and the reconstruction results were compared with the inten­sity probe measurement. To reconstruct the sound ﬁeld with the SONAH method, the virtual source plane was placed 0.03 m behind the reconstruction plane, and the 
	SONAH, WBH, l1-norm minimization and the hybrid method were used to re­construct the sound pressure and intensity ﬁeld generated by the loudspeaker on the reconstruction plane, and the reconstruction results were compared with the inten­sity probe measurement. To reconstruct the sound ﬁeld with the SONAH method, the virtual source plane was placed 0.03 m behind the reconstruction plane, and the 
	regularization parameter, , was calculated by using the L-curve method. With the WBH method, the parameters used in the WBH process were presented in equa­1-norm minimization procedure, the weighting parameter, λw, was chosen to be 10. For the hybrid method, the weighting parameter in the l1-norm minimization procedure was chosen to be 100, and the parameters in the 0 = 10.1 in order to keep the secondary source in the ﬁrst iteration. The equations for the sound pressure, P , and velocity, V, for the diﬀere
	tion (3.13). And for the l
	WBH method were kept the same as in equation (3.13), except for D
	i


	Figure
	Figure 6.2. Relative position for near-ﬁeld measurement set up. 
	Figure 6.2. Relative position for near-ﬁeld measurement set up. 


	Figure (6.3) shows the sound intensity distribution measured by the intensity probe at 0.8, 2.4 and 4 kHz. In this and the following ﬁgures, the black box indicates the region of the loudspeaker front face, the small circle at the top of the loudspeaker is the tweeter position, the big circle in the middle is the area of the membrane, and the small circle at the lower left corner is the loudspeaker port. Based on the measurement result, the sound source locations were as expected: i.e., at 0.8 kHz the membr
	Figures (6.4) (6.5) and (6.6) show the contour plots of the reconstructed sound intensity distributions 0.055 m from the loudspeaker front face, where the intensity measurement was conducted, at 0.8, 2.4 and 4 kHz, respectively. At 0.8 kHz, the measured radiated sound power was 47.9 dB, SONAH recovered 40.8 dB, the WBH 1-norm minimization recovered 34.1 dB, the hybrid algorithm recovered 34.4 dB. At 2.4 kHz, the measured radiated sound power was 
	algorithm recovered 27.9 dB, l

	46.3 1-norm minimization recovered 46.5 dB, and the hybrid algorithm recovered 46.1 dB. At 4 kHz, the measured radiated sound power was 49.5 dB; SONAH recovered 46.8 dB, 1-norm minimization recovered 43.8 dB, and the hybrid algorithm recovered 45.0 dB. 
	dB; SONAH recovered 47.5 dB, the WBH algorithm recovered 39.9 dB, l
	the WBH algorithm recovered 43.2 dB, l

	Thus, at low frequency, SONAH recovered the most energy while the other sparse ESM algorithms strongly under-estimated the sound power. As frequency increases, 1-norm minimiza­tion and the hybrid method also recovered sound power close to the measurement, while WBH under-estimated the total sound power for all frequencies. 
	SONAH can still give a good estimation of the total sound power, l

	By comparing the spatial sound ﬁeld reconstruction result with the intensity mea­surement, all the methods correctly identiﬁed the major sound source locations: i.e., the noise source location moves from the diaphragm location to the tweeter position as the frequency increases, which matches the intensity measurement. Also, SONAH re­
	Figure
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	Figure
	Figure 6.3. Measured sound intensity ﬁeld 0.055 m from loudspeaker front face: (a) 0.8 kHz, (b) 2.4 kHz, and (c) 4 kHz. 
	Figure 6.3. Measured sound intensity ﬁeld 0.055 m from loudspeaker front face: (a) 0.8 kHz, (b) 2.4 kHz, and (c) 4 kHz. 


	(c) 
	constructed the most detail of the sound ﬁeld: e.g., at 2.4 kHz it clearly separates the tweeter and membrane with the correct source strength, although it over-estimates the total sound power a little bit. The WBH algorithm identiﬁed the sound source locations at diﬀerent frequencies, however, it recovered the least energy among all 
	Figure
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	Figure
	Figure 6.4. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 160 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.4. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 160 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	1-norm minimization method also successfully identiﬁed sound source locations, and recovered more energy compared with the WBH algorithm, but it also didn’t clearly separate the two sound source 
	the methods, especially at low frequency. The l
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	Figure
	Figure 6.5. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 160 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.5. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 160 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	locations at 2.4 kHz. The hybrid method reconstructed basically the same result as l1-norm minimization, however, at 2.4 kHz it gave a better indication of the second sound source: i.e., the membrane. 
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	Figure
	Figure 6.6. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 160 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.6. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 160 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	The results observed here agree with the simulations presented in previous chap­ters: at low frequency, the membrane is the major sound source, which can be consid­ered as an extended sound source. So the sparse ESM algorithms identiﬁed the sound 
	The results observed here agree with the simulations presented in previous chap­ters: at low frequency, the membrane is the major sound source, which can be consid­ered as an extended sound source. So the sparse ESM algorithms identiﬁed the sound 
	source location but failed to well-represent the total sound ﬁeld. As the frequency increases, the sound source location moves from membrane to tweeter and becomes more concentrate, so the sparse ESM algorithm reconstructed more accurate results. SONAH reconstructed the sound ﬁeld accurately across all frequencies, since it in­cludes all the elementary wave components to represent the sound ﬁeld, especially evanescent waves in the near ﬁeld. 

	In this experiment, an equivalent 160 regular rectangular microphone array was used to reconstruct the sound ﬁeld with 1288 unknowns in the model, and the re­construction results using diﬀerent methods were commented upon. However, 160 is still a relatively large number of microphone measurements. In order to reduce the number of microphones but keep the same measurement area, then the spacing between the microphones was doubled in both the x and y directions, that is, to 0.06 
	m. Then the equivalent regular rectangular microphone array was reduced to 40 mi­crophones, thus decreasing the spatial sampling rate and the measurement was still made 0.055 m from loudspeaker front face. The eﬀectively simultaneously microphone array measurement was generated with the same patched measurement principle with the same data used in the 160 channels measurement, that the reconstruction results can still be compared with the direct sound intensity measurement. The set up of the equivalent sour
	the loudspeaker front face. The parameters in SONAH, WBH, l

	0.8 kHz, the measured radiated sound power was 47.9 dB; SONAH recovered 40.7 1-norm minimization recovered 33.0 dB, the hybrid algorithm recovered 33.7 dB. At 2.4 kHz, the measured radiated sound power was 46.3 dB; SONAH recovered 47.4 dB, the WBH algorithm recovered 39.9 dB, l1-norm minimization recovered 43.8 dB, and the hybrid algorithm recovered 44.7 dB. At 4 kHz, the measured radiated sound power was 49.5 dB; SONAH recovered 
	0.8 kHz, the measured radiated sound power was 47.9 dB; SONAH recovered 40.7 1-norm minimization recovered 33.0 dB, the hybrid algorithm recovered 33.7 dB. At 2.4 kHz, the measured radiated sound power was 46.3 dB; SONAH recovered 47.4 dB, the WBH algorithm recovered 39.9 dB, l1-norm minimization recovered 43.8 dB, and the hybrid algorithm recovered 44.7 dB. At 4 kHz, the measured radiated sound power was 49.5 dB; SONAH recovered 
	dB, the WBH algorithm recovered 27.9 dB, l

	42.3 1-norm minimization recovered 43.3 dB, and the hybrid algorithm recovered 43.3 dB. 
	dB, the WBH algorithm recovered 42.3 dB, l


	Figure
	(a) 
	(a) 
	(a) 
	(b) 

	(c) 
	(c) 
	(c) 
	(d) 

	(a) (b) 

	(c) 
	(c) 
	(d) 


	Figure
	Figure 6.7. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 40 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.7. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 40 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	Figure
	Figure
	Figure 6.8. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 40 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.8. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 40 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	So the sound power reconstructed by diﬀerent methods with 40 measurements are in general smaller than the sound power reconstructed with 160 measurements, espe­cially for the SONAH method at 4 kHz. And similar conclusions can be found from 
	Figure
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	Figure
	Figure 6.9. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 40 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.9. 0.055 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 40 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	(c) (d) 
	the spatial sound ﬁeld reconstruction results: e.g., the SONAH method reconstructed the most detail, WBH under-estimated the total sound power, etc. But at 4000 Hz, the SONAH method cannot reconstruct an accurate sound source location compared 
	the spatial sound ﬁeld reconstruction results: e.g., the SONAH method reconstructed the most detail, WBH under-estimated the total sound power, etc. But at 4000 Hz, the SONAH method cannot reconstruct an accurate sound source location compared 
	with the 160 channels reconstruction result. At 4000 Hz, the SONAH reconstructed two sound sources around the tweeter position, which seems like spatial aliasing due to the microphone spacing being larger than half of the wave length, which is 0.07 m at 4 kHz. 

	To verify if this explanation is true, the number of microphones was further re­duced: the measurement area still covered the same region, but the spacing between the microphones was increased to 0.12 m in the both x and y direction. In this case, there were only 12 microphone measurements. With the same equivalent plane set up and the same parameters used in previous experiment, the sound intensity re­construction results are shown in Figures (6.10), (6.11) and (6.12). At 0.8 kHz, the measured radiated sou
	algorithm recovered 27.9 dB, l
	was 46.3 dB; SONAH recovered 43.2 dB, the WBH algorithm recovered 38.2 dB, l
	dB, the WBH algorithm recovered 38.1 dB, l

	Then, with the microphone spacing increasing to 0.12 m, aliasing is observed not only at 4 kHz but also at 2.4 kHz with the SONAH method, which conﬁrms that the SONAH method needs to satisfy the spatial sampling law to obtain accurate recon­struction results. For the sparse ESM algorithms, even though the spatial sampling spacing is much larger than the wavelength of the frequency of interest, the ma­jor sound source locations can still be identiﬁed without aliasing in the loudspeaker test, and they recover
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	Figure
	Figure 6.10. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 12 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.10. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 12 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	This observation indicates that the reconstruction result has a microphone-local eﬀect when the number of measurements is small and taken in the near-ﬁeld. 
	Figure
	Figure
	Figure 6.11. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 12 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.11. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 12 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	6.2.2 Reconstruction with Far-ﬁeld Measurement 
	6.2.2 Reconstruction with Far-ﬁeld Measurement 
	In the previous experiment, the measurement distance was 0.055 m from the loudspeaker front face, which is a very close measurement distance. However, in the 
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	Figure
	Figure 6.12. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 12 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.12. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 12 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	industrial experimental environment, such a close measurement distance is not always possible due to test environment: e.g., various pipes block near-ﬁeld measurements in the diesel engine test. In this section, the sound source was still a single loudspeaker, 
	industrial experimental environment, such a close measurement distance is not always possible due to test environment: e.g., various pipes block near-ﬁeld measurements in the diesel engine test. In this section, the sound source was still a single loudspeaker, 
	but the intensity measurement was taken 0.485 m from the loudspeaker front face. The large measurement distance will potentially increase the reconstruction diﬃculty due to lower signal-to-noise ratio compare with near-ﬁeld measurement, especially for the evanescent wave components. 

	The measurement covered an area of 0.27 m by 0.45 m, and the intensity mea­surement spacing between neighboring measurement points was 0.03 m, in both x and y directions, thus creating 160 sound pressure measurements as described in the previous section. The input signal to the loudspeaker was Gaussian white noise of 
	25.6 kHz bandwidth generated by PULSE software through a computer. The time history data was processed with exactly the same parameter set up as described in the previous section. The monopoles were located on the equivalent source plane which was 0.02 m behind the loudspeaker front face. The monopole source mesh with a 0.01 m spacing in both directions covered an area of 0.27 m by 0.45 m area, which is the same as the measurement area. Figure (6.13) shows the relative positions of the equivalent source pla
	SONAH, WBH, l1-norm minimization and the hybrid method were used to re­construct the sound pressure and intensity ﬁeld generated by the loudspeaker on the reconstruction plane, and the reconstruction results were compared with the intensity probe measurement. All the parameters used in the diﬀerent methods were exactly the same as described in the previous section. The equations for the sound pressure, P , and velocity, V, for the diﬀerent methods at the reconstruction positions have been presented in previ
	i

	It is noted that in this experiment far-ﬁeld measurement data was used to recon­struct the sound ﬁeld at 0.055 m from the loudspeaker front face, where the near-ﬁeld intensity scan measurement was conducted, as described in the previous section. Then the reconstruction result will be compared with the direct measurement result 
	It is noted that in this experiment far-ﬁeld measurement data was used to recon­struct the sound ﬁeld at 0.055 m from the loudspeaker front face, where the near-ﬁeld intensity scan measurement was conducted, as described in the previous section. Then the reconstruction result will be compared with the direct measurement result 
	presented in previous sections. Figures (6.14), (6.15) and (6.16) show the contour plots of the reconstructed sound intensity distributions 0.055 m from the loudspeaker front face, where the intensity measurement was conducted, at 0.8, 2.4 and 4 kHz, respectively. 

	Figure
	Figure 6.13. Relative position for far-ﬁeld measurement set up. 
	Figure 6.13. Relative position for far-ﬁeld measurement set up. 


	From the spatial sound intensity reconstruction results, the SONAH method failed to reconstruct the sound ﬁeld from the far-ﬁeld measurements at the diﬀerent frequen­cies. The WBH algorithm is able to identify the sound source location when there is one major sound source: e.g., at 800 Hz the loudspeaker membrane, at 4000 Hz the loudspeaker tweeter. But at 2400 Hz when the tweeter and membrane are act­ing together, WBH failed to separate them: a sound source located in between the 
	Figure
	(a) (b) 
	Figure
	Figure 6.14. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 160 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.14. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 160 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	tweeter and membrane was reconstructed. The l1-norm minimization and the hybrid process identiﬁed the sound source locations correctly at all three frequencies, and at 2400 Hz the algorithms are able to separate the tweeter and membrane and the result 
	Figure
	(a) (b) 
	Figure
	Figure 6.15. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 160 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.15. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 160 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	is better than the reconstruction result obtained from the near-ﬁeld measurement. 1-norm minimization recovered 
	At 0.8 kHz, the WBH algorithm recovered 17.4 dB, l










	32.3 dB, and the hybrid algorithm recovered 34.8 dB, and recall that the near-ﬁeld 
	32.3 dB, and the hybrid algorithm recovered 34.8 dB, and recall that the near-ﬁeld 
	Figure
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	Figure
	Figure 6.16. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 160 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.16. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 160 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	measured radiated sound power was 47.9 dB. At 2.4 kHz, the WBH algorithm re­covered 29.9 dB, l1-norm minimization recovered 40.8 dB, and the hybrid algorithm recovered 38.8 dB, while the near-ﬁeld measured radiated sound power was 46.3 dB. 
	1-norm minimization recovered 
	At 4 kHz, the WBH algorithm recovered 32.2 dB, l

	39.2 dB, and the hybrid algorithm recovered 38.3 dB, and the near-ﬁeld measured radiated sound power was 49.5 dB. Since SONAH could not correctly identify the sound source locations, so the reconstructed sound power with SONAH was not com­pared with other algorithms. At 0.8 kHz, the WBH algorithm based on the far-ﬁeld measurements strongly under-estimates the total sound power level, and is also 10 dB lower than the reconstructed sound power based on the near-ﬁeld measurement data. While l1-norm minimizatio
	Then, as in the near-ﬁeld measurement section, the spacing between microphones was doubled in both x and y directions and the 160 measurements were reduced to 40 measurements with the same patched measurement data. The set up of the equiv­alent source plane was kept the same, i.e., 1288 monopoles placed 0.02 m behind the 1-norm minimization and hybrid algorithm were kept the same as described in the previous experiment. The sound ﬁeld reconstruction results 0.055 m away from loudspeaker front face at 
	loudspeaker front face. The parameters in the SONAH, WBH, l

	0.8 kHz, 2.4 kHz and 4 kHz are shown in Figures (6.17), (6.18) and (6.19). 
	Similar conclusions can be found from the spatial sound ﬁeld reconstruction re­sults: i.e., the SONAH method failed to reconstruct the sound ﬁeld at 0.8 kHz, and arguably worked at 2.4 and 4 kHz. At 2.4 kHz, the algorithm identiﬁed a large sound source region and at 4 kHz SONAH identiﬁed a weak source at the tweeter position. Compared with the reconstruction result based on near-ﬁeld measurement 
	Figure
	(a) (b) 
	Figure
	Figure 6.17. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 40 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.17. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 40 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	data, these reconstruction results didn’t show the aliasing eﬀect, but the results are not very accurate correct. The sound power reconstructed by the SONAH method was also small: i.e., 33.9 dB at 2.4 kHz and 24.6 dB at 4kHz. For the other algo­
	Figure
	(a) (b) 
	Figure
	Figure 6.18. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 40 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.18. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 40 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	rithms, the conclusions are as for the reconstruction result with 160 measurements. 1-norm minimization recovered 
	At 0.8 kHz, the WBH algorithm recovered 17.7 dB, l

	34.2 dB, the hybrid algorithm recovered 34.4 dB, and the measured near-ﬁeld radi­
	34.2 dB, the hybrid algorithm recovered 34.4 dB, and the measured near-ﬁeld radi­
	Figure
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	Figure
	Figure 6.19. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 40 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.19. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 40 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	ated sound power was 47.9 dB, At 2.4 kHz, the WBH algorithm recovered 30.1 dB, l1-norm minimization recovered 38.5 dB, and the hybrid algorithm recovered 39.5 dB, and the measured near-ﬁeld radiated sound power was 46.3 dB. At 4 kHz, WBH 
	ated sound power was 47.9 dB, At 2.4 kHz, the WBH algorithm recovered 30.1 dB, l1-norm minimization recovered 38.5 dB, and the hybrid algorithm recovered 39.5 dB, and the measured near-ﬁeld radiated sound power was 46.3 dB. At 4 kHz, WBH 
	1-norm minimization recovered 37.0 dB, and the hybrid algorithm recovered 37.5 dB, and the measured near-ﬁeld radiated sound power was 
	algorithm recovered 32.2 dB, l


	49.5 dB. The sound power reconstructed by the diﬀerent methods with 40 far-ﬁeld measurements are in general similar to the sound power reconstructed with 160 far-ﬁeld measurements, which are all smaller than the near-ﬁeld direct measurements, for the same reasons as in the 160 measurements case. 
	To be consistent with the near-ﬁeld measurement experiment and to study the sound ﬁeld reconstruction based on a small number of microphone measurements, the spacing between microphones was increased to 0.12 m in both x and y direc­tions. In this case, there were only 12 microphone measurements for the sound ﬁeld reconstruction. With the same equivalent plane set up and same parameters are used in the previous experiment, the sound intensity reconstruction results are shown in Figures (6.20), (6.21) and (6.
	With 12 measurements, SONAH cannot reconstruct the sound ﬁeld at any fre­quency. For the sparse ESM algorithms, the major sound source locations can still be identiﬁed, but the closely-positioned sound sources become harder to separate as the number of microphone decreases: e.g., at 2.4 kHz, the tweeter and membrane identi­ﬁed as a large single sound source instead of two separate sound sources. As for the 1-norm minimiza­tion recovered 33.1 dB, the hybrid algorithm recovered 31.9 dB, and the measured near-
	sound power, at 0.8 kHz, the WBH algorithm recovered 18.0 dB, l
	4 kHz, the WBH algorithm recovered 32.6 dB, l

	Figure
	(a) (b) 
	Figure
	Figure 6.20. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 12 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.20. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 0.8 kHz with 12 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	It is also note that for SONAH method the computation time is longer than the sparse ESM algorithms, e.g., with 160 measurements and 1288 reconstruction points, SONAH took 8 hours to ﬁnish the reconstruction, as comparison, with same 160 mea­
	Figure
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	Figure
	Figure 6.21. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 12 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.21. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 2.4 kHz with 12 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	(c) (d) 
	1-norm minimization and hybrid process took about 3 minutes. So the sparse ESM algorithms are able to save a lot computation time. 
	surements and 1288 monopoles, WBH took less than 1 minute, l
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	Figure
	Figure 6.22. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 12 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.22. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH method at 4 kHz with 12 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	(c) (d) 
	6.3 Two Loudspeakers Sound Field Reconstruction 
	6.3 Two Loudspeakers Sound Field Reconstruction 
	In the previous experiment with one loudspeaker as the sound source, it was found that when the measurement was close to the sound source and satisﬁed sampling rule, 
	In the previous experiment with one loudspeaker as the sound source, it was found that when the measurement was close to the sound source and satisﬁed sampling rule, 
	the SONAH method was able to accurately reconstruct the sound ﬁeld. But as the spatial sampling rate decreases, aliasing appears in the reconstruction result if the spatial sampling spacing is larger than half of the wavelength. Further, the SONAH method failed to reconstruct the sound ﬁeld when the measurement was token far from the sound source. As a comparison, the sparse ESM algorithms are not as accurate as SONAH when the measurement was taken close to the sound source and satisﬁed sampling rule, but t

	6.3.1 Reconstruction with Near-ﬁeld Measurement 
	6.3.1 Reconstruction with Near-ﬁeld Measurement 
	The loudspeakers used in this experiment were the Inﬁnity Primuis P163 as de­scribed in the previous section. The two loudspeakers were placed side by side with 
	0.09 m spacing between each other; the set up of the two loudspeakers is shown in Figure (6.23). 
	In this experiment, in order to obtain the true intensity sound ﬁeld, the intensity probe scan measurement was conducted with the same patched measurement prin­ciple described in previous section, so that the eﬀectively simultaneously measured sound pressure data could be obtained at the intensity measurement points. In the near-ﬁeld measurement, the intensity was measured 0.055 m in front of the loudspeak­ers, the measurement covered an area of 0.48 m by 0.42 m, which is larger than the two loudspeaker fro
	In this experiment, in order to obtain the true intensity sound ﬁeld, the intensity probe scan measurement was conducted with the same patched measurement prin­ciple described in previous section, so that the eﬀectively simultaneously measured sound pressure data could be obtained at the intensity measurement points. In the near-ﬁeld measurement, the intensity was measured 0.055 m in front of the loudspeak­ers, the measurement covered an area of 0.48 m by 0.42 m, which is larger than the two loudspeaker fro
	patched measurement calculation. The input signal to the loudspeakers was the same Gaussian white noise of 25.6 kHz bandwidth generated by PULSE software through the computer. At each measurement point, the intensity probe recorded 10 seconds of time data at a 25.6 kHz sampling frequency. Then the measured time history data was transformed to the frequency domain by PULSE; the parameters in the Fourier trans­form were set up as: Hann window with 6400 points, overlap between each window was 50%, and 100 aver

	Figure
	Figure 6.23. Two loudspeaker set up in experiment. 
	Figure 6.23. Two loudspeaker set up in experiment. 


	Figure
	Figure 6.24. Relative position for near-ﬁeld measurement set up. 
	Figure 6.24. Relative position for near-ﬁeld measurement set up. 


	1-norm minimization and the hybrid method were used to reconstruct the sound pressure and intensity ﬁelds generated by the loudspeaker on the reconstruction plane, and the reconstruction results were compared with the intensity probe measurements. To reconstruct the sound ﬁeld with the SONAH method, the virtual source plane was placed 0.03 m behind the reconstruction plane, and the regularization parameter, , was calculated by using the L-curve method. It is note that since the calculation time for SONAH me
	As for the single loudspeaker experiment, SONAH, WBH, l

	0.01 m as described in the previous section. With the WBH method, the parameters 1-norm w, was chosen to be 10. For the 1-norm minimization procedure was chosen to be 100, and the parameters in the WBH method were kept the same as in 0 = 10.1 in order to keep secondary source in the ﬁrst iteration. The equations for the sound pressure, P , and velocity, V, for the diﬀerent 
	0.01 m as described in the previous section. With the WBH method, the parameters 1-norm w, was chosen to be 10. For the 1-norm minimization procedure was chosen to be 100, and the parameters in the WBH method were kept the same as in 0 = 10.1 in order to keep secondary source in the ﬁrst iteration. The equations for the sound pressure, P , and velocity, V, for the diﬀerent 
	used in the WBH process were presented in equation (3.13). And for the l
	minimization procedure, the weighting parameter, λ
	hybrid method, the weighting parameter in the l
	equation (3.13), except for D
	i

	methods at the reconstruction positions have been presented in previous chapters, and the sound intensity was calculated with equation (4.1). Then the total sound power over measurement plane was calculated by using equation (4.2). 

	Figure (6.25) shows the sound intensity distribution measured by the intensity probe at 0.8, 2.4 and 4 kHz. In this and the following ﬁgures, the black boxes indicate the region of the two loudspeaker front faces, the small circle at the top of the loudspeaker is the tweeter position, the big circle in the middle is the area of membrane, and the small circle at lower left corner is the loudspeaker port. Based on the measurement result, the sound source locations at diﬀerent frequencies are as expected: i.e.
	2.4 kHz the sound is generated from both tweeter and membrane, and at 4 kHz the sound radiates from the tweeter. But from the measurement result, the loudspeaker on the right hand side generated higher level sound than the loudspeaker on the left hand side. This was not exactly as expected since the input to loudspeakers was the same, but this is not crucial since the algorithms should reconstruct the same sound ﬁeld as the measured sound ﬁeld. And with these sound sources, it also can test the algorithm us
	Figures (6.26) (6.27) and (6.28) show the contour plots of the reconstructed sound intensity distributions 0.055 m from the loudspeaker front face, where the intensity measurement was conducted, at 0.8, 2.4 and 4 kHz, respectively. At 0.8 kHz, the measured radiated sound power was 46.7 dB; SONAH recovered 41.5 dB, the WBH 1-norm minimization recovered 33.0 dB, and the hybrid algorithm recovered 32.4 dB. At 2.4 kHz, the measured radiated sound power was 
	algorithm recovered 26.6 dB, l

	44.0 1-norm minimization recovered 41.3 dB, and the hybrid algorithm recovered 43.03 dB. At 4 kHz, the measured radiated sound power was 46.3 dB; SONAH recovered 44.2 dB, 1-norm minimization recovered 40.3 dB, and the hybrid algorithm recovered 39.9 dB. 
	dB; SONAH recovered 45.7 dB, the WBH algorithm recovered 37.4 dB, l
	the WBH algorithm recovered 39.7 dB, l

	Figure
	(a) (b) 
	Figure
	Figure 6.25. Measured sound intensity ﬁeld 0.055 m from loudspeaker front face: (a) 0.8 kHz, (b) 2.4 kHz, and (c) 4 kHz. 
	Figure 6.25. Measured sound intensity ﬁeld 0.055 m from loudspeaker front face: (a) 0.8 kHz, (b) 2.4 kHz, and (c) 4 kHz. 


	(c) 
	At 0.8 kHz, SONAH and WBH could not separate the two loudspeakers; the algorithms all reconstructed the sound ﬁeld around the loudspeaker on the right 1-norm mini­mization and the hybrid process reconstructed a clearer separation between the two 
	hand side which is loudspeaker with the higher amplitude. While the l

	Figure
	(a) (b) 
	Figure
	Figure 6.26. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 255 microphones near-ﬁeld measurement: (a) SONAH method, 
	Figure 6.26. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 255 microphones near-ﬁeld measurement: (a) SONAH method, 


	(c) (d) 
	(b) 1-norm minimization method, and (d) hybrid method. 
	WBH method, (c) l

	loudspeaker membranes, and assigned more weighting on the loudspeaker on right hand side, SONAH recovered the most energy while the other sparse ESM algorithm under-estimated the sound power at 0.8 kHz. As the frequency increases, SONAH 
	Figure
	(a) (b) 
	Figure
	Figure 6.27. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 255 microphones near-ﬁeld measurement: (a) SONAH method, 
	Figure 6.27. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 255 microphones near-ﬁeld measurement: (a) SONAH method, 


	(c) (d) 
	(b) 1-norm minimization method, and (d) hybrid method. 
	WBH method, (c) l

	reconstructed better results, e.g., at 2.4 kHz it clearly separates the two loudspeakers and indicated the loudspeaker on the right hand side is louder than the loudspeaker at the left. As a comparison, the WBH reconstructed the sound ﬁeld around the 
	Figure
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	Figure
	Figure 6.28. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 255 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.28. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 255 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	loudspeaker on the right hand side, and assigned a very small weighting to the left hand side loudspeaker, and WBH also didn’t clearly separate the tweeters and mem­branes. The l1-norm minimization and the hybrid process were able to separate the 
	loudspeaker on the right hand side, and assigned a very small weighting to the left hand side loudspeaker, and WBH also didn’t clearly separate the tweeters and mem­branes. The l1-norm minimization and the hybrid process were able to separate the 
	two loudspeakers and identiﬁed the membranes and tweeters separately, and the hy­1-norm minimization: e.g., a more balanced weighting between the loudspeakers and a clearer indication on the tweet­ers. At 2.4 kHz, SONAH over-estimated the total sound power by a small amount, l1-norm minimization and the hybrid method recovered sound powers close to the measurement, while WBH under-estimated the total sound power. At 4 kHz, all algorithms successfully identiﬁed the two tweeters. SONAH reconstructed the most 
	brid process reconstructed more detail than the l
	but the hybrid method estimated a more balance weighting compared with l
	energy among all the methods, especially at low frequency. The l
	The hybrid method reconstructed basically the same result as l


	The observations of the two loudspeakers measurement is basically the same as the one loudspeaker experiment. Then the number of measurement used in the re­construction process was reduced by doubling the spacing between microphones in both x and y directions, that is 0.06 m. Then the equivalent regular rectangular microphone array was reduced to 72 microphones and the measurement was still 




	0.055 m from loudspeaker front face. The eﬀectively simultaneously microphone ar­
	0.055 m from loudspeaker front face. The eﬀectively simultaneously microphone ar­
	0.055 m from loudspeaker front face. The eﬀectively simultaneously microphone ar­
	ray measurement was generated with the same patched measurement principle and with same data used in the 255 channels measurement. So the reconstruction results can still be compared with the direct sound intensity measurement. The set up on equivalent source plane was kept the same: i.e., 2107 monopoles and 0.02 m behind 1-norm minimization and hybrid algorithm were kept the same as described in the previous experiments. The sound ﬁeld reconstruction results 0.055 m away from loudspeaker front face at 
	the loudspeaker front face. The parameters in SONAH, WBH, l


	0.8 kHz, 2.4 kHz and 4 kHz are shown in Figures (6.29), (6.30) and (6.31) At 0.8 kHz, the measured radiated sound power was 46.7 dB, SONAH recovered 41.5 dB, 1-norm minimization recovered 34.14 dB, and the hybrid algorithm recovered 33.4 dB. At 2.4 kHz, the measured radiated sound power was 44.0 dB, SONAH recovered 45.7 dB, the WBH algorithm recovered 37.8 dB, l1-norm minimization recovered 42.1 dB, and the hybrid algorithm recovered 42.4 dB. At 4 kHz, the measured radiated sound power was 46.3 dB, SONAH re
	the WBH algorithm recovered 26.8 dB, l

	39.6 1-norm minimization recovered 40.4 dB, and the hybrid algorithm recovered 40.9 dB. 
	dB, the WBH algorithm recovered 38.5 dB, l

	So the sound power reconstructed by the diﬀerent methods with 72 measurements are in general similar compared with the sound power reconstructed with 255 mea­surements, except for the SONAH method at 4 kHz. And similar conclusions can be drawn from the spatial sound ﬁeld reconstruction results: e.g., SONAH and WBH failed to separate the two loudspeakers, WBH under-estimated the total sound power, etc. But at 4000 Hz, as described in the one loudspeaker experiment, spatial aliasing appeared due to low spatia
	Then the number of microphones was further reduced to 20 by increasing the spac­ing between microphones to 0.12 m in both x and y directions, and the measurement still covers the same region. With the same equivalent plane set up and same param­eters used in the previous experiments, the sound intensity reconstruction results are shown in Figures (6.32), (6.33) and (6.34). At 0.8 kHz, the measured radiated sound power was 46.7 dB, SONAH recovered 41.2 dB, the WBH algorithm recovered 26.9 
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	Figure
	Figure 6.29. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 72 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.29. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 72 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	dB, l1-norm minimization recovered 37.2 dB, and the hybrid algorithm recovered 37.2 dB. At 2.4 kHz, the measured radiated sound power was 46.3 dB, SONAH recovered 
	38.7 1-norm minimization recovered 42.7 
	dB, the WBH algorithm recovered 34.6 dB, l
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	Figure
	Figure 6.30. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 72 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.30. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 72 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	(c) 
	(c) 
	(c) 
	(d) 

	(a) (b) 

	(c) 
	(c) 
	(d) 


	dB, and the hybrid algorithm recovered 42.8 dB. At 4 kHz, the measured radiated sound power was 49.5 dB, SONAH recovered 33.3 dB, the WBH algorithm recovered 
	Figure
	Figure
	Figure 6.31. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 72 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.31. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 72 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	35.2 dB, l1-norm minimization recovered 39.9 dB, and the hybrid algorithm recovered 
	35.2 dB, l1-norm minimization recovered 39.9 dB, and the hybrid algorithm recovered 
	40.9 dB. 
	40.9 dB. 
	Figure
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	Figure
	Figure 6.32. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 20 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.32. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 20 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	(c) (d) 
	Then with the microphone spacing increasing to 0.12 m, aliasing is observed not only at 4 kHz but also at 2.4 kHz with the SONAH method, as also found in the one loudspeaker experiment. And as in the one loudspeaker experiment: for the 
	Figure
	(a) (b) 
	Figure
	Figure 6.33. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 20 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.33. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 20 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	sparse ESM algorithms, even when the spatial sample spacing is much larger than the wavelength at the frequency of interest, the major sound source location can still 
	sparse ESM algorithms, even when the spatial sample spacing is much larger than the wavelength at the frequency of interest, the major sound source location can still 
	be identiﬁed without aliasing in the loudspeaker test, and a similar sound power was recovered compare with the 72 and 255 measurements. 

	Figure
	Figure
	Figure 6.34. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 20 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.34. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 20 microphones near-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	6.3.2 Reconstruction with Far-ﬁeld Measurement 
	In this section, the sound source was the same two loudspeakers set up, but the intensity measurement was taken 0.485 m from the loudspeaker front face as in the far-ﬁeld measurement described in the one loudspeaker experiment. 
	The measurement covered an area of 0.48 m by 0.42 m, and the intensity measure­ment spacing between points was 0.03 m, in both the x and y directions, and there were 255 sound pressure measurements as described in the previous near-ﬁeld mea­surement. The input signal to the loudspeaker was Gaussian white noise of 25.6 kHz bandwidth generated by PULSE software through the computer. The time history data was processed with exactly the same parameter set up as described in previous sections. The monopoles were
	SONAH, WBH, l1-norm minimization and the hybrid method were used to recon­struct the sound pressure and intensity ﬁeld generated by the loudspeakers on the reconstruction plane, and the reconstruction results were compared with the inten­sity probe measurement. All the parameters used in diﬀerent methods were exactly the same as described in the near-ﬁeld measurement. The equations for the sound pressure, P , and velocity, V, for the diﬀerent methods at the reconstruction positions have been presented in pr
	i

	It is noted that as described in the one loudspeaker experiment, the far-ﬁeld mea­surement data was used to reconstruct the sound ﬁeld at 0.055 m from the loudspeaker front face, where the near-ﬁeld intensity scan measurement was conducted. Then the 
	It is noted that as described in the one loudspeaker experiment, the far-ﬁeld mea­surement data was used to reconstruct the sound ﬁeld at 0.055 m from the loudspeaker front face, where the near-ﬁeld intensity scan measurement was conducted. Then the 
	reconstruction result will be compared with the direct measurement result presented in previous sections. Figures (6.36) (6.37) and (6.38) show the contour plots of the reconstructed sound intensity distributions 0.055 m from the loudspeaker front face, where the intensity measurement was conducted, at 0.8, 2.4 and 4 kHz, respectively. 

	Figure
	Figure 6.35. Relative position for far-ﬁeld measurement set up. 
	Figure 6.35. Relative position for far-ﬁeld measurement set up. 


	From the spatial sound intensity reconstruction result, like the observation in the one loudspeaker experiment, the SONAH method failed to reconstruct the sound ﬁeld with the far-ﬁeld measurement at the diﬀerent frequencies. The WBH algorithm identiﬁed one sound source in between the two loudspeakers at 0.8 kHz. At 2.4 kHz the algorithm found the loudspeaker on the right hand side and ignored the loudspeaker at the left hand side. Further, the algorithm separated the two tweeters 
	Figure
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	Figure
	Figure 6.36. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 255 microphones far-ﬁeld measurement: (a) SONAH method, 
	Figure 6.36. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 255 microphones far-ﬁeld measurement: (a) SONAH method, 


	(c) (d) 
	(b) 1-norm minimization method, and (d) hybrid method. 
	WBH method, (c) l

	at 4 kHz, which corresponded to the spacing-to-wavelength ratio observation in the 1-norm minimization and the hybrid process was able to separate the two loudspeakers and identiﬁed the sound source locations correctly 
	simulation experiment. The l
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	Figure
	Figure 6.37. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 255 microphones far-ﬁeld measurement: (a) SONAH method, 
	Figure 6.37. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 255 microphones far-ﬁeld measurement: (a) SONAH method, 


	(c) (d) 
	(b) 1-norm minimization method, and (d) hybrid method. 
	WBH method, (c) l

	at all three frequencies, but at 2400 Hz the separation between the tweeter and 1-norm minimization recovered 44.8 dB, the hybrid algorithm recovered 43.5 dB, and the near­
	membrane was not clear. At 0.8 kHz, the WBH algorithm recovered 31.5 dB, l
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	Figure
	Figure 6.38. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 255 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.38. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 255 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	(c) (d) 
	ﬁeld measured radiated sound power was 46.7 dB. At 2.4 kHz, the WBH algorithm recovered 34.4 dB, l1-norm minimization recovered 42.9 dB, the hybrid algorithm recovered 45.8 dB, and the near-ﬁeld measured radiated sound power was 44.0 dB. 
	1-norm minimization recovered 46.5 dB, the hybrid algorithm recovered 46.9 dB, the near-ﬁeld measured radiated sound power was 46.3 dB. Since SONAH cannot correctly identify the sound source locations, the reconstructed sound power with SONAH was not compared with the other algorithms. The sound power reconstructed by diﬀerent algorithms were in general a litte bit larger then the reconstruction result with near-ﬁeld measurement, and very close to the near-ﬁeld intensity scan measurement. 
	The reconstructed sound power at 4 kHz, by the WBH algorithm was 42.6 dB, l

	Then as in the near-ﬁeld measurement section, the spacing between microphones was doubled in both x and y directions and the 255 measurements was reduced to 72 measurements with the same patched measurement data. The set up of the equivalent source plane was kept the same: i.e., 2107 monopoles placed 0.02 m behind 1-norm minimization and hybrid algorithm were kept the same as described in previous experiments. The sound ﬁeld reconstruction results 0.055 m away from loudspeaker front face at 0.8 kHz, 2.4 kHz
	the loudspeaker front face. The parameters in SONAH, WBH, l

	It is interesting to ﬁnd that the reconstruction result is similar to the experiment with one loudspeaker for the SONAH method: it failed to reconstruct the sound ﬁeld at 0.8 kHz while arguably working at 2.4 and 4 kHz. At 2.4 kHz, the algorithm identiﬁed two large sound source regions but without the detail of the near-ﬁeld measurement. And at 4 kHz SONAH identiﬁed the tweeter positions with a side lobe in between them. The sound power reconstructed by SONAH method was also small, 
	40.5 dB at 2.4 kHz and 36.3 at 4kHz. For the other algorithms the conclusions are similar to the reconstruction results with 255 measurements. At 0.8 kHz, the WBH 1-norm minimization recovered 45.4 dB, the hybrid algorithm recovered 43.4 dB, and the measured near-ﬁeld radiated sound power was 
	algorithm recovered 31.7 dB, l

	46.7 1-norm minimization recovered 43.3 dB, and the hybrid algorithm recovered 44.1 dB, and the measured near-ﬁeld radiated sound power was 44.0 dB. At 4 kHz, the WBH algorithm recovered 
	dB, At 2.4 kHz, the WBH algorithm recovered 34.6 dB, l

	41.7 dB, l1-norm minimization recovered 47.2 dB, and the hybrid algorithm recovered 
	41.7 dB, l1-norm minimization recovered 47.2 dB, and the hybrid algorithm recovered 
	Figure
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	Figure
	Figure 6.39. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 72 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.39. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 72 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	(c) (d) 
	48.0 dB, the measured near-ﬁeld radiated sound power was 46.3 dB. The sound power reconstructed by the diﬀerent methods with the 72 far-ﬁeld measurements are in general similar to sound powers reconstructed with the 255 far-ﬁeld measurements. 
	Figure
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	Figure
	Figure 6.40. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 72 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.40. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 72 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	To be consistent with near-ﬁeld measurement experiment and to study the sound ﬁeld reconstruction with a small number of microphone measurements, the spacing between the microphones was increased to 0.12 m in both the x and y direction. In this 
	Figure
	(a) (b) 
	Figure
	Figure 6.41. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 72 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.41. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 72 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	(c) (d) 
	case, there were only 20 microphone measurements for the sound ﬁeld reconstruction. With the same equivalent plane set up and same parameters as used in previous 
	experiment, the sound intensity reconstruction results are shown in Figures (6.42), 
	(6.43) and (6.44). 
	Figure
	(a) 
	(a) 
	(a) 
	(b) 

	(c) 
	(c) 
	(c) 
	(d) 

	(a) (b) 

	(c) 
	(c) 
	(d) 


	Figure
	Figure 6.42. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 20 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.42. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 0.8 kHz with 20 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	Figure
	Figure
	Figure 6.43. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 20 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.43. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 2.4 kHz with 20 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	method, (c) l



	With only 20 measurements, the SONAH method cannot reconstruct the sound ﬁeld at any of the frequencies. For the sparse ESM algorithms, the major sound source location can still be identiﬁed but the closely-positioned sound sources become 
	Figure
	(a) (b) 
	Figure
	Figure 6.44. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 20 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
	Figure 6.44. 0.05 m from loudspeaker front face sound intensity ﬁeld reconstruction results with diﬀerent NAH methods at 4 kHz with 20 microphones far-ﬁeld measurement: (a) SONAH method, (b) WBH 1-norm minimization method, and (d) hybrid method. 
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	(c) (d) 
	harder to separate as the number of microphone decreases: e.g., at 2.4 kHz, the tweeter and membrane for two loudspeakers were identiﬁed as a large, single sound source instead of two separate sound sources, and the WBH algorithm ignored the 
	harder to separate as the number of microphone decreases: e.g., at 2.4 kHz, the tweeter and membrane for two loudspeakers were identiﬁed as a large, single sound source instead of two separate sound sources, and the WBH algorithm ignored the 
	loudspeaker on the left hand side. At 0.8 kHz, the WBH algorithm recovered 31.4 dB, l1-norm minimization recovered 44.7 dB, the hybrid algorithm recovered 45.1 dB, and the measured near-ﬁeld radiated sound power was 46.69 dB. At 2.4 kHz, the WBH 1-norm minimization recovered 44.6 dB, and the hybrid algorithm recovered 43.6 dB, while the measured near-ﬁeld radiated sound power was 
	algorithm recovered 35.4 dB, l


	44.0 1-norm minimization recovered 46.6 dB, and the hybrid algorithm recovered 46.5 dB, and the measured near-ﬁeld radiated sound power was 46.3 dB. It is noted that the estimated sound power by the same method is consistent as the number of measurement decreased, as are the identiﬁed similar sound source locations, though the closely-positioned sources cannot be clearly separated. 
	dB. At 4 kHz, the WBH algorithm recovered 42.0 dB, l

	The computation time for the SONAH method was longer than the sparse ESM algorithms: e.g., with 255 measurements and 550 reconstruction points, SONAH took 14 hours to ﬁnish the reconstruction, while as a comparison, with the same 255 1-norm minimization and hybrid process took about 8 minutes. 
	measurements and 2107 monopoles, WBH took less than 3 minute, and the l

	6.4 Diesel Engine Noise Source Identiﬁcation 
	6.4 Diesel Engine Noise Source Identiﬁcation 
	In the previous section, based on the experimental results with simple sound sources, i.e., loudspeakers, it was shown that the sparse ESM algorithms were able to identify major sound sources when the number of measurements were limited and the measurement was token far from the sound source. In this section, a more complex sound source, i.e., diesel engine, was used as a sound source. Compared with a loudspeaker, a diesel engine is a more complex sound source: i.e., combustion noise, mechanical noise, etc.
	In the previous section, based on the experimental results with simple sound sources, i.e., loudspeakers, it was shown that the sparse ESM algorithms were able to identify major sound sources when the number of measurements were limited and the measurement was token far from the sound source. In this section, a more complex sound source, i.e., diesel engine, was used as a sound source. Compared with a loudspeaker, a diesel engine is a more complex sound source: i.e., combustion noise, mechanical noise, etc.
	in industry. Thus in this chapter, it is desired to prove that with the proposed sparse ESM algorithms, with a relatively small number of measurements relative accurate sound source locations can still be identiﬁed, even when the sound source is complex. In this chapter, due to the complexity of the sound source, the Partial Field Decomposition (PFD) is proposed to separate uncorrelated sound sources. Then with the sparse ESM algorithms the sound sources on diesel engine front face were reconstructed. The r

	6.4.1 Partial Field Decomposition (PFD) 
	6.4.1 Partial Field Decomposition (PFD) 
	As mentioned in the previous section, due to the complexity of the diesel engine, it is necessary to ﬁrst separate the uncorrelated sound sources. In this section, the basis of PFD and the reconstruction of each partial ﬁeld will be reviewed brieﬂy. The sound ﬁeld measured by the ﬁeld microphones on the measurement surface can be expressed as a product of the data measured by a set of reference signals multiplied by appropriate transfer functions: that is, one can express this relation in matrix form [60], 
	p = Hr, (6.2)
	T 

	rp
	where Hrp is the acoustic transfer matrix that relates the measurement surface mi­1, ...pm], and the reference signals r =[r1, ..., rm], in the frequency domain. Here N is the number of references, M is the total number of mea­surement microphones in the measurement array, and the superscript T denotes the transpose operator. When considering statistically random sources, equation (6.2) can be expressed in terms of cross-spectral matrices: i.e., 
	crophone signals, P =[p
	T
	T

	= CC= HHrp, (6.3) −1 
	H 
	−1 
	H 
	C

	Cpp rprr Crp rpCrr
	where Hrp = Crp, the superscript H denotes the Hermitian operator, and the rr, Crp, and Cpp, are deﬁned as, 
	rr 
	cross-spectral matrices C

	Crr = E[r r ], (6.4) 
	∗ 
	T

	Crp = E[r p ], (6.5) 
	∗ 
	T

	Cpp = E[p p ], (6.6) 
	∗ 
	T

	where the superscript * denotes the complex conjugate and E[... ] represents the expectation operator. 
	In order to decompose the total sound ﬁeld into a set of uncorrelated sound ﬁelds, a Singular Value Decomposition (SVD) is performed on the composite sound ﬁeld, 
	Crr = UΣV= UΣU, (6.7) 
	H 
	H 

	i, U and V are unitary matrices that comprise the left and right singular vectors, and U and V are identical here since Crr is a positive, semi-deﬁnite Hermitian matrix. The decomposed partial ﬁelds are then expressed as: 
	where Σ is a diagonal matrix composed of singular values, λ

	p˜= CU Σ
	T 
	∗ 
	−

	rp
	1 
	1 
	2

	= HUΣ
	T 
	−

	rp
	1 
	1 
	2

	, (6.8). 
	where the ith column vector of p˜represents the ith partial ﬁeld. 

	6.4.2 Diesel Engine Experiment 
	6.4.2 Diesel Engine Experiment 
	The experimental was conducted in the Cummins Walesboro Noise & Vibration Lab. The test engine was an ISF-3.8, which is a four cylinder 3.8 liter diesel engine. The 36 element microphone array was placed parallel to the diesel engine front face, 
	0.58 m from the diesel engine. The measurement distance was far from engine be­cause there was an intake pipe in front of the engine, so a closer measurement was not possible. The setup of the experiment is shown in Figure (6.45). During the test, it was noted that one microphone was not working properly, so measurements were made with the remaining 35 microphones. In the measurement, the sampling frequency was 25.6 kHz, in the time domain the measurement duration on each chan­nel was 10 seconds for each te
	0.58 m from the diesel engine. The measurement distance was far from engine be­cause there was an intake pipe in front of the engine, so a closer measurement was not possible. The setup of the experiment is shown in Figure (6.45). During the test, it was noted that one microphone was not working properly, so measurements were made with the remaining 35 microphones. In the measurement, the sampling frequency was 25.6 kHz, in the time domain the measurement duration on each chan­nel was 10 seconds for each te
	0.58 m from the diesel engine. The measurement distance was far from engine be­cause there was an intake pipe in front of the engine, so a closer measurement was not possible. The setup of the experiment is shown in Figure (6.45). During the test, it was noted that one microphone was not working properly, so measurements were made with the remaining 35 microphones. In the measurement, the sampling frequency was 25.6 kHz, in the time domain the measurement duration on each chan­nel was 10 seconds for each te
	to determine the number of major independent noise sources that contributed to the total sound ﬁeld, the partial ﬁeld decomposition process was performed before the sound ﬁeld reconstruction. In the partial ﬁeld decomposition process, ﬁrst the data was transformed from the time domain to the frequency domain with 3200 Fourier Transform points with 8 Hz frequency resolution, corresponding to a segment length that was 1/50 of the total time length (i.e., 0.2 s). A Hann window was used, and the overlaps were h

	method not suitable. The equivalent source plane with monopoles was placed 0.6 m from the measurement microphone array: i.e., 0.02 m behind the diesel engine front face. The reconstruction plane was 0.58 m from the measurement array: i.e., at the position of the diesel engine front face. The plane of monopole was 0.68 m by 

	Figure
	Figure 6.45. Diesel engine test experiment set up at Walesboro Noise & Vibration Lab. 
	Figure 6.45. Diesel engine test experiment set up at Walesboro Noise & Vibration Lab. 


	0.48 m, and the monopole spacing was 0.01 m in both directions, so there were 3381 monopoles in the equivalent source model. The parameters in the WBH method were 1-norm minimization proce­w, was chosen to be 20 after multiple trials. For the 1-norm minimization procedure was 1-norm minimization in order achieve a more accurate initial solution. And the parameters in the WBH method 0 =5.1 in order to keep secondary source in the ﬁrst iteration. Since the noise sources that radiate energy to the far ﬁeld are
	the same as presented in equation (3.13). And for the l
	dure, the weighting parameter, λ
	hybrid method, the weighting parameter in the l
	chosen to be 50, which is larger than than only apply l
	were kept same as in equation (3.13), except D
	i

	The reconstructed intensity distribution results with diﬀerent sparse ESM algo­rithms are shown in Figures (6.47), (6.48) and (6.49). At 160 Hz, all the algorithms identiﬁed similar noise source locations: i.e., the crank pulley and the pipe in front of the engine. The WBH algorithm cannot correctly reconstruct the sound ﬁeld, the reconstructed sound intensity value was very low, which is not realistic when the 
	The reconstructed intensity distribution results with diﬀerent sparse ESM algo­rithms are shown in Figures (6.47), (6.48) and (6.49). At 160 Hz, all the algorithms identiﬁed similar noise source locations: i.e., the crank pulley and the pipe in front of the engine. The WBH algorithm cannot correctly reconstruct the sound ﬁeld, the reconstructed sound intensity value was very low, which is not realistic when the 
	1-norm minimization and the hybrid method recon­structed more reasonable sound intensity level, and indicated similar sound source !-norm minimization result, the hybrid process eliminated small sources, e.g., the hot spot at the corners, and assigned more weighting to the pipe position. It is noted that 160 Hz is a very low frequency which is diﬃcult to identify accurate sound source location, since the wavelength is 2.14 m, which is larger than the engine dimension, so the reconstruction result can only b
	diesel engine is operating. The l
	locations. When comparing the hybrid process reconstructed result with the l


	Figure
	Figure 6.46. Partial ﬁeld decomposition result for diesel engine op­erating at 750 rpm idle. 
	Figure 6.46. Partial ﬁeld decomposition result for diesel engine op­erating at 750 rpm idle. 


	30.7 dB, l1-norm minimization recovered 47.0 dB, the hybrid algorithm recovered 53.7 dB. At 744 Hz, the WBH algorithm reconstructed the hot spot region at the left hand 1-norm and the hybrid 
	30.7 dB, l1-norm minimization recovered 47.0 dB, the hybrid algorithm recovered 53.7 dB. At 744 Hz, the WBH algorithm reconstructed the hot spot region at the left hand 1-norm and the hybrid 
	side and the sound intensity level is lower compared with the l

	process reconstruction results, which corresponds to the similar observations in the 1-norm minimization and the hybrid process identiﬁed similar sound source locations, which also indicated the front pulleys, pipe and a sound source on the left hand side which was half out of the picture. The hot spot on the left hand side probably indicates sound coming from left side of the engine. 1-norm minimization recovered 
	loudspeaker experiment at 800 Hz. The l
	At 744 Hz, the WBH algorithm recovered 35.2 dB, l


	52.2 dB, and the hybrid algorithm recovered 53.9 dB. At 1040 Hz, all three algorithms 1-norm minimization and the hybrid process also identiﬁed the sound source close to the fun hub pulley. At this frequency, 1-norm minimization recovered 44.1 dB, and the hybrid algorithm recovered 47.4 dB. 
	found the front pulleies as the sound sources; l
	the WBH algorithm recovered 33.3 dB, l

	The second test condition was the engine running at 1000 rpm, idle. The PFD result is shown in Figure (6.50), and based on the spectrum, the sound ﬁeld was reconstructed at peak frequencies 104 Hz, 728 Hz, and 1720 Hz. These intensity reconstruction results are shown in Figures (6.51), (6.52) and (6.53). 
	At 104 Hz, all three algorithms identiﬁed the crank pulley as the noise source, l1-norm minimization and the hybrid process also identiﬁed the pipe and the pulley at the upper right corner as noise sources. And the noise source at the top of the 1-norm minimization was eliminated as a ghost source in the hybrid process. Again, the sound intensity level reconstructed by the WBH method 1-norm minimization and the hybrid process reconstructed more reasonable sound intensity levels. At 104 1-norm minimization r
	engine found by the l
	was not reasonable for an engine operating condition, which the l
	Hz, the WBH algorithm recovered 29.3 dB, l







	33.8 dB, l1-norm minimization recovered 49.1 dB, the hybrid algorithm recovered 
	33.8 dB, l1-norm minimization recovered 49.1 dB, the hybrid algorithm recovered 
	49.8 dB. At 1720 Hz, all three algorithms found the major noise source to be the 
	49.8 dB. At 1720 Hz, all three algorithms found the major noise source to be the 
	Figure
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	Figure
	Figure 6.47. Diesel engine front face sound intensity ﬁeld recon­struction results with diﬀerent spares ESM methods at 160 Hz engine 1-norm minimization method, and (c) hybrid method. 
	Figure 6.47. Diesel engine front face sound intensity ﬁeld recon­struction results with diﬀerent spares ESM methods at 160 Hz engine 1-norm minimization method, and (c) hybrid method. 
	operating at 750 rpm: (a) WBH method, (b) l



	(c) 
	1-norm minimization and the hybrid process also identiﬁed the upper left pulley as a secondary noise source. Then the hybrid method also identiﬁed the pulley on the right hand side as noise source which 
	crank pulley at the center of the engine, and l
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	Figure
	Figure 6.48. Diesel engine front face sound intensity ﬁeld recon­struction results with diﬀerent spares ESM methods at 744 Hz engine 1-norm minimization method, and (c) hybrid method. 
	Figure 6.48. Diesel engine front face sound intensity ﬁeld recon­struction results with diﬀerent spares ESM methods at 744 Hz engine 1-norm minimization method, and (c) hybrid method. 
	operating at 750 rpm: (a) WBH method, (b) l



	(c) 
	was not found with l1-norm minimization method. And when comparing with the reconstruction result obtained with the l1-norm minimization, the result obtained with the hybrid process did eliminate the small ghost sources. At 1720 Hz, the WBH 
	Figure
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	Figure
	Figure 6.49. Diesel engine front face sound intensity ﬁeld reconstruc­tion results with diﬀerent spares ESM methods at 1040 Hz engine 1-norm minimization method, (c) hybrid method. 
	Figure 6.49. Diesel engine front face sound intensity ﬁeld reconstruc­tion results with diﬀerent spares ESM methods at 1040 Hz engine 1-norm minimization method, (c) hybrid method. 
	operating at 750 rpm: (a) WBH method, (b) l



	(c) 
	1-norm minimization recovered 39.8 dB, the hybrid algorithm recovered 41.8 dB. It is noted that since the diesel engine is a complex noise source and the number of measurements was relatively small, so the reconstruction 
	1-norm minimization recovered 39.8 dB, the hybrid algorithm recovered 41.8 dB. It is noted that since the diesel engine is a complex noise source and the number of measurements was relatively small, so the reconstruction 
	algorithm recovered 31.2 dB, l

	results can only be used as reference, since there is still a need for further near-ﬁeld measurements to conﬁrm the results. 
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	Figure 6.50. Partial ﬁeld decomposition result for diesel engine op­erating at 1000 rpm idle. 
	Figure 6.50. Partial ﬁeld decomposition result for diesel engine op­erating at 1000 rpm idle. 


	6.5 Summary 
	6.5 Summary 
	In this chapter, based on the experience with simulation experiments, the sparse ESM algorithms were applied to reconstruct the sound ﬁelds generated by diﬀerent sound sources. The experiment began with a simple sound source: i.e., a loudspeaker. Based on the patched measurement principle, an equivalent simultaneous sound pres­sure measurement was constructed based on the intensity probe scan. The measure­ment was conducted in both near and far ﬁeld, then based on the measured data, the number of measuremen
	Figure
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	Figure
	Figure 6.51. Diesel engine front face sound intensity ﬁeld recon­struction results with diﬀerent spares ESM methods at 104 Hz engine 1-norm minimization method, and (c) hybrid method. 
	Figure 6.51. Diesel engine front face sound intensity ﬁeld recon­struction results with diﬀerent spares ESM methods at 104 Hz engine 1-norm minimization method, and (c) hybrid method. 
	operating at 1000 rpm: (a) WBH method, (b) l



	(c) 
	that, with a close measurement that satisﬁed the spatial sampling rule, the SONAH method can reconstruct the most accurate sound ﬁeld. The sparse ESM algorithms cannot reconstruct the sound ﬁeld as accurately as the SONAH method, especially at 
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	Figure
	Figure 6.52. Diesel engine front face sound intensity ﬁeld recon­struction results with diﬀerent spares ESM methods at 728 Hz engine 1-norm minimization method, and (c) hybrid method. 
	Figure 6.52. Diesel engine front face sound intensity ﬁeld recon­struction results with diﬀerent spares ESM methods at 728 Hz engine 1-norm minimization method, and (c) hybrid method. 
	operating at 1000 rpm: (a) WBH method, (b) l



	(c) 
	low frequency, but when the number of measurement is small and the measurement distance is far, the sparse ESM algorithms can still reconstruct accurate sound source location. When the measurement spacing was more than half of the wave length, 
	Figure
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	Figure
	Figure 6.53. Diesel engine front face sound intensity ﬁeld reconstruc­tion results with diﬀerent spares ESM methods at 1720 Hz engine 1-norm minimization method, and (c) hybrid method. 
	Figure 6.53. Diesel engine front face sound intensity ﬁeld reconstruc­tion results with diﬀerent spares ESM methods at 1720 Hz engine 1-norm minimization method, and (c) hybrid method. 
	operating at 1000 rpm: (a) WBH method, (b) l



	(c) 
	aliasing appeared in the SONAH reconstruction results, and when the measurement distance was far, then SONAH cannot reconstruct the sound ﬁeld. Then a 35 channel measurements were conducted on a diesel engine which is a complex sound source. It 
	aliasing appeared in the SONAH reconstruction results, and when the measurement distance was far, then SONAH cannot reconstruct the sound ﬁeld. Then a 35 channel measurements were conducted on a diesel engine which is a complex sound source. It 
	was found that the sparse ESM algorithms basically identiﬁed similar major sound source locations, i.e., the front crank pulley position and the pipe when the engine 1-norm minimization and the hybrid process reconstructed more detail and more accurate sound intensity level than the WBH algorithm. 
	was operating at 750 RPM and 1000 RPM. The l


	7. SUMMARY AND FUTURE WORKS 
	7.1 Summary 
	7.1 Summary 
	Being able to identify sound sources helps engineers improve acoustical perfor­mance during the product design phase. NAH is a powerful tool that allows one to identify sound source locations with a measurement conducted away from the sound source, but the use of NAH is always limited by the measurement requirements. In the present work, motivated by the desire to accurately reconstruct sound ﬁelds with NAH methods that use a relatively small number of measurements, three sparse ESM algorithms were proposed
	Being able to identify sound sources helps engineers improve acoustical perfor­mance during the product design phase. NAH is a powerful tool that allows one to identify sound source locations with a measurement conducted away from the sound source, but the use of NAH is always limited by the measurement requirements. In the present work, motivated by the desire to accurately reconstruct sound ﬁelds with NAH methods that use a relatively small number of measurements, three sparse ESM algorithms were proposed
	tion and the measurements. By minimizing this objective function, the solution ﬁrst norm controls solution sparsity and the second norm residue guarantees the solution accuracy. The minimization problem was solved with an open source Matlab code CVX. Based on the simulation experiment, it was found that the initial solution that is used to begin the iteration in WBH has a strong inﬂuence on the ﬁnal solution, and if there are sound sources closely-positioned, WBH cannot correctly separate them. For the l1-n
	experience with the WBH and l
	in the present work. It is proposed to use the l


	Experiments were then conducted to test the sparse ESM algorithms. The exper­iment was ﬁrst conducted with a simple noise source: i.e., loudspeakers. In order to compare the reconstruction result with the true sound ﬁeld, an intensity scan mea­surement was conducted close to the loudspeaker front face, then based on the same measurement, the sound ﬁeld was reconstructed with diﬀerent NAH algorithms. It was found that the sparse ESM algorithms are able to identify major sound source locations even when the n
	It was found that the algorithms identiﬁed similar major noise sources at diﬀerent frequencies and the major noise source for this engine is the crank pulley. 

	7.2 Future Works 
	7.2 Future Works 
	For the future work, it is necessary to develop an automatic parameter selection strategy in the hybrid process to avoid having to select the parameters based on multiple trails. One possible approach is to use the L-curve method to select the weighting parameter, or chose the threshold condition based on background noise measurement. And an intensity probe scan measurement on the diesel engine front face should be conducted to compare with the reconstruction result and verify the reconstruction results. 
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