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ABSTRACT

Yan, Rui Ph.D., Purdue University, May 2019. The Development of Image Processing
Algorithms in Cryo-EM. Major Professor: Wen Jiang. Professor.

Cryo-electron microscopy (cryo-EM) has been established as the leading imag-

ing technique for structural studies from small proteins to whole cells at a molecular

level. The great advances in cryo-EM have led to the ability to provide unique insights

into a wide variety of biological processes in a close to native, hydrated state at near-

atomic resolutions. The developments of computational approaches have significantly

contributed to the exciting achievements of cryo-EM. This dissertation emphasizes

new approaches to address image processing problems in cryo-EM, including tilt se-

ries alignment evaluation, simultaneous determination of sample thickness, tilt, and

electron mean free path based on Beer-Lambert law, Model-Based Iterative Recon-

struction (MBIR) on tomographic data, minimization of objective lens astigmatism

in instrument alignment and defocus and magnification dependent astigmatism of

TEM images. The final goal of these methodological developments is to improve the

3D reconstruction of cryo-EM and visualize more detailed characterization.
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1. INTRODUCTION

Imaging techniques are essential research tools in many science and engineering dis-

ciplines. In recent years, cryo-electron microscopy (cryo-EM) has emerged as a main-

stream technology for providing exciting insights into the architecture of whole cells,

viruses and protein complexes which are difficult to elucidate using other structural

approaches. Numerous technological and computational advancements for cryo-EM

allow three-dimensional (3D) structures of biological specimens to be determined

in fully frozen-hydrated and near-native state at near-atomic resolution. Enhanced

image processing strategies, coupled with developments in microscope design and

detector technology, further advance the effectiveness of cryo-EM methods. The im-

provement of powerful image processing algorithms has facilitated the calculation

of more detailed structures from the noisy cryo-EM images and pushed the resolu-

tion limits towards the atomic level. This dissertation focuses on the development

of cryo-EM image processing approaches, including quantitative evaluation of tilt

series alignment, simultaneous determination of sample thickness, tilt, and electron

mean free path based on Beer-Lambert law, Model-Based Iterative Reconstruction

(MBIR), minimization of objective lens astigmatism, defocus and magnification de-

pendent astigmatism of TEM images.

This dissertation is organized in the following manner.

In Chapter 2, we present a fast and accurate method, tomoAlignEval, based on the

Beer-Lambert law, for the evaluation of alignment quality of tilt series in cryo-electron

tomography (cryo-ET). Cryo-ET has been established as an emerging technique that

can elucidate the architecture of macromolecular complexes and cellular ultrastruc-

ture in a near-native state. Similar to medical computed tomography, cryo-ET images

the sample along multiple views by systematically tilting the sample and then compu-

tationally reconstructs the 3-D structures from these 2-D views. Accurate alignment
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of tilt series is an essential step in attaining high-resolution 3D reconstructions. Nev-

ertheless, quantitative assessment of alignment quality has remained a challenging

issue, even though many alignment methods have been reported. Our method is able

to globally estimate the alignment accuracy by measuring the goodness of log-linear

relationship of the beam intensity attenuations at different tilt angles. Extensive

tests with experimental data demonstrated its robust performance with stained and

cryo samples. Our method is not only significantly faster but also more sensitive

than measurements of tomogram resolution using Fourier shell correlation method

(FSCe/o). From these tests, we also conclude that while current alignment methods

are sufficiently accurate for stained samples, inaccurate alignments remain a major

limitation for high resolution cryo-ET.

In Chapter 3, we describe a computational method, tomoThickness, based on the

Beer-Lambert law, to simultaneously determine the sample thickness, tilt and elec-

tron inelastic mean free path by solving an overdetermined nonlinear least square

optimization problem utilizing the strong constraints of tilt relationships. In the

field of cryo-ET, some important sample parameters, such as thickness and tilt, are

needed for 3D reconstruction. However, these parameters can currently only be de-

termined using trial 3D reconstructions. Accurate electron mean free path plays a

significant role in modeling image formation process essential for simulation of elec-

tron microscopy images and MBIR method; however, their values are voltage and

sample dependent and have only been experimentally measured for a limited number

of sample conditions. Our method has been extensively tested with both stained and

cryo datasets. The fitted electron mean free paths are consistent with reported ex-

perimental measurements. The accurate thickness estimation eliminates the need for

a generous assignment of Z-dimension size of the tomogram. Interestingly, we have

also found that nearly all samples are a few degrees tilted relative to the electron

beam. Compensation of the intrinsic sample tilt can result in horizontal structure

and reduced Z-dimension of tomograms. Our fast, pre-reconstruction method can
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thus provide important sample parameters that can help improve the performance of

tomographic reconstruction of a wide range of samples.

In Chapter 4, we introduce MBIR method to obtain tomographic 3D reconstruc-

tions of cryo-ET datasets. Due to radiation damage and the limited tilt range, cryo-

ET suffers from low contrast and missing wedge artifacts, which limits the tomograms

to low resolution and hinders further biological interpretation. To address these chal-

lenges of cryo-ET, we have applied MBIR to experimental data and demonstrated its

advantages in contrast improvement, missing wedge artifacts reduction, and missing

information restoration compared with other reconstruction approaches. Considering

the outstanding reconstruction quality, MBIR has a great potential in the determi-

nation of high resolution biological structures with cryo-ET.

In Chapter 5, we develop an s2 power spectra based method, s2stigmator, to per-

form fast and sensitive detection of astigmatism in TEM live images. Minimization

of the astigmatism of the objective lens is a critical daily instrument alignment task

essential for high resolution TEM imaging. Fast and sensitive detection of astigma-

tism is needed to provide real-time feedback and adjust the stigmators to efficiently

reduce astigmatism. Currently the method used by many microscopists is to visually

examine the roundness of a diffractogram (Thon rings) and iteratively adjust the stig-

mators to make the Thon rings circular. This subjective method is limited by poor

sensitivity and potentially biased by the astigmatism of human eyes. Our method was

implemented as a DigitalMicrograph script to allow fast and sensitive detection of the

astigmatism of live images. The “radar”-style display provides real-time feedback to

guide the adjustment of the objective lens stigmators. Such unique capability allowed

us to discover the mapping of the two stigmators to the astigmatism amplitude and

angle, which led us to develop a single-pass tuning strategy capable of significantly

quicker minimization of the objective lens astigmatism.

In Chapter 6, we investigate how image astigmatism varies with the imaging con-

ditions (e.g. defocus, magnification). Daily alignment of the microscope is a prereq-

uisite to reaching optimal lens conditions for high resolution imaging in cryo-EM. We
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have found that the large change of defocus/magnification between visual correction

of astigmatism and subsequent data collection tasks, or during data collection, will

inevitably result in undesirable astigmatism in the final images. The dependence of

astigmatism on the imaging conditions varies significantly from time to time, so that

it cannot be reliably compensated by pre-calibration of the microscope. Based on

these findings, we recommend that the same magnification and the median defocus

of the intended defocus range for final data collection are used in the objective lens

astigmatism correction task during microscope alignment and in the focus mode of the

iterative low-dose imaging. It is also desirable to develop a fast, accurate method that

can perform dynamic correction of the astigmatism for different intended defocuses

during automated imaging. Our findings also suggest that the slope of astigmatism

changes caused by varying defocuses can be used as a convenient measurement of

objective lens rotation symmetry and potentially an acceptance test of new electron

microscopes.
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2. A FAST CROSS-VALIDATION METHOD FOR

ALIGNMENT OF ELECTRON TOMOGRAPHY IMAGES

BASED ON BEER-LAMBERT LAW

2.1 Introduction

Electron tomography (ET) is an emerging technique capable of revealing the 3D

structure of complex macromolecular architectures and cellular ultrastructure. A 3D

tomogram of the specimen is reconstructed from a series of 2D projection images at

different tilt angles. To correct the specimen drift due to instability of the instrument,

accurate alignment of the tilt series is a prerequisite to obtaining a high-resolution

tomographic reconstruction.

The alignment methods for ET tilt series can be classified into two categories:

fiducial marker-based and marker-free alignment methods. Marker-based methods

track the positions of high-contrast gold beads over the entire tilt series, and fit

them into a projection model in order to determine the alignment parameters [1–4].

Marker-free alignment can be further divided into two types, correlation-based and

feature-based methods, which rely on cross-correlations between adjacent image pairs

within the tilt series [1] and identifying features in images as virtual markers [5],

respectively. In addition, 3D model-based approaches were also developed employing

projection matching which is commonly used in single particle analysis [5, 6].

Although there are multiple approaches to align the tilt series, quantitative as-

sessment of alignment quality remains a critical issue for achieving high-resolution re-

construction. Most alignment methods use the root mean square deviation (RMSD)

between the measured and expected positions of fiducials based on least-square metric

to evaluate the alignment quality [4]. It is inevitable that these methods are sensitive

to outliers from a few unreliably tracked fiducials, and can be arbitrarily minimized
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by manual over-tuning of the bead positions. The most rigorous evaluation of align-

ment accuracy is to measure the resolution of the reconstructed tomogram [7] and

use the resolution as an indication of alignment quality. However, it measures the

compound effect of many factors, including data quality, alignment accuracy, CTF

fitting/correction, and 3D reconstruction. Furthermore, it is also computationally in-

tensive for large datasets [7] and is usually only done after the tomogram has already

been reconstructed using the aligned images.

To remedy these problems, we have developed a fast and robust approach to

estimate the quality of 2D alignment. Our approach is based on a mathematical

model derived from the Beer-Lambert law and computes the total error between

the image data and the image formation model, allowing us to globally assess the

alignment quality with a merit figure.

2.2 Methods

2.2.1 Mathematical model

When the electron beam passes through the sample, the electrons will pass through

without being scattered, or can be elastically or inelastically scattered. The inelas-

tic scattering will reduce the electron wave amplitude and the beam intensity. The

incident beam intensity I0 and the transmitted beam intensity Iexit follow the Beer-

Lambert law, no matter whether inelastically scattered electrons are removed by

energy filter. Based on the BeerLambert law, the beam intensity attenuates expo-

nentially with increasing thickness of the sample.

This relationship can be described in Eq.2.1

Iexit
I0

= e
− de

Λin (2.1)

where de is the effective thickness representing the distance that the electron beam has

traveled through in the specimen, Λin is the mean free path for inelastic scattering,

I0 is the intensity of incident electron beam and Iexit is the intensity of electron
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beam exiting the specimen and hitting the detector. The Beer-Lambert law has been

used in electron tomography to estimate sample thickness [8–10] or model the image

formation process [11].

Note that the effective thickness de in Eq.2.1 is not equal to the absolute geometric

thickness d0 due to tilt angle θ. We can compute the effective thickness de in Eq.2.2

using the geometric relationship:

de =
d0

cos θ
(2.2)

Furthermore, the exiting beam intensity Iexit can be represented as Eq.2.3 to

associate it with the pixel values we measure from images

Iimage = A · Iexit (2.3)

where Iimage is the average pixel value of the selected area from the image, A is the

gain factor of the detector.

Thus, we can transform our mathematical model for a tilted image to Eq.2.4 by

combining Eqs.2.1-2.3

Iimage = A · I0 · e−
d0

Λin
· 1
cos θ (2.4)

and alternatively on a log-scale

ln(Iimage) = ln(A · I0) + (− d0

Λin

) · 1

cos θ
(2.5)

Assuming A, I0, Λin and d0 are constant, there is a linear relationship between the

independent variable 1
cos θ

and the dependent variable ln(Iimage) in the aligned image

series.

2.2.2 Quantitative assessment of alignment quality

The approach consists of several steps as described below:
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(1) Multiple regions (8 regions for the example shown in Fig.2.1) are selected in

the untilted image and the corresponding patches in the entire tilt series are tracked

according to the tilt angles and the geometric relationship. The patch size in the

X-dimension (Nx(θ), perpendicular to the tilt axis along the Y-dimension) can either

remain constant or adapt to the reduced sizes for tilted images(Nx(θ) = Nx(0) cos θ).

Fig. 2.1. Zero tilt image of an aligned tilt series of Sindbis virus infected
BHK cell section. The infected cells were plastic embedded, sectioned,
and then stained before being imaged. The tilt axis is vertical. The 8 red
squares indicate regions selected and tracked through the tilt series. The
region size is 100×100 pixels.

(2) For each selected region, the average pixel value of each tracked patch is used

as the measured Iimage (Fig.2.2A).
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Fig. 2.2. Relationship between image intensity and tilt angles. (A) Profile
of image intensity and tilt angle (θ) for the red square region marked with
symbol * shown in Fig.2.1. The blue squares and red circles indicate left
and right branches, corresponding to negative and positive tilts, respec-
tively. The images were taken in order of negative to positive tilt angles.
(B) Replot of (A) using log of intensity (Y-axis) and 1/ cos θ (X-axis).
Colors are the same as in (A). The two dash lines indicate independent
linear regression to points of two branches. (C and D) Expansion of plots
(A) and (B) to include multiple regions. (E) Plots in (D) are rescaled and
averaged using a common reference line with the median slope and the
median intercept. The errors are too small to make the error bars visible.
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(3)Based on Eq.2.5, it can be seen that ln(Iimage) and 1
cos θ

follow a linear trend if

the tilt series is accurately aligned (Fig.2.2B). Each selected region would contribute

two linear trends, one for negative tilts and one for positive tilts. When multiple

regions (for example, 8 regions as shown by the red boxes in Fig.2.1) were selected,

separate linear trends can be seen due to different image contents in different selected

regions (Fig.2.2C and D). Among all linear trends, we found the median slope and

the median intercept and used them as the reference to re-scale all linear trends to

this common slope and intercept. For example, if we want to rescale the n-th linear

trend (yn = knx + bn) to the median slope kmedian and the median intercept bmedian,

the rescaled n-th linear trend will be y′n = kmedian(yn−bn
kn

)+bmedian. We then computed

the mean and standard deviation of the re-scaled data points of all regions at each tilt

angle (Fig.2.2E). Thus, averaging of multiple regions was performed to reduce noise.

In the final averaged plot (Fig.2.2E), the number of points is equal to the number of

tilts, with every point ḡ and its error bar representing the average pixel value and the

standard deviation of different regions.

(4) Based on the mean pixel values for the different tilts obtained in the previous

step, we generated a line fitting f by linear regression in which kfit is the slope and

bfit is the intercept.

f(i) = kfit ·
1

cos θ(i)
+ bfit (2.6)

where i is the ith image in the tilt series.

(5) The squared error between the fitting line f in Eq.2.6 and the averaged data

ḡ at each tilt angle is computed and denoted as residual res(i).

res(i) =

[
ḡ(i)− f(i)

f(i)

]2

(2.7)

The mean and standard deviation of all res values from the entire tilt series

(Fig.2.2E) serve as global quantitative indicators of goodness-of-alignment.
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2.2.3 Implementation

The method described here has been implemented as a stand-alone python pro-

gram tomoAlignEval.py for easy usage. Several parameters, such as, patch locations,

patch size and patch type (constant or adaptive), were provided as command line

options to give users the flexibilities to experiment for diverse samples. EMAN2

library functions [12] were used for image IO. numpy/scipy software [13, 14] was

used to perform linear least square fitting and matplotlib software [15] was used for

plotting. Although the program was only tested on Linux systems, it should also

run on all major platforms (Linux, Windows and MacOS) on which the dependent

software packages (python, numpy, scipy, matplotlib and EMAN2) are supported.

The tomoAlignEval.py program is freely downloadable from the authors’ Web site

(http://jiang.bio.purdue.edu).

2.2.4 Test datasets

Both stained and cryo datasets were used to test the performance of our ap-

proach. Sindbis virus infected Baby Hamster Kidney fibroblasts (BHK) cells and

Flock House virus infected Drosophila S2 cells were embedded in resins, sectioned,

and then stained. Tilt series of both samples were obtained on a FEI Titan Krios at

300 kV and were recorded on a Gatan 4 K × 4 K CCD camera at room temperature.

The samples were first pre-irradiated (∼ 104e/Å
2
) to stabilize the resin and minimize

specimen shrinkage during data collection [16]. Tilt images were collected from -60◦

to +60◦ in 2◦ increments with constant dose for each tilt and a total dose of 4000

e/Å
2
. The pixel size was 0.404 nm for the datasets used in Fig.2.5D, 0.51 nm for

datasets of other stained samples. For cryo-datasets, the frozen-hydrated specimens,

purified Sindbis virus and B. burgdorferi, were plunge frozen and imaged at liquid

nitrogen temperature. The tilt series of purified Sindbis virus were acquired using

a FEI Polara TEM at 300 kV on a Tietz 4 K × 4 K CCD and the tilt series of B.

burgdorferi were acquired using a JEOL 2200 TEM with energy filter at 200 kV on



12

a Gatan 4 K × 4 K CCD camera. Tilt images were taken from -60◦ to +60◦ in 1◦

increment and 1.5◦ increment for purified Sindbis virus and B. burgdorferi, respec-

tively, with constant dose for each tilt and a total dose of 100 e/Å
2
. The images of

purified Sindbis virus were 2× binned to 2048 × 2048 pixels. The pixel size was 0.45

nm for the datasets used in Fig.2.5H, 0.55 nm for other cryo datasets.

All tilt series were aligned using gold fiducial markers with the IMOD software

package [17]. For each tilt series, raw stack, pre-aligned stack and aligned stack were

all used to test if our method can effectively distinguish their alignment qualities.

Tomographic reconstruction of raw stack, pre-aligned stack and aligned stack were

performed using the back projection method implemented in IMOD. The FSCe/o

curves, Fourier shell correlation of two tomograms built from even and odd subsets

of tilt images, were computed using ELECTRA [7].

2.3 Results

2.3.1 Experimental confirmation of the mathematical model

To confirm that the mathematical model (Eqs.2.4, 2.5), derived from the Beer-

Lambert law is indeed consistent with experimental tomographic tilt images, we plot-

ted the mean pixel values at different tilt angles. One region (100 × 100 pixels, the

red square marked with symbol * in Fig.2.1), was selected from the untilted image,

and tracked through the entire aligned tilt series according to its geometric relation-

ship. The average pixel values (Iimage in Eq.2.3) of all tracked patches were plotted

as a function of tilt angles in Fig.2.2A. When the tilt angles become larger, the effec-

tive thickness de increases, leading to exponential attenuation of beam intensity. The

distribution of average pixel values depicts a parabolic curve which is qualitatively

consistent with the theoretical model shown in Eq.2.4, since the tilt angles at positive

and negative directions should produce the same effective thickness and the same

intensity.
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To better illustrate the tilt-angle dependence for the beam intensity, Fig.2.2A was

replotted in Fig.2.2B to show the log of intensity as a function of 1
cos θ

. It is now

evident that there is a linear relationship (dash line) between 1
cos θ

and ln(Iimage) in

the aligned image series, in excellent agreement with the Beer-Lambert law based

mathematical model shown in Eq.2.5. For convenience, the curve in Fig.2.2A was

divided into left (blue squares) and right (red circles) branches, corresponding to

negative and positive tilts during data collection, respectively. The two branches

were transformed to log scale in Fig.2.2B and marked with the corresponding colors

and symbols used in Fig.2.2A. When multiple regions (8 red squares as shown in

Fig.2.1) are plotted, multiple parabolic curves and straight lines are present, with

one region for each set of curves (Fig.2.2C) or lines (Fig.2.2D). The curves/lines are

offset from each other due to differences in the contents of different regions, which

cause different attenuation rates of the beam and brightnesses in the tilt images. In

Fig.2.2E, all linear trends were scaled to the median slope and the median intercept,

and re-scaled data points at same tilt angle but from different regions were then

averaged. The point and its error bar in Fig.2.2E represent the mean and standard

deviation of intensities of different regions after rescaling. It can be seen that all the

points form a nearly perfect line with no point visibly offset from the line. The error

bar of each point in Fig.2.2E is too small to be visible. These results have confirmed

that our theoretic model (Eq.2.5) is indeed consistent with the aligned experimental

images.

2.3.2 Tests with computationally added alignment errors

To use the goodness of log-linear relationship as a quantitative measurement of

the alignment quality of tilt series, a strong correlation of these two properties is

required. We thus performed tests in which a series of perturbations [18], including

shifts (Fig.2.3A), in-plane rotations (Fig.2.3B), and combinations of shifts and in-

plane rotations (Fig.2.3C), were purposely applied to an aligned stack images shown
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in Fig.2.1. In Fig.2.3, the points and error bars correspond to mean and standard

deviation of the residuals defined in Eq.2.7. The mean residual of the aligned stack

was set at 1 and all other values were shown as ratios to the mean residual of the

aligned stack without additional alignment perturbations. The results (e.g. mean and

standard deviation of residuals) showed a strong positive correlation with the applied

perturbations to the alignments. Both the mean and standard deviation increase

with larger applied perturbations, indicating that our method is able to distinguish

the different amounts of alignment errors for a tilt series.

2.3.3 Quantitative assessment of alignment quality of stained samples

To assess the performance of the proposed method, we tested experimental datasets

of both stained and cryo specimens. Fig.2.4 displays the intensities of the same re-

gions (100 × 100 pixels) in the raw stack (Fig.2.4A), the prealigned stack (Fig.2.4B)

and the aligned stack (Fig.2.4C) of a dataset of stained sections of a Sindbis virus

infected BHK cell.

Here, the prealigned stack and aligned stack refer to the tilt series produced by

coarse alignment using cross-correlation method and fine alignment using fiducial

marker based method provided in IMOD, respectively. As can be seen from Fig.2.4A,

the data points of the raw stack usually have larger standard deviation on each

data point and multiple outliers are significantly offset from the fitting line (dash

line), representing a very poor alignment quality for the raw stack. In contrast,

Fig.2.4B shows most of the data points of the prealigned stack follow the linear trend

with smaller standard deviation, though a few of them still slightly deviate from the

fitting line, suggesting that the prealigned stack has a better quality of alignment.

In addition, the data points of the aligned stack present a linear relationship with

invisible standard deviation and perfectly match the fitting line, demonstrating that

marker-based alignment is able to significantly improve the alignment quality in this

case. The comparison shown in Fig.2.4A-C confirms that the goodness of linear trend
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Fig. 2.3. Quantitative tests with computationally added alignment errors.
A series of random errors, including shifts (A), in-plane rotations (B), and
combination of shifts and in-plane rotations (C), were added to the aligned
stack of stained cell section (same dataset shown in Fig.2.1, Fig.2.2). The
X-axis values represent a maximum pixel error up to the value [18]. The
points and error bars indicate mean and standard deviation of residuals,
respectively. Note that the mean residual of the aligned stack is set as 1
here and all other mean and standard deviation are represented as ratios.
A different random error was used for each image of the aligned tilt series.
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of data points is correlated with the alignment quality, supporting the concept of our

mathematical model.

To quantitatively analyze the alignment accuracy, we computed the residuals be-

tween data points and the fitting line (Eq.2.7) of each stack and compared them

statistically. As shown in Fig.2.4D, we first sorted all residuals of one stack, set the

mean residual of raw stack as 1, and used it as a reference to convert all residuals

to ratios, aiming to intuitively show how much the residuals are reduced by coarse

and fine alignment, respectively. We found those with largest residuals are mostly

from high tilt angles. It is evident that, as expected, the raw stack has largest resid-

uals (blue line in Fig.2.4D), while the aligned stack has the smallest residuals (red

line in Fig.2.4D). These sorted plots also provide clear clues to the tilts with largest

alignment errors that need to be further investigated. We also computed the mean

and standard deviation of residuals of each stack and used them as a global figure of

merit of alignment (Fig.2.4E). As shown in Fig.2.4E, the improvement of alignment

quality from raw stack to aligned stack is accompanied with significant reduction of

mean and standard deviation of residuals. The mean of residuals of final aligned stack

is decreased to less than 2% of that of raw stack (Fig.2.4E). The marker based fine

alignment is thus able to considerably boost the alignment accuracy over the correla-

tion based prealignment. It is evident that our method is capable of evaluating and

revealing the difference of alignment quality at different stages of alignment.

To further corroborate the effectiveness of our method, we validated our method

with resolution criteria of reconstructed tomograms. Fig.2.4F depicts the FSCe/o

curves of three tomograms, reconstructed from the raw stack, the prealigned stack

and the aligned stack in this example, respectively. It can be seen that the resolution

of tomograms is improved from raw stack to aligned stack, matching our analysis

(Fig.2.4A-E) and confirming the effectiveness of our proposed method.
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Fig. 2.4. Quantitative comparison of alignment quality for raw stack, pre-
aligned stack and aligned stack of stained sample. The linear patterns
of log intensity as a function of 1/ cos θ are shown for the raw stack (A),
prealigned stack (B) and aligned stack (C). (D) Sorted residual plot of
the three stacks. Note that the mean residual of raw stack is set at 1
and all residuals are represented as ratios. (E) The bar graph illustrates
the statistical analysis (mean ± standard deviation) of residuals from 10
selected regions. The column denotes mean and the error bar denotes
standard deviation. The region size is 100 × 100 pixels. (F) The plot de-
picts resolution comparisons for tomographic reconstructions of raw stack,
prealigned stack and aligned stack on the basis of FSCe/o. The small dip

at around 0.03 Å
−1

in the curve of aligned stack (red curve) reflects the
first CTF zero frequency of the mean defocus (∼ 5.8µm) for this dataset.
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2.3.4 Quantitative assessment of alignment quality of cryo-ET images

We then tested if our method can also reliably work with cryo datasets, which are

typically imaged with lower doses and are more noisy than stained sample images.

Compared to the narrow spread of the data points around the fitting line for the

stained example (Fig.2.4), the data points for the cryo datasets (region size 200 ×

200 pixels) are widely scattered although a linear trend is still evident (Fig.2.5).

Due to the large spreads, it is difficult to visualize the difference of alignment

quality directly from the log-linear plots of raw (Fig.2.5A) prealigned (Fig.2.5B) and

aligned (Fig.2.5C) stack. However, the plot of residuals in Fig.2.5D indicates that

the aligned stack attains the best alignment accuracy with the smallest residuals

(red line in Fig.2.5D) among these three stacks, even though it is only marginally

better than the prealigned stack (green line in Fig.2.5D). The statistical analysis in

Fig.2.5E suggests that both coarse alignment and fine alignment are able to improve

alignment quality of cryo datasets, and marker based fine alignment can achieve the

best alignment accuracy in this case, even though it does not enhance the alignment

accuracy as much as it does for the stained sample images (Fig.2.4E). The FSCe/o

curves of prealigned and aligned stacks are indistinguishable in Fig.2.5F and fail to

reveal the difference between their resolutions, which is likely due to the poor SNR

of these images. We then visually examined the tomograms reconstructed from the

prealigned stack (Fig.2.S1A, C, E) and final aligned stack (Fig.2.S1B, D, F). Based on

the clearly worse missing wedge artifacts around the gold beads in the tomogram of

prealigned stack (Fig.2.S1A, C, E) and the more symmetric artifacts in the tomogram

of aligned stack (Fig.2.S1B, D, F), we conclude that the marker based alignment can

indeed further improve the alignment quality of the coarse prealignment based on

cross correlation although such minor improvements cannot be reliably detected by

the FSCe/o resolution tests. However, such minor alignment improvements could still

be detected by our method (Fig.2.5D and E).
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Fig. 2.5. Quantitative comparison of alignment quality for raw stack, pre-
aligned stack and aligned stack of cryo dataset. The linear patterns of
log intensity as a function of 1/cos are shown for the raw stack (A), pre-
aligned stack (B) and aligned stack (C). (D) Sorted residual plot of the
three stacks. Note that the mean residual of raw stack is set as 1 and all
residuals are represented as ratios. (E) The bar graph illustrates the sta-
tistical analysis (mean ± standard deviation) of residuals from 16 selected
regions. The region size is 200 × 200 pixels. (F) The plot depicts resolu-
tion comparisons for tomographic reconstructions of raw stack, prealigned
stack and aligned stack on the basis of FSCe/o.
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A B

C D

E F

Reconstruction after prealignment Reconstruction after alignment

Fig. 2.S1. Comparison of reconstruction qualities of prealigned and
aligned cryo tilt series shown in Fig.2.5. Sections (A, B for XY plane,
C, D for XZ plane, and E, F for YZ plane) are shown for tomogram of
prealigned (left column, A, C, E) and aligned (right column, B, D, F)
stacks. Note that the reconstruction quality of gold beads in the pre-
aligned stack reconstruction, as judged by the asymmetric missing-wedge
artifacts around the beads, is worse than that of the beads in tomogram of
aligned stack. This small quality improvement from marker-based align-
ment can be detected by our method (Fig.2.5D and E) but not by FSCe/o
(Fig.2.5F).
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2.3.5 Alignment inaccuracies

The above tests indicated excellent alignment quality for the stained sample

(Fig.2.4) but significantly worse quality for the cryo sample (Fig.2.5). To investi-

gate if such difference in alignment quality is a general phenomenon, we have further

applied our method to additional stained sample datasets (Fig.2.6A-D) and cryo sam-

ple datasets (Fig.2.6E-H).

It can be seen that residuals of stained datasets were almost all minimized to

very small values after pre and fine alignments. There were only occasional sub-

optimal alignments for a small number of tilt images (Fig.2.6D). In stark contrast, the

alignment qualities for cryo datasets appear to be much poorer with large residuals

after both pre and fine alignments for most datasets. For cryo datasets, most of

the alignment improvements were achieved by correlation based prealignment while

the marker based fine alignment could only provide small additional improvements.

Compared to the apparently superior alignment quality for stained datasets, current

methods appear to be inadequate in providing optimal alignment for cryo datasets.

To better understand the drastically different levels of residuals for stained and

cryo datasets, we investigated the effect of several factors, number of regions (Figs.2.S2

and 2.S3), region sizes (Fig.2.S4) and adaptive change of region sizes at different tilt

angles (Fig.2.S5). To test effects of noise and the efficacies of averaging of more regions

in reducing the residuals (Figs.2.S2 and 2.S3), we applied different levels of random

noise to the raw stack and then performed prealignment and marker-based alignment

for each of the new stacks. For a fixed number of regions, increasing noise will increase,

as expected, the residual of both prealigned and aligned stacks. For a fixed noise level,

averaging of more regions can effectively reduce the residuals to negligible levels for

stained samples (Fig.2.S2). However, significant levels of residuals remain even when

large numbers of regions were used for cryo datasets (Fig.2.S3). These results suggest

that the remaining residuals for aligned stacks of cryo datasets were not caused by the

higher level of noises but more likely from systematic errors, for example, alignment
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inaccuracies, that cannot not be reduced by averaging. To test the effect of different

region sizes, we repeated the analysis for constant region sizes ranging from 50 ×

50 to 300 × 300 pixels (Fig.2.S4). We found that the levels of residuals for each of

the three stacks remain essentially the same for all these tested region sizes. Thus,

region size is not a sensitive parameter for our method and an arbitrary size (100 ×

100 or 200 × 200 pixels) in this tested range should be fine in general. However, a

user option was provided for our program to let the user specify a region size. To

test if the extra contents from left/right side of the region in the tilted image would

affect the performance of our method, we also tested variable region sizes by reducing

the X-dimension according to the tilt angle (Nx(θ) = Nx(0) cos θ) (Fig.2.S5). For all

region sizes, the adaptive region size strategy (Fig.2.S5) returned very similar results

as those by the simple constant region size strategy (Fig.2.S4). Thus, our method is

robust for a wide range (50 × 50 - 300 × 300 pixels) of both constant and adaptive

region sizes. However, a user option was provided for our program to let user specify

either constant or adaptive region size for the best performance of diverse samples.

2.3.6 Effects of defocus

In a tilted image, a defocus gradient exists in the direction perpendicular to the

tilt axis. The overall defocus of different tilt images can also be different. These

defocus variations can potentially cause the variation of pixel values and affect the

performance of our method. To test the effect of defocus variation on the performance

of our method, we selected multiple sets of regions with varying distances to the tilt

axis. The first row in Fig.2.7 (Fig.2.7A-C) illustrates three different sets of locations:

along the tilt axis, offset from tilt axis at halfway towards and close to the edges,

which represent minimal, medium and maximal defocus variations, respectively. The

alignment qualities for the stained (Fig.2.7D-F) and cryo (Fig.2.7G-I) samples were

evaluated using our method for each of these three sets of locations. It is evident

that the defocus variations have no significant effect on the evaluation of alignment
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Fig. 2.6. Evaluations of alignment qualities of additional datasets. Shown
are sorted residual plots of tilt series of additional stained (A-D) and cryo
(E-H) samples. (A-C) Sindbis virus infected BHK cell sections embedded
in resin and stained. (D) Flock House virus infected Drosophila S2 cell
sections embedded in resin and stained. (E-G) Frozen-hydrated, purified
Sindbis virus. (H) Frozen-hydrated B. burgdorferi cells.
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A B

C

Fig. 2.S2. Performance with stained sample dataset at multiple levels of
computationally added noise and different numbers of regions used for
alignment quality evaluation. The region size is 100 × 100 pixels. We
added different levels of random noise to raw stack and then aligned the
noise-added raw stack. Here the random noise is Gaussian noise with zero
mean and its standard deviation is 4 (B) or 8 (C) times of the standard
deviation of the original image. The bar graphs compare alignment qual-
ities of the original raw stack (A), stack with 4× noise added (B), and
stack with 8× noise added (C).
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A B

C

Fig. 2.S3. Performance with cryo dataset at multiple levels of computa-
tionally added noise and different numbers of regions used for alignment
quality evaluation. The region size is 200 × 200 pixels. We added different
levels of random noise to raw stack and then aligned the noise-added raw
stack. Here the random noise is Gaussian noise with zero mean and its
standard deviation is 0.25 (B) or 0.5 (C) times of the standard deviation
of the original image. The bar graphs compare alignment qualities of the
original raw stack (A), stack with 0.25× noise added (B), and stack with
0.5× noise added (C).
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D

Fig. 2.S4. Performance with different constant region sizes. Using the
same set of selected region locations in a dataset of stained sample (shown
in Fig.2.1), we tested different region sizes, 50 × 50 (A), 100 × 100 (B),
200 × 200 (C), and 300 × 300 (D) pixels.
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D

Fig. 2.S5. Performance with different variable region sizes adaptive to the
tilt angles. Using the same set of selected region locations in a dataset
of stained sample (shown in Fig.2.1), we tested different variable region
sizes, 50 × 50 (A), 100 × 100 (B), 200 × 200 (C), and 300 × 300 (D)
pixels. The X-dimension region sizes are varied according to the tilt angle
Nx(θ) = Nx(0) cos θ.
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quality, since the method is able to correctly distinguish the alignment quality of raw

stack, prealigned stack and aligned stack no matter where the regions are located.

Hence, the results indicate that our method can perform robustly on the tilt series

and the method is insensitive to defocus variations.

To understand the basis of our method’s insensitivity to defocus variations, we

used simulations to probe the effects of contrast transfer function (CTF) with varying

defocuses on a simulated image with random noise of Gaussian distribution. We

measured the mean and standard deviation of the CTF modulated images and plotted

them as function of defocus in Fig.2.S6. The profiles of mean and standard deviation

exhibit very different behaviors: the mean values remain nearly constant, while the

standard deviation increases with defocus until reaching a plateau. The constant

mean pixel value explains why our method is insensitive to defocus variations. Since

both image contrast and image standard deviation measure the pixel value variations,

we can use the standard deviation as a measurement of image contrast. The increased

image contrast at large defocuses is thus consistent with the weak phase object image

formation theory for TEM of thin biological specimens. The plateauing of image

contrast also suggests that there is no need for excessively large defocus.

2.4 Discussion

In this chapter, we have introduced a new method, derived from the principle of

the Beer-Lambert law (Eq.2.1), in order to establish a reliable cross-validation tool

for alignment quality of tilt series. The underlying idea is to evaluate the alignment

quality in terms of the goodness of linear relationship of data points calculated from

tilt series (Eq.2.5 and Fig.2.2). The tests with both experimental stained and cryo

samples (Figs.2.2-2.6) demonstrated that this method allows a robust and accurate

assessment of alignment quality of electron tomographic tilt images. This method

is fast and takes less than 1 min on a typical desktop computer for a tilt series.

Compared to the FSCe/o resolution test [7], our new method is not only orders faster
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Fig. 2.7. Performances with varying defocuses. (A-C) The three panels
represent three different sets of regions with different amounts of defocus
gradient: minimum (A), intermediate (B) and large defocus gradient (C).
The dash lines represent the tilt axis. (D-F) The three panels compare the
residuals when multiple regions were selected as shown in (A-C) from one
stained sample tilt series. (G-I) The three panels compare the residuals
when multiple regions were selected as shown in (A-C) from one cryo
sample tilt series.
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Fig. 2.S6. Defocus-dependence of image mean and standard deviation.
CTFs with varying defocuses were applied to a simulated noise image.
The CTFs used the following parameters: voltage = 300 kV, Cs = 2 mm,

amplitude contrast = 0.1, B factor = 4000 Å
2
, sampling = 5 Å/pixel, and

image size of 256 × 256 pixels.
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but also a direct method specifically for testing alignment instead of measuring the

compound effects of image alignment and 3D reconstruction methods. This specificity

for alignment might also explain its better sensitivity to alignment improvement than

the FSCe/o resolution test (Fig.2.5). With these unique features, our new method

can serve as an accurate and fast cross-validation of alignment quality and also as a

guide for further optimizing the alignment before reconstructing 3D tomogram.

From our tests with both stained and cryo samples and the drastically different

alignment qualities discovered for both types of images (Figs.2.2-2.6), we have also

gained insights to the key factors for accurate alignments and the limitations of current

alignment methods. If we assume that the residuals reported by our method consist

of two sources, one from alignment errors and the other from the noise contribution

to the pixel values, the minimal residuals for the stained samples suggest that both

sources are negligible for these datasets. Further tests with larger number of regions

and increased level of noises (Fig.2.S2) suggest that noise-related residuals can be

effectively minimized by averaging of multiple regions used by our method. The high

level of residuals for cryo datasets even after averaging a large number of regions thus

suggests significant alignment errors for the cryo datasets. We think that inaccurate

alignment might still be a major bottleneck for high resolution tomography. A simi-

lar conclusion was also independently reported based on other evidences [19,20]. We

hypothesize that the gold bead positions undergo a non-negligible amount of move-

ment [21] during imaging when considering that vitreous ice undergoes melt/freeze

cycles of phase changes induced by the electron beam [22] and the highly localized

deposition of energy on the electron-dense gold. In contrast, images of stained section

samples were taken at room temperature without fluidic phase and the samples were

embedded in highly cross-linked resin. The gold beads are thus likely much more

stable and allow much more accurate alignment for the stained samples. Based on

these analyses, we suggest a new marker-free alignment method without relying on

electron dense beads will be needed to provide better alignment accuracy for higher

resolution tomograms of cryo samples. As shown in Fig.2.3, the residuals from the
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linear fitting line are highly correlated with the magnitude of alignment errors. A di-

rection to explore will be to use the residuals from the linear fitting line of tilt images

not only as an evaluation criterion but also as a scoring function for optimization of

the alignment parameters to minimize these residuals.

Our finding of the insensitivity of the mean pixel values to defocus variations

(Figs.2.7 and 2.S6) is both satisfying and initially puzzling. This property removes a

major complication related to defocus variations due to either defocus gradient within

a single tilt image or change of mean defocus across different tilt images. We will

understand it from the physical process of electrons passing through the sample and

objective lens. While most electrons pass through the sample without being scattered,

some of the electrons will be either elastically or inelastically scattered with ∼1:3

ratio in probability [23]. If we consider electrons as waves, the amplitude of the wave

will be reduced by inelastic scattering but elastic scattering will only influence the

phases. Since the beam intensity is only dependent on the wave amplitude but not

the phase, the Beer-Lambert law used here thus primarily utilized the inelastically

scattered electrons. On the contrary, image contrast is dominated by the defocus-

dependent phase contrast resulted from phase modulations by objective lens, which

do not change the wave amplitude and beam intensity. This property can also be

explained using the CTF theory in image formation: the Fourier transform of the

image is the Fourier transform of the sample multiplied by CTF and then corrupted

by noises. In this Fourier formulation, the mean pixel value corresponds to the DC

term (i.e. F (0, 0), the origin of the Fourier transform). Since varying defocus only

changes the CTF oscillations at non-zero frequencies but not the DC term, the mean

pixels values should stay constant at different defocuses.
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3. SIMULTANEOUS DETERMINATION OF SAMPLE

THICKNESS, TILT, AND ELECTRON MEAN FREE

PATH USING TOMOGRAPHIC TILT IMAGES BASED

ON BEER-LAMBERT LAW

3.1 Introduction

In recent years, cryo-electron tomography (cryo-ET) has emerged as a power-

ful imaging technique that allows 3D visualization of sub-cellular architecture and

macromolecular organization in a near-native and fully frozen-hydrated state. Cryo-

ET circumvents the deleterious effects from fixation, dehydration or staining [24,25].

This technique bridges the gap of knowledge between cellular architecture revealed

by low resolution light microscopy and high resolution structures of macromolecular

complexes by single particle cryo-EM.

To prepare samples for cryo-ET, a commonly used technique is plunge freezing

in which the sample solution is deposited onto a holey-carbon coated grid, blotted

with filter paper, and vitrified by rapidly plunging into a cryogen (e.g. liquid ethane)

cooled by liquid nitrogen [26, 27]. However, this method has poor control of thick-

ness of the resulted vitreous ice. Another technique for cryo-sample preparation is

cryo-sectioning in which the high pressure frozen thick specimen is trimmed using a

diamond knife. Unfortunately, previous studies have shown that there is consider-

able variation in section thickness, especially for thin sections [28]. Focused ion beam

(FIB) milling has gained considerable acceptance in recent years as a precision section

preparation method. However, slice thickness by FIB still has unignorable variations

due to differential thermal expansion [29], charging [30, 31], stage movements [32] or

ion beam instabilities [30].
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To obtain a high quality tomogram, it is essential to use volumes with sufficiently

large Z-dimension to contain the entire sample. Due to lack of both thickness control

during sample preparation and a method for reliable estimation of sample thickness,

it is a common practice to use a large Z-dimension for 3D reconstruction. Alter-

natively, a trial reconstruction of a small region can be used to first determine the

thickness before a full reconstruction is performed. However, the poor image con-

trast and the significant smearing along Z-axis due to missing wedge often render the

sample boundaries hard to detect. It is thus desirable to have a method to reliably

determine sample thickness to allow 3D reconstruction with optimal Z-dimension,

which will not only eliminate the need for trial reconstruction but also improve the

speed of reconstruction by reducing the tomogram volume to the smallest possible Z-

dimension. Current methods for thickness measurement include measuring the shift

of top/bottom surface projections of a small cylindrical hole through sample in a

tilt pair image [33], image contrast between open and sample area [33], and elec-

tron energy loss spectroscopy [8, 9]. The first method is destructive to the sample

while the last two methods rely on an accurately known electron mean free path [10].

Unfortunately, the mean free path is dependent on accelerating voltage and sample

types, and can vary significantly as shown by drastically different values obtained by

experimental measurements for a few sample conditions [34–36]. Different elemental

compositions of the sample, for example, samples stained with heavy metals vs cryo

biological samples mostly composed of low atomic number elements, can lead to a

large change of mean free path [37, 38]. It is desirable to have a convenient method

that can reliably estimate the mean free path of every sample.

It is a common assumption in cryo-EM that the specimen plane is horizontal and

thus perpendicular to the electron beam. However, unintended sample tilts have of-

ten been observed due to multiple factors, including undulation of the carbon support

film [39], instability of the sample holder mechanics, and insufficient reproducibility

of goniometer [40]. These residual sample tilts were not detectable during data ac-

quisition, which would result in systematic errors to the tilt angles assigned to all
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images in a cryo-ET tilt series. The residual tilt, if not corrected, will lead to tilted

structure in the 3D tomogram that requires larger Z-dimension to fully contain the

structure and larger computing resource for reconstruction. For some specimens, for

example, stained sections with gold beads coated on both surfaces, the 3D geometric

model of the fiducial markers obtained from alignment of the whole tilt series can be

used to determine/correct the residual sample tilt [17]. However, this approach will

not be applicable to most cryo-ET samples without markers or with fiducial markers

randomly distributed in the sample solution [6, 41].

In this study, we describe a computational approach that can simultaneously

estimate sample thickness, tilt and inelastic mean free path using only the tilt images

already collected for cryo-ET without need for additional data. This new approach

employs a mathematical model derived from the Beer-Lambert law and estimates

these parameters as a solution of a multi-variable overdetermined nonlinear least

square problem with strong constraints provided by unique geometric relationships

among the serial tilts of a common structure.

3.2 Methods

3.2.1 Mathematical model for thickness determination

The relationship between sample thickness and beam intensity can be represented

by Eq.3.1 based on the Beer-Lambert law

de
λin

= ln(
I0

Iexit
) (3.1)

where de represents the effective thickness which is the distance that the electron

beam travels through the specimen, λin represents the mean free path for inelastic

scattering, I0 represents the intensity of the incident electron beam on the specimen

and Iexit represents the intensity of the electron beam exiting the specimen and hitting

the detector.
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It is obvious that the effective thickness de in Eq.3.1 varies when the sample is

tilted. Assuming the specimen is placed in an arbitrarily tilted plane in 3D space

before serial tilting, we define the residual sample tilt γ0 as the angle between the

normal vector of this plane and the Z-axis (i.e. direction of electron beam). Here, the

effective thickness de for each tilt can be described in Eq.3.2 by taking the nominal

tilt angles (i.e. intended tilt angles during data collection) and residual sample tilt

into consideration

de =
d0 · cos θ0

cos γ0 · cos(θ0 + θ)
= d0 ·

cos θ0 ·
√

tan2 θ0 + tan2 α0 + 1

cos(θ0 + θ)
(3.2)

where d0 represent the absolute geometric thickness of the specimen, θ represents

the intended tilt angles around Y axis, θ0 and α0 represent the residual sample tilt

around Y and X axis, respectively, and they can be measured via the corresponding

side views of the 3D reconstruction.

Next, the exiting beam intensity Iexit can be expressed as Eq.3.3 according to the

linear relationship between Iexit and pixel values of images

Iimage = A · Iexit +B (3.3)

where Iimage represents the average pixel value of the targeted area in the image.

A represents the gain factor of the detector. B represents the average pixel value

when no electron hits the detector. Although it should always be zero, we found

some corner cases in which the detector is not properly gain-normalized or the image

pixel values are shifted post imaging during alignment of the tilt series. To make our

method robust for all datasets, this B variable is included in our model as a nuisance

parameter.

Hence, we can write our complete mathematical model for each tilt image as

Eq.3.4 by combining Eqs.3.1-3.3.

d0

λin
· cos θ0 ·

√
tan2 θ0 + tan2 α0 + 1

cos(θ0 + θ)
= ln(

A · I0

Iimage −B
) (3.4)
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In Eq.3.4, Iimage and θ are known from tilt series. The 7 unknown parameters are

I0, d0, θ0, α0, λin, A and B. The 4 parameters of interest in our study are d0, θ0,

α0 and λin while the remaining three are nuisance parameters. In our case, this is a

vastly overdetermined system since the number of equations (the number of selected

regions in each image × the number of tilt images) is much larger than the number

of unknowns (7) in the model.

3.2.2 Parameter determination as a constrained nonlinear least square

problem

Parameter determination as a constrained nonlinear least square problem In order

to obtain the solution of this overdetermined least square problem, we minimize the

scoring function defined in Eq.3.5

f(I0, d0, θ0, α0, λin, A,B) =

N∑
j=1

M∑
i=1

[
ln(

A · I0

Iimage(i, j)−B
)− d0

λin
· cos θ0 ·

√
tan2 θ0 + tan2 α0 + 1

cos(θ0 + θ(i))

]2 (3.5)

where i represents the ith image in the tilt series, j represents the jth selected region,

M represents the total number of images in the tilt series, N represents the total

number of selected regions, and θ(i) represents the intended tilt angle of the ith image

in the tilt series. We would first select N regions of interest in the untilted image,

and then track the corresponding areas in all tilts according to tilt geometry. The

average pixel value of the jth region in the ith tilted image is denoted as Iimage(i, j).

Since each unknown variable has its own range that the solution must satisfy, we

can estimate the solution of unknowns in Eq.3.5 by solving the following constrained

nonlinear optimization problem
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min
I0,d0,θ0,α0,λin,A,B

f(I0, d0, θ0, α0, λin, A,B)

subject to

A · I0 > Iimage(i, j)−B > 0

d0 > 0

λin > 0

(3.6)

where f(I0, d0, θ0, α0, λin, A,B) is defined in Eq.3.5.

3.2.3 Implementation

Our approach has been implemented into tomoThickness.py, a single python script

for easy usage. We used EMAN2 library functions [12] for image IO. numpy/scipy

software [13, 14] was used to perform nonlinear least square fitting and matplotlib

software [15] was used for plotting. There are many well-developed algorithms and

software packages available to solve the constrained nonlinear optimization problem.

The global minimization method basin-hopping in scipy.optimize module was used to

find solutions to the 7 unknown parameters in less than a minute for each tilt series.

Although we have only tested this program on Linux systems, the program should run

on all major computer platforms (Linux, Windows and MacOS) since the dependent

software packages (python, numpy, scipy, matplotlib, and EMAN2) are all compatible

with these platforms. The tomoThickness.py program is freely downloadable from the

authors’ Web site (http://jiang.bio.purdue.edu).

3.2.4 Test datasets

In this study, we used both stained and cryo tilt series to test the performance of

our method. Sindbis virus infected Baby Hamster Kidney fibroblasts (BHK) cells and

Flock House virus infected Drosophila S2 cells were embedded in resins, sectioned,

and then stained. Tilt series of both samples were obtained on a FEI Titan Krios at
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300 kV and were recorded on a Gatan 4 K × 4 K CCD camera at room temperature.

Before automated tilt series collection using SerialEM [42], the samples were first pre-

irradiated (∼ 104e/Å
2
) to stabilize the resin and minimize specimen shrinkage during

data collection [16]. Tilt images were collected from -60◦ to +60◦ in 2◦ increments

with constant dose for each tilt and a total dose of 4000 e/Å
2
. The pixel size was

0.51 nm for the images of Sindbis virus infected Baby Hamster Kidney fibroblasts

(BHK) cell sections and 0.404 nm for Flock House Virus infected Drosophila S2 cell

sections. One group of cryo-datasets are the images of purified Sindbis virus plunge

frozen and imaged at liquid nitrogen temperature. The cryo tilt series were obtained

using a FEI Polara TEM at 300 kV, and were recorded on a Tietz 4K × 4K CCD.

Tilt images were taken from -60◦ to +60◦ in 1◦ increment with constant dose for

each tilt and a total dose of 100 e/Å
2
. The images were 2× binned to 2048 × 2048

pixels with final pixel size of 0.55 nm. The other group of cryo-datasets are the tilt

series of DNP-labeled liposomes and anti-DNP antibody downloaded from EMPIAR

(EMPIAR-10009) [43]. This group of datasets were imaged on a FEI Tecnai 200 kV

microscope.

The tilt series were aligned using gold fiducial markers with the IMOD software

package [17]. IMOD was also used for visualization of the tilt series and tomograms

[44]. The parameters of interest including sample thickness and tilt were verified by

examining the corresponding side views of the reconstructed tomogram [11,44].

3.3 Results

3.3.1 Tilt dependent variation of image intensity

To determine sample parameters using the tilt dependent variation of image inten-

sity, we first selected a region in the zero-tilt image then tracked this region through

the aligned stack of tilt series according to the tilt angles. We usually selected re-

gions without extremely dark contents. Fig.3.1 shows a region selected for a stained
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(Fig.3.1A) and a cryo (Fig.3.1B) tilt series, respectively. We calculated the average

pixel values in the tracked patches and used them to estimate the sample parameters.

Fig. 3.1. Zero tilt image of aligned tilt series. (A) Stained Sindbis virus
infected BHK cell section. (B) Plunge-frozen Sindbis virus. The tilt axis
is vertical. The red squares indicate regions selected and tracked through
the tilt series. The region size is 200 × 200 pixels.

The effective sample thickness is directly associated with the tilt angles. When

the specimen is tilted toward larger angles, the effective sample thickness increases,

leading to more attenuation of the electron beam passing through specimen and

hitting the detector (Iexit in Eq.3.1). The relationship between image intensity and

tilt angle of a stained tilt series is shown in Fig.3.2A in which the gradual decrease

of intensity (i.e. average pixel value, Iimage in Eq.3.3) with increasing tilt angle

is qualitatively consistent with the theoretical prediction (Eq.3.1). However, close

inspection of Fig.3.2A revealed that the curve was asymmetric about 0◦ tilt angle,

inconsistent with the expected symmetric shape.

Based on Eqs.3.1-3.3 and assuming that residual tilt is 0◦ (θ0 = 0◦, α0 = 0◦) and

that there is no linear scaling of pixel values (A = 1, B = 0), we can obtain Eq.3.7:
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Fig. 3.2. Relationship between image intensity and tilt angles of a stained
dataset before and after correction of residual tilt. (A) Profile of image
intensity and intended tilt angle (θ) for the red square shown in Fig.3.1A.
(B) Replot of (A) using log of intensity (Y-axis) and 1/ cos θ (X-axis). (C)
Profile of image intensity and corrected tilt angle (θ+ θ0) after estimation
of parameters of interest. (D) Replot of (C) using log of intensity (Y-axis)
and 1/ cos(θ + θ0) (X-axis). To provide visual guide for the asymmetric
(A) or symmetric (C) distributions about 0◦ tilt angle, a mirror copy of
both sides of 0◦ tilt angle was also plotted in the opposite side with dash
curves in corresponding colors.
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ln(Iexit) = ln(I0)− d0

λin
· 1

cos θ
(3.7)

From Eq.3.7, we expect that log of image intensity will be a linear function of

1/ cos θ. To better illustrate the tilt-intensity relationship, we thus replotted Fig.3.2A

as log of intensity (Y axis) with 1/ cos θ (X axis) shown in Fig.3.2B. It was obvious

that linear relationship did exist. However, the two straight lines representing the left

half (blue squares) and right half (red circles) of the curve in Fig.3.2A were separated

with different slopes. Similar to the curves in Fig.3.2A with unexpected asymmetric

shape, this line separation was also puzzling as two opposite directions of tilting

should result in an identical change of effective thickness and overlapping straight

lines in the log-linear plots in Fig.3.2B and symmetric about 0◦ tilt in Fig.3.2A.

Electron beam induced mass loss [16] cannot be the cause as smaller slope would be

expected for the line corresponding to the right half tilts which were imaged last and

would cause less attenuation of the beam after mass loss. We suspected that residual

sample tilt caused these unexpected results, which led us to develop the nonlinear

least square fitting method reported here to resolve these issues. As shown in results

below, residual sample tilt was indeed found to be the cause.

3.3.2 Determination of sample thickness, tilt and electron mean free path

We applied our nonlinear least square fitting algorithm (Eq.3.6) to the tilt series

in order to determine the parameters of interest (sample thickness, tilt and electron

mean free path). As shown in Fig.3.2C, the plot of intensity became more symmetric

about 0◦ tilt after correcting the tilt angles with residual sample tilt (θ0 = 3.38◦).

As shown in Fig.3.2D, the two separated lines now converged to a single line after

taking the residual sample tilt (θ0 = 3.38◦) into account. We thus have confirmed

that residual sample tilt was indeed the cause for the asymmetric curve in Fig.3.2A

and line separation in Fig.3.2B. Furthermore, it also demonstrated that our nonlinear
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least square method could be used to correctly determine the residual sample tilt

from a high contrast stained tilt series.

We then applied our method to analyze a cryo tilt series (Fig.3.3) which showed

similar results with Fig.3.2. The cryo dataset was much noisier with lower contrast,

as expected, since the signal-to-noise ratio (SNR) of cryo tilt series (Fig.3.3) imaged

at much lower electron dose is poorer than that of the stained dataset (Fig.3.2).

Nevertheless, the residual tilt could still be accurately determined to make the curve

symmetric (Fig.3.3C) and the lines to converge (Fig.3.3D).

Our method could use arbitrary number of regions (Eq.3.5, N ≥ 1) from the tilt

series to estimate a single set of parameters. Fig.3.S1 and Fig.3.S2 extended those

in Fig.3.2 and Fig.3.3 and showed curves/lines for two different regions in the corre-

sponding stained and cryo tilt series, respectively. It was evident that the originally

separate lines for each region converged after considering a common residual sample

tilt parameter for both regions. The converged lines for the two regions remain sepa-

rate due to the different local sample contents. Together, we showed that our method

worked well for both stained and cryo tilt series.

3.3.3 Cross validation with measurements from 3D tomogram

To verify these fitted parameters with independent measurements, we recon-

structed both tilt series shown in Fig.3.2, Fig.3.3 and manually measured the corre-

sponding parameters from side views of the tomograms. Fig.3.4 shows the measured

sample tilt θ0 ≈ 3.3◦ (Fig.3.4A) and α0 ≈ 0◦ (Fig.3.4B), and thickness d0 ≈ 170

nm, which agree well with the fitting results θ0 = 3.38◦, α0 = 0.17◦, d0 = 168 nm,

λin = 230 nm of this stained dataset used in Fig.3.2. To further demonstrate that the

fitted sample tilt angle is accurate, we modified the tilt angles by adding the fitted

θ0 and then performed reconstruction with the modified tilt angles. In Fig.3.4C the

sample structure now become horizontal in XZ view, implying that the estimated θ0

is correct. Similarly, compensating the residual tilt α0 around the X-axis also resulted
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Fig. 3.3. Relationship between image intensity and tilt angles of a cryo
dataset before and after correction of residual tilt. (A) Profile of image
intensity and intended tilt angle (θ) for the red square shown in Fig.3.1B.
(B) Replot of (A) using log of intensity (Y-axis) and 1/ cos θ (X-axis). (C)
Profile of image intensity and corrected tilt angle (θ+ θ0) after estimation
of parameters of interest. (D) Replot of (C) using log of intensity (Y-axis)
and 1/ cos(θ + θ0) (X-axis). To provide visual guide for the asymmetric
(A) or symmetric (C) distributions about 0◦ tilt angle, a mirror copy of
both sides of 0◦ tilt angle was also plotted in the opposite side with dash
curves in corresponding colors.
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A B

C D

Fig. 3.S1. Expansion of plots in Fig.3.2 to include two regions for
the stained tilt series. Note that the accurate fitted residual tilt can
help converge the two separate lines with different slopes (B) into well-
superimposed lines (D).
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A B

C D

Fig. 3.S2. Expansion of plots in Fig.3.3 to include two regions for
the stained tilt series. Note that the accurate fitted residual tilt can
help converge the two separate lines with different slopes (B) into well-
superimposed lines (D).
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in horizontal structure in YZ view (Fig.3.4D), although α0 for this tilt series is small

and the original tomogram without this correction (Fig.3.4B) was already visually

horizontal.

Repeating these tests with the cryo dataset used in Fig.3.3 further confirmed that

the fitted parameters were also correct. The parameters θ0 ≈ 8.5◦ (Fig.3.5A) and

α0 ≈ 2◦ (Fig.3.5B), and d0 ≈ 72 nm measured from tomogram also matched well

with the fitted parameters θ0 = 8.7◦, α0 = 2.12◦, d0 = 74.6 nm, λin = 356 nm and

the correction of sample tilt also made the specimen horizontal in XZ (Fig.3.5C) and

YZ views (Fig.3.5D).

It is worth pointing out that the fitted inelastic mean free path for vitreous ice

λin = 356 nm is very close to the predicted value 350 nm in the literature [36]

although no experimental values have been published for λin at 300 kV. In addition,

the fitted λin for stained dataset is 230 nm which is significantly smaller than that

for cryo dataset. While there is no experimentally measured λin for stained sections,

the reduced value is consistent with expectation: electrons are scattered with much

higher probability by the heavy metal materials in the stained sample than by the

light atoms in cryo samples [37].

3.3.4 Robustness of basin-hopping optimization method

As described in Section 3.2.2, we used a basin-hopping method to solve the con-

strained nonlinear optimization problem. Basin-hopping is a stochastic global op-

timization algorithm that has been shown to be extremely useful for problems in

physics and chemistry. During the iterative search, the basin-hopping algorithm in-

troduces random perturbation of the search variables to escape local minima and find

the global minimum efficiently. To test the robustness of our approach, we reran the

script 100 times on both stained and cryo datasets. The results in Fig.3.S3 showed

that sample thickness d0 (Fig.3.S3A), mean free path λin (Fig.3.S3B), sample tilt (θ0,

α0 in Fig.3.S3C, γ0 in Fig.3.S3D) could be correctly determined in all runs with little
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Fig. 3.4. Comparison of reconstruction of the stained tilt series shown
in Fig.3.1A before and after correction of residual tilt. Sections (A) and
(B) are XZ and YZ planes before tilt correction. Sections (C) and (D)
are XZ and YZ planes after tilt correction. Note that the sample plane
is horizontal after tilt correction (C, D) and the measured thickness is
close to fitted value, indicating that the fitted parameters are reliable for
stained datasets.
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Fig. 3.5. Comparison of reconstruction of the cryo tilt series shown in
Fig.3.1B before and after correction of residual tilt. Sections (A) and (B)
are XZ and YZ planes before tilt correction. Sections (C) and (D) are
XZ and YZ planes after tilt correction. Note that the sample plane is
horizontal after tilt correction (C, D) and the measured thickness is close
to fitted value, indicating that the fitted parameters are reliable for cryo
datasets.
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variations among different runs. These results implied that the basin-hopping algo-

rithm employed in our approach can reliably find the global minimum and successfully

determine the sample parameters.

A B

C D

Fig. 3.S3. Robustness of basin-hopping global optimization method em-
ployed in our approach. We ran the script 100 times and plotted the fitted
parameters, including d0 (A), mean free path λin (B) and sample tilt (θ0,
α0 in C, γ0 in D). The tests were performed for both a stained Sindbis
virus infected BHK cell section dataset and a cryo dataset of purified
Sindbis virus.
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3.3.5 Tests with varying number of regions

We next attempted to examine the robustness of our method with different number

sample regions used for fitting (Fig.3.S4). Different numbers of regions were chosen in

the stained tilt series (blue symbols in Fig.3.S4) and the cryo tilt series (red symbols

in Fig.3.S4) to determine the sample parameters. The fitted parameters, including

thickness d0 (Fig.3.S4A), mean free path λin (Fig.3.S4B) and sample tilt (θ0, α0 in

Fig.3.S4C, γ0 in Fig.3.S4D), were plotted in Fig.3.S4 as a function of the number of

regions, respectively. It is evident that our approach is stable with varying number

of selected regions for both stained and cryo datasets. It is satisfying to observe that

the method could correctly determine the parameters with just one region despite the

low SNR of cryo tilt series.

To better understand the overall parameters determined from multiple regions,

we investigated the results from individual regions and overall result from multiple

regions. As shown in Fig.3.S5, we chose six regions with different amount of contents

(i.e. darkness) from the stained tilt series and plotted the individual results (blue

diamonds in Fig.3.6) determined independently for each region. The mean (red circles

in Fig.3.6) of individual fitting results is consistent with the value (green triangle in

Fig.3.6) determined using all regions simultaneously. The thickness and mean free

path values independently determined from different parts of the sample are very

consistent with only small scatter (Fig.3.6), which demonstrated the robustness of

both the optimization algorithm and the non-linear least square formulation of our

method. In contrast, the individually fitted sample tilts have larger scatter (Fig.3.6C),

which might arise from cutting artifact wrinkles in section samples or the nonuniform

density distribution in the regions leading to different amounts of apparent tilt added

to the actual sample tilt. These results suggest that fitting with multiple regions

will help average out local variations and obtain a set of parameters representing the

overall sample properties.
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A B

C D

Fig. 3.S4. Performance with different numbers of regions for both stained
(blue symbols) and cryo (red symbols) tilt series. The plots demonstrate
the stability of thickness d0 (A), mean free path λin (B) and sample tilt
(θ0, α0 in C, γ0 in D) determined by our method with increasing number
of regions used for fitting.
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In order to further study the robustness of our method in the measurement of

sample thickness, we tested one cryo dataset with ice thickness gradient (Fig.3.S6).

In this dataset, the gradient of ice thickness could be observed in the tilt image

(Fig.3.S6A) and in the side view of the tomographic reconstruction (Fig.3.S6B). We

selected 6 ice regions (red boxes in Fig.3.S6A) along the direction of ice gradient

and used our method to estimate the ice thickness of these regions. It is clear that

the estimated thicknesses increase smoothly (Fig.3.S6C), which is consistent with the

gradient visible in the 2-D image (Fig.3.S6A) and the side view of the tomogram

(Fig.3.S6B).

3.3.6 Cross validation with more experimental tilt series

As can be seen from the above results, our approach could reliably determine the

sample parameters of both stained and cryo tilt series. We further tested this ap-

proach with additional stained and cryo datasets. In Fig.3.7A-D, we could see that

fitted parameters vs parameters measured from tomograms all tightly clustered on the

diagonal lines, suggesting excellent agreement between the two sets of independently

derived parameters. Since the mean free path cannot be measured from tomograms

and there is no experimental measurement for comparable imaging/sample condi-

tions in literature, we use three indirect evidences to support our fitted mean free

paths (Fig.3.7E). First, the independently fitted values were self-consistent for differ-

ent datasets within the same sample groups, stained (blue diamonds), cryo datasets

collected at 300 kV (red circles) and 200 kV (red thin diamonds), respectively. Sec-

ond, the relative ranking of the values was consistent with the expected larger mean

free paths for cryo samples at 300 kV (red circles) than those of cryo samples at

200 kV (red thin diamonds) and stained samples (blue diamonds). Third, the fitted

free path for cryo samples acquired at 300 kV (red circles) and 200 kV (red thin

diamonds) was also consistent with the value 350 nm (green point-up triangle) and
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Fig. 3.S5. Multiple regions with different contents selected for fitting. The
dataset is same as the one used in Fig.3.1A. The fitting results were shown
in Fig.3.6.
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Fig. 3.S6. Performance with vitreous ice thickness gradient. (A) A -60◦

tilt image of cryo dataset of purified Sindbis virus. The 6 marked regions
were used for the test. (B) Side view of the 3D tomogram with clearly
visible thickness gradient. (C) Plot of the estimated sample thickness of
the 6 regions shown in (A).
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Fig. 3.6. Comparison of the parameters fitted from different regions shown
in Fig.3.S5. The fitted parameters include thickness d0 (A), mean free
path λin (B) and sample tilt γ0 (C). The blue diamonds represent the
parameters determined from individual regions. The red circle represents
the mean of all blue diamonds. The green triangle represents the overall
parameters determined by simultaneously fitting all selected regions. Note
that the overall parameters (green triangles) are in agreement with the
mean value (red circles), although the individually determined parameters
vary slightly from region to region.
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300 nm (green point-down triangle) extrapolated from experimental measurements of

different imaging conditions [36].

3.4 Discussion

In this study, we developed a novel computational approach to determine sample

thickness, tilt and mean free path for electron tomography by solving a constrained

nonlinear least square problem of an overdetermined system. Due to the benefit of an

overdetermined system, the resulting parameters from this approach are reliable. The

systematic tests with good performance have shown that this approach can provide

accurate and robust estimations of these parameters for both stained and cryo tilt

series.

It is well-established that appropriate thickness of vitreous ice in cryo-sample is

crucial for obtaining high quality images [45]. Thick ice will result in poor image

contrast, while the embedded sample structure may be disturbed due to the contact

with the air-water interface if the ice is too thin. Thus, reliable and convenient

determination of ice thickness can help evaluation of image quality, selection of good

images and improvement of reconstruction resolution. It will also provide feedback

to help further improve sample preparation conditions. In addition, an optimal Z-

dimension of cryo-tomogram can be predefined based on reliable estimation of the

thickness of specimen, allowing a more efficient reconstruction process and obviate

the need of visual examination of the thickness in trial reconstruction with poor

contrast. Therefore, our method, which is able to reliably and quickly determine the

thickness from 2D tilt series before 3D reconstruction, will be a useful tool for cryo-ET

studies. By integrating this tool with existing alignment and reconstruction tools, it

will help assemble a more automated and efficient high-throughput data processing

pipeline for cryo-ET.

Based on our extensive tests with large numbers of stained and cryo samples

(Fig.3.7B-D), it can be concluded that residual sample tilt occurs unintentionally but
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Fig. 3.7. Cross validation of the parameters fitted by our method (Y-axis)
and measured from the 3D tomogram (X-axis) for both stained (blue di-
amonds) and cryo (red circles) tilt series. The cross-validated parameters
include thickness d0 (A), sample tilt θ0 (B), α0 (C) and γ0 (D). (E) Plot of
fitted mean free path λin. The green triangles in (E) represents the pre-
dicted mean free paths for 300 kV and 200 kV electrons through vitreous
ice from literature [36].
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commonly during data acquisition in ET. Similar observations were also reported

based on iterative alignment of tilt images with projections of tomograms [6]. These

residual sample tilts, if not correctly determined and corrected, will limit tomogram

reconstruction in both computational performance and quality. Combined with the

reliable thickness, correction of residual sample tilt can generate a 3D tomogram in a

horizontal plane with optimal Z-dimension size, leading to faster speed and smaller 3D

volume of reconstruction. For example, it took 3 min to reconstruct a 2048 × 2048 ×

100 tomogram from 137 tilt images using IMOD on a 3.2 GHz CPU computer. If the

user has no clue about the correct sample thickness and might just blindly specify a

very large number, 200 pixels, for the reconstruction. In this case, the reconstruction

of tomogram would take 5 min. Since defocus gradient is one of the critical resolution

limiting factors in ET [20], accurate tilt angle of each tilt image is essential for accurate

determination and correction of defocus gradient, and eventually improvement of the

resolution of the tomogram. Our approach is designed to determine residual sample

tilt based on the Beer-Lambert law and it can work accurately and robustly without

the limitation of current method based on gold beads distribution [41]. Furthermore,

it also performs well on low dose cryo tilt series whose residual sample tilt is hard to

determine either by fiducial marker model or by visual examination of 3D tomogram

with faint top/bottom boundaries due to low contrast and smearing by missing wedge.

Experimental methods are too time-consuming to determine the electron mean

free path at a wide range of incident energies of electron and sample conditions. In

fact, most reported values from experiments were obtained at low acceleration voltage

(≤120 kV) and vary among different measurements [36]. It is thus highly desirable

to have some means of predicting and verifying the mean free path. The mean free

path is a critical parameter in accurate simulation of image formation process in

electron microscopy. A model based iterative reconstruction (MBIR) was reported

to significantly improve the reconstruction quality according to its applications on

electron tomography of inorganic materials [11]. Since the physical foundation of

image formation model in MBIR is the Beer-Lambert law, accurate mean free path
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is essential for it to obtain an optimal reconstruction. Our method can thus help

improve the quality of 3D reconstruction methods like MBIR by providing optimal

mean free path value for every sample/imaging condition, instead of reusing a fixed

value measured at different conditions.
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4. MBIR: A CRYO-ELECTRON TOMOGRAPHY 3D

RECONSTRUCTION METHOD THAT EFFECTIVELY

MINIMIZES MISSING WEDGE ARTIFACTS AND

RESTORES MISSING INFORMATION

4.1 Introduction

Cryo-electron tomography (cryo-ET) has emerged as a promising technique that

allows us to comprehensively explore macromolecular complexes and cellular archi-

tecture in near-native states [46]. Using cryo-ET, the 3D tomogram of the biological

sample can be reconstructed from a 2D tilt series collected by sequentially tilting the

sample at different projection angles around a tilt axis [47]. In practice, the qual-

ity of reconstruction with cryo-ET remains limited by several challenges in the data

acquisition and reconstruction process.

The extremely poor signal-to-noise ratio (SNR) of cryo-ET is the first major chal-

lenge in improving cryo-ET resolution [48]. To prevent significant radiation damage

to biological samples by the electron beam, the total dose used for a cryo-ET tilt series

is typically less than 100 e/Å
2
. This low-dose imaging strategy in combination with

the increment of sample thickness during tilting results in very noisy, low contrast

2D projections, which poses a challenge in subsequent 2D tilt series alignments and

deteriorates the resolution of cryo-ET 3D reconstruction [49,50].

The second major challenge of cryo-ET is the missing wedge artifacts caused by

the limited tilt angle range during data collection [51]. Since more electrons are lost

to inelastic scattering as the effective sample thickness increases when the sample is

tilted [48], the maximal tilt range of cryo-ET is typically restricted within ±70◦ to

ensure enough electrons can traverse through the sample, generate elastic scattering,

and form reliable images [52]. Consequently, the absence of the high tilt angles
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(−90◦∼− 70◦ and +70◦∼+ 90◦) becomes a missing wedge of unsampled information

in Fourier space, leading to severe ray artifacts, structural elongation, and distortion

effects in the final reconstruction [53]. The missing wedge artifacts dramatically

weaken the interpretability of the reconstructed tomogram and limit the achievable

resolution of cryo-ET [46].

To address these challenges of cryo-ET, we introduce the Model Based Iterative

Reconstruction (MBIR) method [54] for tomographic reconstruction and benchmark

the tomogram quality with the state-of-the art algorithms, including Back Projec-

tion (BP), Simultaneous Iterative Reconstruction Technique (SIRT) and Iterative

Compressed-sensing Optimized Non-uniform fast Fourier transform reconstruction

(ICON) [55]. In MBIR framework, the reconstruction is formulated as the maximum

a posterior (MAP) estimate of the unknowns given the measurements

(f̂ , Ø̂) = argmaxf,Ø{log p(g)} = argmaxf,Ø{−log p(f,Ø)− log p(f)} (4.1)

where g represents the data obtained from an imaging system (e.g. cryo-ET tilt

series), f represents the unknown 3D structure to be discovered, Ø represents the

unknown nuisance parameters of the system such as beam intensity fluctuations and

noise characteristics. p(f,Ø) is the likelihood function that models how the obser-

vations are related to the unknowns, p(f) is the assumed prior distribution of the

unknown structure. Here p(f,Ø) and p(f) indicate the forward model of image

formation and prior model of the tomogram in MBIR algorithm, respectively [54].

Currently, the forward model computes the decay of electron beam intensity follow-

ing Beer-Lambert Law. The prior model uses a Gaussian Markov Random Field

to account for diffuse or sharp interfaces between structural features and encourage

smoothness in the solution. The goal of MBIR will be to compute a final estimate

f̂ that represents a balance between fitting the system forward model p(f,Ø) Fig.4.1

illustrates a general framework of MBIR for solving inverse problems in imaging ap-

plications.



63

∅

Physical System

Forward Model
݌ ݃ ݂, ∅

DifferencePrior Model
ሺ݂ሻ݌

݂

መ݂

∅෡

݃

መ݂, ∅෡ ൌ argmax
௙,∅	

log ݌ ݂, ∅ ݃ ൌ argmin
௙,∅	

െ log ݌ ݃ ݂, ∅ െ log	݌ሺ݂ሻ

Fig. 4.1. Graphical scheme of the MBIR algorithm. g denotes the tilt
series from cryo-ET, f denotes the unknown structure, and Ø denotes
unknown nuisance parameters of the system (e.g. noise characteristics)
which needs to be determined in the inverse process. p(.) denotes the
probability density function and p(f,Ø) and p(f) are the forward model

and prior model in the MBIR algorithm, respectively. f̂ and Ø̂ denote the
estimate of f and Ø, respectively.
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MBIR method has been previously shown to generate better quality tomograms

when applied to tomography applications like CT scan, X-Ray tomography, positron

emission tomography (PET), optical diffusion tomography (ODT), and atomic reso-

lution high-dose electron tomography of radiation-resistant material specimens with

heavy atoms [54, 56]. MBIR combines a forward model for image formation with

a prior model for the unknown structure to reconstruct tomograms. In this study,

tests with both plastic embedded ET dataset and ice embedded low-dose cryo-ET

datasets of radiation-sensitive biological samples have shown that MBIR can signif-

icantly improve the reconstruction quality with enhanced contrast, reduced missing

wedge artifacts, and partially restored information in the un-sampled angular region.

4.2 Methods

4.2.1 Implementation of MBIR

The MBIR algorithm was implemented into a standalone program with C++

language, it is cross-platform portable and works on Linux, Windows and Mac OS

X operating systems. The MBIR software package used for ET is freely avail-

able in the form of binary executables and source codes from the authors’ website

(https://engineering.purdue.edu/ bouman/OpenMBIR/bf-em).

4.2.2 Test datasets

We evaluated the performance of MBIR method on both plastic embedded ET

dataset and cryo-ET datasets by comparing its results with three reconstruction

techniques used in the cryo-ET community, including Back Projection (BP) and Si-

multaneous Iterative Reconstruction Technique (SIRT) available in IMOD [17], and

ICON [55]. The plastic embedded ET dataset obtained from IMOD tutorial web-

site [17] was originally provided for dual axes reconstruction, but we only used the

first tilt series (BBa.st) in our study. Four published experimental cryo-ET datasets
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(EMPIAR-10037, EMPIAR-10045, EMPIAR-10064 and EMPIAR-10110) were down-

loaded from the public database EMPIAR [57]. EMPIAR-10064 dataset was collected

with the Volta phase plate (VPP). These tilt series were aligned based on fiducial gold

markers using IMOD and then reconstructed by the four reconstruction techniques,

respectively. In this study, the images used for comparing the performance of different

methods are contrast-normalized to avoid subjectivity of observations and to ensure

the reliability of comparison.

4.3 Results

4.3.1 Missing wedge assessments using gold markers

We first evaluated MBIR using one cryo-ET dataset (EMPIAR-10045) by visually

examining the missing wedge artifacts of gold markers in different slice views of the

tomograms. Due to the missing wedge problem, the gold markers become elongated

along the direction of the missing wedge and suffer from halos and streaking artifacts

in the adjacent region. Fig.4.2 compares slice views of the reconstructions generated

by the four methods using gold markers as an indicator of quality. In each block,

three planes represent the XY-slice (middle plane), XZ-slice (top plane) and YZ-slice

(right plane) of the tomogram, respectively, intersecting at the same gold marker. The

zoomed-in view of the gold markers pointed by white arrows in the three planes are

placed at the corner of the corresponding planes. From the XY-slices of tomograms,

it is clear MBIR (XY-slice in Fig.4.2D) has eliminated the halos artifacts and displays

more round, sharp-edged gold markers than other methods. In the XZ and YZ-slices,

MBIR (Fig.4.2D) significantly reduced the elongation and ray artifacts of gold markers

with improved contrast of the biological structures, compared with the tomograms

reconstructed by other methods. Hence, MBIR-reconstructed tomograms show less

artifacts from the missing wedge problem, better contrast in cryo specimen, and

clearer background.
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To further examine the performance of MBIR, we applied it to one cryo-ET dataset

acquired with VPP (EMPIAR-10064 in Fig.4.3A), two cryo-ET datasets without VPP

(EMPIAR-10037 and EMPIAR-10110 in Fig.4.3B and C), and one plastic embedded

ET dataset (IMOD tutorial dataset in Fig.4.3D). Fig.4.3 shows the slice views of these

four datasets in which each row represents the results of one dataset reconstructed

by the four methods and each column represents the results of one method applied

to different datasets. In Fig.4.3B and D, XY-slices are mainly used to reveal the

reconstruction quality of sample areas without targeting at a gold marker because

the sample and markers are not on the same XY plane. For a challenging dataset

shown in Fig.4.3B, it is clear that BP reconstruction quality is too poor to make the

biological sample visible. SIRT and ICON reconstructions contain phantoms of gold

markers at the upper left corners in XY-slice (circled by dash lines in Fig.4.3B) which

is caused by the missing wedge artifacts and should not appear here since XZ-slices

in Fig.4.3B indicate this gold marker is located in different Z sections of the sample.

In stark contrast, MBIR in Fig.4.3B is able to drastically reduce the missing wedge

problem in XZ-slice and YZ-slice, completely suppress the gold marker phantoms in

XY-slice and considerably enhance the sample contrast. In addition, MBIR provides

better quality of tomogram in other datasets of Fig.4.3, which is in a good agreement

with the results shown in Fig.4.2. In summary, the comparison of slice views among

different methods in Fig.4.3 and Fig.4.2 gives a clear impression that MBIR has

superior performance in boosting contrast of biological specimens, eliminating halos

and streaking artifacts, retaining sharp features, and reducing noise. The superior

performance of MBIR is evident in both cryo-ET (Fig.4.2 and Fig.4.3A-C) and plastic-

embedded ET (Fig.4.3D) datasets.

4.3.2 Power spectra evaluation

To quantitatively evaluate MBIR’s ability in restoring missing information, we

calculated the log-scaled power spectrum of the central XZ-slice and used it as a
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Fig. 4.2. Comparison of tomograms from an experimental cryo-ET dataset
(EMPIAR-10045) reconstructed by BP(A), SIRT (B), ICON (C) and
MBIR (D) methods. The three planes for each method represent the
XY-slice (middle plane), XZ-slice (top plane) and YZ-slice (right plane)
of the tomogram intersecting at the same gold marker. In each plane, the
gold marker is indicted by a white arrow with corresponding zoomed-in
view showing the missing wedge artifacts.
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Fig. 4.3. Comparison of tomograms from multiple experimental ET
datasets reconstructed by different reconstruction techniques. Each row
indicates the reconstructions from the same dataset using different meth-
ods. Each column indicates the reconstructions from the same method
applied to different datasets. The data type and EMPIAR ID are de-
noted at the right side of each row. The method of comparison in each
dataset is the same as described in Fig.4.2. Note that the XY-slices of the
dataset shown in (B) and (D) are used to show the biological sample area
and not targeted at the gold markers since the sample and gold markers
are located in different Z sections.
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measurement of information restoration in 3D reconstruction. As depicted in Fig.4.4,

four plots of power spectra correspond to the central XZ-slices of the tomograms

reconstructed by the four methods shown in Fig.4.2. It is noted that MBIR can

fill more un-sampled region in Fourier space than other methods, not only in the

region of the missing wedge but also the empty space between two adjacent tilts,

suggesting better performance of MBIR in restoring missing information. It is worth

noting that the lines at the corners of BP (Fig.4.4A) and SIRT (Fig.4.4B) power

spectra are due to the aliasing issue. To check if such aliasing issues are unique

to our results, we downloaded another four tomograms from EMDB [58], calculated

their central XZ-slices power spectra, and plotted them in Fig.4.S1. The results in

Fig.4.S1 suggest that this aliasing issue is a general phenomenon in the cryo-ET

field since it is observed in a variety of data, including data from multiple research

groups, varying TEM facilities and imaging conditions, a diverse range of samples,

and different reconstruction softwares.

We next examined the central XZ-slice power spectra of the datasets displayed in

Fig.4.3 and compared them in Fig.4.S2. In general, MBIR and ICON yield more non-

zero values in the missing wedge region than BP and SIRT, except for one challenging

dataset (Fig.4.S2B). However, power spectrum may not be a reliable and complete

assessment for the information restoration because it only conveys the amplitude

information without considering the phase information. What’s more, varying filters

can be internally applied to tomograms in different methods to balance the non-

uniform sampling in Fourier space [59]. As a result, further validation is still needed

to confirm the advantage of MBIR in restoring not only amplitude but also phase

information.

4.3.3 Cross validation of projections using the leave-one-out FRC method

We used the leave-one-out Fourier ring correlation (FRC) method [7] to explore the

correctness of the information restored by MBIR and compare it with the performance
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Fig. 4.4. Comparison of the central XZ-slice power spectra from the to-
mograms shown in Fig.4.2. The tomograms were reconstructed by BP
(A), SIRT (B), ICON (C) and MBIR (D) methods, respectively.

emd-5887emd-3792 emd-3967 emd-3977

A B C D

Fig. 4.S1. Observations of aliasing issue in the central XZ-slice power
spectra of cryo-ET tomograms downloaded from EMDB. The EMDB ID
is marked at the bottom of each images.
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Fig. 4.S2. Comparison of the central XZ-slice power spectra from the
tomograms reconstructed by different reconstruction techniques. Each
row shows the power spectra of central XZ-slices from the same dataset
using different methods. Each column shows the power spectra from the
same method applied to different datasets. The data type and EMPIAR
ID are denoted at the right side of each row.
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of other reconstruction methods. In this test, the FRC is calculated for the raw tilt

image X and the corresponding reprojection X̃− from a tomogram computed from

all other tilts without tilt X. Here the tilde sign represents the reprojection from

a tomogram, and the minus sign represents the tomogram used for reprojection is

calculated by omitting the tilt X from the original tilt series to avoid bias. We first

excluded a raw image X at a certain tilt angle and utilized the rest images of the tilt

series to generate a tomogram. Next, we re-projected this tomogram at the angle of

tilt X to obtain a reprojection X̃−. Finally, we calculated the FRC curve between

the excluded raw image X and the reprojection X̃−, and used this FRC curve as a

quantitative evaluation of phase information recovery. As shown in Fig.4.5A, the first

row and the second row are the raw images X (the first image in each row) and the

reprojections X̃− corresponding to different reconstruction methods at a smaller tilt

angle 0◦ and a larger tilt angle 45◦, respectively. The gold markers indicated by white

arrows are zoomed in and placed at the lower left corners of each images. It is evident

that the gold marker in MBIR reprojection is circular without discernible distortion or

blurring, which is nearly identical to the original tilted image, even at a high tilt angle.

In contrast, the gold markers in the reprojections of other methods clearly suffer from

missing wedge artifacts including elongation, white halos, and blurring. Furthermore,

such visual assessments are verified quantitatively by the FRC (Fig.4.5B and C) of

the raw tilt images and reprojections shown in Fig.4.5A. As shown in Fig.4.5B and

C, the quick drop of BP (blue curve), SIRT (red curve) and ICON (green curve) FRC

curves implies that only low resolution information is reliably restored in the non-

sampled angular regions. However, the FRC curve of MBIR exhibits a significantly

higher correlation between the reprojection and the original tilt image, confirming

the successful restoration of the missing information.

To further substantiate the capability of MBIR in restoring missing information,

we performed the same analysis as described in Fig.4.5 on more datasets and summa-

rized the comparisons of raw images and reprojections in Figs.4.S3 and 4.S4 and FRC

comparisons in Fig.4.6. As can be seen from Figs.4.S3 and 4.S4, MBIR preserved the



73

round shape of gold markers in the leave-one-out reprojections at low (Fig.4.S3) and

high (Fig.4.S4) tilt angles in both cryo (Fig.4.S3A-C, Fig.4.S4A-C) and plastic em-

bedded datasets (Fig.4.S3D, Fig.4.S4D), which is consistent with the results shown in

Fig.4.5A. Fig.4.6 shows the FRC comparisons of different methods when 0◦ (Fig.4.6A,

C, E, G) and 45◦ (Fig.4.6B, D, F, H) tilts were excluded in the leave-one-out tests,

respectively. The FRC curve of MBIR (yellow curve) in Fig.4.6 is typically higher

than that of other methods, which suggests the superior quality of MBIR in recov-

ering authentic information of biological samples in 3D tomographic reconstructions.

As demonstrated in Fig.4.6A-B, VPP used in this dataset boosts the signal-to-noise

ratio of cryo-ET images and improves the low frequency signal in FRC curve com-

pared with Fig.4.5B-C, leading to a smaller difference among the results of the four

reconstruction methods than the case shown in Fig.4.5. However, the local missing

wedge artifacts remained in the tomograms reconstructed by the other three methods

but not by MBIR for this cryo-ET dataset with VPP as shown in the correspond-

ing slice views (Fig.4.3A) and reprojections (Fig.4.S3A and Fig.4.S4A), emphasizing

the advantages of MBIR method. Therefore, all the analyses above validate MBIR’s

capability to partially restore the missing information in both cryo-ET and plastic

embedded datasets.

4.4 Discussion

As a widely explored 2D/3D reconstruction method, MBIR has a growing im-

pact on the medical, industrial, and scientific imaging fields. In the present work, we

introduced the MBIR method into biological ET and corroborated the substantial

advantages of MBIR over current, state-of-the-art reconstruction methods for both

cryo and plastic embedded data. MBIR employs a model of the image formation

process and combines it with a prior model of the 3D object to formulate a MAP

estimation cost function which rejects measurements that do not fit the model. Re-

sults on experimental data have effectively demonstrated the excellent performance
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Fig. 4.S3. Comparison of reprojections at 0◦ when the tomograms are gen-
erated using different reconstruction techniques without the corresponding
tilt. Each row shows the reprojections from the same dataset using differ-
ent methods. Each column shows the reprojections from the same method
applied to different datasets. The data type and EMPIAR ID are denoted
at the right side of each row. In each image, the gold marker indicted by
a white arrow is displayed with corresponding zoomed-in views.
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Fig. 4.S4. Comparison of reprojections at 45◦ when the tomograms are
generated using different reconstruction techniques without the corre-
sponding tilt. The details are the same as described in Fig.4.S3.
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Fig. 4.5. Comparison of missing information restoration from an experi-
mental cryo-ET data (EMPIAR-10045) reconstructed by different recon-
struction techniques using the leave-one-out FRC method. (A) Compar-
ison of reprojections at two tilt angles (0◦ in the first row and 45◦ in
the second row) using the tomograms generated without the correspond-
ing tilt. The images in the first column are extracted from the tilt series,
serving as the ground truth for comparison. In each plane, the gold marker
indicted by a white arrow is displayed with corresponding zoomed-in view.
(B) and (C) are comparisons of the FRC curves of reprojections against
the ground truth as depicted in (A) when 0◦ and 45◦ tilts are excluded in
the leave-one-out test, respectively.
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Fig. 4.6. Comparisons of FRC curves from multiple experimental ET
datasets reconstructed by different reconstruction techniques using the
leave-one-out FRC method. Each row represents the comparison of FRC
curves from the same dataset when 0◦ (left plot) and 45◦ (right plot) tilts
are excluded in the leave-one-out test, respectively. The details of the
corresponding reprojections and ground truths are shown in Fig.4.S3 (0◦

excluded) and Fig.4.S4 (45◦ excluded), respectively.



78

of MBIR in contrast enhancement, missing wedge artifacts reduction, and missing

information restoration, generating visually and quantitatively accurate tomograms.

Cryo-ET tomographic reconstruction usually suffers from problems such as high

level of noise, poor contrast, artifacts caused by the missing wedge issue and unre-

liable restoration of missing information, which poses significant challenges to sub-

sequent analysis of the tomograms. The clear benefits of MBIR will not only help

achieve better quality reconstruction as shown in this work, but also facilitate further

visualization and computational tasks, such as biological feature interpretation, struc-

ture segmentation, subtomogram averaging, and ultimately help advance cryo-ET to

higher resolution.

While MBIR significantly improves tomography quality, the extensive computa-

tional load makes its speed slower compared to other approaches and restricts the

application of MBIR to large datasets. Recently, a computationally optimized algo-

rithm of Non-Uniform Parallel Super-Voxel (NU-PSV) has been developed for MBIR

2D reconstruction of CT images which enables massively parallel reconstruction and

ensures fast convergence [60]. Thus, it is desirable to implement this powerful par-

allel algorithm into cryo-ET MBIR reconstruction in the future, using either GPU

or multicore CPUs on multiple computer nodes. On the other hand, MBIR should

be generalized to support tomographic reconstruction using double-tilt geometry and

incorporate the objective lens contrast transfer function (e.g. defocus, astigmatism,

Volta phase shift) into its forward image formation model during its iterative recon-

struction process.
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5. REAL-TIME DETECTION AND SINGLE-PASS

MINIMIZATION OF TEM OBJECTIVE LENS

ASTIGMATISM

5.1 Introduction

Transmission electron microscopy (TEM) has become a powerful technique for

structural characterization of a wide range of materials including macromolecular

complexes at near-atomic resolutions. In order to obtain high-quality images, it

is crucial to carefully align the microscope to reach optimal illumination lens and

imaging lens conditions. Minimization of the astigmatism of the objective lens is a

critical task of the daily microscope alignment.

The astigmatism of TEM objective lens is defined as the angular dependency of

defocus, which is primarily represented by the twofold astigmatism with elliptical

Thon rings [61] in the power spectra of TEM images. The astigmatism is an essential

component of the contrast transfer function (CTF) of TEM images. Many approaches

have been proposed for the estimation of CTF parameters based on the power spec-

tra of images [39, 62–69]. The CTF parameters are typically determined by iterative

fitting simulated power spectra to the experimental power spectra by varying the pa-

rameters in the CTF model. However, due to the iterative nature of current methods

and their availability limited to offline batch processing on Linux computers, current

CTF fitting methods are not used for providing real-time feedback to guide instru-

ment alignment. As a result, current method widely used by many microscopists is

to visually examine the roundness of Thon rings from live images and simultaneously

adjust objective lens stigmators to make the Thon rings as circular as possible. How-

ever, the drawbacks of this subjective method have been well recognized [70], such as

its limited sensitivity for small astigmatism and potential bias caused by the astig-
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matism of human eyes. It is not uncommon that a user spends significant amount

of time (e.g. 30 min) to iteratively adjust the two stigmator knobs just to convince

himself/herself that the objective lens astigmatism is indeed minimized. Therefore, a

quantitative method capable of fast and sensitive estimation of astigmatism is desir-

able for improved TEM instrument alignment by providing real-time feedbacks for the

adjustment of objective lens stigmators to minimize the objective lens astigmatism.

In this work, we have developed such a method, s2stigmator, that uses a direct,

closed-form solution and comprehensively takes advantage of Fourier transform theory

to fast calculate the mean defocus, astigmatism amplitude and astigmatism angle.

The method was implemented as a DigitalMicrograph script to allow fast and sensitive

detection of the astigmatism of live images. It thus can provide real-time feedback

and user-friendly “radar”-style display to help guide the adjustment of objective lens

stigmators and efficiently correct the astigmatism of the objective lens.

5.2 Methods

5.2.1 The s2 power spectra based algorithm for astigmatism estimation

Fig.5.1 shows an overview of the s2stigmator algorithm. Fig.5.1A is a synthetic

image in which each particle is generated by projecting a 3D density map of her-

pesvirus (EMD-3358) into an arbitrary orientation. A CTF is applied to this image

with defocus 2000 nm, astigmatism amplitude 100 nm and astigmatism angle 30◦.

The astigmatism angle is defined as the angle of the maximum defocus direction

according to the conventions defined by the Electron Microscopy eXchange (EMX)

initiative [71]. This image is used here to represent a “live” image to help illustrate

the algorithm as detailed in the following paragraphs.

Step 1: Computation of the average 2D power spectra

In order to enhance the signal-to-noise ratio (SNR) and shorten the processing

time in the subsequent steps, the 2D power spectra (Fig.5.1B) is calculated using

periodogram averaging method [72,73]. We divided the image (Fig.5.1A) into multiple
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Fig. 5.1. An overview of the s2stigmator algorithm for astigmatism de-
termination and correction. (A) A synthetic image used for algorithm
demonstration, defocus = 2000 nm, astigmatism amplitude = 100 nm,

astigmatism angle = 30◦, pixel size = 1 Å, B-factor = 150 Å
2
, ampli-

tude contrast = 0.1 and image size 2048 × 2048 pixels. (B) Regular 2D
power spectra. (C) 2D s2 power spectra truncated to 5.3 Å resolution at
the edge. (D) A single ring generated by applying FFT to (C). (E) A
shifted/enlarged single ring after performing the 2nd type Fourier shifting
of (D). (F) Unwrapped ring in (E). (G) Data curve (greenish region) of
the bright wave in (F) and its 2 Hz Fourier component curve (red curve).
(H) FFT of data curve (greenish region). (I) Peak plot in final output.
The two curves display the pixel values of rows in (F) with largest (blue)
and smallest (red) defocus. (J) Radar plot in final output.
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small square patches, then applied the Fast Fourier Transformation (FFT) on each

patch to obtain the individual 2D power spectra, incoherently summed all of them

to obtain the average 2D power spectra, and finally performed log-transform on the

power spectra to minimize the magnitude difference from low to high resolution (i.e.

center to edge). This method supports both square images (by most CCDs and

Falcon direct electron detector) and rectangular images (by K2, DDD direct electron

detectors).

Step 2: Conversion to 2D s2 power spectra

After removing the intensity gradient by high pass filter, denoising by low pass

filter, and truncating the 2D power spectra at a specific resolution (i.e. 5.3 Å in this

example), 2D s2 power spectra (Fig.5.1C) is generated by resampling using bilinear

interpolation to make the radii represent the square of spatial frequency s2 instead

of spatial frequency s [64]. Compared with the progressively increasing frequency of

oscillations in regular 2D power spectra (Fig.5.1B), 2D s2 power spectra (Fig.5.1C)

consist of uniform oscillations from center to edge with equal spacing between adjacent

Thon rings [64]. Furthermore, the Thon rings in s2 power spectra appear more elliptic

than those in regular power spectra when astigmatism exists in the image [64].

Step 3: Generation of defocus-dependent ring from 2D s2 power spectra

Due to the uniform oscillations in the 2D s2 power spectra, a single ring (Fig.5.1D)

can be obtained after applying FFT on the 2D s2 power spectra. The radius of the

single ring along a specific direction is proportional to the CTF oscillation frequency

or defocus in this direction since there is a positive linear relationship between the

defocus and the frequency of oscillations in s2 power spectra [64]. Consequently, the

ellipticity of the single ring can be considered as a sensitive indicator to estimate the

astigmatism in the image. The single ring is perfectly round for images without astig-

matism. In contrast, it is elliptic for astigmatic images, suggesting angular variation

of the defocus.

Step 4: Enlarging the ring with the 2nd type Fourier shifting Note that smaller

defocus corresponds to fewer Thon rings in the 2D s2 power spectra, resulting in the
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single ring very close to the Fourier origin (i.e. center in Fig.5.1D) with very coarse

sampling by a small number of pixels. The coarse sampling inevitably causes difficul-

ties in ring-shape determination and astigmatism estimation in subsequent steps. To

overcome this drawback, we took advantage of the 2nd Fourier shift property (Eq.5.1)

to move the single ring outward by the same amount in all directions (Fig.5.1E) closer

to the edge. The shifted/enlarged ring contains more pixels with finer sampling that

will allow more accurate detection of the ellipticity of the ring.

The 2nd Fourier shift theorem is described in Eq.5.1:

ej2πs0tf(t)↔ F (s− s0) (5.1)

where f represents the function in real space (e.g. 2D s2 power spectra in Fig.5.1C), F

represents the Fourier transformed function (e.g. the shifted single ring in Fig.5.1E),

↔ represents Fourier transform, j is the imaginary unit, t and s represent the inde-

pendent variables in real and Fourier space, respectively. The parameter s0 represents

the amount of shift in Fourier space. The amount of shift can be tailored to different

images by first detecting the mean radius of the ring in the unshifted s2 power spectra

and then calculating its distance to the target radius (e.g. 4/5 of the patch size). This

2nd Fourier shift theorem is closely related to the more commonly used Fourier shift

theorem that relates shift in real space with phase changes in Fourier space. However,

the shift and phase changes occurred in opposite spaces for these two types of Fourier

shift theorems.

In our algorithm, we multiplied the complex term ej2πs0tf(t) to the 2D s2 power

spectra (Fig.5.1C), then performed FFT and masked out the inner and outer areas, so

that a shifted/enlarged single ring (Fig.5.1E) sampled by more pixels can be obtained.

Step 5: Representation of the shifted single ring in polar coordinates

The shifted single ring (Fig.5.1E) is transformed into polar coordinates (Fig.5.1F)

using bilinear interpolation. In Fig.5.1F, the horizontal dimension represents the

radius of the shifted single ring and the vertical dimension represents angles from 0

to 2π.
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Step 6: Direct, closed-form solution of the mean defocus, astigmatism amplitude

and angle

We detected the peak position (radius of the shifted single ring) in each row

(i.e. each direction) of the polar representation (Fig.5.1F) and displayed them in

Fig.5.1G. Since the peak position corresponds to the defocus in a specific direction,

we can convert the peak position to defocus according to Eq.5.2:

ds = 1.0/(apix× b)

rmax = int(1.0/res/ds+ 0.5)

smax = rmax × ds

λ = 12.2639/
√
V × 103 + V 2 × 0.97845

f = (p− τ)/(s2
max × λ× 10) + fs4 = r/(s2

max × λ× 10) + fs4

(5.2)

where apix is the sampling (Å/pixel) of the original image (Fig.5.1A), b is the size

of the small square patch in periodogram averaging (see Step 1), res is the specific

resolution at which the 2D power spectra is truncated (i.e. 5.3 Å in this example, see

Step 2), λ is the electron wavelength, V is the accelerating voltage (kV) of TEM, f is

the defocus, p is the peak position (pixels) of each row in Fig.5.1F, τ is the amount

of Fourier shifting (pixels) in Fig.5.1E and r is the radius of the single ring along one

direction in Fig.5.1D, fs4 is a small adjustment factor to compensate the contribution

of the s4 term in the CTF model. In Fig.5.1G, the X-axis indicates the angles from

0 to 2π and Y-axis indicates the defocus (nm) after conversion from peak positions.

The wavy curve shown in Fig.5.1G represents the angular distribution of the defo-

cuses. The average would equate the mean defocus. The apparent oscillations would

indicate noticeable defocus variations and thus astigmatism in the image. To obtain

the astigmatism amplitude and angle, we performed FFT of this 1D curve. Fig.5.1H

shows the amplitude of the first ten elements in the FFT. It is well-established that

the twofold astigmatism is the primary astigmatism of objective lens, which is con-

sistent with the dominant second element in Fig.5.1H. To demonstrate the second
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element is sufficient to depict the curve in Fig.5.1G, we only kept the second element

in the complex array and zeroed all other complex numbers, then performed inverse

FFT and produced a smooth 2-cycle sine wave (red curve in Fig.5.1G). As can be

seen in Fig.5.1G, there is a good agreement between the curve of measured defocuses

(greenish region) and the 2-fold astigmatism curve (red curve). Thus, we can directly

estimate the astigmatism amplitude and angle from the amplitude and phase of the

second complex number, respectively.

In addition, the astigmatism angle derived from the phase of the second complex

number is marked in Figs.5.1B-E by red arrows. It is noted that the major axis

direction of the single ring (red arrows in Fig.5.1D and E) is the maximum defocus

direction since the distance to the center here is linearly proportional to the defocus.

This direction corresponds to the minor axis direction in the Thon rings (red arrows

in Fig.5.1B and C) along which the defocus is the largest and the Thon rings oscillate

fastest.

Step 7: Final “radar”-style display to provide real-time feedback for the correc-

tion of astigmatism

Fig.5.1I and J the final plots of our script that serve as a visual guide for the

adjustment of objective lens stigmators. As shown in Fig.5.1I, the intensity of pixels

along the major and minor directions of the shifted single ring are plotted in blue

and red, respectively. According to Eq.5.2, these 2 peaks are converted to defocus in

the major and minor directions and the difference between them is the astigmatism

amplitude. Defocus, astigmatism amplitude and astigmatism angle are displayed at

the top of Fig.5.1I and all of them closely match the set values of the simulated

image. When astigmatism is reduced, these two peaks will move closer and overlap

at astigmatism-free conditions.

The radar plot in Fig.5.1J provides a big picture for the correction of astigmatism.

The black dot in Fig.5.1J indicates the current astigmatism with the distance to the

center proportional to the astigmatism amplitude and the angle from +X axis equal to

the astigmatism angle. Based on this plot, it is intuitive to recognize the astigmatism
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amplitude and angle and the trajectory of astigmatism in response to the tuning of

objective lens stigmators. When astigmatism is perfectly corrected, the black dot will

move to the center of the plot.

5.2.2 Implementation

The algorithm described here has been implemented as a stand-alone DigitalMi-

crograph script s2stigmator.s, allowing immediate processing of live images acquired

by the computer controlling the microscope. The script was tested on DigitalMicro-

graph version 1.85 on our CM200 and version 2.32 on our Titan Krios microscopes.

Fig.5.1B-J and similar plots in other figures were generated by this DigitalMicrograph

script. An offline version of our algorithm has also been written as s2ctf.py, a Python

script for batch determination of the CTF parameters of images post acquisition.

Both scripts will be available on our web site (http://jiang.bio.purdue.edu).

5.2.3 Test datasets

Our method was first validated by simulated images generated using EMAN2

library functions [12]. Images were synthesized by projecting a herpesvirus density

map (EMD-3358) into arbitrary orientations. A CTF function was applied to each

synthetic image with a specific setting of defocus, astigmatism amplitude and angle.

Furthermore, four published experimental datasets (EMPIAR-10038, EMPIAR-

10031, EMPIAR-10028 and EMPIAR-10002) of experimental datasets were down-

loaded from EMPIAR [57] to test the performance of our method using these real

micrographs. The estimated defocus, astigmatism amplitude and angle values were

cross-validated with CTFFIND3 method [39].

Finally, the real-time feedback was tested using live images of carbon film obtained

on our CM200 at 200 kV and FEI Titan Krios at 300 kV, and recorded on a Gatan

CCD and K2 Summit camera, respectively. In order to test the dose sensitivity of

our script, 10 movies (22 frames per movie) were collected with a dose rate of 9
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electron/pixel/s (eps) and 0.5 s exposure time for each frame using the Titan Krios

microscope and K2 camera. Subsequently, motion correction [74] was performed on

different numbers (e.g. the first two frames, the first four frames, etc) of frames in

each movie to generate 11 groups of images with different total dose. These images

were analyzed using our method and the root-mean-square deviation (RMSD) of

the results in each dose group was calculated to find the appropriate dose range

for our method. In addition, videos were recorded on CM200 and Titan Krios to

demonstrate the performance of our method and illustrate the recommended strategy

of astigmatism correction. The anisotropic magnification distortion was corrected

from the live images according to the previously measured parameters [75].

5.3 Results

5.3.1 Validation of s2stigmator method using simulated images

To substantiate the performance of our s2stigmator method, we first tested four

simulated images obtained as described in Section 5.2.3 with different combinations of

CTF parameters. Fig.5.2 displays the results for the simulated images with different

values of defocus, astigmatism amplitude and angle. The first row (Fig.5.2A-D)

contains images of the single ring before Fourier shifting. It can be seen that the size

of the ring increases as defocus increases, however, it is very hard to visually examine

the ellipticity. It is worth pointing out that Fourier shifting (Step 4 in Section 5.2.1)

is essential for the detection of ellipticity, especially at small defocus (Fig.5.2A). The

second (Fig.5.2E-H) and third (Fig.5.2I-L) rows are the standard plots of our script.

Apparently, the offsets between the red and blue peaks (Fig.5.2E-H) becomes larger

with increased astigmatism. The black dots (Fig.5.2I-L) also become more distant

to the origin in the radar plots. Both types of plots accurately reflect the defocus,

astigmatism amplitude and angle of the corresponding images. The astigmatism

angles are marked using red arrows in Fig.5.2A-D.
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Next, we tested our method on more simulated images with varying defocus (500

nm ∼ 4000 nm), astigmatism amplitude (20 nm ∼ 120 nm) and angle (5◦ ∼ 175◦).

The tight clustering along the diagonal lines in Fig.5.3 confirms a good consistency be-

tween the determined defocus (Fig.5.3A), astigmatism amplitude (Fig.5.3B), astigma-

tism angle (Fig.5.3C) and their true values used in simulations, respectively. Hence,

all these tests with simulated images fully support the accuracy and reliability of our

method.

5.3.2 Cross-validation with experimental images

Our algorithm was also cross-validated using experimental datasets. Fig.5.4 shows

the results of four images, one from each experimental datasets, EMPIAR-10038 (the

first column, Fig.5.4A, E, I), EMPIAR-10031 (the second column, Fig.5.4B, F, J),

EMPIAR-10028 (the third column, Fig.5.4C, G, K) and EMPIAR-10002 (the fourth

column, Fig.5.4D, H, L). The astigmatism angles are also marked in the figures of

single rings (Fig.5.4A-D) using red arrows. As can be seen from Fig.5.4B-D, the

elliptical shape is not obvious due to the relatively small size of the single ring even

though the astigmatism is large (>200 nm in Fig.5.4B), emphasizing the importance

of Fourier shifting in the detection of ellipticity. Due to the varying combinations of

apix, box size (b in Eq.5.2) and the specific resolution (res in Eq.5.2) at which the 2D

power spectra is truncated, the radius of the single ring is widely variable. The Fourier

shifting is able to deal with the variability of the ring size by shifting/enlarging the

radius large enough (such as Fig.5.1E) to reliably measure the ellipticity. The distance

between the two peaks (Fig.5.4E-H) clearly indicates the amount of astigmatism.

These results were then cross-validated using CTFFIND3 of which the results are

shown as red dots in the radar plots (Fig.5.4I-L). The superimposition of black and

red dots indicates a good agreement between the results independently derived from

these two approaches.
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Fig. 5.3. Validation tests using simulated images with varying defocuses,
astigmatism amplitudes and angles. The ranges of defocus, astigmatism
amplitude and angle are 500 nm ∼ 4000 nm, 20 nm ∼ 120 nm, and
5◦ ∼ 175◦, respectively. For all simulated images, voltage = 300 kV, Cs =

2 mm, pixel size = 1 Å, B-factor = 150 Å
2
, amplitude contrast = 0.1 and

image size is 2048 × 2048 pixels. The high resolution limit ranges from
4 Å to 5.5 Å for 2D s2 power spectra. The measured defocus (Y-axis in
A), astigmatism amplitude (Y-axis in B) and astigmatism angle (Y-axis
in C) are compared with the corresponding ground truth values (X-axis
in A-C).
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Based on the above results, our method is able to reliably determine the astigma-

tism and defocus of both simulated and experimental images. To further corroborate

this conclusion, we used our method and the CTFFIND3 method to test larger num-

ber of experiment images (i.e. the four experimental datasets listed in Section 5.2.3,

100 micrographs in each). In Fig.5.5A, there is an excellent agreement between these

two methods in the estimation of defocus. The results of astigmatism amplitude and

angle are also clustered along the diagonal lines in Fig.5.5B and C although with small

spread. Considering the challenges in estimating astigmatism and the large discrep-

ancies among the different CTF fitting methods found by the CTF Challenge [76],

such small spread shown in Fig.5.6B and C can be considered excellent agreement.

As these two astigmatism determination methods are dramatically different in theory,

overall consistent results shown in Fig.5.5 suggest that the results by both methods

are correct although the ground truth is unknown.

5.3.3 Performance tests with live images

For a comprehensive evaluation of the real-time feedback of our s2stigmator method,

we tested our script with live images acquired as described in Section 5.2.3. We first

analyzed the reproducibility (RMSD of astigmatism amplitude and angle) of our

method with images acquired at different doses. As shown in Fig.5.6A, it is evident

that the RMSD is quickly reduced as the dose increases. The RMSD decreases to less

than 1 nm when the dose is higher than 10 e/Å
2
, a dose level that is smaller than the

dose used by typical single particle cryo-EM images. Fig.5.6B-D display the distribu-

tion of results from 10 measurements for total dose of 5.2 e/Å
2
, 10.3 e/Å

2
and 56.9

e/Å
2
, respectively, which correspond to the first, second and last points in Fig.5.6A.

It is apparent that the points are tightly clustered in Fig.5.6C and D, demonstrating

that the measurement error (<1 nm) of our method can be essentially ignored for

doses larger than 10 e/Å
2
.
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Fig. 5.5. Cross validations of s2stigmator and CTFFIND3 method using
experimental images. Shown are the estimated defocus (A), astigmatism
amplitude (B) and astigmatism angle (C) of experimental micrographs.
100 micrographs in each of the four datasets, EMPIAR-10038, EMPIAR-
10031, EMPIAR-10028 and EMPIAR-10002, were used for the tests.
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Fig. 5.6. Reproducibility tests with images of different electron doses. (A)
The RMSD of results for 10 images at each of the tested dose levels. (B-D)

The distribution of the 10 results for total dose of 5.2 e/Å
2

(B), 10.3 e/Å
2

(C), and 56.9 e/Å
2

(D), respectively. The corresponding RMSD of these
three distributions are shown as the first, second and last point in (A).
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5.3.4 Single-pass tuning strategy for adjusting objective lens stigmators

The excellent reproducibility of our method for live images allowed us to use its

radar plot (Fig.5.1J, Fig.5.2I-L, Fig.5.4I-L, Fig.5.6B-D) as a visual guide for real-

time minimization of objective lens astigmatism by adjusting the two objective lens

stigmators (i.e. M-X and M-Y knobs). By observing how the points move in the

radar plot after adjustments of these two stigmators, we quickly realized that the two

stigmators independently controls the astigmatism amplitude (by M-X) and angle

(by M-Y), instead of the X or Y components of the astigmatism as one would infer

from the labels of the two knobs. This observation has led us to understand the

relationship of the objective lens astigmatism and the correction field generated by

the stigmators (Fig.5.7A), and how the stigmators can be controlled to optimally

compensate the astigmatism (Fig.5.7B and C).

In the vector diagram (Fig.5.7A), the residual astigmatism of the objective lens

is represented by a solid vector. The correction field generated by the objective

stigmators is represented by a dashed vector. The M-Y stigmator would simply

rotate the dashed vector while the M-X stigmator would change the length of the

dashed vector. The objective lens astigmatism would be perfectly corrected when the

dashed vector is adjusted to have the same length but in opposition direction to the

solid vector (Fig.5.7C). The challenge is thus how to arrive at the optimal correction

state.

Based on this understanding, we designed a single-pass tuning strategy (Fig.5.7D).

Initial state. The yellow star indicates the initial state in which the two vectors have

an arbitrary relationship (length and angle) as shown Fig.5.7A. Step 1. The angular

knob (M-Y) is continuously adjusted to find the optimal angle. In the radar plot,

the points representing the residual astigmatism should exhibit an arc-like trajectory

as represented by the black markers (black circles and black triangle) and the long

black arrow in Fig.5.7D. The position in the arc closest to the origin (black triangle in

Fig.5.7D) will be the optimal M-Y setting that makes the dashed vector in opposite
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direction of the solid vector (Fig.5.7B). This effect of angular knob adjustment can

be explained using vectors in Fig.5.7B in which the dashed vector is continuously

rotated until it has sampled the optimal angle (i.e. opposite to the solid angle). Step

2. The angular knob is turned backward to bring the point back to the optimal point

(black triangle). This part of trajectory can be represented by the short black arrow

in Fig.5.7D. This will bring the dashed vector in opposite direction of the solid vector

again (Fig.5.7B). Step 3. The amplitude knob (M-X) is continuously adjusted. In

this process, the resulted points in the radar plot should directly move to the origin

along radial direction as shown by red markers (red squares and red triangle) and red

arrow in Fig.5.7D. In this step, turning M-X knob will simply change the length of

the dashed vector until its length is equal to that of the solid vector (Fig.5.7B and

C). The red triangle located at the origin of Fig.5.7D means that the astigmatism of

objective lens has now been completely corrected (Fig.5.7C).

5.3.5 Validation of the single-pass tuning strategy

To validate the strategy illustrated in Fig.5.7, we have tested it on our CM200 and

Titan Krios microscope using live images. Fig.5.8 and Fig.5.S1 show screenshots of the

process collected from Titan Krios (Fig.5.8, Fig.5.S1A) and CM200 (Fig.5.S1B, C) in

which the darkest circle is the current point and the gray circles are historical points.

To make the sequence of the points more obvious, the greyness level of the circles

is varied to make more recent ones darker. It is noted that the real-time trajectory

in Fig.5.8 perfectly matches the theoretical prediction in Fig.5.7, thus confirming the

validity and feasibility of the proposed strategy for correction of the astigmatism of

the objective lens. In addition to the screenshot shown in Fig.5.8 and Fig.5.S1, we

have also recorded videos (Video S1 and Video S2) that include the entire tuning

process to demonstrate the strategy in its fullest details.

To further validate the single-pass tuning strategy, we tested our method with

different initial astigmatism values by using different initial stigmator values. Fig.5.S2

https://ars.els-cdn.com/content/image/1-s2.0-S1047847716302313-mmc1.mp4
https://ars.els-cdn.com/content/image/1-s2.0-S1047847716302313-mmc2.mp4
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Fig. 5.7. A new single-pass strategy of astigmatism correction using
s2stigmator. (AC) Vector diagrams to illustrate the principle of correction
of astigmatism by the two objective lens stigmators. (A) Initial state. The
correction vector (dashed) is at an arbitrary state (length and direction)
relative to the residual astigmatism vector (solid). (B) Angle search. The
angle for the correction vector (controlled by M-Y knob) is optimal when
it is at the opposite direction of the astigmatism vector. (C) Amplitude
minimization. The astigmatism is corrected when the length of the cor-
rection vector (controlled by M-X knob) is changed to the same length of
the astigmatism vector. (D) A marked radar plot showing the expected
trajectory of data points representing the astigmatism in the process of
astigmatism correction using our new tuning strategy. The yellow star
suggests the initial state (A) before correction. The black markers form-
ing an arc-like trajectory (black arrows) indicate the change of data points
if only the angular knob (M-Y) is turned (as explained in B). To find
the optimal angle (shown as the black triangle) that results in minimal
astigmatism in the black trajectory, the M-Y angle knob needs to cover
sufficiently wide range to clearly reveal a data point (black triangle) in
the arc that is closest to the origin. Starting from the black triangle (i.e.
optimal M-Y setting), only the M-X amplitude knob is adjusted, which
will result a series of red markers following a straight path represented by
the red arrow. The red triangle located at the origin of the radar plot
implies the complete elimination of objective lens astigmatism.
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displays 8 screenshots of the entire trajectories acquired from CM200 microscope. The

first row (Fig.5.S2A-D) are the trajectories with different initial astigmatism values

in the first quadrant of the radar plot. It is noted that the direction of the straight

trace segment does not change with varying initial astigmatism amplitudes and the

angles are all around 62◦ (green dash lines in Fig.5.S2A-D). This can be explained by

the vector diagram shown in Fig.5.7: the dashed vector (Fig.5.7B) controlled by the

stigmators at optimal correction angle is always opposite to the solid vector (Fig.5.7B)

representing the residual astigmatism of the objective lens, which is independent of

the stigmator values. The plots in the second row (Fig.5.S2E-H) also have a similar

property as the first row, however, the angle of the straight trace segment is around

152◦ (green dash lines in Fig.5.S2E-H), orthogonal to that in the first row. The 90◦

change of the orientation is due to the over-correction of the astigmatism which causes

the switch of the major and minor axis in the power spectra (Fig.5.1B-C) and the

single ring (Fig.5.1D).

5.4 Discussion

In this paper, we have introduced a new method, s2stigmator, for real-time detec-

tion of astigmatism in live images and established a reliable single-pass strategy for

users to correct the astigmatism and improve image quality during TEM operation.

Systematic tests have demonstrated that this method works accurately and robustly

with both synthetic and experimental images. Owing to the closed-form algorithm

without the need of iterative search of multiple parameters, the method is inherently

fast and it takes only a few seconds on a desktop computer to measure the astigma-

tism of one image even as a script in DigitalMicrograph software. The speed can be

significantly enhanced by converting to compiled code and using GPU acceleration in

the future.

The s2 power spectra provides the essential basis for our fast closed-form algo-

rithm. Due to the uniform oscillation property of s2 power spectra, the problem of
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A

B

C

Fig. 5.S1. Additional screenshots of the radar plot by s2stigmator as
shown in Fig.5.8. (A) Screenshot from Titan Krios microscope. (B-C)
Screenshots from CM200 microscope.
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determining the defocus along all directions is drastically simplified to measuring the

radii of a single ring (Fig.5.1D). This is in stark contrast to existing methods, such

as dividing the 2D power spectra into sectors for angular rotational average [63, 69],

applying edge detection method to approximate the ellipticity of the Thon rings [65],

studying the mathematical relationship between the radial averages of TEM images

with and without astigmatism [62], and performing a fully 2D power spectra opti-

mization to fit CTF model [39, 67]. The single ring not only completely maintains

the information of ellipticity but also becomes much easier and faster to evaluate.

To the best our knowledge, our method is the first to employ the 2nd Fourier

shifting theorem (Eq.5.1) in TEM image processing, although the 1st Fourier shifting

theory (f(t − t0) ↔ e−j2πst0F (s)) has already been commonly used in the cryo-EM

field. The application of Fourier shifting effectively overcomes the limitation of coarse

sampling caused by small single ring at small defocus, and notably improves the

accuracy of ellipticity detection. Although the size of the single ring is enlarged after

Fourier shifting, the angular variation of the radius is unchanged due to the constant

shift in all directions.

The single ring representation of the angular distribution of the defocuses also

allows the use of 1D FFT to directly compute the amplitude and phase of a sine-like

curve (red curve in Fig.5.1G), which correspond to the astigmatism amplitude and

angle of the twofold objective lens astigmatism. The accurate direct solution of the

astigmatism amplitude and angle not only eliminates the need to explicitly search for

major/minor axes of the defocus ring but also avoids the errors due to noise (Fig.5.1G)

in assigning the radii (i.e. defocus) and angles of the major/minor axes.

Most importantly, our script provides real-time radar-style visual feedback and

quantitative values for the correction of objective lens astigmatism. Compared to

current approach relying on visual examination of the roundness of Thon rings, our

new method considerably enhances the sensitivity in ellipticity determination, and

simultaneously prevents the bias and subjective results from operators. Furthermore,

we have established an efficient single-pass tuning strategy (Fig.5.7), which allows
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the users to rationally and sequentially adjust, instead of blindly playing with, the

two stigmator knobs to correct the objective lens astigmatism. Combined with our

results of real-time tests (Fig.5.8, Fig.5.S1, Video S1 and Video S2), we have also

gained insights to the underlying principle of astigmatism correction (Fig.5.7).

Currently, most microscopists correct astigmatism at very high magnification and

very small defocus, which is necessary due to the limited sensitivity of current ap-

proach relying on visual examination of the roundness of Thon rings. However, the

imaging condition that astigmatism is corrected is drastically different from the con-

ditions, magnification and defocus, used for data collection. In contrast, our method

is capable of guiding users to correct astigmatism at any magnification and any defo-

cus, and it thus allows the users to correct astigmatism at the same magnification and

defocus level used for final imaging. We think that this is not only more convenient

but also likely to further reduce the residual astigmatism in the final images.

https://ars.els-cdn.com/content/image/1-s2.0-S1047847716302313-mmc1.mp4
https://ars.els-cdn.com/content/image/1-s2.0-S1047847716302313-mmc2.mp4
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6. DEFOCUS AND MAGNIFICATION DEPENDENT

VARIATION OF TEM IMAGE ASTIGMATISM

6.1 Introduction

Cryo-electron microscopy (cryo-EM) has become a powerful technique for struc-

tural studies of macromolecular complexes and assemblies at near-atomic resolutions.

Good alignment of the microscope, such as the gun, condensers, apertures, beam

tilt, coma [77, 78], astigmatism, etc., is a prerequisite to reaching optimal illumina-

tion lens and imaging lens conditions for high resolution TEM imaging. Currently,

microscope alignments are still performed manually and rely on visual, qualitative

feedback. Moreover, manual microscope alignment requires extensive training and

experience but still often suffers from suboptimal efficiency and quality. Minimizing

astigmatism of the objective lens is an indispensable daily instrument alignment task

essential for high resolution TEM imaging.

Astigmatism of the objective lens represents the angular dependency of defocus. 2-

fold astigmatism is the major type of astigmatism relevant to cryo-EM, which results

in the elliptical elongation of Thon rings [61] in the power spectra of TEM images.

Currently, many microscopists visually correct astigmatism at large magnifications

and small defocuses, then switch to a lower magnification to collect data [79, 80]

and intentionally vary defocus to sample the entire reciprocal space and even-out

the zero-nodes of the contrast transfer function (CTF) [73, 81, 82]. Similarly, many

microscopists also use a magnification in the focus mode larger than that of the

exposure mode during low-dose imaging. The implicit assumption of these strate-

gies is that the astigmatism is invariant to the change of magnification and defocus.

Conversely, other microscopists prefer to use the same magnification for astigmatism

correction and in the focus mode as that used in the exposure mode during data
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collection. Unfortunately, there have been no systematic studies to test these two

different opinions. In this study, our quantitative studies have conclusively shown the

defocus/magnification dependence of astigmatism and validated the latter approach

as the preferred method.

Due to the poor sensitivity of human eyes, microscopists have to rely on large

magnifications and small defocuses when they visually examine the roundness of Thon

rings in the 2D power spectra displayed on a computer screen and iteratively adjust

the two objective lens stigmators (we use MX and MY to call the two stigmators as

they are natural abbreviations of the Multi-functional knobs X and Y used to adjust

the current of the two stigmators) to make the Thon rings as circular as possible.

This tedious and subjective method is not only inaccurate and potentially biased by

the astigmatism of human eyes, but also hampers the systematic quantification of

the astigmatism variations for different magnifications/defocuses. To overcome this

challenge, it is desirable to take advantage of a proper approach which can sensitively

measure and accurately correct astigmatism at any imaging condition.

We have recently published a method, s2stigmator [83], with a single-pass tuning

strategy, that allows rapid and sensitive detection of astigmatism using TEM live

images and can reliably and efficiently guide the user to manually adjust the two

stigmators to correct astigmatism. This new method opens up possibilities to mini-

mize astigmatism with real-time feedback at a wide range of imaging conditions that

are not available by visual examination. As shown in Fig.6.S1, the user would first

adjust any one of the two stigmators (MX, MY) to find the optimal correction (points

marked by blue arrows in Fig.6.S1) that gives rise to minimal astigmatism in the arc-

shaped trajectory; then adjust the other stigmator to linearly approach the center at

which the astigmatism is zero. Both sequences of stigmator adjustment (MY first,

then MX or MX first, then MY) are able to minimize astigmatism with the similar

shape of trajectories with 45◦ angular offset (Fig.6.S1), suggesting the two stigmators

with 45◦ offset physically are functionally equivalent with the difference only in the

direction of correction. In this article, we present systematic and quantitative inves-
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tigations of astigmatism dependence on imaging conditions by employing s2stigmator

to correct astigmatism and then measure the re-emerging of astigmatism after varying

imaging conditions (defocus, magnification). Underlying physical principles are used

to interpret the variability of astigmatism and its dependence on image conditions.

Based on the findings of these studies, several recommendations are provided for in-

strument alignment and data acquisition to help maximally reduce astigmatism and

improve high resolution imaging.

6.2 Methods

6.2.1 Experimental cryo-EM datasets for initial test

Our study started with nine datasets of experimental cryo-EM micrographs ob-

tained from the public database EMPIAR [57]. For each dataset, we downloaded the

particle parameter star file deposited by the authors (Fig.6.1A-H) or generated such

a file using Gctf (Fig.6.1I) [84] and then examined the correlation between defocus

and astigmatism using the values included in the star files.

6.2.2 Data collection for the study of defocus-dependent astigmatism

Next, the defocus-dependence of astigmatism was examined using live images of

carbon film obtained on our CM200 microscope at 200 kV and FEI Titan Krios at 300

kV, and recorded on a Gatan US4000 CCD and K2 Summit camera, respectively. We

minimized the objective lens astigmatism at small, medium and large defocuses using

our s2stigmator tool, then increased or decreased defocus from the starting defocus

used for astigmatism correction. At each defocus, ten images were collected and the

defocuses, astigmatisms were calculated to obtain their mean and root-mean-square

deviation (RMSD) values. The same experiment was repeated on different days to

explore the reproducibility of defocus-dependence of astigmatism.
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Titan Krios MY-MX Titan Krios MX-MY

CM200 MY-MX CM200 MX-MY

63° 108°

85° 40°

A B

C D

Fig. S1

Fig. 6.S1. Performance of s2stigmator method and the single-pass tuning
strategy. (A, B) Two screenshots of the trajectory from Titan Krios micro-
scope obtained at 1000 nm defocus, a nominal magnification of 22,500×
and 25 e/Å

2
dose with images recorded on a Gatan K2 Summit direct

electron detector operated at counted mode using 15 e/pixel/second dose
rate and 3s exposure time. Stigmator MY was adjusted first (arc-like
segment) and then MX was adjusted (straight segment) in (A) while the
opposite order (i.e. MX first and then MY) was used in (B). (C, D) Two
screenshots of trajectory from CM200 microscope obtained at 1700 nm de-

focus, a nominal magnification of 115,000× and 40 e/Å
2

dose with images
recorded on a Gatan UltraScan 4k CCD with 3s exposure time. Stigma-
tor MY was adjusted first (arc-like segment) and then MX was adjusted
(straight segment) in (C) while the opposite order (i.e. MX first and then
MY) was used in (D). The wide blue arrow indicates the optimal point
with minimal astigmatism in the arc-like segment of each trajectory. The
green dash line in each plot represents the angle of the straight trace seg-
ment in the trajectory, and the exact angle is marked in green next to the
green dash line. Both sequences of stigmator adjustment (MY first, then
MX or MX first, then MY) on the same instrument are able to minimize
astigmatism with the similar shape of trajectories with 45◦ angular offset
(63◦ in A v.s. 108◦ in B, and 85◦ in C v.s. 40◦ in D).
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6.2.3 Data collection for the study of magnification-dependent astigma-

tism

Finally, the magnification-dependence of astigmatism was examined using the

same sample and instrument as described above. To emulate the change of mag-

nification used for astigmatism correction and data collection, we minimized the

astigmatism at a high magnification using s2stigmator, then successively lowered

the magnifications. At each magnification, twenty images were collected, and their

mean and RMSD of astigmatism and defocus were computed. In addition to the

magnification-dependence of astigmatism, magnification-dependence of defocus was

also simultaneously examined using the same set of data. The same measurement

was also repeated multiple times to detect the stability of the relationship between

astigmatism and magnification.

The magnifications were calibrated using polycrystalline gold sample grids. The

anisotropic magnification distortion [75,85] was corrected from the live images accord-

ing to the previously determined parameters before the astigmatism was calculated.

6.2.4 Data availability

All data generated or analyzed during this study are included in this published

article.

6.3 Results

6.3.1 Observations of defocus-dependent astigmatism in experimental cryo-

EM data

To examine the defocus-dependence of objective lens astigmatism, we first ex-

tracted the defocus and astigmatism parameters of the nine cryo-EM datasets as

described in Section 6.2.1 and plotted the results in Fig.6.1. It can be clearly seen

that there are positive, linear correlations between astigmatism and defocus, provid-
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ing evidence for defocus-dependent astigmatism in experimental cryo-EM data. It is

worth pointing out that this correlation is a general phenomenon since it is observed

in a wide variety of data, such as data from multiple research groups, microscopes in

different facilities, a diversity of samples, and varying imaging conditions. As shown

in Fig.6.1, the variations of astigmatism for different defocuses are significant (e.g.

>100 nm) and distinct from dataset to dataset. Hence, it is desirable to comprehen-

sively examine the dependence of astigmatism on imaging conditions (e.g. defocus,

magnification) which are frequently changed in TEM alignment and during data ac-

quisition.

6.3.2 Robust performance of s2stigmator and the single-pass tuning strat-

egy at different defocuses and magnifications

For quantitative measurement of astigmatism variations, astigmatism needs to be

accurately corrected at a wide range of imaging conditions, which is very challeng-

ing for the current method relying on visual examination. We have recently pub-

lished a closed-form algorithm, s2stigmator, with a single-pass tuning strategy [83],

that allows fast and sensitive detection of astigmatism using TEM live images and

guides the users to reliably and efficiently adjust the two objective lens stigmators

to correct astigmatism. We tested the performance of our s2stigmator method by

correcting astigmatism at various imaging conditions, including defocus and magni-

fication. Fig.6.S2 shows the screenshots of trajectories obtained from Titan Krios

when correcting astigmatism at different defocuses (Fig.6.S2A-C) and different mag-

nifications (Fig.6.S2D-F). In these six screenshots, the trajectories are very similar

and all consistently led to correction of astigmatism at a wide range of defocuses and

magnifications. The angle of the straight trace segment (63◦, the angle marked in

green) corresponds to the 2nd stigmator used in this single-pass strategy, i.e. stigma-

tor MX here. This angle is determined by the angular position of the stigmators, e.g.

octupole objective lens stigmator [86,87].



111

Fig.6.S3 shows the trajectories acquired at a variety of defocuses (Fig.6.S3A-C)

and magnifications (Fig.6.S3D-F) on CM200. Similarly, the change of defocus on

CM200 in the range of cryo-EM research does not have a significant influence on the

shape of the trajectories (Fig.6.S3A-C). However, the switch of magnification does

have an effect on the orientation of the trajectories (Fig.6.S3D-F). It is noted that the

trajectories turn clockwise when magnification increases (Fig.6.S3D-F), which is con-

sistent with the rotation of real images at the same set of magnifications (Fig.6.S3G-I).

Moreover, the angle changes of the straight trace segments between two adjacent mag-

nifications are 14◦ (65◦ in Fig.6.S3D v.s. 51◦ in Fig.6.S3E) and 26◦ (51◦ in Fig.6.S3E

v.s. 25◦ in Fig.6.S3F), identical to the change of angles (marked by red dash lines in

Fig.6.S3G-I) among the corresponding real images (14◦ between Fig.6.S3G and H, 26◦

between Fig.6.S3H and I). Thus, we attribute the rotation of trajectories at different

magnifications to the imperfect implementation of the rotation-free imaging function

on CM200. In contrast, the rotation-free imaging function on Titan Krios is excellent

as shown by the absence of rotations of the trajectories in Fig.6.S2D-F for different

magnifications.

6.3.3 Defocus-dependent astigmatism

After confirming that the astigmatism of objective lens could be accurately min-

imized using s2stigmator at a wide range of defocuses and magnifications (Fig.6.S2

and Fig.6.S3), we systematically investigated the dependence of astigmatism on de-

focus using live images of carbon film at room temperature. We first corrected the

astigmatism at a specific defocus using s2stigmator, then measured the astigmatism

with all other instrument parameters remaining constant while only the defocus was

gradually altered with a fixed step size (e.g. 100 nm). Fig.6.2 shows clear correla-

tion between defocus and astigmatism for both Titan Krios (Fig.6.2A-D) and CM200

(Fig.6.2E-H) microscopes at a nominal magnification of 22,500× and 115,000×, re-

spectively. At each defocus, the point and error bar represent the mean and RMSD



112

Fi
g.

 S
2

M
ag

 2
2.

5K
 d

ef
oc

us
 2

50
0n

m
M

ag
 3

7K
 d

ef
oc

us
 2

50
0n

m
M

ag
 5

9K
 d

ef
oc

us
 2

50
0n

m

M
ag

 2
2.

5K
 d

ef
oc

us
 5

00
nm

M
ag

 2
2.

5K
 d

ef
oc

us
 1

50
0n

m
M

ag
 2

2.
5K

 d
ef

oc
us

 2
50

0n
m

A
B

C

D
E

F

63°
63°

63°

63°
63°

63°

F
ig

.
6.

S
2.

R
ep

re
se

n
ta

ti
ve

tr
a

je
ct

or
ie

s
of

as
ti

gm
at

is
m

co
rr

ec
ti

on
at

va
ry

in
g

d
ef

o
cu

se
s

an
d

m
ag

n
ifi

ca
ti

on
s

on
T

it
an

K
ri

os
m

ic
ro

sc
op

e.
(A

-C
)

T
h
e

sc
re

en
sh

ot
s

of
th

e
tr

a
je

ct
or

ie
s

ac
q
u
ir

ed
at

a
n
om

in
al

m
ag

n
ifi

ca
ti

on
of

22
,5

00
×

an
d

d
ef

o
cu

s
50

0
n
m

(A
),

15
00

n
m

(B
)

an
d

25
00

n
m

(C
),

re
sp

ec
ti

ve
ly

.
(D

-F
)

T
h
e

sc
re

en
sh

ot
s

of
th

e
tr

a
je

ct
or

ie
s

ac
q
u
ir

ed
at

a
n
om

in
al

m
ag

n
ifi

ca
ti

on
of

22
,5

00
×

(D
),

37
,0

00
×

(E
)

an
d

59
,0

00
×

(F
),

re
sp

ec
ti

ve
ly

,
an

d
d
ef

o
cu

s
25

00
n
m

.
T

h
e

gr
ee

n
d
as

h
li
n
e

in
ea

ch
p
lo

t
re

p
re

se
n
ts

th
e

an
gl

e
of

th
e

st
ra

ig
h
t

tr
ac

e
se

gm
en

t
in

th
e

tr
a
je

ct
or

y,
an

d
th

e
ex

ac
t

an
gl

e
is

m
ar

ke
d

in
gr

ee
n

n
ex

t
to

th
e

gr
ee

n
d
as

h
li
n
e.



113

Fi
g.

 S
3

M
ag

 6
6K

 d
ef

oc
us

 1
00

0n
m

M
ag

 6
6K

 d
ef

oc
us

 2
00

0n
m

M
ag

 6
6K

 d
ef

oc
us

 3
00

0n
m

M
ag

 2
00

K
 d

ef
oc

us
 2

00
0 

nm
M

ag
 2

50
K

 d
ef

oc
us

 2
00

0 
nm

M
ag

 3
10

K
 d

ef
oc

us
 2

00
0 

nm

65°
51°

25°

-14
°

-26
°

115
°

101
°

75°

-14
°

-26
°

A
B

C

D
E

F

G
H

I

62°
62°

62°

F
ig

.
6.

S
3.

R
ep

re
se

n
ta

ti
ve

tr
a
je

ct
or

ie
s

of
as

ti
gm

at
is

m
co

rr
ec

ti
on

at
va

ry
in

g
d
ef

o
cu

se
s

an
d

m
ag

n
ifi

ca
ti

on
s

on
C

M
20

0
m

ic
ro

sc
op

e.
(A

-C
)

T
h
e

sc
re

en
sh

ot
s

of
th

e
tr

a
je

ct
or

ie
s

ac
q
u
ir

ed
at

a
n
om

in
al

m
ag

n
ifi

ca
ti

on
of

66
,0

00
×

an
d

d
ef

o
cu

s
10

00
n
m

(A
),

20
00

n
m

(B
)

an
d

30
00

n
m

(C
),

re
sp

ec
ti

ve
ly

.
T

h
e

gr
ee

n
d
as

h
li
n
e

in
ea

ch
p
lo

t
re

p
re

se
n
ts

th
e

an
gl

e
of

th
e

st
ra

ig
h
t

tr
ac

e
se

gm
en

t
in

th
e

tr
a

je
ct

or
y,

an
d

th
e

ex
ac

t
an

gl
e

is
m

ar
ke

d
in

gr
ee

n
n
ex

t
to

th
e

gr
ee

n
d
as

h
li
n
e.

T
h
e

an
gl

es
of

th
e

st
ra

ig
h
t

tr
ac

e
se

gm
en

ts
ar

e
th

e
sa

m
e

(6
2◦

in
A

-C
).

(D
-F

)
T

h
e

sc
re

en
sh

ot
s

of
th

e
tr

a
je

ct
or

ie
s

ac
q
u
ir

ed
at

a
n
om

in
al

m
ag

n
ifi

ca
ti

on
of

20
0,

00
0×

(D
),

25
0,

00
0×

(E
)

an
d

31
0,

00
0×

(F
),

re
sp

ec
ti

ve
ly

,
an

d
d
ef

o
cu

s
20

00
n
m

.
T

h
e

an
gl

es
of

th
e

st
ra

ig
h
t

tr
ac

e
se

gm
en

ts
ar

e
65
◦ ,

51
◦

an
d

25
◦ ,

re
sp

ec
ti

ve
ly

.
A

n
d

th
e

d
iff

er
en

ce
b

et
w

ee
n

tw
o

ad
ja

ce
n
t

tr
a
je

ct
or

ie
s

ar
e

14
◦

an
d

26
◦ .

(G
-I

)
T

h
e

re
al

sp
ac

e
im

ag
es

co
ll
ec

te
d

at
a

n
om

in
al

m
ag

n
ifi

ca
ti

on
of

20
0,

00
0×

(G
),

25
0,

00
0×

(H
)

an
d

31
0,

00
0×

(I
),

re
sp

ec
ti

ve
ly

.
T

h
e

ro
ta

ti
on

of
th

e
re

d
d
as

h
li
n
e

re
p
re

se
n
ts

th
e

ro
ta

ti
on

of
th

e
im

ag
e

in
re

al
sp

ac
e

w
it

h
th

e
ch

an
ge

of
m

ag
n
ifi

ca
ti

on
s.

T
h
e

an
gl

es
of

th
e

re
d

d
as

h
li
n
es

ar
e

11
5◦

,
10

1◦
an

d
75
◦ ,

re
sp

ec
ti

ve
ly

.
A

n
d

th
e

an
gu

la
r

d
iff

er
en

ce
b

et
w

ee
n

tw
o

ad
ja

ce
n
t

im
ag

es
ar

e
14
◦

an
d

26
◦ ,

in
ag

re
em

en
t

w
it

h
th

os
e

of
th

e
tr

a
je

ct
or

ie
s

sh
ow

n
in

(D
-F

).



114

of astigmatism from ten images, respectively. When the astigmatism is minimized

at small, medium, and large defocus (red, green and blue lines in Fig.6.2A and E),

astigmatism linearly increases as the defocus is continuously increased/decreased from

the starting defocus used for astigmatism correction. Apparently, the slopes of the

lines from CM200 (Fig.6.2E) are much larger than those from Titan Krios (Fig.6.2A),

implying the dependence of astigmatism on defocus for CM200 is much more severe

than that for Titan Krios. Furthermore, polar plots were used to show the raw

data distribution of the astigmatism used for the line graphs with the same colors.

Fig.6.2B-D present the polar distribution of astigmatism with varying defocus when

the astigmatism is corrected at small (Fig.6.2B), medium (Fig.6.2C), and large de-

focus (Fig.6.2D) on Titan Krios, corresponding to the red, green, and blue line in

Fig.6.2A, respectively. It is evident that the astigmatism angle stably points to a

certain direction as the astigmatism amplitude gradually increases due to the mono-

tonically ascending (Fig.6.2B) or descending defocus (Fig.6.2D). Fig.6.2C shows that

the astigmatism angle changes about 90◦ when defocus changes bi-directionally after

astigmatism minimization. The 90 angle change corresponds to the swapping of the

major and minor axes of astigmatism. Similar distributions can also be seen from the

raw data acquired on CM200 (Fig.6.2F-H) but with larger increase of astigmatism

than that on Titan Krios (Fig.6.2B-D). In addition, we observed that the distribu-

tions of astigmatism due to the bi-directional change of defocus have similar profiles

whether the initial astigmatism is minimized (red points in Fig.6.3) or not (blue points

in Fig.6.3). Therefore, all the analyses above demonstrate the general existence of

defocus-dependent astigmatism in the objective lens of TEM.

For a comprehensive understanding of defocus-dependent astigmatism, we re-

peated our measurement on different days and compared the variation of astigma-

tism. As shown in Fig.6.4A and E, the slopes of lines are not identical even for the

measurements made using the same conditions, demonstrating the amount of depen-

dence varies from day to day on both Titan Krios (Fig.6.4A) and CM200 (Fig.6.4E)

microscopes. What’s more, much more pronounced differences in the astigmatism
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angles were shown in the data collected on different days (Fig.6.4). The differences

indicate that the distribution of defocus-dependent astigmatism cannot be exactly

reproduced even though the defocus is adjusted in the same way. This irreproducibil-

ity can be observed from the data collected on both Titan Krios (Fig.6.4A-D) and

CM200 (Fig.6.4E-H) whether the astigmatism was initially corrected at small defo-

cus (Fig.6.4A-D) or large defocus (Fig.6.4E-H). Consequently, the comparison of the

repetitive measurements confirms the variability of defocus-dependent astigmatism

in the objective lens of TEM.

6.3.4 Magnification-dependent astigmatism

We also used s2stigmator to investigate the dependence of astigmatism on mag-

nification and to test the implicit assumption of invariant astigmatism at different

magnifications for the practice of using a higher magnification for correction of astig-

matism than that for data acquisition. We first corrected astigmatism at a nominal

magnification of 96,000× on Titan Krios and 250,000× on CM200 microscope, re-

spectively, then measured the astigmatism as the magnification was stepwise reduced

while keeping all other instrument parameters unchanged. Fig.6.5 shows the change

of astigmatism/defocus with magnification for Titan Krios and the variability of this

change across multiple measurements. At each magnification, we collected twenty

images, plotted the distribution of astigmatism in polar coordinate (Fig.6.5A-C), and

then calculated their mean and RMSD of astigmatism (blue line)/defocus (red line)

represented as points and error bars (may be too small to be visible) in Fig.6.5D-

F. When repeating the measurements on Titan Krios, the changes of defocus (red

lines in Fig.6.5D-F) followed a similar pattern, but the profiles of both astigmatism

amplitude (blues lines in Fig.6.5D-F) and astigmatism angle (Fig.6.5A-C) were irre-

producible. Similar results were also found for CM200 (Fig.6.6) in which the defocus

tends to increase with lower magnifications (red lines in Fig.6.6D-F), rather than de-

crease as shown for Titan Krios (red lines in Fig.6.5D-F). All these data demonstrate
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Fig. 3

Fig. 6.3. Comparison of defocus-dependent astigmatism with the initial
astigmatism minimized or with residual initial astigmatism. The increases
of astigmatism with the bi-directional change of defocus on CM200 micro-
scope are shown when the starting astigmatism is minimized (red points)
or not minimized (blue points). The initial defocus is around 8000nm and
the range of defocus variation is around 7000nm in both directions. The
image collection strategy is the same as the data shown in Fig.6.2G.
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the existence of magnification-dependent astigmatism and its stochastic fluctuations

for both high-end and low-end TEM.

6.4 Discussion

In contrast to the dramatic progress in the automated cryo-EM data acquisi-

tion and image processing methods, little has changed for the microscope align-

ment tasks before data acquisition. In this paper, inspired by the observations

of defocus-astigmatism correlations in experimental cryo-EM datasets (Fig.6.1), we

have discovered the defocus/magnification-dependence of objective lens astigmatism

and their stochastic variability using our recently published tool s2stigmator. These

findings have essentially invalidated a basic assumption of a current cryo-EM imag-

ing strategy that assumes constant astigmatism for the significantly different defo-

cuses/magnifications used in microscope alignment stage and final data acquisition

stage.

6.4.1 Vector summation model of the net astigmatism and the single pass

tuning strategy

As shown here (Fig.6.S1-Fig.6.S3) and in our previous work [83], s2stigmator can

help achieve accurate correction of objective lens astigmatism at any imaging condi-

tion using a single pass tuning strategy. Understanding the principle of this single-pass

tuning strategy will help further unveil the underlying theory of astigmatism varia-

tions with imaging parameters. Fig.6.7 illustrates the vector diagrams (Fig.6.7B-D)

of three key points in a typical trajectory (Fig.6.7A), including the initial point ( 0©

in Fig.6.7A) the optimal point ( 1© in Fig.6.7A) in the arc-like segment when tuning

the first stigmator (e.g. MY), and the final point at the center ( 2© in Fig.6.7A) after

tuning the other stigmator (e.g. MX). The corresponding stigmator MX/MY values

are labelled in parentheses next to the circled numbers. In Fig.6.7B, ~V 0
obj,

~V 0
MX , ~V 0

MY

represents the initial state of the astigmatism of the objective lens, and the correction
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field of the stigmator MX and MY, respectively. ~V 0
sum is the summation of these three

vectors and corresponds to the point 0© in Fig.6.7A. Here ~V 0
obj can be considered as

a constant vector in a short period, e.g. during astigmatism correction, while the

correction field ~VMX and ~VMY will be varied to cancel ~V 0
obj in order to minimize astig-

matism. However, the orientations of ~V 0
MX and ~V 0

MY are fixed and the angle between

them is also fixed at 45◦, which are determined by the design of the octupole objective

lens stigmator [86, 87] assembly containing two interdigitated quadruple stigmators

with 45◦ offset. When the stigmators are adjusted, the ~VMX and ~VMY vectors will

change lengths without turning. The astigmatism correction task is to find the opti-

mal lengths for both stigmator vectors to make the sum of the two correction vectors

exactly inverse of the objective astigmatism vector ~V 0
obj (i.e. same length but opposite

direction). In Fig.6.7C, only the stigmator MY is adjusted (red line in Fig.6.7C) until

it reaches the optimal length (~V 1
MY ) at which its vector sum with ~V 0

obj is along the

direction of ~V 1
MX . In this process, the resulted points (i.e. the net astigmatism, or

the sum of the three vectors) of the trajectory shown in Fig.6.7A exhibit an arc-like

segment. Here the stigmator MX does not change (~V 1
MX = ~V 0

MX) and ~V 1
sum is along

the direction of ~V 1
MX , corresponding to the point 1© in Fig.6.7A. In Fig.6.7D, only the

stigmator MX is adjusted to cause its correction field vector ~V 0
MX to change length

(~V 2
MX , green line in Fig.6.7D) until the overall summation of vectors is 0 (~V 2

sum = 0, 2©

in Fig.6.7A). In this part of trajectory, the resulted points directly move to the origin,

forming a straight trace segment. As demonstrated in Fig.6.7, the orientation of the

straight trace segment is determined by the manufacturer’s setting of the stigmator

MX’s direction. This finding can explain why the orientations of trajectories on the

Titan Krios microscope shown in Fig.6.S2 are the same, independent of defocus and

magnification, when the two stigmators are adjusted in the order of MY first then

MX. On the contrary, if the order of stigmators is switched during adjustment (MX

first, then MY), the trajectory will rotate 45◦ and the straight trace segment will

represent the direction of stigmator MY (Fig.6.S1). This vector summation model is

also validated on CM200 when the imperfect rotation-free function is considered for
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the rotation of trajectories between different magnifications. The analysis described

above explains the relationship of the objective lens astigmatism and the correction

fields generated by the stigmators, and how the stigmators can be controlled to op-

timally compensate the objective lens astigmatism. The 3-vector summation model

described here further refines our previous model [83].

6.4.2 Defocus-dependent astigmatism

During single particle cryo-EM image acquisition, the defocuses for different im-

ages are intentionally varied to average out the effect of zero-nodes of CTF and

obtain signals at all frequencies [73, 81, 82]. Nevertheless, the discovery of defocus-

dependent astigmatism in published experiment datasets (Fig.6.1) and tests here

(Fig.6.2-Fig.6.3) implies a significant problem of re-emerging astigmatism in this

imaging strategy. Fig.6.8 uses vector diagrams to explain the case of corrected astig-

matism (Fig.6.8A), and the re-emerged astigmatism after increasing (Fig.6.8B) and

decreasing (Fig.6.8C) defocus. As can been seen from Fig.6.8A, the total summation

vector ~Vsum = 0 when ~V 0
obj is canceled by ~Vstigmator. Here ~V 0

obj and ~Vstigmator represent

the initial astigmatism of objective lens and the combined correction field of the two

stigmators, respectively. As the astigmatic fields of the objective lens and the stig-

mators are generated by the current, the field strength will be proportional to the

current. We can thus express the total astigmatism (~Vsum) as

~Vsum = ~V 0
obj + ~VMX + ~VMY + ∆~V df

obj

= kobj · I0
obj · ~eobj + kMX · IMX · ~eMX + kMY · IMY · ~eMY + kobj · (Iobj − I0

obj) · ~eobj

(6.1)

where ~V 0
obj,

~VMX , ~VMY are the initial astigmatism of the objective lens, and the

correction field of the stigmator MX and MY, respectively. ∆~V df
obj is the change of

astigmatism of the objective lens induced by the variation of defocus. ~eobj, ~eMX ,

~eMY are unit vectors representing the direction of the objective lens astigmatism, the
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Fig. 6.7. Vector diagrams to illustrate the principle of single-pass tuning
strategy for astigmatism correction. (A) A screenshot of the trajectory
on the Titan Krios microscope in which three key points are marked by
red circled numbers 0©, 1©, 2©, corresponding to the vector diagrams
in (B-D), respectively. The corresponding stigmator MX/MY values are
labelled in parentheses next to the circled numbers. (B) Initial point 0©.
The astigmatism of the objective lens, the correction fields of stigmator
MX and MY are represented by ~V 0

obj,
~V 0
MX , ~V 0

MY , and their summation is

represented by ~V 0
sum. It is noted that ~V 0

obj is assumed as a constant vector

here, the directions of ~V 0
MX and ~V 0

MY are fixed and the angle between them
is 45◦. (C) The optimal point 1© in the arc-like segment. The stigmator

MY first reaches its optimal value (~V 1
MY ) after adjusting along its own

direction (red line) until ~V 1
sum is located in the direction of the stigmator

MX (~V 1
MX). Here ~V 1

sum corresponds to the point 1© in (A). (D) The final
point 2© of astigmatism correction. The stigmator MX is now adjusted
along the direction of green line until ~V 2

sum is zero, corresponding to the
point 2© in (A). Consequently, the orientation of the straight trace segment
in the trajectory (A) is determined by the orientation of stigmator MX.
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correction field direction of stigmator MX and MY, respectively. kobj, kMX , kMY

are scaling factors representing how strong the dependence is between the field and

the corresponding current of the objective lens, stigmator MX, and stigmator MY,

respectively. The first three terms in the second line of Eq.6.1 represent the initial

astigmatism correction corresponding to the starting objective lens current (I0
obj),

IMX and IMY , and the sum of these three terms should be zero if the astigmatism

is fully corrected. The last term in the second line of Eq.6.1 represents the defocus-

dependent astigmatism when the defocus is increased or decreased by changing the

objective lens current (Iobj) from its starting point (I0
obj). In Fig.6.8A, the astig-

matism was corrected completely and the shape of Thon rings is perfectly circular

(Fig.6.8D). However, to increase defocus the objective lens current needs to be reduced

to weaken the lens bending power, leading to a smaller objective lens astigmatism

(the sum of blue arrows, ~V 0
obj+∆~V df↑

obj in Fig.6.8B). The correction fields by the two

stigmator (~Vstigmator), which have not been changed from previous values optimized

for a larger amount of objective lens astigmatism, now over-corrects the new, reduced

objective lens astigmatism. A non-zero ~Vsum (Fig.6.8B) now appears and the Thon

rings (Fig.6.8E) become elongated. The analysis in Fig.6.8B agrees with the obser-

vations from the Titan Krios (red line in Fig.6.2A and B) and CM200 (red line in

Fig.6.2E and F) microscopes in the case of increasing defocus. Similarly, another non-

zero ~Vsum (Fig.6.8C) appears in the opposite direction when defocus decreases and a

larger objective lens astigmatism is generated (the sum of blue arrows, ~V 0
obj+∆~V df↓

obj

in Fig.6.8C), resulting in the Thon rings (Fig.6.8F) becoming elongated along the

perpendicular direction of Fig.6.8E, since the switch of ~Vsum direction is equivalent to

change the ellipticity by 90◦. The analysis in Fig.6.8C also agrees with the observed

defocus-dependence of astigmatism as defocus decreases (blue line in Fig.6.2A and

D for Titan Krios; blue line in Fig.6.2E and H for CM200). Combining the vector

diagrams in both Fig.6.8B and C, the bi-directional increment of astigmatism can

also be clearly understood, as well as the 90◦ angle between two branches in the polar

plots (green line in Fig.6.2A and C for Titan Krios; green line in Fig.6.2E and G, and
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Fig.6.3 for CM200) when the astigmatism is minimized at the middle point of the

defocus range. This finding of defocus-dependent astigmatism is also consistent with

theoretic predictions based on Zernike polynomial expression of lens aberrations [88].

6.4.3 Quantification of objective lens asymmetry

In the line plots from the Titan Krios (Fig.6.2A) and CM200 (Fig.6.2E), it is

evident that the slopes of the linear trends are different for the two instruments. The

slope measures how strong the dependence of astigmatism on defocus is and should

be proportional to the scaling factor kobj in Eq.6.1. For a perfectly round lens kobj is

equal to 0 and as asymmetry of the lens increases, the kobj becomes larger. Therefore,

we can use kobj as a parameter to quantify the quality of a TEM magnetic lens in

terms of its cylindrical symmetry. A lens with smaller kobj will be desirable. Using this

criterion, the objective lens of the Titan Krios microscope is more cylindrical than that

of CM200 microscope. This is consistent with the common understanding of current

generation Titan Krios as a higher quality TEM than the CM200 microscope which

was produced more than two decades ago. We propose that the defocus-dependent

plots of astigmatism as shown in Fig.6.2A and E are convenient measurements of

the asymmetry level of the objective lens of a TEM instrument. Such quantitative

measurements can be useful in several applications. For example, it can be used as

one of the acceptance tests after the installation of a new TEM instrument. It can

also be used to monitor the performance of the objective lens and to detect potential

deterioration, for example, caused by a large contamination in the objective lens area.

6.4.4 Stochastic variations of defocus-dependent astigmatism

The defocus-dependent astigmatism, including both the slope and the direction,

was found to vary in our data (Fig.6.4) when the same measurement was repeated

after two-weeks. While the astigmatism of objective lens (~Vobj) is considered stable

within a short period time (a few hours to one or two days), it is also well-known
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Fig. 6.8. Vector diagram to interpret the defocus-dependent astigmatism
shown in Fig.6.2. (A-C) Vector diagrams illuminate the state of astigma-
tism fully corrected at a defocus (A), increased defocus after correction
(B), decreased defocus after correction (C). Here the red arrows represent

the combined correction field of the two stigmators ~Vstigmator and the blue
arrows represent the astigmatism of the objective lens which is propor-
tional to the strength of objective lens current. When defocus increases
or decreases, the associated objective lens astigmatism (the sum of blue

arrows) becomes smaller (~V 0
obj+∆~V df↑

obj in B) or larger (~V 0
obj+∆~V df↓

obj in C)

than the original ~V 0
obj and can no longer be fully compensated by ~Vstigmator.

(D-F) The representative sketches of the shape of Thon rings in the astig-
matism states corresponding to the vector diagrams depicted in (A-C),
respectively.
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that astigmatism tends to vary. As a result, it is a common practice to check and

re-correct astigmatism as one of the daily-instrument alignment tasks. Our mea-

surements (Fig.6.4) have thus quantitatively verified the variability and validated the

need for daily correction of astigmatism. Such variability can also be explained using

the vector summation model (Fig.6.9). ~Vobj can vary due to the change of either

the unit vector ~eobj direction or the amplitude of the scaling factor kobj (Eq.6.1) at

different times. In the vector diagram (Fig.6.9), the varying ~Vobj (the objective lens

astigmatism, blue arrows) is compensated by corresponding ~Vstigmator (stigmator val-

ues, red arrows) that needs to be updated from day to day. There is a wide variety

of reasons for the stochastic changes of ~eobj and kobj, such as objective lens asym-

metry due to imperfect manufacturing processes, electronic instability of the voltage

and power supplies, column contaminations, temperature fluctuations of the objective

lens chilling water, etc. [89].

6.4.5 Magnification-dependent astigmatism

In addition to the defocus-dependent astigmatism, magnification-dependent astig-

matism was also observed (Fig.6.5 and Fig.6.6). This implies that noticeable astig-

matism would re-emerge during data collection if a different magnification is used

for the correction of astigmatism during instrument alignment. Compared with the

variability of astigmatism due to defocus, the astigmatism dependence on magnifica-

tion is even more variable. When the same test was repeated three times on Titan

Krios on the same day, the distribution of astigmatism at different magnifications is

considerably different in both amplitude and angle (Fig.6.5A-C). In the line plot for

each measurement, the profile of astigmatism variation appears random in different

tests (blue lines in Fig.6.5D-F) while the profile of defocus variation is much more

reproducible (red lines in Fig.6.5D-F). Similar observations were obtained for both

Titan Krios (Fig.6.5) and CM200 (Fig.6.6), which indicates that the defocus change

is stable but the astigmatism change is unpredictable.
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Fig. 6.9. Vector diagram to interpret the variability of defocus-dependent
astigmatism shown in Fig.6.4. Here the vector representing the astigma-
tism of the objective lens (~Vobj, blue arrows) varies from day to day. The

randomness of ~Vobj is determined by the orientation of the unit vector
in black, ~e 1

obj, ~e
2
obj and ~e 3

obj, coupled with different scaling factors, kobj

(Eq.6.1). The combined effect of two stigmators (~Vstigmator), represented

by red arrows, needs to be varied accordingly to cancel ~Vobj on different
days.
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Modern TEM instruments usually use multiple imaging lenses, including an objec-

tive lens, a diffraction lens, an intermediate lens, and two projector lenses, to provide

a wide range of magnifications. The astigmatism measured in the TEM image is a

combined result of the astigmatism of all these lenses. The two stigmators actually

correct the combined astigmatism of all these imaging lenses. When the magnification

is changed, the current of all or a subset of these lenses would change, which leads to

the change of individual lens astigmatism (Eq.6.1) and the combined astigmatism. As

the stigmators have been tuned to correct the combined astigmatism at a particular

magnification, the change of magnification will thus lead to re-emerging of astigma-

tism in the image at a different magnification. Since the currents of these lenses

need to be changed in a non-linear pattern to achieve rotation-free imaging at mul-

tiple total magnifications, the combined astigmatism thus also varies in a non-linear

pattern (Fig.6.5 and Fig.6.6). The irreproducibility of the profile of magnification-

dependent astigmatism are likely caused by some random factors, such as column

contaminations. Since the change of any one of the five lenses will change the com-

bined astigmatism, it is thus not surprising the irreproducibility of the profile of

magnification-dependent astigmatism is significantly worse than the irreproducibil-

ity of the profile of defocus-dependent astigmatism that is only affected by a single

lens, the objective lens. In contrast, the profile of magnification-dependent defocus is

more reproducible than that of magnification-dependent astigmatism as the pattern

of current change is the same and the focus length of the lenses is more resistant to

the random factors affecting the lens astigmatism.

6.4.6 Recommendations for optimal TEM operations

The astigmatism of TEM images has been shown here to vary with changes in

imaging conditions (e.g. defocus, magnification), indicating that correction of astig-

matism at high magnification and near-focus conditions by the current approach will

not be optimal after switching to different conditions for data acquisition. What’s
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worse, the dependence of astigmatism on the imaging conditions varies from time to

time, so that astigmatism cannot be reliably compensated by pre-calibration of the

instrument. Although post-imaging computational CTF correction has now become

a common practice, the community-wide CTF Challenge [76] has found that it is

still more challenging to reliably and accurately fit the astigmatism than the average

defocus. To aim at best quality results for each step and to avoid accumulation of

issues in early steps that must be rescued by later steps, it is thus desirable to mini-

mize the astigmatism during data collection. Based on our systematic measurements

and analyses in this work, we suggest that (1) the magnification used for astigma-

tism correction during instrument alignment should be the same as the one used for

data collection; (2) the defocus used for correction of astigmatism during instrument

alignment should be set at the median defocus of the defocus range intended for sub-

sequent data collection; (3) the focus-mode in the search-focus-exposure iterations

of low-dose imaging should use the same magnification that is used for the exposure

mode. Additionally, there are other factors such as stage and sample grid position

that also lead to the variation of astigmatism, especially when the conductivity of

materials in the imaging area is poor and local charging is induced. To optimally

correct the astigmatism for images taken at different defocuses for different sample

areas, a fast, accurate and automated method needs to be developed to avoid the

defocus-dependent astigmatism by adaptively correcting the astigmatism at all fo-

cuses.
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7. SUMMARY

Imaging techniques are essential research tools in many science and engineering dis-

ciplines. Cryo-EM has become a powerful technique for structural studies of macro-

molecular complexes at near-atomic resolutions. The advancements of computational

methods have significantly contributed to the exciting achievements of cryo-EM. This

dissertation emphasizes new approaches to address image processing problems in cryo-

EM, including tilt series alignment evaluation, simultaneous determination of sample

thickness, tilt, and electron mean free path based on Beer-Lambert law, MBIR on

tomographic data, minimization of objective lens astigmatism in instrument align-

ment, and defocus and magnification dependent astigmatism of TEM images. The

final goal of these methodological developments is to improve cryo-EM data quality

and the 3D reconstructions of macromolecular structures, which will visualize more

detailed characterization and help reveal the structural basis of biological processes.
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[67] C. Sorzano, S. Jonic, R. Núñez-Ramı́rez, N. Boisset, and J. Carazo, “Fast, robust,
and accurate determination of transmission electron microscopy contrast transfer
function,” Journal of structural biology, vol. 160, no. 2, pp. 249–262, 2007.



138
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