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ABSTRACT 

Author: Ostovari, Mina. PhD 

Institution: Purdue University 

Degree Received: May 2019 

Title: The impact of healthcare provider collaborations on patient outcomes: a social network 

analysis approach  

Major Professor: Denny Yu 

 

Care of patients with chronic conditions is complicated and usually includes large number of 

healthcare providers. Understanding the team structure and networks of healthcare providers help 

to make informed decisions for health policy makers and design of wellness programs by 

identifying the influencers in the network. This work presents a novel approach to assess the 

collaboration of healthcare providers involved in the care of patients with chronic conditions and 

the impact on patient outcomes.  

In the first study, we assessed a patient population needs, preventive service utilization, and 

impact of an onsite clinic as an intervention on preventive service utilization patterns over a 

three-year period. Classification models were developed to identify groups of patients with 

similar characteristics and healthcare utilization. Logistic regression models identified patient 

factors that impacted their utilization of preventive health services in the onsite clinic vs. other 

providers. Females had higher utilizations compared to males. Type of insurance coverages, and 

presence of diabetes/hypertension were significant factors that impacted utilization. The first 

study framework helps to understand the patient population characteristics and role of specific 

providers (onsite clinic), however, it does not provide information about the teams of healthcare 

providers involved in the care process.  

Considering the high prevalence of diabetes in the patient cohort of study 1, in the second 

study, we followed the patient cohort with diabetes from study 1 and extracted their healthcare 

providers over a two-year period. A framework based on the social network analysis was 

presented to assess the healthcare providers’ networks and teams involved in the care of diabetes. 

The relations between healthcare providers were generated based on the patient sharing relations 

identified from the claims data. A multi-scale community detection algorithm was used to 

identify groups of healthcare providers more closely working together. Centrality measures of 

the social network identified the influencers in the overall network and each community. Mail-
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order and retail pharmacies were identified as central providers in the overall network and 

majority of communities. This study presented metrics and approach for assessment of provider 

collaboration. To study how these collaborative relations impact the patients, in the last study, 

we presented a framework to assess impacts of healthcare provider collaboration on patient 

outcomes.  

We focused on patients with diabetes, hypertension, and hyperlipidemia due to their similar 

healthcare needs and utilization. Similar to the second study, social network analysis and a multi-

scale community detection algorithm were used to identify networks and communities of 

healthcare providers. We identified providers who were the majority source of care for patients 

over a three-year period. Regression models using generalized estimating equations were 

developed to assess the impact of majority source of care provider community-level centrality on 

patient outcomes. Higher connectedness (higher degree centrality) and higher access (higher 

closeness centrality) of the majority source of care provider were associated with reduced 

number of inpatient hospitalization and emergency department visits.  

This research proposed a framework based on the social network analysis that provides 

metrics for assessment of care team relations using large-scale health data. These metrics help 

implementation experts to identify influencers in the network for better design of care 

intervention programs. The framework is also useful for health services researchers to assess 

impact of care teams’ relations on patient outcomes.  
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1. INTRODUCTION  

Current statistics show six in ten Americans have one chronic condition and four in ten have 

two or more [1]. Diabetes by itself impacts 1.5 million Americans each year [2]. Cardiovascular 

disease as another common chronic condition, is a major cause of health disparities and rising 

healthcare costs [3]. The co-occurrence of multiple chronic conditions (multi-morbidity) 

negatively impacts healthcare delivery quality and cost [4]. Most chronic conditions are caused 

by a series of risk behaviors including tobacco and excessive alcohol usage, lack of physical 

exercise, and poor nutrition [1]. The burden of chronic conditions has led to various efforts to 

initiate behavioral changes for the patients [5] and addressing rising healthcare costs by 

providing incentive for patients and providers [6]. Despite these efforts, multi-morbidity still 

remains a challenge and much work is needed to provide better interventions to address multi-

morbidity and the associated patient outcomes and costs [7].  

Chronic conditions negatively impact the healthcare system and the overall U.S. economy. 

Heart disease and stroke cause an annual cost of $126 billion in lost productivity. Obesity 

imposes $147 billion on U.S. healthcare system annually [8]. After hospital care with 33 percent, 

the highest percentage of healthcare costs comes from physicians and clinical services by 20 

percent of the annual U.S. healthcare spending [9]. A significant part of chronic condition burden 

falls on the employers providing insurance coverages to their employees. Besides direct costs, 

employers have to deal with costs associated with productivity loss due to presenteeism and 

absenteeism of their employees [10]. The costs associated with low performance due to chronic 

disease problems have shown to exceed the medical treatment costs and absenteeism for 

employers [11]. 

To control increasing healthcare costs, employers have implemented various strategies 

including health promotion programs and onsite clinics [12]. Barriers exist to properly design 

and deliver services in these clinics including employees’ lack of interest, and conflicting time 

schedule [13]. Moreover, despite the growing interest toward using onsite clinics, there is a lack 

of understanding about their effectiveness and return on investment for the employers [14]. In 

addition to these challenges, as these clinics were originally designed to provide occupational 

services [15], it is unclear how their other services may impact patient’s wellness [16]. Another 

issue about these clinics is lack of understanding about the interaction of clinicians with other 
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healthcare providers in the community and how they can provide optimized care for patients 

[17].  

Studying the interaction of healthcare providers and associated teamwork is challenging. Most 

studies that addressed this issue are limited in scope to surveys and interviews [18], [19]. 

Although these studies are helpful to understand individual providers’ perspectives, they 

typically include a costly design and dissemination, and have a low response rate [20]. Studying 

interactions of healthcare providers is essential to understand their working relations, referrals, 

hospital association, advice seeking, and how these relations impact their decision making 

process and patient outcomes [21]. New approaches are needed to better capture these 

relationships, the associated impact on providers’ teamwork, and associated patient outcomes.  

With the abundance of large-scale health data, application of quantitative approaches to these 

datasets has been increasing, however, most studies focus on individual patient’s healthcare 

utilization [22],[23],[24]. To explore relations of healthcare providers from the health data, 

researchers have used the social network analysis which expands the scope of previous work by 

providing an approach and metrics to assess collaboration of healthcare providers [21],[25]. 

Originated from the social psychology [26] and based on the work of Moreno [27], social 

network analysis explores the collaboration and communication channels between the network 

actors (e.g. individuals, groups, organizations). Providers who have one or more patients in 

common form teams of healthcare providers with formal referral relations or casual discussions 

about the patients [21]. Researchers have used social network analysis application on large-scale 

claims data to assess the structure of care teams [28], [29], and the providers network 

characteristics impact on patient costs and outcomes [30],[31]. Previous studies that used social 

network analysis and patient sharing approach have limited their providers cohort to physicians 

and usually those associated with hospitals [32],[33],[31]. Depending on the complexity of the 

disease, inclusion of other providers such as pharmacists and nurses are essential to explore the 

information flow and activities inside the network [34].  

Despite previous efforts to assess the provider role, collaboration, and impact on patient 

outcomes, some gaps remained to be addressed. Considering the increasing role of wellness 

promotion programs and worksite clinics, more effort is needed to understand where these 

services and providers stand in the care process (addressed in study 1). Besides the role of 

individual providers, data and studies about the providers involved in the care of patients with 
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chronic conditions are limited and lacks a system-level comprehensive picture (to be addressed 

by study 2 & 3). Finally, the impact of the provider system level collaboration on patient 

outcomes requires further investigation (study 3).  

The purpose of this work is to develop a novel approach to better understand patients with 

chronic conditions needs, provider teams involved in the care process, providers’ interaction and 

the associated patient outcomes. In the first study, we present a framework based on large scale 

health claims data and machine learning techniques to understand chronic conditions preventive 

healthcare utilization, impact of onsite clinics on changing patterns of preventive health 

utilization, and patient factors associated with their decision making for utilizing preventive 

services. In the second study, we introduce a framework based on the social network analysis 

metrics and a multi-scale community detection algorithm to assess all healthcare providers 

involved in the care of patients with diabetes and their interactions. In the final chapter, we 

expand the work in chapter 3 by looking at the longitudinal network of healthcare providers, 

their characteristics, and associated patient outcomes. Social network analysis and community 

detection algorithms were used to identify providers’ network and community level centrality. 

Generalized estimating equations models were developed to assess relations of care providers’ 

centrality in the community and patient rates of emergency department visits, unplanned, and 

inpatient hospitalization. The studies in chapter 2, 3, and 4 will provide a more focused and in 

depth background for each topic.  

The long-term goal of this research is to provide transferable metrics and measures for 

continuous assessment of the healthcare provider collaboration, their interaction and how those 

relations impact patient care process and outcomes.  
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2. PREVENTIVE HEALTH UTILIZATION AND ASSOCIATED 

FACTORS FOR PATIENTS WITH CHRONIC CONDITIONS1 

 Introduction 

According to the Center for Disease Control and Prevention (CDC) six in ten Americans 

suffer from one chronic condition. Chronic conditions are the leading cause of death, disability 

and 3.3 Trillion in annual U.S. healthcare costs [1]. Due to the increasing trend of chronic 

conditions, the associated negative outcomes on the workforce and the increasing costs for the 

employers [35], companies are searching for ways to promote risk management and health 

promotion programs to reduce their employees’ healthcare costs [36]. One of the approaches to 

achieve this goal is utilization of onsite wellness programs and onsite (worksite) clinics [37]. 

Increasing prevalence of chronic conditions in recent years has expanded scope of services 

offered by onsite clinics to include other services such as primary care and condition 

management [14]. The increased focus on preventive services and disease management programs 

in the workplace has been suggested to help control rising healthcare costs. 

Onsite clinics are defined as “a setting where an employer offers one or more medical and 

wellness services, delivered by licensed providers to all or a designated portion of its active 

population and other eligible individuals”[38]. Providing care directly in the worksite started 

around 1800s, when railroad and mining companies began to provide health services to 

employees on production site to better manage workplace injuries and improve productivity. 

Healthcare services provided by onsite clinics were mostly limited to treatment of workplace 

injuries and acute care until the 1980s [15].  

Onsite clinics could provide solutions for rising healthcare costs by providing cost-effective 

services in the workplace compared to offsite health providers. McCaskill et al. (2014), assessed 

impact of an onsite clinic in a self-insured university on healthcare utilization and healthcare 

costs for patients with upper respiratory tract infections and found that implementation of the 

onsite clinic caused a 10% increase in number of healthcare visits and also helped to save 

                                                 
1 This chapter is based on: Ostovari M., Yu D., Yih Y., Steele-Morris C.J. Impact of an onsite clinic on utilization of 

preventive services. Journal of Environmental and Occupational Medicine. 2017; 59 (7): 615-623. doi: 

10.1097/JOM.0000000000001034. 
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$126,619 for the university [39]. Other studies similarily observed lower costs for the employers 

in the period after implementation of their onsite clinics [40], [41]. 

Despite positive impacts from implementation of onsite clinics such as cost savings for the 

employers, studies have acknowledged barriers to usage and participation of employees in the 

wellness programs offered in the workplace such as work schedule conflicts or programs being 

perceived as too time consuming [42]. Bright et.al surveyed employees’ attitude toward usage of 

a worksite health and wellness clinic in a self-insured university and found that the most 

common barriers to usage of services were lack of motivation, work schedule, and being too 

busy at work [13]. Research about wellness programs can provide insight that might be 

translatable to onsite clinics; however, there is a lack of understanding about motivations and 

barriers to usage for other services provided by onsite clinics. Moreover, understanding barriers 

toward usage of worksite health services, such as time pressure or working schedule, is mostly 

limited to cross sectional surveys that determine exposure and outcome simultaneously, 

impeding interpretation of the result [43], and also are limited by low response rate [20]. Recent 

increasing interest among employers for providing onsite health services [44] calls for more 

rigorous tools and frameworks to assess onsite clinic performance and addressing gaps in 

services.  

This paper proposes a framework adapted from the Andersen Model of Healthcare Utilization, 

and demonstrates it to quantitatively investigate the effectiveness of an onsite clinic on 

improving utilization [45] of preventive services (Figure 2.1). Original model of healthcare 

utilization by Andersen (1968) was presented to measure usage of health services by families as 

a measure of analysis based on three types of factors: predisposing factors which exist before the 

illness occurs including age and race, enabling factors which can promote or restrain utilization 

such as access to health insurance, and needs which are reasons leading to usage of services.  

Patient population factors are grouped to predisposing, enabling, and needs similar to the 

Andersen Model. An interaction has been considered between community providers, and the 

onsite clinic. While patient factors impact utilization of services in both the onsite clinic and 

offsite providers, the onsite clinic may also impact utilization of offsite providers by either 

referring patients or fulfilling the needs in the workplace so there would be no need for patients 

to seek care among offsite providers. Customer satisfaction has also been considered in the 

model to impact both utilization of onsite clinic and offsite providers.  
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Figure 2.1 Health informatics framework for assessment of onsite clinics effectiveness  

 

Focus of the study is on preventive care as the most common type of services offered in onsite 

clinics by utilizing health data to identify factors impacting usage and evaluate health status of 

the population and its impact on utilization of services. Future steps would leverage usage of 

health data by adding subjective customer assessment. The specific aims of this study are: 

 Aim 1: Determine the impact of the onsite clinic on overall health services utilization 

before and after its implementation. 

o H1.1 (Null): Utilization of preventive services in the population does not 

change pre- and post- implementation of the clinic 

 Aim 2: Determine patient factors that influence the onsite clinic usage 

o H2.1 (Null): Patient factors, e.g., age, sex, salary, and chronic conditions 

(diabetes, hypertension, and hyperlipidemia) do not impact usage of onsite 

clinic preventive services.  

The long-term goal for this study is to develop continuous evaluations of onsite clinics 

performance based on the proposed framework to modify and improve services offered to the 

designated population aligning with changes in the population health needs using the tools and 

data sources suggested in the framework.  
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 Materials and Methods 

2.2.1 Study Population 

This research was approved by the institutional review board (IRB). The population of this 

study included employees of a large public university (faculty and staff) and their dependents 

(partner\spouse, child\other dependents) who were continuously eligible for three consecutive 

years from the year 2012 that the university onsite clinic was implemented (Year1) until the year 

2014 after the onsite clinic started providing service to employees and their dependents (Year3). 

This study excluded the student population who received health services at a student-specific 

health center. 

2.2.2 University Onsite Clinic Description 

No previous onsite clinic existed for this population. The onsite clinic had 22 staff members 

and provided treatments of common illnesses, such as colds and allergies, primary care and 

wellness, condition management and lab services to university employees and their dependents.  

2.2.3 Study Design and Data Analysis 

A retrospective study of fully de-identified health claim data for the study population was 

conducted for Year1 and Year3. The claims data included patient demographic information (e.g. 

sex, age), insurance coverage information, health conditions, healthcare providers, and 

healthcare costs. Inclusion criteria for the study was individuals who had used preventive 

services in Year1 and Year3. This subset was identified based on the principal diagnosis 

variables coded according to the International Classification of Diseases 9th edition (ICD9). 

ICD9 codes for preventive services were extracted from publicly available lists [46], [47]. Non-

preventive services were excluded from the analysis. Data was not analyzed for the year clinic 

was implemented as this year was considered the learning/start-up period for both the clinic and 

the employee population. 

2.2.4 Outcome Variables  

The primary outcome variable was whether an individual used the onsite clinic in Year3. An 

indicator variable was defined for each individual with value of 1 if the individual had used the 
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onsite clinic in Year3 at least once and value of 0 if the individuals had not used the onsite clinic 

in Year3. The secondary outcome variable, health services, was defined by ICD9 codes.  

2.2.5 Independent Variables  

Independent variables utilized from the dataset were age, sex (male/female), compensation 

type, and insurance plan. Age was defined as a categorical variable with categories 18-44, 45-64, 

and over 65 for employees and spouse, and less than 18, and more than 18 for the child group. 

The compensation variable was the employee status as hourly paid or salary-based. The type of 

compensation for the employee was also used for their family members meaning if the employee 

was categorized as hourly the family members were also categorized as hourly and similarly for 

salary based individuals. Three other independent variables were defined based on the 

information from the medical file: having diabetes, hypertension, or hyperlipidemia. Each 

variable had value of 1 for individuals who had been diagnosed with the condition in the three-

year period and value of 0 for individuals who had not been diagnosed with the condition. 

Hypertension (ICD9=401.1 and 401.9), hyperlipidemia (ICD9=272.4), and diabetes 

(ICD9=250.00) were chosen as they were the three most common chronic diseases in the 

population under study.  

2.2.6 Statistical Analysis  

Descriptive statistics was used to describe usage of preventive services in the population. 

Significance of changes in the preventative care usage was assessed using McNemar’s test. 

Usage of preventive services between males and females was compared using effect size and 

Cohen’s d. Preventive visits were identified based on claim ID, place of service, and date of 

service; these were compared among the employees, spouse, and child groups. Visits were 

considered as both a preventive encounter (receiving a flu shot) and a preventive visit to a 

healthcare provider.  

To determine population factors impacting usage of the onsite clinic, two statistical 

approaches were used: logistic regression and the conditional inference tree to assess impact of 

age, sex, compensation type, plan type, and having hyperlipidemia/hypertension/diabetes on 

usage of the onsite clinic. Three logistic regression models were developed separately for 

employees, spouse and child groups. The stepwise selection method was used to determine the 
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best set of independent variables for each model. To further investigate significant factors 

impacting usage of the onsite clinic, classification trees were developed for employees, spouse 

and child groups using conditional inference trees (ctree package in R) to discover 

interdependencies between patient factors and their impact on the onsite clinic usage. For 

generating classification trees, observations with missing values were removed from the dataset. 

Output of these analyses was three classification trees for employees, spouse, and child showing 

significant factors as nodes and interdependencies as links between the nodes. Nodes identified 

groups of individuals that were significantly different from other nodes. The study data was 

analyzed using SAS (v 9.4, SAS Inc., Cary, NC), RStudio (version 0.99.903) and Microsoft 

Access (v 2013, Microsoft Corp, Redmond, WA). 

 Result 

2.3.1 Population Demographic  

The identified cohort (n=23,635) consisted of 53% females, with average age of 37±19, and 

47% males with average age 36±20 years old. Forty-eight percent of the population were 

employees, 20% partner/spouse, and 32% child/other dependent. Percentage of individuals who 

had used preventive services in Year1 was 58.9% (n=13,932) and in Year3 this percentage was 

64.2% (n=15,179). In Year1, 65% (n=8,091) of females in the cohort used preventive service vs. 

69% (n=8,679) in Year3. For the male population, 52% (n=5,841) used preventive services vs. 

58% (n=6,500) in Year3. The most common chronic conditions for the population were 

hypertension, hyperlipidemia, and diabetes with 23%, 18% and 9% of the cohort respectively.  

2.3.2 Comparison of Services Offered Onsite vs. Offsite  

Table 2.1 describes the top 10 preventive care diagnoses codes in the university onsite clinic 

and offsite health providers. The most common diagnosis was Influenza vaccinations (ICD9 

code V0481) in the onsite clinic and Routine General Medical (ICD9 code V700) exam in the 

offsite providers. Among the top 10 conditions listed, six diagnoses were common between the 

onsite clinic and offsite providers: Routine General Medical Exam, Flu Vaccination, Routine 

Gynecological Examination, Unspecified Hypertension, Diabetes without Complication, and 

Diphtheria, Tetanus, Pertussis Vaccination. Comparisons of the selected diagnoses (Table 2.1) 

shows that onsite clinic services were used to address more than 80% of all observed diagnosis 
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for Lifestyle related Problems(ICD9 code V699), Administrative Physicals (ICD9 code V703), 

and Counseling (ICD9 code V6549) for this population. Offsite services were used to address 

more than 80% of all diagnosis for Routine Gynecological Examination, Routine Child Health 

Exam, Hyperlipidemia, Hypertension, Screening for Malignant Neoplasm of Cervix, and 

Diabetes without Complication.  
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Table 2.1 Top preventative care diagnosis codes for onsite clinic and offsite providers based on number of patients (Year3) 

Onsite Clinic Offsite Providers 

Diagnosis(ICD9) # of 

individuals 

(% of total 

individuals 

with 

preventive 

claims) 

# of claims for 

this diagnosis 

(% of total 

onsite 

preventive 

claims) 

% of total claims 

for this diagnosis  

 Diagnosis (ICD9) # of 

individuals 

(% of total 

individuals 

with 

preventive 

claims) 

# of claims for this 

diagnosis (% of 

total offsite 

preventive claims) 

% of total claims for 

this diagnosis  

*Influenza 

Vaccination (V04.81) 

2835(18%) 2859(34%) 42.5%  *Routine General 

Medical 

Examination 

(V70.0) 

4266(28%) 6086(14%) 87.2% 

*Diphtheria, Tetanus, 

Pertussis Vaccination 

(V06.1) 

475(3%) 479(5.7%) 31.2%  *Influenza 

Vaccination 

(V04.81)  

3668(24%) 3865(8.8%) 57.5% 

*Routine General 

Medical Examination 

(V70.0) 

469(3%) 895(10.7%) 12.8%  *Routine 

Gynecological 

Examination 

(V72.31) 

2925(19%) 3852(8.8%) 90.2% 

Individuals with preventive services in Year 3 (n=15,179), Total onsite clinic claims= 8332, Total offsite providers claim=43708, *Common diagnosis between onsite clinic 

and offsite providers 

*Percentage of total claims for this diagnosis formula:  
𝑰𝑪𝑫𝟗𝒐𝒏𝒔𝒊𝒕𝒆

𝑰𝑪𝑫𝟗𝒐𝒏𝒔𝒊𝒕𝒆+𝑰𝑪𝑫𝟗𝒐𝒇𝒇𝒔𝒊𝒕𝒆
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The number of preventive services visits for individuals who had used preventive services in 

Year3 (n=15,179) was quantified for a) employees, b) spouse, and c) child to describe the service 

utilization for the study population. Twenty-four percent of employees who utilized preventative 

services only used it once a year. For the spouse group, the percentage of people with four visits 

or more was observed the most at 52%. For the child group, the percentage of one visit was the 

highest (35%).  

2.3.3 Impact of the Onsite Clinic on Health Services Utilization before and after 

Implementation 

Potential impact of the onsite clinic on the preventive care utilization was examined by 

comparing preventative care utilization before and after implementation of the clinic. Figure 2.2 

a, b, and c compare the utilization of preventive services for employees, spouse and child 

between Year1 and Year3. Usage of preventive services increased significantly after the onsite 

clinic implementation (McNemar’s test p-value<0.0001) for female (n=6,017) and male 

employees (n=5,312), by 9% and 14% respectively. For the spouse group, the usage between 

Year1 and Year3 increased significantly (McNemar’s test p-value p<0.0001) only for males 

(+3%). For the child groups preventative care utilization only differed significantly for the males, 

where usage decreased 3% in Year3. Changes in the percentage of preventive service usage was 

not different for female and male employees (Cohen’s d 95% confidence interval (-0.003, 

0.053)).  
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A) 

 

 

B) 

 

 

Figure 2.2 Usage of preventive services for Year1 and Year3 for a) employees b) spouse c) child 
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Figure 2.2 Continued 

C) 

 

 

 

2.3.4 Regression Analysis  

Three multiple logistic regression models were developed for employees, spouse, and child 

groups (Table 2.2). For the employee group, odds of using onsite clinic preventive services for 

hourly-based employees was 1.13 higher compared to salary based. Odds of using onsite clinic 

services for individuals classified as having no coverage, or spouse Opt Out was 29 times higher 

compared to individuals with high deductible plans; however, individuals with low deductible 

plans had a lower probability for using the onsite clinic preventive service compared to high 

deductible individuals with odd ratio of 0.84. Interaction was significant between hypertension 

and hyperlipidemia factors.  
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Table 2.2 Regression models results for identifying factors impacting usage of onsite clinic 

Regression Model for Employees  

Variables 
Number of 

individuals 
Odds Ratios 

95% 

Confidence 

Limits 

P-

Value 

Compensation Type     

Salaried 4574 0.89 (0.80,0.98) 0.023 

Hourly 2641 ref* - - 

Diabetes     

Diabetes=1 (diagnosed) 831 0.84 (0.72,0.98) 0.031 

Diabetes=0 (not diagnosed) 6384 ref* - - 

Plan     

Plan a (no coverage, spouse opt out)  195 29.54 (13.85,63.03) <0.0001 

Plan b (low deductible)  1879 0.8 (0.719,0.9) 0.0001 

Plan c (High deductible) 5141 ref* - - 

Hyperlipidemia*Hypertension - - - 0.0077 

Hypertension=0 (not 

diagnosed) 

Hyperlipidemia=1 921 0.73 (0.62,0.84) 
 

Hyperlipidemia=0 4119 ref* - 

Hyperlipidemia=1(diagnosed) 
Hypertension=1 868 0.817 (0.67,0.99) 

 
Hypertension=0 921 ref* - 

Hyperlipidemia=0 (not 

diagnosed) 

Hypertension=1 1307 0.59 (0.52,0.67) 
 

Hypertension=0 4119 ref* - 

Regression Model for Spouse 

Variables Number of 

Individuals 

Odd Ratio 95% 

Confidence 

Limits 

P-Value 

1Diabetes      

Diabetes=1(diagnosed) 425 0.7 (0.5,0.97) 0.0345 

Diabetes=0 (not diagnosed) 2579 ref - - 

Hypertension      

Hypertension=1 (diagnosed) 1073 0.67 (0.53,0.83) 0.0004 

Hypertension=0 (not 

diagnosed) 

1931 
ref - - 

Regression Model for Child 

Variables 
Number of 

Individuals 
Odds Ratio 

95% 

Confidence 

Limits 

P-Value 

Compensation     

Salaried 3193 0.58 (0.43,0.78)  

Hourly  1243 ref - - 

Age Group      

0<=Age<=17 3165 ref - - 

 Age>=18 1271 3.80 (2.81,5.1) <0.0001 

*Ref: Reference  

 

In the spouse group, for individuals diagnosed with diabetes odds of using onsite clinic 

preventive services was 0.7 compared to individuals without diabetes. For individuals diagnosed 
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with hypertension, odds of using preventive services in the onsite clinic was 0.67 compared to 

individuals not diagnosed with hypertension. Based on the logistic regression developed for the 

child group, the odds of using preventive services in the onsite clinics for individuals over 18 

was higher than individuals under 18. Individuals who were classified as hourly (based on the 

compensation type for employee policy holder) had a higher probability of using the preventive 

services in the onsite clinic with an odd ratio of 3.8. No interaction term was significant. 

2.3.5 Classification Tree 

Classification trees were developed for employees, spouse, and child groups as a non-

parametric approach to determine factors that impact onsite clinic use. Figure 2.3 shows the 

structure of the classification tree for the university employees. The tree started from plan as the 

most significant factor on usage of the preventive services in the onsite clinic- and divided to two 

branches based on type of coverage. Of all employees with plan type a (no coverage or spouse 

opt out) who had used preventive services, 96% utilized preventive services offered in the onsite 

clinic in contrast to 4% who used preventive services offered in offsite health providers. The 

second most significant factor on the usage of preventive services in the onsite clinic was 

hypertension. Among male employees who had used preventive services and also were 

diagnosed with hypertension, 31% has used preventive services offered in the onsite clinic. For 

the similar female employee group, the percentage was 36. The percentage of female employees 

who used preventive services in the onsite clinic was higher in identified classes based on gender 

in the tree except for males without diabetes, 53% of which used preventive services offered in 

the onsite clinic. Among the employees diagnosed with hyperlipidemia who had used preventive 

services, 45% of female employees and 33% of male employees had used preventive services 

offered in the onsite clinic.  
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Figure 2.3 Classification tree for employee (N=number of individuals in each class, Y=proportion of 

individuals in the class using onsite clinic preventive services) 

Based on the classification tree for the spouse group (Figure 2.4), the only significant variable 

for usage of the onsite clinic preventive services identified in the tree is hypertension. Of all 

individuals in the spouse group who were not diagnosed with hypertension and had utilized 
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preventive services, 17.4 % had used preventive services offered in the onsite clinic vs. 82.6% 

who used preventive services offered by offsite health providers. Similarly, for individuals who 

were diagnosed with hypertension and had used preventive services, 11.8% utilized preventive 

services offered in the onsite clinic vs. 88.2% who utilized preventive services offered by offsite 

health providers. 

 

Figure 2.4 Classification tree for spouse (N=number of individuals in each class, Y=proportion of the 

individuals in the class using onsite clinic preventive services) 

The classification tree developed for the child group (Figure 2.5) is aligned with logistic 

regression results. The two only significant variables for using the onsite clinic preventive 

services were age and compensation type (hourly vs. salary based). From individuals who had 

used preventive services, were above 18 and whose compensation was categorized as hourly 

(based on the employee compensation type which also applies to spouse and child), only 12% 

had used preventive services in the onsite clinic. For individuals who had used preventive 

services and where under 17 only, 2.5% had used preventive services in the onsite clinic. For 

individuals above 18 who were classified as hourly and had used preventive services, 12.7% had 

used onsite clinic vs. 7% who were classified as salary-based.  
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Figure 2.5 Classification tree for child (N=number of individuals in each class, Y=proportion of 

the class using onsite clinic preventive services) 

 Discussion 

This study presented a framework adapted from the Andersen Model of Healthcare Utilization 

for assessing impact of workplace clinics on healthcare utilization patterns. The original model 

was developed to identify factors impacting healthcare utilization with the family as the unit of 

analysis and was expanded and adapted by several researchers [48],[49],[50]. Suggested 

framework is enhanced by combining health informatics which enables managing large amount 

of data into valuable information [51] and can guide analyses of healthcare utilization and 

patterns with claim datasets. Presented framework suggested assessing utilization by 

combination of longitudinal and cross sectional studies, implementing health data and tools 

including survey and interviews to identify factors impacting usage and tracking patterns and 

potential changes.  

Based on descriptive analysis of the data, from the study cohort more women had visited 

healthcare providers for preventive care comparing to men for both Year1 (65% vs. 52%) and 

Year3 (69% vs. 58%). This aligns with both pervious research showing higher healthcare 

utilization rate for females vs. males [52] and with national statistics from the Center for Disease 

Control and Prevention, showing that female rate of preventive services usage is 69% higher 
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than males. Percentage of individuals who had used preventive services had increased for both 

females and males from Year1 to Year3. Although the increase may not be directly linked to the 

onsite clinic, clinic efforts in improving awareness, and providing better access for employees 

may be considered as a significant factor; however, further study with subjective assessments 

from employees is needed to confirm the impact and clarify the interests and needs applicable to 

expand opportunities for improving women's or men's health.  

Flu vaccination was the most common primary service used by the study population in the 

onsite clinic (Table 2.1). Similarly, it was the second most common service among patients who 

visited offsite health providers. Increasing flu vaccination among working-age population can 

help to address negative impacts of the disease such as absenteeism and its costs to employers 

[53] and hospitalization and mortality for older adults [54]. Percentage of individual who 

received flu vaccination in Year1 in the population under study was 11%, however this 

percentage increased to 27% of all eligible in Year3. Despite the marked improvement in flu 

vaccination utilization from Year1 to Year3 in the whole eligible population (n=23635), only 

20% of individuals over 18 visited a healthcare provider (onsite clinic\offsite providers) for flu 

vaccination, which is lower than national health statistics for similar time period showing a 41% 

of vaccination for adults in the United States [55]. Various factors have been suggested for low 

percentage of vaccination such not considering it as effective and lack of incentives for 

employers to cover the cost of vaccination [56]. Increase in the vaccination rate for eligible 

individuals in the study population, might be attributed to onsite clinic impacts as an accessible 

convenient provider; however, for approaching national average and more coverage among the 

population, onsite clinics would be able to address those barriers and imply workplace 

interventions for improving vaccination rate by strategies such as providing incentives and 

advertisement [57].  

Logistic regression and classification tree techniques were used to investigate determinants of 

healthcare utilization for preventive services in the onsite clinic. Although regression models 

could identify significant factors and their interactions, classification trees helps to further 

investigate relation between factors by identifying interdependencies between independent 

variables [58]. Moreover, in the logistic regression, impact of each predictor is considered to be 

uniform across all observations vs decision tree in which effect of a variable in a subset is 

unrelated to its effect in other subsets [59]. Three independent variables considered in the model 
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to identify their impacts on utilization of the onsite clinic were whether individuals in the 

population were diagnosed with hypertension, hyperlipidemia or diabetes. This conditions were 

chosen as the most common chronic conditions among the cohort population with 15% of 

women and 18% of men diagnosed with hypertension, 12% of women and 14% of men 

diagnosed with hyperlipidemia and 6% of women and 6% of men diagnosed with diabetes. 

According to the Center for Disease Control and Prevention, 31% of men and 32% of women are 

diagnosed with high blood cholesterol [60], 34.1% of men and 32.7% of women are diagnosed 

with high blood pressure [61] and 13.6 of men and 11.2 of women in the United States are 

diagnosed with diabetes [62]. Comparing to national average, population of the study seems to 

be healthier in terms of the aforementioned chronic conditions.  

Based on the logistics regression, individuals not diagnosed with diabetes had higher odds of 

using onsite clinic preventive services. Similar to individuals without diabetes, individuals who 

were diagnosed with hypertension and individuals who were diagnosed with hyperlipidemia had 

lower odds of using onsite clinic preventive services comparing to individuals who were not 

diagnosed with these conditions. Previous research has shown that underuse of preventive 

services is common among diabetic patients [63]. It might be argued that diabetic patients in this 

population may seek their preventive care in other healthcare providers despite efforts of onsite 

clinic in providing condition management programs with specific focus on diabetes. Perhaps the 

patients may have healthcare through offsite practices which are their 'medical homes which is a 

modernization of medical primary care that helps patients take care of all their specialty 

information along with traditional internal medicine or pediatric medical needs [64]. Expanding 

wellness activities, and advertising existing nutrition counselling, could appeal to people who 

think their 'medical' needs are being met elsewhere. Moreover, all of the usual preventive 

services should be used by people with chronic conditions at least as much as by people without 

chronic conditions, and since some may be actually more susceptible to suffering or 

complications, preventive services (for example the flu vaccination) could be extra important 

(for people with diabetes or autoimmune disorders). Dyslipidemia and most hypertension do not 

give symptoms so these could be under-diagnosed. Work schedules and thinking we're healthier 

than really we are, could be barriers to getting screening. 

Logistic regression of child group showed that individuals over 18 have higher odds of using 

onsite clinic preventive services. Individuals with age between 18 to 26 can still be covered by 
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family health plans [65] yet not have many community resource as they feel perhaps too old for 

their pediatric practitioners and have not established their own adult relationship with an offsite 

health provider. If these people are not students and they are not working, their needs can be met 

by onsite clinic better than the offsite providers.  

Previous studies assessed onsite clinics either from a financial perspective by calculating 

return on investment and cost-effectiveness [39], [40], [66] or employees’ attitude toward the 

onsite clinic services by cross sectional studies [13]. This study presented a new approach toward 

assessment of onsite clinics by proposing a framework implying usage of health informatics for 

healthcare utilization analysis. The primary focus of this research was on preventive services on 

a three-year time period. Future research will apply other aspects of the suggested framework by 

identifying financial impacts of the clinic and how clinic has impacted population health aspects 

including care coordination and health delivery.  

 Conclusion 

Increasing adoption of onsite clinic in various work settings shows that more accurate 

methods of assessing impacts and performance of these clinics are needed to better serve and 

adapt to population health needs. In the proposed framework for this study we suggested usage 

of available claim and health record data to continuously monitor changes in the healthcare 

utilization and investigate onsite clinic roles in that matter. Further study is needed to assess the 

relation of the onsite clinic providers with other providers in the community and how they can 

have an efficient contribution to the care of patients. Following the patient cohort in this study, 

the next chapter will assess the provider team structure and collaboration for patients with 

chronic conditions.  
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3. MODELING OF DIABETES CARE TEAMS USING SOCIAL 

NETWORK ANALYSIS AND ADMINISTRATIVE DATA2 

 Introduction 

Diabetes is the 7th leading cause of death in the United States [2]. With an aging population, 

diabetes prevalence is expected to increase over the next 40 years, with 1 in 3 Americans 

projected to have diabetes by 2050 [67]. The economic burden of the diabetes affects both 

individuals and the society. According to the American Diabetes Association (ADA), the total 

cost of diagnosed diabetes has increased from $245 billion in 2012 to $327 billion in 2017. 

Outside of the diabetes medication cost (30%), the next largest expenditure is the physician 

office visits (13% of the total costs) [68], as the management of diabetes is often complex and 

requires multiple visits to various types of care providers, e.g., primary care, emergency 

physician, specialist, and nutritionists [69]. Previous studies have highlighted the importance of 

healthcare providers’ coordination and collaboration for improving diabetes care delivery and 

reducing costs [70],[71], [72], however, challenges including under- or over-utilization of 

healthcare providers and unclear definition of providers roles and responsibilities [73] negatively 

impact effective provider team-work.  

General recommendations and guidelines exist for team roles in the care of patients with 

diabetes. The American Diabetes Association has recommended that a diabetes care team should 

consist of a primary care provider, nurse educator, registered dietitian, diabetes educator, 

endocrinologist, eye doctor, social worker, psychologist, podiatrist, pharmacist, dentist, and 

exercise physiologists [74]. Despite the recommendations for diabetes care teams, not all teams 

are assembled and structured based on those recommendations. For example, healthcare 

providers may be added to or removed from the care teams by patient or patient’ family 

members, and providers’ collaborations and communications may be challenged by these 

changes. In addition, not all providers have clear descriptions of their roles, duties, and 

responsibilities as part of the overall care team for patients with diabetes [75]. Moreover, the 

frequency at which these ADA recommendations occur in practice is unknown. 

                                                 
2 This chapter is based on: Ostovari M., Steele-Morris C.J. Griffin, P., Yu D. (in press). Data-driven modeling of 

diabetes care teams using social network analysis. Journal of the American Medical Informatics Association. 2019  
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Some major challenges to understanding care teams are the lack of data and difficulty in 

collecting data that measures healthcare providers working relationships [21]. There are 

questionnaire tools for measuring collaborations of healthcare providers [19],[18], however, 

survey-based research is typically costly with a low response rate [20]. Interview methods have 

similar issues. Although they capture relationships from each healthcare professional’s 

perspective, they are limited to a small number of participants [76]. Physicians and other 

providers form different working relationships that might be formal such as referrals or 

associations with a hospital [25] or informal like advice seeking [21]. New approaches are 

needed to better capture these relationships and the associated impact on providers’ decision 

making and patient outcomes.  

Originally developed from the social psychology [26] and based on the work of Moreno [27], 

social network analysis (SNA) is a powerful technique that captures hidden channels of 

collaboration, information flow and communication between network actors (e.g. individuals, 

groups, organizations). In the healthcare settings, SNA has been used to study healthcare 

providers’ collaboration, communication, and the impact of their interaction on decision-making 

for the patient [34],[77],[78],[79],[80]. These studies have primarily used surveys and interviews 

data for SNA, however, application of this technique on the large-scale health data can further 

capture the physicians’ relationships and their collaboration on a larger scale [21],[25],[81], [82]. 

Physicians who provide care to the same patients form a team of providers that may have formal 

referral relations or casual discussion about the patients [21]. This approach helps to go one step 

beyond previous utilization analysis studies that focused on individual patient health services 

[22],[24]. Social network analysis using the patient sharing approach among the healthcare 

providers allows to look at the collaboration of healthcare providers, meaning:” recurring process 

of working together toward common goals”[83].  

SNA application on administrative data has been previously used to understand the 

geographic differences in the physicians’ networks across the U.S. [25],[29],[84] or to assess the 

provider network characteristics’ impacts on patient outcomes [32],[31],[30],[33],[85],[86],[87] . 

Landon et al. used SNA and patient sharing techniques to explore variations in the professional 

networks of physicians across the U.S. and showed that physicians tended to share patients with 

similar groups of healthcare providers that had similar patient panel characteristics [25]. Others 

have used a similar approach to identify groups of physicians that formed working relationships 
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and had the potential of becoming an Accountable Care Organization (ACO) [84], physicians’ 

regional networks and the consistency of their relationships [29]. Although applications of SNA 

in healthcare are increasing, current work with SNA focuses only on providers who provided 

direct care to patients [29],[32],[33],[88]. This approach is useful for assessing the relationships 

between individual providers like physicians, however, it neglects other members of the care 

team. Moreover, the many healthcare services that are not delivered through direct care (e.g., 

labs) are also overlooked.  

The objective of this study is to develop a framework using social network analysis metrics 

and a multi-scale community detection algorithm to assess the working relationships of care 

teams involved in the diabetes care process. The SNA metrics identify the global structure of the 

network and the influencers within the network while the community detection uncovers the 

healthcare providers that work more closely.  

 Materials and Methods 

3.2.1 Data Source 

This study was approved by the Institutional Review Board (IRB 1511016796). The data 

contained de-identified administrative health claims of employees (faculty/staff) and their 

dependents (spouse/child) of a large university in the Midwest. The claims data included medical 

health utilization of the study population, insurance eligibility information, and medication usage 

(files) and claims. The eligibility data included demographic information such as age, sex, and 

type of compensation (hourly/salary). The medical file included International Classification of 

Diseases 9th edition code (ICD9), service date, cost of service and healthcare provider 

information. The medication file included medication purchase date, cost, and provider 

information. This study excluded the student population.  

3.2.2 Study Design and Analysis  

A retrospective analysis of the health claims data was performed. Table 3.1 details the 

variables in the dataset. Individuals with diabetes (type 1 and type 2) and their healthcare 

providers were tracked in 2012 (Year1) and 2013 (Year2) by using their unique patient and 

provider identifiers. To determine cohort population with diabetes, primary, secondary and 

tertiary diagnoses for the ICD9 starting by 250 were used [89] (25.00, 250.01, 250.02, 250.40, 
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250.41, 250.50, 250.51, 250.52, 250.60, 250, 61, 250.62, 250.80, 250.81, 250.82, 250.90, and 

250.91). All health services utilization and healthcare providers’ identifiers for the identified 

patients were extracted from the medical and medication files.  

Table 3.1 Description of variables in the dataset 

Health Administrative Data 

Demographic Variables Clinical Variables Insurance Plans Healthcare Provider  

- Sex (male/female) 

- Date of birth 

(MM/DD/YYYY) 

- Person ID (unique 

identifier) 

- Relationship to 

employee (employee, 

spouse, and child) 

- Compensation type 

(hourly, salary). 

Compensation variable 

for spouse and child are 

based on the policy 

holder’s status 

- Principal diagnosis, 

secondary diagnosis, 

and tertiary diagnosis 

(ICD9) 

- Claim ID (7-digit 

value) 

- Coverage indicator 

(dental, drug, vision, 

hearing, Long-Term 

Disability, Short-Term 

Disability, medical, 

Mental Health 

Services Act) 

- Type of plan (no 

coverage, spouse opt 

out, Federal Health 

Plan, low deductible, 

high deductible) 

- Provider ID (unique 

identifier) 

- Provider zip code (5-

digit zip code of 

providers) 

- Provider type (e.g., 

primary care, dentist) 

 

3.2.3 Constructing the Network  

Network construction was based on the patient sharing relations between the healthcare 

providers, an approach that has been previously validated [21]. Presence of shared patients 

among the providers is interpreted as an information sharing relationship between the two 

providers [32]. Shared patients were determined from the health claims. The network nodes 

represented healthcare providers, and an edge between two nodes represented shared patients 

between the providers. The edge weights were defined by the number of shared patients, a proxy 

for the strength of the relationships between the providers. The network was limited to patients 

with diabetes and their corresponding healthcare providers. All types of healthcare providers 

were included in order to capture the health services needed to assess direct and indirect care and 

to address potential comorbidities and complications of diabetes. Previous work demonstrated 

that information-sharing relationships between healthcare providers were observed with link 
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weights of two or more [21]. Thus, the network focused on providers who shared at least two 

patients. Excluding providers with only one shared patient has been recommended to remove 

information sharing and working relationships formed by chance that may not carry much 

information about the relationship [21],[25]. 

3.2.4 Constructing Communities  

To further understand the structure of the network and identify the natural communities of the 

healthcare providers, local analysis of the network through community detection was performed 

[90]. Communities in this study were defined as groups of nodes that were more densely 

connected internally compared to their connection to the rest of the network [91]. The 

community detection algorithm used a multi-scale approach. Stability was the objective function 

optimized to find the best partitions of the network [92]. This method can identify smaller 

communities in the network, unlike the more common modularity-based community detection 

algorithms [93] which suffer from a resolution limit [94] and are unable to identify communities 

with edges fewer than √𝐿
2⁄  , 𝐿 being the number of edges in the entire network. Healthcare 

providers were assigned to single non-overlapping communities using this multi-scale method.  

3.2.5 Metrics 

SNA metrics were used to assess the global characteristics of the network and communities. 

Density measured the cohesions and frequency of collaboration among the healthcare providers 

[95]. Measures of centrality identified nodes with important roles in the network and greater 

access to other nodes [96],[97]. Three centrality measures were calculated: 1) degree centrality 

2) betweenness centrality, and 3) closeness centrality. The centrality measures were applied on 

the largest component of the network to identify the influencer and providers with greater access 

and control over the flow of information in the network.  

Degree centrality of a provider in the network showed the number of providers that were 

directly connected to that provider. The betweenness centrality measured the degree by which a 

node was ‘between’ pairs of other nodes in the network. A node having higher betweenness 

centrality indicates that it has more influence in the network for distributing information [33]. 

Higher closeness centrality of a node shows better access to rest of the nodes in the network [98]. 

In addition to network density, we identified connected components in the network in which all 
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nodes were directly and indirectly connected [99]. Table 3.2 shows the measures of social 

network analysis used in the study and their definitions. The analysis was completed using SAS 

(v 9.4, SAS Inc., Cary, NC) and RStudio (version 0.99.903) with the igraph (version 1.1.2) [100] 

and devtools (version 1.12.0) [101] packages. 

Table 3.2 Measures and properties of social network used in the analysis 

Network Measures and 

Properties 

Definition 

Density  Proportion of edges in a graph to the maximum possible number of edges 

with value of 0 to 1 [99] 

Degree Centrality  The number of ties a node has in a graph [99] 

Betweenness Centrality A measure of centrality based on shortest path, showing the extent to 

which a node is between other pairs of nodes [99] 

Closeness Centrality  A measure of closeness of each node to other nodes in the network [99] 

Component  A subgroup of a graph in which all nodes are connected [99] 

Community Subgroup of a network with denser internal connections compared to its 

connections to the rest of the network [99] 

Assortative mixing1 A measure to assess whether nodes (physicians) with similar 

characteristics (e.g. patient panels) would be connected  [99] 

Triad closure1 A property among three nodes A, B, and C, such that if a strong tie exists 

between A-B and A-C, there is a weak or strong tie between B-C [99] 

1. These measures were not included  

 Results 

Out of a total of 15,183 individuals with at least one medical claim in Year1, 827 patients 

were identified with diabetes (5.4%). The patient cohort consisted of 416 (50%) women with 

average age of 54±9.9 years and 411 (50%) men with average age of 57.6±10.0 years. In 

addition to diabetes, other common health conditions (i.e., comorbidities) identified in the cohort 

were hypertension (ICD9=401.1 & 401.9) with 271 (32%) patients in Year1 and 296 (35%) 

patients in Year2 and hyperlipidemia (ICD9=272.4) with 152 (18%) patients in Year1 and 159 

(19%) patients in Year2.  

The cohort with diabetes received healthcare services from 2,567 healthcare providers and 

2,541 healthcare providers in Year1 and 2, respectively. A total of 1,523 of the providers (59%) 

present in Year1 were also present in Year2. Number of providers after the exclusion criteria of 



42 

 

removing providers with <2 patients in common for Year1 was 896 and for Year2, 836. The 

provider type with the highest utilization for both years was a medical laboratory, with 418 

patients in both years. The second most utilized provider was a mail-order pharmacy with 306 

patients in Year1 and 337 patients in Year2. 

3.3.1 Network Characteristics  

The network of healthcare providers in Year1 consisted of 896 nodes and 10,200 edges with 

density 0.0261. The network had seven components (Table 3.2) with all nodes connected directly 

or indirectly [99]. The largest component had 884 nodes with 10,194 edges, while the other six 

components had each two nodes. These six smaller components nodes (healthcare providers) had 

only one shared patient with the rest of the network, but since edges with weights <2 were 

removed (see methods section) they resulted in separate components. The edge weights 

(numbers of patients shared between the providers) ranged from two to 271 (average of 4.03 and 

standard deviation of 7.3).  

Focusing on the largest component, the median degree centrality for all the network nodes 

was eight, the median betweenness centrality of the networks nodes was 108.8, and the median 

closeness centrality was 0.0002. Table 3.3 presents the top ten healthcare providers with highest 

degree, betweenness and closeness centrality. Although medical laboratory was the provider type 

identified as having the highest degree and betweenness centrality, the actual medical laboratory 

provider differed in the two metrics. Specifically, Provider ID 1667 had the highest degree 

centrality, while Provider ID 1439 had the highest betweenness centrality. Although degree and 

betweenness centrality are different SNA metrics, nodes present in the top 10 for degree and 

betweenness centrality were similar. Specifically, 80% of providers (Provider IDs 397, 292, 

2114, 107, 171, 489, 1667, and 382) ranked in the top ten for degree centrality were also in the 

top ten for betweenness centrality metrics (Table 3.3). Top nodes identified by the closeness 

centrality were also identified by degree and betweenness centrality as top providers (Provider 

IDs 397, 292, 2114, 107, 489,382)  
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Table 3.3 Year1 providers with the highest degree, betweenness, and closeness centrality. 

Provider IDs are random numbers generated for each provider and do not represent their real 

IDs. 

Provider ID Provider Type Degree Centrality Provider’s 

Unique Patients 

1667  Medical laboratory 482 418 

397  Mail order pharmacy 468 306 

292  Mail order pharmacy 450 306 

2114  Medical laboratory 377 221 

107  Health home organization 359 156 

1670  Hospital 340 175 

171  Hospital  338 127 

489  Mail order pharmacy 321 183 

382  Mail order pharmacy 308 172 

126  Hospital 247 92 

Provider ID Provider Type Betweenness Centrality 

(Normalized Betweenness 

Centrality) 

Provider’s 

Unique Patients 

1439 Medical laboratory 47,938 (0.123) 131 

2114  Medical laboratory 38,786(0.099) 221 

397 Mail order pharmacy 36,389 (0.093) 306 

107  Health home organization 35,793 (0.091) 156 

292 Mail order pharmacy 28,776 (0.073) 306 

489 Mail order pharmacy 23,323 (0.0598) 183 

1667 Medical laboratory 23,142 (0.0594) 418 

159  Hospital 19,470 (0.050) 30 

382 Mail order pharmacy 19,343 (0.049) 172 

171 Hospital  14,971 (0.038) 127 

Provider ID Provider Type Closeness Centrality  Provider’s 

Unique Patients 

397 Mail Order Pharmacy  0.000262 306 

292 Mail Order Pharmacy  0.000254 306 

107 Health home organization 0.000248 156 

1859 Podiatry  0.000246 8 

489 Mail order pharmacy 0.000245 183 

1439 Medical laboratory 0.000245 131 

382 Mail order pharmacy 0.000242 172 
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Table 3.3 continued 

928 Family Practice  0.000242 4 

2114 Medical laboratory 0.000241 221 

2386 Hospital  0.000241 4 

 

The network of Year2 was connected and composed of 836 nodes (healthcare providers) and 

9,722 edges (patients shared among healthcare providers) with a density of 0.0278. The edge 

weight range was from two to 181 (with the average of 3.97 and standard deviation of 6.04). 

Compared to Year1, number of nodes and of edges were reduced, but density and average edge 

weights were similar.  

Similar to Year1, the median degree centrality was eight for all the nodes in the network, the 

median betweenness centrality was 107.67, and the median closeness centrality was 0.0002. In 

contrast to Year1, the mail order pharmacy became the provider type with the highest degree, 

betweenness and closeness centrality (Table 3.4). Table 3.4 presents the top ten healthcare 

providers identified as having the highest centrality for Year2. As with Year1, 80% of the 

providers ranked in the top ten for both degree and betweenness centrality metrics (Provider IDs: 

301, 1628, 2064,106, 403, 170, 1630, and 1525). Mail-order pharmacy (ID 292) ranked top 

based on degree, betweenness, and closeness centrality. Comparing provider IDs from Table 3.3 

and 3.4, 90% of the providers from Year1 (Table 3.3) also appeared as central providers based 

on the betweenness and degree centrality measures in Year2. Three of the top providers 

identified by closeness centrality (Provider IDs 292, 382, 107) were also identified as central by 

degree and betweenness centrality.  

Table 3.4 Year2 providers with the highest degree, betweenness, and closeness centrality. 

Provider IDs are random numbers generated for each provider and do not represent their real IDs 

Provider IDs  Provider Type Degree Centrality Provider’s Unique 
Patients 

292  Mail order pharmacy 499 337 

1667  Medical laboratory 461 418 

2114  Medical laboratory 351 218 

107  Health home organization 333 148 

382  Mail order pharmacy 325 184 

171  Hospital 309 124 

1670  Hospital 287 125 
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Table 3.4 continued 

1525  Worksite clinic 261 155 

288  Retail pharmacy 260 155 

2292  Pathology  251 80 

Provider IDs  Provider Type Betweenness Centrality 

(Normalized Betweenness 

Centrality) 

Provider’s Unique 

Patients 

292 Mail order pharmacy 67,063 (0.192) 337 

382 Mail order pharmacy 30,997 (0.089) 184 

107 Health home organization 30,314 (0.087) 148 

2114 Medical laboratory 30,032 (0.086) 218 

1439  Medical laboratory 29,060 (0.083) 129 

1667 Medical laboratory 25,109 (0.072) 418 

170 Pathology 11,878 (0.034) 124 

397  Mail order pharmacy  10,980 (0.031) 57 

1525 Worksite clinic 8,553 (0.024) 155 

1670  Hospital  7,969 (0.022) 125 

Provider IDs  Provider Type Closeness Centrality  Provider’s Unique 

Patients 

292 Mail order pharmacy 0.000286 337 

382 Mail order pharmacy 0.000265 184 

107 Health home organization 0.000263 148 

1929 Anesthesiologist  0.000261 4 

1570 Neurologist  0.000259 8  

1435 Emergency Medicine  0.000256 5 

2482 Gynecologist  0.000256 9 

1979 Supply Center 0.000255 4 

2298 Dermatologist  0.000255 11 

2131 Preventive Supply Center 0.000255 8 

 

The following graphs in Figure 3.1, provide the distribution of nodes degree (a), betweenness 

(b) and closeness (c) centrality for Year1 and Year2 from the highest to the lowest in each graph. 

The degree shows the direct connection of the nodes. As it can be seen from the graphs, a small 

groups of nodes have higher degree measures compared to the rest of the nodes. Similar patterns 

can be seen for the betweenness centrality (B). Although for betweenness centrality higher 
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percentage of nodes have betweenness close to zero compared to degree centrality. As it can be 

seen from the graphs there are a small groups of node with very high centrality. These nodes 

with higher centralities represents the hubs in the networks [102]. Closeness centrality (C) 

presents a different scale (distance from other nodes) and scale are much closer for all nodes in 

the network.  

A) 

 

Figure 3.1 Distribution of the degree (A), betweenness (B) and closeness centrality (C) of the 

nodes for Year1 and Year2 
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Figure 3.1 Continued 

B) 
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Figure 3.1 Continued 

C) 

 

3.3.2 Network Communities  

Although network analysis with shared patients identified central providers and global 

network characteristics, it lacks the needed granularity to address the study’s objective of 

identifying working relationships within and between care teams. As mentioned in the method 

section, edges between providers with less than two patients shared were removed. The main 

component of the network in Year1 had 884 nodes and 10,194 edges. A multi-scale community 

detection algorithm [92] was applied on this component to identify groups of healthcare 

providers more tightly linked together through the patients sharing relationships. Forty-six 
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communities were detected for Year1 with the sizes of three to 155 members. Communities of 

providers served an average of 115 patients.  

One of the smaller communities is shown in Figure 3.2 to illustrate community characteristics 

detected using this approach. The community of care providers was composed of six providers: a 

general surgeon (ID 501), a pharmacist (ID 556), an ophthalmologist (ID 1174), one family 

practice (ID 2151), an anesthesiologist (ID 2438), and a gynecologist (ID 2513). Based on the 

degree, betweenness, and closeness centrality applied to the community, the central node (ID 

1174) was an ophthalmologist with degree of four, betweenness of eight and closeness of 0.077.  

 

 

Figure 3.2 One of the communities detected in the network of healthcare providers of Year1. 

The node 1174 is an ophthalmologist, the node 2151 is a family practice, the node 2513 is a 

gynecologist, the node 556 is a pharmacist, the node 2438 is an anesthesiologist, and the node 

501 is a general surgeon. Degree, betweenness and closeness centrality of each node is depicted 

next to it. The number on each edge represents the edge weight. 

Thirty-five out of 46 (76%) detected communities included a primary care practitioner 

(internal medicine, family practice). Forty-five out of 46 (97%) communities included a 

specialist (endocrinologist, nephrologist, ophthalmologist, oncologist, gynecologist, 
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cardiovascular specialist, podiatrist, and dermatologist). To determine the most central provider 

in each community, centrality metrics were used. Among the healthcare providers, pharmacists 

were detected as the central nodes in 24% of the communities. Radiologists and hospitals were 

the next most commonly central providers, observed in 13% and 11% of the communities, 

respectively. Specific services provided by these central providers (i.e., radiologists and 

hospitals) were identified using procedure codes (Current Procedural Terminology) for the 

patients. Chest x-rays (71020) were the most common procedure performed by central radiology 

providers. Procedures provided at hospitals varied widely and included screening mammogram 

digital (G022), fluoroscopic guidance (77003), chemistry procedure-creatinine (82565), 

chemistry procedure-calcium (82310), and blood count (52025).  

Comparable to Year1, 45 communities were detected from the network in Year2 with the 

multi-scale community detection algorithm [92]. Similarly, resulting communities had a range of 

three to 145 healthcare providers (nodes) and served an average of 119 patients. Similar to 

Year1, detected communities commonly had a primary care physician (detected in 87% of the 

communities) and a specialist (detected in 98% of the communities). Number of primary care 

providers included in the network (based on 2 or more patient sharing criteria) increased from 

136 in Year1 to 156 in Year2. The increase may represent the higher usage of the primary care in 

the second year by patients or addition of primary care providers with sharing of 2 patients or 

more in the network. Pharmacists were the central providers in 22% of the communities based on 

SNA centrality metrics. Next most common central providers were radiologists and hospitals, 

observed in 18% and 11% of communities, respectively. For the central radiologists, screening 

mammogram digital (G0202) was the most commonly performed procedure. Procedure 

performed by the hospital providers were diverse and included glucose monitoring (82948), 

screening mammogram digital (G0202), blood test (36415) and injection, fentanyl citrate 

(J3010).  

 Discussion 

The study demonstrated a framework integrating SNA and state-of-the-art community 

detection techniques to provide insights and metrics for assessing care teams and collaborations 

for complex, chronic disease management. This approach leveraged big health datasets to 

analytically identify key players and influencers in the care teams for patients with diabetes. 
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Previous studies that used SNA application on large-scale data to assess coordination and 

working relationships between the healthcare providers only focused on physicians who 

provided direct care to the patients or provided care to patients with variety of health conditions 

[32], [31], [33]. Extending SNA to all provider types within the care system is needed to identify 

gaps in the services in comparison to guidelines and to quantify team relationships for complex 

chronic conditions such as diabetes [103]. In this study, we included all healthcare providers 

involved in the care of patients with diabetes and used the patient sharing approach and SNA on 

health administrative data to identify key stakeholders and providers in the care teams.  

Potentially contrasting results were presented regarding the stability and continuity of the care 

provider population over the two years. Specifically, over 40% of the providers were different 

between the two years. Numerous reasons may cause the change in the providers, including 

change of the insurance plans by patient or physician’ office change of policy [104],[105]. 

However, application of the community detection and other SNA approaches showed strong 

consistency between the years. Specially, number of nodes and edge weights were similar 

indicating that key providers of services and services needed were relatively stable. Moreover, 

our results showed that nine central providers based on degree and betweenness centrality from 

Year1 (Table 3.3) also appeared as central in Year2. Distribution of centrality measures in Figure 

1, shows similar patterns for the node centralities between the two years as well. These results 

showed a consistency of usage of these central providers and continuation of their working 

relationships with other providers. Provider continuous relationship with the patient is an 

important aspect of the care continuity [106] which can positively impact healthcare costs, 

outcomes and care coordination [107]. Thus, although a global analysis of the provider turnover 

raises alarms regarding the patient care, our approach showed that providers with central roles in 

the network of providers remained consistent over the period of the study.  

When expanding SNA to capture all providers, those that provided direct care were not the 

central nodes in the network. Based on the degree, betweenness and closeness centrality, 

pharmacy providers were among the central providers in Year1 (Table 3.3) and Year2 (Table 

3.4) in the overall network. These findings may reflect a bias toward pharmacists as the network 

was designed based on the patients sharing [21] and providers with higher number of patients 

would be identified as central by the degree centrality [99]. Despite the possibility of this bias, 

because of the crucial role of the pharmacist in the diabetes management [108],[109], [110] 
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considering the pharmacists as central providers is not unrealistic. The central role of pharmacy 

captured by this analysis reflects both utilization trends and intervention opportunities shown in 

other studies. For example, usage of mail-order pharmacies is increasing in the United States, 

and studies have shown that patients with diabetes who use these pharmacies have better 

medication adherence [111],[112]. Although they may not have the face to face consultation of 

retail pharmacists, the phone consulting option provides a convenient way for patients to connect 

with the pharmacists [113]. Moreover, usage of mail order pharmacist in the healthcare delivery 

level improves access to medication for chronic illnesses [114]. Our data showed a similar trend 

for usage of the mail-order pharmacists for the study cohort. Intervention programs for diabetes 

can be leveraged by the findings from this research, which identifies potential central providers 

other than primary care that could be effective in increasing medication adherence for the patient 

[112].  

Eighty-seven percent of the communities detected in Year1 included primary care physicians 

vs. 98% that included specialists. Most communities detected had a combination of primary care, 

specialists, and pharmacists, but not all providers outlined as the care team by the Americans 

Diabetes Association [74] were identified in each community. Patients might have different 

types of needs based on their characteristics (e.g. age, complication), therefore, the relationships 

of providers and their strength may vary based on patients. The larger appearance of the 

specialists in the communities compared to the primary care providers may be due to various 

reasons. First, some patients may do self-referrals and not go through the primary care channel to 

see a specialist [115]. Some patients might have more complications and require specialists such 

as endocrinologists to manage their care [116]. The multi-scale community detection [92] is a 

useful tool to understand the structures of the relationships among the providers and appearance 

patterns for different types of physicians. SNA measures amplify this technique by identifying 

the central providers in each community.  

This study has some limitations. As the results show, social network centrality measures 

might be biased toward providers with larger numbers of patients. Although we used three 

different measures of centrality (degree, betweenness and closeness) and community detection to 

address this limitation to some extent, additional refinement in the approach may be needed to 

better recognize central providers. Another limitation was the population cohort, which was 

drawn from one large employer in the Midwest. Expanding the dataset is needed to determine 
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whether findings are generalizable to population of patients. This study is limited by provider 

definitions of the dataset. For example, medical labs may have pathologist consultants; however, 

pathologist consultants may also be labeled separately in other cases. Although the study could 

be impacted by the limitations of the claims data, the methodology is still effective for 

identifying the care team interactions and central providers. A multi-scale community detection 

algorithm was used to identify providers with denser connections. This algorithm assigned 

providers to non-overlapping communities. This might be a limitation as healthcare providers 

may not belong to a single team (community). Despite the limitation, the algorithm is useful for 

detecting providers with higher number of interactions. Another limitation of the study is 

identifying the teams of healthcare providers. Although the multi-scale community detection 

helps to identify groups of healthcare providers (nodes) more closely connected, these 

communities may not be the reflection of the real teams. Further investigation perhaps with 

qualitative studies might be needed to confirm the ability of algorithms for identifying the care 

teams. Finally, studies are needed to determine the associations of SNA metrics and community 

composition with patient health outcomes.  

 Conclusion 

This study demonstrated a novel approach for identifying key stakeholders, working 

relationships, and composition of care teams for patients with chronic conditions. A multi-year 

analysis was performed to understand the consistency and changes of the study provider 

networks. The long-term goal of this research is to translate the SNA and community detection 

framework for designing strategies for improving provider collaboration and assessing how these 

relationships impact patients’ health outcomes and healthcare services costs. Although a few 

studies have looked at the associations between patient outcomes and the providers’ network 

characteristics, there is a lack of research for assessing relations of these networks to patient 

safety outcomes, including measures of adverse events [117]. In the next study, using the 

presented framework and measures from this chapter, we assess how the provider network 

characteristics can predict the patient outcomes.  
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4. IMPACT OF CARE PROVIDER CHARACTERISTICS AND ON 

CHRONIC PATIENTS OUTCOMES: USAGE OF SOCIAL NETWORK 

ANALYSIS  

 Introduction 

Chronic conditions are the leading causes of death and disability that result in $3.3 Trillion in 

annual healthcare costs in the United States [118]. Six in ten Americans have at least one chronic 

condition, and four in ten suffer from two or more [119]. Patients with comorbidities such as 

hypertension, hyperlipidemia, and diabetes are at higher risk of developing additional chronic 

conditions including heart disease [120], [121]. Care of patients with multiple chronic conditions 

are often complicated with greater healthcare needs that require a larger number of healthcare 

providers that are typically not co-located at a single health institution [122],[123] . 

Collaborative approaches for management of chronic conditions are key to ensure effective 

healthcare delivery and prevent health deterioration and adverse outcomes for these patients 

[124], [125].  

Although the definitions of collaboration in healthcare vary, all definitions encompass themes 

such as coordination, cooperation, team, shared-decision making, and partnerships [18]. Many 

studies have suggested that these themes impact patient care and outcomes [124], [72], [126]; 

however, current tools and approaches have limited ability to systematically predict the effect on 

patient outcomes. To measure collaboration and its effectiveness, survey tools have been the 

primary approach. Several tools have been validated for use to assess the collaboration and 

teamwork of healthcare providers [127],[128], [129]. For example, the Doctors Opinions on 

Collaboration (DOC) tool was designed for physicians to ask about their beliefs, quality of 

communication, and attitude toward working with others in the care teams. The findings showed 

that both specialists and general practitioners were positive toward collaboration and 

communication, however, compared to specialists, general practitioners had better collaborative 

relations [130]. Other studies that used survey tools showed the positive impact of collaboration 

among providers for increasing patient safety in hospitals [131] and reducing patient mortality 

[132]. Survey tools can capture individual providers perspectives and rapidly scale up to capture 

information from a large number of participants [133], however, the process of developing and 

disseminating the survey can be time consuming and costly, the response rate is usually low  



55 

 

[20], and generalizability is difficult as surveys are validated for specific healthcare settings 

[129]. To better assess the impact of providers collaboration on patient care and outcomes, new 

approaches are needed to study the healthcare provider relations, team structures, and the 

associated patient outcomes.  

Usage of quantitative approaches on health claims data has been widespread in recent years, 

however, it has been limited to individuals’ health services utilizations and costs [22],[24],[23]. 

Application of social network analysis (SNA) to large-scale health data expand previous work by 

providing the ability to assess the collaboration of healthcare providers [117],[77]. Recent studies 

have demonstrated the validity of SNA approach as a technique that can identify working 

relations between healthcare professionals from large-scale claims data [21],[25]. Researchers 

have used SNA measures to assess collaborative relations among healthcare providers and the 

impact on patient outcomes [117], [34]. For example, Barnett et al. used SNA to generate a 

network of healthcare providers based on their patient sharing relations for hospital referral 

regions to assess the network characteristics impact on cost and intensity of care. They found that 

hospitals with physicians whose patients received care from larger number of doctors (showing 

higher degree centrality) had higher spending compared to other hospitals [33]. Pollack et al. 

followed a similar approach for generating collaborative networks of healthcare providers and 

developed the care density measure to assess extent of patient sharing among an individual’s 

ambulatory care providers. Patient whose providers shared higher number of patients (higher 

care density) had lower rates of adverse events compared to other patients [30]. While the SNA 

measures help to understand the characteristics of the providers in the overall network, they do 

not provide a granular assessment of the provider team structures.   

To address this gap, researchers have modified the SNA technique by adding community 

detection algorithms [134], [135], [136]. Landon et al. used the SNA and a community detection 

algorithm to assess physician characteristics in the network and within smaller communities (i.e., 

sub-dividing a one large network of the dataset into smaller networks of communities). Using 

this approach, they showed that patients whose physicians were connected with larger number of 

physicians had higher spending. Patients in communities with higher proportions of primary care 

providers had fewer specialist visits and fewer emergency department visits [32] . Another study 

used the SNA technique and community detection to investigate networks of physicians 

associated with multiple hospitals and identified how community structure impact patient 
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outcomes [137]. Hospitals networks with higher number of nodes in each community had higher 

readmission rate. Higher number of nodes in the community was interpreted as physicians 

having harder time getting the patient information across the community which negatively 

impacted patient outcomes [137]. These studies demonstrated that community detection 

algorithms provide novel variables to predict patient outcomes, however, most algorithms used 

for example the Girvan-Newman method [84], [135], [138] suffer from a resolution limit and are 

unable to detect smaller communities in the network. Application of other algorithms which 

address the resolution limit problem of commonly used techniques including the Girvan- 

Newman has been recommended for assessment of providers teams in the network [79]. Another 

limitation in previous studies is that application of the community detection techniques has been 

limited to mainly physicians and hospitals networks [29],[33], [32], [30], [134] Although 

constraining the network to focus on the key provider simplifies the model and interpretation, it 

limits our ability to focus on coordination of complex care teams, which is common for patients 

with chronic conditions. Thus, inclusion of other providers (e.g., pharmacists, nurse practitioner) 

is necessary to explore flow of information and activities inside the network [34].  

To address the aforementioned limitations, we used the social network analysis using the 

patient sharing approach and a multi-scale community detection algorithm to assess the relations 

between the SNA measures in the community and the associated patient outcomes. The study 

hypotheses are as below: 

H 1 (Null). SNA centrality measures (degree, betweenness, and closeness centrality) of the 

care provider in the community do not impact patient inpatient hospitalization rates. 

H 2 (Null). SNA centrality measures (degree, betweenness, and closeness centrality) of the 

care provider in the community do not impact patient unplanned hospitalization rates. 

H 3 (Null). SNA centrality measures (degree, betweenness, and closeness centrality) of the 

care provider in the community do not impact patient emergency department visits rates. 

H 4 (Null). The effect of the centrality measures (degree, betweenness, and closeness) of the 

care provider on the patient outcomes were consistent over the period from Year 1 (2014) to 

Year 2 (2015).  
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 Materials and Methods  

4.2.1 Data Source 

This study was approved by the institutional review board (IRB 1511016796). The study data 

included three years-2014, 2015, 2016- of de-identified claims data from employees 

(faculty/staff) of a large university in the Midwest. Student population was excluded from this 

study due to different health service plans and coverages. The claims data contained insurance 

eligibility information, medical and medication services, health services costs, healthcare 

providers’ information, and patient outcomes based on the Johns Hopkins Adjusted Clinical 

Groups version 11.0 [139].  

4.2.2 Study Cohort 

The study cohort included patients identified with diabetes, hypertension, and hyperlipidemia. 

These conditions are leading risk factors for heart disease, stroke and frequently happen together 

[140], [121]. We tracked the cohort healthcare utilization and providers over a three-year period 

from 2014 to 2016.  

4.2.3 Study Design and Analysis 

The study cohort was identified based on the International Classification of Diseases 9th 

edition code (ICD9). The first, second, third, fourth, and fifth ICD9 codes were used to identify 

the cohort. Patients were categorized as a patient with diabetes if one of their diagnosis codes 

started by 250 [89], as hypertensive if one of the codes started with 401[141] and with 

hyperlipidemia if one of the codes started with 272 [142]. Health service utilization and 

associated providers of the patient cohort were identified from the medical file and medication 

file (e.g., pharmacists can be identified from the medication file). Records of the patients and 

their providers were extracted over a three-year period from 2014 to 2016.  

4.2.4 Constructing the Network  

Previously we showed that patient sharing among healthcare providers can be used to assess 

the team structure of patients with diabetes [143], [103]. A similar approach was used here to 

generate the network of healthcare providers and assess the impact of network characteristics on 

patient outcomes. The patient cohort with diabetes, hypertension, and hyperlipidemia was 
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identified based on the ICD9 codes as described above. All providers for the patient cohort were 

identified for all three years of the study. Separate provider networks were generated for Year1 

(2014) and Year2 (2015). The network nodes represented healthcare providers and edges 

represented the patients-sharing relationship. Number of patients shared between healthcare 

providers was interpreted as the edge weight. Only providers who shared two patients or more 

were included; previous validation work suggest patient sharing <2 have happened by chance 

without significant information sharing value [143]. 

4.2.5 Network Communities  

To do a granular assessment of the network a multi-scale community detection algorithm was 

applied on the network [94]. This multi-scale algorithm was previously shown to successfully 

identify communities of healthcare providers closely working together [143] at better resolution 

compared to algorithms used in previous work as mentioned in the introduction. Specifically, 

previous community detection algorithms suffer from a resolution limit and cannot identify 

communities with edges fewer that √𝐿
2⁄  where L is the number of edges in the entire network 

[94]; a critical limitation when the goal is identifying smaller health teams from large health 

datasets. Using this multi-scale algorithm, communities in the network were defined as groups of 

healthcare providers that had denser internal connections compared to their connections with the 

rest of the network [91]. This approach assigned providers to distinct communities, i.e., each 

provider appeared once and associated with only one community.  

4.2.6 Assigning Patients to Providers  

Every individual patient was assigned to a “majority source of care provider,” defined as the 

provider who was responsible for majority of services to the patient during a one-year period 

based on the number of visits. This provider was chosen based on the Johns Hopkins ACG 

Systems which defines the majority source of care as a provider who can reasonably manage 

care of patients [139]. Example of eligible providers considered as majority source of care are 

family medicine, internal medicine, ophthalmologist, and gynecologists vs. those not considered 

eligible for managing the patient care including ambulance services, agencies, dentists facilities, 

laboratories, and medical device suppliers (Appendix). We grouped general practitioner, family 

practice and internal medicine as primary care. Providers such as cardiologists, urologists, and 
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endocrinologists were grouped as specialists. Other providers identified (e.g., chiropractors, 

physical therapists, and diagnostic radiology) were grouped as other providers. Patients were 

assigned to the communities that their majority source of care belonged to. We identified the 

common majority source of care providers in the network of Year1 (2014) and Year2 (2015). 

4.2.7 Network Measures of Interests  

We focused on SNA centrality measures specifically betweenness, closeness, and degree 

centrality as we were interested to learn how the provider’s connectedness, access, and control 

over the flow of the information in the community impacted the patients’ outcomes. Three 

measures of centrality 1) degree 2) betweenness, and 3) closeness were calculated, defined as 

follows: 

 Degree centrality of the providers showed the direct connections that providers had with 

other providers in the network [99].  

 Betweenness centrality showed the degree to which a provider (node) was between the 

shortest paths connecting other nodes. Providers with higher betweenness centrality are 

shown to have more influence in network for dissemination of information [33] (equation 

1) 

(1) 

𝑔(𝑋) = ∑
𝜎𝑠𝑡(𝑥)

𝜎𝑠𝑡
𝐵≠𝑣≠𝑡

 

 Closeness centrality of the providers in the network: Providers with higher closeness 

centrality have better access to other providers in the network [98]. (equation 2) 

(2) 

𝐶(𝑋) =  
1

∑ 𝑑(𝑥, 𝐵)𝑦
 

We calculated these centrality measures for all providers in the network. The degree, 

betweenness, and closeness centrality of the majority source of care provider assigned to each 

patient was identified in 1) the overall network and 2) its community. Specifically, centrality 

measures were first calculated for the majority source of care provider in the entire overall 

network. Then, the centrality measures were calculated at the smaller community network level, 

where the community described provider’s position among other providers in the community.  



60 

 

4.2.8 Patient Outcomes of Interest  

Patient outcomes were defined based on the Johns Hopkins Adjusted Clinical Groups [139] 

and included: 1) emergency department visit, 2) unplanned inpatient hospitalization, and 3) 

inpatient hospitalization. Unplanned in-patient hospitalization refers to all hospitalizations that 

were not related to a definitely planned or a potential planned procedure (e.g. cardiovascular, hip 

replacement). Emergency visit count considers visits to the emergency department which were 

not precursor to subsequent hospitalization. The emergency department visits that were followed 

by a hospitalization were absorbed by a hospitalization [139]. Therefor all outcome are mutually 

independent by definition. Patient outcomes of interests were extracted for Year2 (2015) and 

Year3 (2016).  

4.2.9 Statistical Analysis  

Descriptive statistics were used to describe the characteristics of the patient and provider 

cohorts. Multiple regression models with different distributions were used to find the best 

distribution fit for the outcome variables. For modeling outcome variables represented as count 

measures, the most common distributions are Poisson and negative binomial. Negative binomial 

extends the Poisson models by allowing the outcome variance and mean to be different [144]. In 

addition to the negative binomial, application of zero-inflated versions of this model is also 

recommended when the outcomes are skewed due to larger number of zeros compared to other 

numbers [145]. To decide between the zero-inflated negative binomial and negative binomial 

distributions, we used the Vuong’ closeness test tests the null hypothesis that the two model are 

equally close to the true data generating process against the alternative hypothesis that on model 

is closer [146]. In addition to network measures of interests (degree, betweenness, and 

closeness), patient age, sex (male/female), and type of majority source of care providers were 

also entered in the model as control variables. Grouping of the majority source of care providers 

to primary care, specialists, and other providers helped to reduce different levels of these 

categorical variables and to avoid non-convergence. Due to different ranges of the network 

variables, we standardized all the continuous variables in the model.  

To test our hypotheses about the impact of community-level centrality of the care provider on 

patient outcomes, we used the generalized estimating equations (GEE) models. Separate models 

were generated for each outcome (emergency department visits, inpatient hospitalization, and 
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unplanned hospitalization). As GEE models do not make any assumption about the distribution 

of the data, they provide more robust results compared to other models, e.g., hierarchical models 

[32]. In addition, GEE allows to account for clustering of observations and similarity between 

patients that belong to the same community (patients assigned to the community of their majority 

source of care provider). To account for this clustering GEE fits marginal regression models with 

variances adjusted for clustering [147]. The predictors included community and network level 

centrality (degree, betweenness, and closeness), patient age, sex (male/female), and type of 

majority source of care providers. The interaction of the centrality measures with year were also 

considered to account for the longitudinal analysis. Due to different ranges of the network 

variables, we standardized all the continuous variables in the model. 

The β coefficient for each independent variables (community and network level centrality 

(degree, betweenness, and closeness), patient age, sex (male/female), and type of majority source 

of care providers ) can be interpreted as a change in the outcome variable of interest for each 

standard deviation change in the independent variable, representing the standardized effect size. 

The GEE model is described in equation 3.  

Model: Negative Binomial Regression          

   (3) 

𝑔(𝜇𝑖) = 𝑋𝑖
𝑇𝛽 

Where  

𝑋𝑖
𝑇𝛽 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑑𝑥𝑑   

With link function  

𝑔(. ) = log(. ) 

𝜇𝑖~ 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑏𝑖𝑛𝑜𝑚𝑖𝑎𝑙 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 

Where i represents the ith subject 

The relations between independent and outcomes variables where modeled for network 

characteristics in Year1 and outcome in Year2 and for network variables in Year2 and outcome 

variables in Year3. This one year lag was considered to account the time it took for the provider 

collaboration impact to show in the outcome [30], [32]. The analysis was completed using SAS 

(v 9.4, SAS Inc., Cary, NC) and RStudio (version 0.99.903) with the igraph (version 1.1.2) [100] 

and devtools (version 1.12.0) [101] packages. 
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 Results 

A total of 19,247 patients were identified in Year1 (2014) with at least one medical claim out 

of 23,631 individuals with insurance plans (81% of the population). Out of those patients, 4,395 

patients were identified with diabetes, hypertension, or hyperlipidemia. We excluded patients 

who were not present for all three years. The cohort received healthcare services from 2,332 

providers in Year1, 2,421 providers in Year2, and 2,444 providers in Year3.  

4.3.1 Network Characteristics  

Out of 2,332 providers in Year1 only 38% (N=894) shared two patient or more. The network 

of Year1 had 894 nodes (providers) with 8,853 edges. The biggest components of the network 

had 890 nodes and 8,851 edges. The two other components had each 2 nodes and one edge. As 

the network only included providers with two patients or more in common, these smaller 

components were generated as those providers (nodes) only shared one patients with the 

providers in the bigger component of the network. Focusing on the biggest component of the 

network, the median degree centrality of the network nodes was 7, the median betweenness 

centrality was 146.86, and the median closeness centrality was 0.000193.  

The network of Year2 (2015) had 930 nodes with 9,631 edges. The biggest component of this 

network had 924 nodes and 9,624 edges. Similar to network of Year1, two smaller components 

with 4 nodes and 6 edges, and 2 nodes and 1 edge were also generated. In the biggest component 

of the network, the median degree centrality, betweenness centrality and closeness centrality 

were similar to Year 1 and were 8, 132.94, and 0.000188, respectively.  

4.3.2 Network Communities  

To conduct a more granular assessment of the full SNA network, we applied a multi-scale 

community detection algorithm [92] on the biggest component of the network of Year1 and 

Year2 to separate the large network into smaller communities, furthering our ability to 

understand meaningful collaborations among providers. Nineteen communities were detected for 

the network of Year1 with two to 193 nodes in each community. Twenty-one communities were 

detected for the in the full network of Year2 with two to 197 nodes in each community.  
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4.3.3 Analysis of Patient Outcomes  

From these networks, 212 and 214 unique providers were determined as majority source of 

care providers in Year1 and Year2 respectively. Of these, 167 majority source of care providers 

were common between the network of Year1 and Year 2. Fifty-two percent (N=86) of these 

providers were primary care (general practice, family medicine, internal medicine). Forty-three 

percent (N=72) were identified as specialists (e.g. urologist, ophthalmologist, cardiovascular), 

and only 5% (N=9) were identified as “other providers” (e.g. social worker, chiropractor). 

Patients of these providers and their outcomes were extracted for testing our hypotheses. There 

were 4,230 patients extracted; 2,113 females with average age of 55.78±9.53, and 2,117 males 

with average age of 56.37±10.8. Table 4.1 describes the outcome variables in the dataset for 

Year1 and Year2.  

Table 4.1 Description of the outcome variables 

 Inpatient Hospitalization 

(%)  

Unplanned 

Hospitalization (%)  

Emergency 

Department (%) 

Year 1* 128 out of 4230 (3 %) 109 out of 4230 (2.5%) 612 out of 4230 (14%) 

Year 2* 136 out of 4230 (3%) 134 out of 4230 (3%) 608 out of 4230 (14%) 

* Number of patients that had that outcome at least once 

 

As it can be seen from the table, percentage of the non-zero values are much smaller 

compared to the zero values, which causes the skewness of the data. To model such outcome 

variables the negative binomial distribution was chosen which relaxes the Poisson assumption of 

equality for mean and variance of the outcome variable. Figure 4.1 shows the distribution for the 

three outcome variables A) inpatient hospitalization B) unplanned hospitalization, and C) 

emergency department visits. 

 

 

 

 

 

 

 



64 

 

A) 

 

Figure 4.1 Distribution of the outcome variable used in the GEE process for A) inpatient 

hospitalization B) unplanned hospitalization, and C) emergency department visit. The graph 

shows a curve-formed distribution that matches negative binomial distribution 
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Figure 4.1 Continued 

B) 

 

C) 
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To model the relation between provider network measures of collaboration and patient 

outcomes, generalized estimating equations generated marginal negative binomial models 

(distribution determined using Vuong’ closeness test) after adjusting the variance structure for 

patient’s community clustering. Models first used both majority source of care providers’ 

network-level centrality (network degree, betweenness, and closeness) and community-level 

centrality (community degree, betweenness, and closeness). Network-level measures were not 

statistically significant for any of the outcome variable models. Thus, models in the following 

results used only community-level centrality measures. Table 2 to 4 present the results of the 

GEE models for unplanned hospitalization, inpatient hospitalization, and the emergency 

department visits. The estimate of the independent variable is the difference in logarithm of the 

outcome variable when independent variable increases by one of standard deviation. The 

exponential of the estimate (Exp (estimate)) is the rate of change of the outcome variable when 

the independent variable increases by one standard deviation (i.e., back-transformed estimates). 

Table 4.2 to 4.4 present to result of the GEE models for unplanned hospitalization, inpatient 

hospitalization, and the emergency department visits. The estimate is the difference in logarithm 

of outcome where independent variable increases by one unit of the standard deviation. The 

exponential of the estimate is the rate of change of the outcome variable when the independent 

variable increases by one unit of the standard deviation.  

Table 4.2 represents the result of the GEE models for unplanned hospitalization outcome. 

Among control variables, patient age and sex were not significant, however, type of provider (i.e. 

primacy care, specialists, or other providers) was identified as significant (p-value < 0.05). 

Patients of providers classified as others and specialists had 2.47 and 2.59 times more unplanned 

hospitalization compared to patients of primary care providers. Highest number of patients with 

at least one unplanned hospitalization belonged to providers classified as other (N=110 for Year1 

and Year2) followed by patients of specialists (N=67 for Year1 and Year2) and primary care 

providers’ patients (N=56 for Year1 and Year2).  
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Table 4.2 GEE model results for unplanned hospitalization outcome 
GEE Regression Models For Unplanned Hospitalization  

Variable Estimate 
Exp 

(Estimate) 

95% Confidence 

Limits 
Z-Statistic P-value 

Intercept -4.11 0.016 (-4.470, -3.757) -22.6 <.0001 

Age 0.19 1.209 (-0.008,0.403) 1.88 0.060 

Sex (female) -0.039 0.961 (-0.197,0.117) -0.5 0.619 

Provider type (other) 0.907 2.476 (0.352,1.462) 3.2 0.001 

Provider type 

(specialist) 
0.954 2.596 (0.536,1.371) 4.48 <.0001 

Community 

betweenness 
0.112 1.118 (-0.092,0.317) 1.08 0.281 

Community degree -0.211 0.809 (-0.52,0.096) -1.35 0.178 

Community 

closeness 
-0.245 0.782 (-0.472,-0.018) -2.12 0.034 

Year (year one) -0.142 0.867 (-0.263,-0.021) -2.3 0.021 

Community 

betweenness * year 
0.097 1.101 (-0.177,0.373) 0.7 0.486 

Community degree * 

year 
-0.177 0.837 (-0.45,0.095) -1.28 0.201 

Community closeness 

* year 
-0.233 0.792 (-0.465,-0.001) -1.97 0.04 

Significant variables are bold 

 

Community closeness of the majority source of care provider was significant and higher 

closeness was associated with lower unplanned hospitalization. In addition to significance of 

closeness, there was an interaction between the provider’s closeness in the community and Year. 

Specifically, the impact of closeness had different magnitude of effect on unplanned 

hospitalization in Year1 vs. Year2 (Figure 4.2). Higher provider closeness in the community was 

associated with lower rate of unplanned hospitalization. When closeness increased by 1 standard 

deviation of the closeness, the unplanned hospitalization increased by 0.78 for second year and 

0.62 for the first year (exp (-0.24-0.23)). Rate of increase smaller than 1 (0.62 and 0.78) 

represent reduction in rate of unplanned hospitalization.  
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Figure 4.2 Provider closeness in the community and its effect on unplanned hospitalization in 

Year 1 vs. Year 2. The x-axis is the closeness of the provider in the community and the y-axis 

shows the predicted unplanned hospitalization rate. The graph was produced from the 

standardized data. 

Table 4.3 shows the GEE regression results for the inpatient hospitalization outcome. Among 

the control variables, patient age and type of majority source of care provider (primary, 

specialists, or other providers) were significant (p-value<0.05). For 1 standard deviation increase 

in age, rate of inpatient hospitalization would increase by 1.27. Specialists and other types of 

majority source of care had 3.04 and 2.49 times inpatient hospitalization among their patients 

compared to the primary care providers. Highest number of patients with at least one inpatient 

hospitalization belonged to providers classified as other (N=117 for Year1 and Year2) followed 

by patients of specialists (N=73 for Year1 and Year2) and then primary care providers patients 

(N=62 for Year1 and Year2).  
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Table 4.3 GEE model results for inpatient hospitalization outcome  

GEE Regression Models for Inpatient Hospitalization 

Variable Estimate Exp (Estimate) 
95% Confidence 

Limits 
Z-Statistic P-value 

Intercept -4.45 0.011 (-4.408, -3.682) -21.82 <.0001 

Age 0.244 1.276 (0.031,0.457) 2.25 0.0246 

Sex (F) -0.048 0.953 (-0.189,0.093) -0.67 0.504 

Provider type 

(other) 
0.915 2.496 (0.301, 1.529) 2.92 0.003 

Provider type 

(specialist) 
1.112 3.040 (0.769,1.454) 6.37 <.0001 

Community 

betweenness 
0.27 1.309 (0.037,0.398) 2.37 0.018 

Community degree -0.347 0.706 (-0.681, -0.013) -2.04 0.041 

Community 

closeness 
-0.376 0.686 (-0.648,-0.105) -2.72 0.006 

Year -0.075 0.927 (-0.174,0.023) -1.49 0.35 

Community 

betweenness * year 
0.093 1.097 (-0.195, 0.382) 0.64 0.524 

Community degree * 

year 
-0.223 0.792 (-0.509,0.061) -1.54 0.124 

Community 

closeness * year 
-0.359 0.698 (-0.632,-0.086) -2.58 0.010 

Significant variables are bold 

 

All three centrality measures were statistically significant. Higher provider degree 

(connectedness) was associated with reduced the inpatient hospitalization (negative estimate). As 

degree increases by 1 standard deviation, the inpatient hospitalization increases by 0.7. Higher 

provider betweenness (control over flow of information) was associated with increased inpatient 

hospitalization (positive estimate). As betweenness increases by 1 standard deviation, inpatient 

hospitalization increases by 1.31.  

Similar to unplanned hospitalization, closeness of the care provider in the community was 

significant and interacted with Year, meaning the effect of closeness on the inpatient 

hospitalization in both years was significant but the effect differed from Year1 to Year2 (Figure 

4.3). Higher closeness in the community was associated with lower inpatient hospitalization rate 
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for both years (Table 4.3), however, in Year1, higher closeness reduced patient inpatient 

hospitalization more than higher closeness in Year2.  

  

Figure 4.3 Provider closeness in the community and its effect on inpatient hospitalization in 

Year1 vs. Year2. The x-axis is the closeness of the provider in the community and the y-axis 

shows the predicted inpatient hospitalization rate. The graph was produced from the standardized 

data. 

Figure 4.4 A and B compare the distribution of the provider closeness in the community for 

Year1 vs. Year2 based on unstandardized data (different scale from Figure 4.2 and 4.3) and from 

the highest to the lowest. Closeness of a node presents how far the node is from other nodes in 

the network (distance based on the shortest path). Similar patterns can be seen for both years. A 

smaller number or providers (<7) have much higher closeness compared to the rest of the 

providers that represents their higher access to other providers (nodes) in the network.  
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A) 

 

 

B) 

  

Figure 4.4 Distribution of the care manager closeness in the community for Year1 (A) vs. Year2 

(B) based on unstandardized data 

Table 4.4 shows the result of the GEE model for the emergency department visits outcome. 

Similar to inpatient hospitalization and unplanned hospitalization, type of majority source of care 

provider significantly impacted the outcome. Patients with specialists and other types of 

providers had 1.47 and 1.42 times higher emergency department visits compared to patients of 

primary care providers as their majority source of care. Highest number of patients with at least 
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one emergency department visit belonged to providers classified as other (N=449 for Year1 and 

Year2) followed by patients of specialists (N=378 for Year1 and Year2) and primary care 

providers patients (N=249 for Year1 and Year2).  

The only significant community measure for emergency department visits was the majority 

source of care betweenness in the community. When betweenness increased by 1 standard 

deviation of betweenness the emergency department visit rate increased by 1.1.  

Table 4.4 GEE model results for emergency department visits outcome 

GEE Regression Models for Emergency Department Visits 

Variable Estimate 
Exp 

(Estimate) 

95% Confidence 

Limits 
Z-Statistic P-value 

Intercept -4.029 0.017 (-4.405,-3.653) -21.00 <.0001 

Age -0.085 0.918 (-0.221,0.051) -1.22 0.222 

Sex (F) -0.010 0.990 (-0.096,0.075) -0.24 0.812 

Provider type (other) 0.353 1.423 (0.189,0.518) 4.21 <.0001 

Provider type 

(specialist) 
0.391 1.478 (0.143,0.639) 3.10 0.002 

Community 

betweenness 
0.101 

1.106 

 
(0.019,0.182) 2.44 0.014 

Community degree -0.113 0.893 (-0.234,0.007) -1.85 0.065 

Community closeness -0.036 0.964 (-0.098,0.025) -1.15 0.248 

Year -0.028 0.972 (-0.087,0.030) -0.96 0.336 

Community 

betweenness * year 
-0.026 0.974 (-0.109,0.056) -0.63 0.531 

Community degree * 

year 
0.001 1.00 (-0.094,0.097) 0.03 0.975 

Community closeness 

* year 
-0.027 0.973 (-0.091,0.036) -0.85 0.398 

Significant variables are bold 

 

 Discussion  

This study presented a framework integrating social network analysis, a state-of-art 

community detection algorithm, and predictive modeling to provide an approach and metrics for 

assessment of providers’ network characteristics and the impact on patient outcomes. Previous 

studies that used the SNA application limited their cohort of healthcare providers to mostly 
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physicians specifically those associated with hospitals [33], [30], [134]. Depending on the type 

of condition, including other providers such as pharmacists, nurse practitioners, and dietitian is 

necessary to understand the structure of the network and information sharing patterns [34]. In 

this study, we focused on patients with diabetes, hypertension, and hyperlipidemia due to their 

similar healthcare needs and utilization. We considered the patients’ care manager that provided 

majority source of care to the patient and assessed the provider’s network characteristics on 

patient outcomes.   

Based on the result from the GEE models, patients with specialists (e.g. cardiologist, 

ophthalmologists) or other providers (e.g. social workers) as their majority source of care 

provider had higher rate of emergency department visits, inpatient, and unplanned hospitalization 

compared to patients with primary care providers as their care managers. Primary care providers 

are identified as effective team members and typically the center of care for patients with 

diabetes [148], hypertension [149], and hyperlipidemia [150], therefore, they might be better 

than others at coordinating the team and managing the care process. This may partially explain 

the observed provider impact on outcomes. Another potential explanation for the higher rate of 

hospitalization and emergency department visits for patients with specialists as their care 

manager might be due to the more serious health problems that require management by specialist 

compared to patients with primary care as their care managers. Nevertheless, the study provides 

evidence that type of provider who manages the care of patients with chronic conditions can help 

to predict the patient outcomes.  

Closeness of the majority source of care provider in the community was a significant 

predictor for number of planned and unplanned inpatient hospitalization of the patients; it had a 

consistently protective effect (negative) on poor outcomes. Higher closeness of a provider in a 

network represents higher access to other providers [98] and may suggest higher access to 

information or more familiar coordination among providers. As the care manager of the patient 

[139], this closeness (access) to other providers in the network and its community may be a 

predictive metric for care quality. For example, lack of information about patient’s previous 

conditions, hospitalization, and emergency department visits have shown to negatively impact 

the patient hospitalization [151]. Thus, care managers with higher access to other providers may 

allow them to better coordinate and manage the care process and flow of information among 

other involved providers to reduce potential negative impact on patients.  



74 

 

Despite the important implication of provider greater closeness (access) to patient care, the 

impact on outcomes interacted with Year in the present study. Although this may suggest 

inconsistency and unreliability of closeness-centrality as a predictor of outcomes, we believe this 

interaction highlights the sensitivity to changes in care collaborations. Provider relationships and 

network characteristics are impacted by multiple factors outside of the study control variables. 

Specifically, factors like insurance coverages [30] can disrupt team collaborations. For the 

present study population, two major changes occurred in insurance coverages. First the 

Affordable Care Act was implemented on January 1st of Year1 which required all individuals to 

have insurance coverages. Second, a health savings plan was introduced in addition to the 

previously flexible spending accounts which allowed the insured individual’s unused health 

funds to roll over to the next year. Potentially more people learned about the new plan options in 

the second year of the study which impacted their health utilization patterns and therefore the 

associated network structure and characteristics including provider closeness. Changes in the 

type of insurance plans may have impacted the network structure and provider outcome in 

second year. Thus, the interaction between year and closeness centrality requires further 

investigation. It is important to note that despite this interaction and difference in the magnitude 

of the impact, the direction of the closeness effect was consistently protective to poor outcomes. 

Based on the regression results, providers with higher connectedness to others in the 

community (higher community degree) were associated with lower inpatient hospitalization. A 

physician higher degree indicates that the provider shares patients with higher number of 

providers. Previous studies have shown conflicting results about providers’ degree. According to 

Barnet et al. higher degree of providers in the network was associated with higher patient cost 

and utilization of services [33]. In contrast, another study identified that provider’s larger 

connectedness was associated with fewer adverse outcomes, and larger degree was associated 

with lower readmission rate after hospitalization for heart failure [152]. The present study 

showed that higher connectedness lowered risk for adverse events for the studied chronic 

conditions, which aligns with literature emphasizing the important of care collaboration and ease 

of dissemination of information which can positively impact the patient outcomes in chronic 

disease management. In addition, unlike previous work, the present study focuses on 

“community” connectedness while other previous work assess physician degree in the whole 

network [32], [33]. This suggests this relationship between connectedness and outcomes can be 
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observed with datasets of smaller communities (identified with the multi-scale community 

detection algorithm).   

In this study, we identified healthcare providers’ centrality measures at both whole-network 

level and the more closely working together community-level. Previous studies that assessed 

relations between provider centrality (degree and betweenness) and patient outcomes explored 

those characteristics for the entire network [32], [33], [152]; however, the whole network 

centrality measures were not significant predictors for modeling of patient outcomes and only 

community-level metrics were significant for our dataset. This suggest the algorithm used in this 

study is able to identify smaller communities in the network that might be a better reflection of 

the care teams. The finer-scale community measures may provide better reflection of the 

provider characteristics and its associated impact on patients compared to those measures in the 

entire network. These more granular community predictors may be especially helpful for smaller 

datasets such as the present population. 

This study has some limitations. Our dataset is limited to claims and provides limited 

information about the providers. We included provider type in the model, however, having other 

information about the providers might be helpful for more accurate assessment of their 

collaboration. Our network was generated based on patient sharing relationships. Although this 

approach is helpful for identifying working relations among healthcare providers from claims 

data, it might not be a reflection of real communication between the providers. We limited the 

network to patients with similar chronic conditions to ensure inclusion of providers with higher 

probabilities of working together. We used a multi-scale community algorithm to identify groups 

of healthcare providers more closely working together. Although, this algorithm addressed the 

resolution limit of commonly used algorithms in similar studies, the communities identified may 

not be reflections of real teams. Moreover, this algorithm assigned healthcare providers to 

disjoint communities, however, providers may work with different groups and belong to different 

communities. Overlapping community detection algorithms are complicated and may not 

perform well on larger networks. Developing simpler algorithms which identify overlapping 

communities may help to generate more accurate communities from healthcare providers’ 

networks that are reflective of their real teams. Finally, we used a longitudinal analysis to study 

impact of provider’s network and community centrality measures on patient outcomes. Due to 

limitations of claims data, we were unable to identify factors that impacted the network and 
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community measures and their magnitude in various years. Further qualitative studies might be 

needed to validate factors that impact the significance of network factors and the impact on 

patient outcomes.  

 Conclusion  

This study proposed a novel approach to identify network characteristics of healthcare 

providers involved in the care of patients with chronic conditions and the associated impact on 

patient outcomes. Longitudinal analysis of healthcare providers’ networks helps to identify 

network characteristics and central providers over time. Interventions that target care managers 

in the network may help to improve their collaboration with other providers and the associated 

impact for patients.  
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5. DICUSSION AND CONCLUSIONS 

 Dissertation Overview 

The objective of this dissertation was to develop new framework and metrics for 1) 

understanding the role of worksite clinics in the care teams for improving the population health 

2) assessment of working relations among healthcare providers, and 3) analyzing the relations 

between healthcare provider collaborative networks characteristics and patient outcomes. Figure 

5.1 describes the flow of the research and how the three studies are connected. Study 1 provided 

a framework for assessment of population health service utilization and the provider impact on 

utilization based on large scale data. Study 2 focused on the patient cohort from study 1 

specifically patient with diabetes and their provider networks. A framework based on social 

network analysis and a multi-scale community detection was proposed to assess healthcare 

provider collaboration. Study 3 followed the patient cohort from study 1 and 2, focusing on the 

healthcare providers of patients with diabetes, hypertension, and/or hyperlipidemia. A 

framework based on social network analysis was presented to assess impact of provider 

collaboration on patient outcomes. Contribution of each study is described in the following 

sections of this chapter.  
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Figure 5.1 Description of the dissertation studies and their connection  
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5.1.1 Study 1: Preventive Health Utilization and Associated Factors for Patients with 

Chronic Conditions  

5.1.1.1 Problem Addressed  

Due to the increasing prevalence of chronic conditions and associated healthcare costs [8], 

[35] employers are seeking new ways for promoting healthy lifestyle and preventive care among 

their employees including worksite wellness programs and clinics [15]. Despite positive potential 

impacts from these programs and clinics, there are barriers affecting the employee utilization 

including work schedule conflicts or lack of alignment of services with employees healthcare 

needs [42], [13].Current studies assess the healthcare utilization of worksite clinics and programs 

using mostly surveys that are limited by low response rates and questions designed for specific 

setting [20] rather than the big picture and overall health service utilization patterns of the patient 

population.  

5.1.1.2 Contribution  

This study proposed a framework to quantitatively assess impact of worksite clinics as an 

intervention on patterns of preventive care utilization for a cohort of patients over a three-year 

period. Previous assessments of worksite clinic wellness are limited to financial perspective [36], 

[40] or employee’s attitude toward participation [13], [42] using mostly surveys and interviews 

with an incomplete picture of the overall population health needs and utilization. We enhanced 

the previous work by presenting a new framework based on large-scale claims data and machine 

learning techniques to provide a quantitative tool for assessment of worksite clinics utilization.  

Besides assessment of worksite clinics utilization, the presented framework helps to manage 

large amount of data into valuable information and perspective for analysis of population 

healthcare needs. Although surveys exist to make inquiries from the population about their 

preferred types of services, retrospective analysis of healthcare data better reflects the population 

needs by identifying patterns of healthcare utilization and prevalence of chronic conditions. 

Therefore, it can leverage the impact of survey and interview tools by providing a 

comprehensive picture of the population and healthcare system structure. By adapting a 

framework based on large-scale medical claims and machine learning techniques, this study can 

be used for continuously monitoring changes in the population health utilization and 

investigating the role of worksite clinics and wellness programs.  
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5.1.2 Study 2: Modeling of Diabetes Care Teams Using Social Network Analysis and 

Administrative Data 

5.1.2.1 Problem Addressed  

Prevalence of diabetes is expected to increase over the next 40 years with one in three 

Americans projected to be diagnosed with diabetes [67]. Management of diabetes is often 

complex with variety of healthcare providers included in the team [69]. Although 

recommendation exists for diabetes care team structure and members [74], structure of teams 

may constantly change due to factors such as addition of new providers by the patient or patient 

family [29]. Moreover, the frequency that these recommended team structures happen in practice 

is unknown.  

One of the main challenges in assessment of the care teams is difficulty in collecting data that 

measures these collaborations [21]. There are survey tools for assessment of these relations [18], 

[19] which are limited by low response rate and validation for specific populations [20]. 

Recently, application of social network analysis to large-scale health data is recommended to 

assess providers working relations [21], [25]. However, previous studies are mostly limited to 

physicians who provide direct care to patients and do not include providers such as pharmacists 

or nurse practitioners [33], [32]. Depending on the type of conditions, inclusion of other 

providers is essential to assess network structures and flow of information [34].   

5.1.2.2 Contribution  

In this study, we developed a framework based on the social network analysis and a multi-

scale community detection algorithm [92] to provide a novel approach and metrics for 

quantifying the structures of teams and their relations in the care of patients with diabetes. 

Following the patient cohort from study 1, we expanded the scope of the first study from 

focusing on one individual provider to structure of healthcare provider networks and teams. 

Previous studies that used the patient sharing approach and social network analysis limited their 

networks to physicians usually affiliated with hospitals. Moreover, those previously used 

community detection algorithms suffered from a resolution limit and were unable to detect the 

hierarchical structure of the networks.  

The proposed framework provides metrics and measure for assessment of provider 

collaborative relations some of which could be hidden to the researchers. For example, the SNA 
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centrality measures identified the mail-order pharmacy as the influential provider in the network 

with higher connectedness to other providers. Although one may not initially consider mail order 

pharmacy as an effective provider in the diabetes care process. The social network analysis is 

leveraged by the multi-year analysis of large-scale health data which helps to understand the 

consistency and changes in the provider networks. Despite effectiveness of the approach for 

identifying provider collaborative relations and influencers in the network, the structure of the 

network might be impacted by external factors other than the providers for example design of the 

insurance coverages and plans. Further investigation of these factors using qualitative studies 

might be needed before implementation of the study findings.   

The relations identified between the providers based on the patient sharing approach might be 

patient or provider driven. Patient or patient family may add or remove providers from the care 

team which would impact the healthcare utilization pattern and therefore the structure of 

provider networks. On the other hand, the provider relations might have formed based on the 

provider affiliation to an organization, insurance coverage plans or working in the same 

geographic region. Further investigations are needed to understand factors impacting the 

provider networks generation and how they are structured.  

The study approach and framework enables health policy makers to make system level 

informed decision regarding the design of wellness programs and insurance coverage plans. 

Moreover, health service researchers can use the approach and tools proposed in the study to 

determine the healthcare team relationships and how the interactions impact the patient care 

process and outcomes.  

5.1.3 Study 3: Care Provider Characteristics and the Impact on Chronic Patients 

Outcomes: Usage of Social Network Analysis 

5.1.3.1 Problem Addressed  

Prevalence of chronic conditions shows an increasing trend in the U.S. Currently six in ten 

Americans have at least one chronic condition while four in ten have two or more [119]. Care of 

patients with multiple chronic conditions is complicated with larger number of providers 

involved [122]. Collaborative approaches for management of chronic conditions are shown to 

positively impact patient care and outcomes [127]. Due to the limitation of previous tools 

(surveys, interviews) for assessment of provider collaboration impact on patient outcomes, 
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application of quantitative approaches on large-scale claims data are increasing to provide a 

more comprehensive picture of the healthcare system and structure. Researchers have used the 

patient sharing approach among healthcare providers to generate networks of healthcare 

providers using social network analysis [25]. However, previous studies have limited the 

network to physicians usually with affiliation to specific health organizations like hospitals [30], 

[32], [33]. Moreover, the community detection algorithms generally used in this studies suffer 

from a resolution limit and are unable to identify the hierarchical structure of the networks [135].  

In the previous chapter (study 2) we developed a framework based on the social network 

analysis and a multi-scale community detection for assessment of the provider collaboration and 

team structure. The framework provided useful measures for investigating provider network 

characteristics, however, it did provide tools and evidence for assessing provider collaboration 

impact on patient outcomes. To translate this framework into practice, in this study, we expanded 

our previous work to study provider network measure and their impact for prediction of patient 

outcomes.  

5.1.3.2 Contribution  

In this study we used the social network analysis to generate networks of physicians based on 

patient sharing relations and from the claims data. We expanded the scope of previous work by 

first including all provider types involved in the care of patients to provide a better picture of the 

network structure and information sharing patterns. Second, we used a multi-scale community 

detection algorithm which addressed limitations of previously used algorithms with resolution 

limits and inability to identify smaller communities in the network [94].  

The study framework presents finer-scale metrics and assessment of the provider network 

characteristics and their impact on patient outcomes. We built this framework based on study 1 

and 2 by expanding the measures and tools from only focusing on patient characteristics and 

single provider, to include provider collaborative networks and the impact on patient outcomes.  

The provider metrics are identified and assessed on the community level rather than the entire 

network, therefore they better reflect the team interaction, structure, and the impact on patient 

care and outcomes. The longitudinal analysis of the provider networks is useful for monitoring 

the changes in the structure of the overall healthcare systems. Combined with the multi-scale 

community detection and multi-year analysis of the network, this approach helps to identify how 
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the interaction of team members changes over the years. The application of these tools is 

leveraged by addition of patient outcomes and predictive modeling to assess how the provider 

network and community characteristics impact the patient care and outcomes.  

 Overall Contribution 

As shown in Figure 5.1, in this dissertation, we present frameworks and metrics for 

assessment of patient needs, structure of the healthcare provider’s teams, and the impact of 

provider collaboration on patient outcomes using the application of social network analysis, 

community detection algorithms, and predictive modeling on large-scale health data. With the 

increasing prevalence of chronic conditions and the associated healthcare costs, the structure of 

healthcare delivery systems need to evolve to adapt with the population needs and utilization 

[153]. Multiple players are involved in the patient care process including patient family, 

healthcare providers, and the employers. Each of these players has a critical role in the 

complicated care process of patients with chronic conditions. 

In study 1, we focused on the role of employers and how they fit in the overall health care 

system. To reduce the healthcare costs and improve employee health, employers are using 

different tools and incentives to promote healthy living and reduce risky behaviors including 

worksite wellness programs and clinics. The role of onsite clinics is changing from only work-

related care to a more comprehensive array of services. Despite the potential positive roles that 

these clinics may have for the employees, there are barriers and issues including employees 

schedule conflict to attend the wellness programs, different types of needs compared with what is 

provided in the clinic, and occasionally lack of trust in the worksite providers. Thus, more 

rigorous tools are needed to better design the worksite clinics structure and to improve their 

alignment with the population needs and utilization. The framework and tools in study 1 presents 

a multi-year analysis of population healthcare utilization and prevalence of health conditions. 

The approach is useful for need assessment of the population and informed design of worksite 

wellness and services which better align with population needs. Although the approach can be 

used to understand the patient population, it does not provide much information about the 

healthcare provider interaction and providers who are involved in the care process. To address 

this gap, the second study presents a framework and novel metrics to assess the structure of 

health teams involved in the care of patients. 
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The focus of the second study was on patients with diabetes from study 1 and their providers. 

We picked diabetes as one of the high prevalent chronic conditions of the patient population in 

study 1. A framework was developed for assessment of care teams using social network analysis 

and a multi-scale community detection. Although the claims data provides information in the 

patient level, it also provides some level of data about healthcare providers. Providers who have 

one or more patients in common form working relations that could be formal for example the 

referrals or informal, for example discussing health of patients. Using this patient sharing 

approach and social network analysis metrics, we generated and assessed network of healthcare 

providers involved in the care of patients with diabetes. While the social network analysis 

metrics helped to identify the central providers and influencers in the overall network, the 

community detection algorithm identified groups of healthcare providers more closely working 

together. The social network analysis and community detection framework helps to identify the 

structure of the healthcare systems, the influencers, and central providers in the overall network 

and in each community. Analysis of these networks over multi-years periods help to 

continuously monitor the changing structure and dynamics of the network. This would enable the 

health policy makers to make informed decisions regarding the design of insurance coverage 

plans and wellness programs. The missing piece in the study is how the provider network 

structure impacts the patient care and outcomes.  

To address this gap, we performed the third study in which we used the social network 

framework from study 2 to first generate the network of healthcare providers; combined with 

patient outcomes data and predictive modeling, we assessed how provider social network 

characteristics could predict patient outcomes. While study 2 framework presented tools and 

metrics for assessment of provider network structure, study 3 leveraged study 2 by connecting 

the social network metrics with patient outcomes. The study approach is useful for health policy 

makers to assess the interactions of healthcare providers specifically the care managers with 

others in the network and how those interactions impact the patients.  

 Future Work   

The research presented here provides new metrics and approach for assessment of patient 

needs and healthcare utilization, assessment of provider team structures, and the associated 
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impact on patient outcomes. Despite the novelty of the approach and assessments, our work has 

some limitations that need to be assessed in the future studies.  

Our data is limited to health claims which despite providing information about patients and 

providers, presents a limited perspective about patient outcomes and provider interaction. Usage 

of electronic health records can leverage the application of present framework by providing the 

measurable patient level outcome. The accuracy of the network generating algorithm from the 

claims data need to be improved so the identified networks are the true reflection of the provider 

working relations. This can be done by adding other elements to the patient sharing relations for 

example date of service or episode of care. Although longitudinal analysis of the networks and 

provider interactions are useful to continuously monitor the networks, the structure of the 

network might be impacted by factors that could not be identified from claims data for example 

patient or patient family role in changing the providers, or changes of insurance plans and 

coverages. Before implementing the perspective from this research, qualitative studies might be 

needed to identify other factors that could impact the interaction of providers.  

 Conclusion 

This dissertation presented novel frameworks to assess patient population needs and 

utilization, impact of individual providers on healthcare utilization patterns, collaborative 

networks of healthcare providers, and their impact on patient outcomes. Using social network 

analysis, we provided metrics to measure healthcare provider collaboration from large-scale 

claims data. The study approach expands previous work by providing system-level collaboration 

metrics and measures. The long-term goal of this research is to translate the SNA and community 

detection framework for designing strategies for continuous improvement of provider 

collaboration and assessing how these relationships impact patients’ health outcomes and 

healthcare services costs. 
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APPENDIX  

Majority source of care provider selection is based on the Adjusted Clinical Groups Measures 

and can be directly identified from the claims data by running the software [139]. Some of the 

eligible providers that are considered by these measures are as below: 

1. Specialists: allergy and immunology, colon and rectal surgery, neurological surgery, 

neuro-musculoskeletal medicine, nuclear medicine, obstetrics & gynecologist, 

ophthalmologists, otolaryngology 

2. Primary care: family practice, internal medicine 

3. Other providers: nurse practitioners, physician assistant 

Example of providers who are not eligible to be considered as the majority source of care 

(therefore care manager) are ambulance services, agencies, dental providers, facilities, 

psychologists, technicians, suppliers of durable medical equipment, and therapists.  
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