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ABSTRACT

Stratton, Zachary T. Ph.D., Purdue University, May 2019. Parameters Affecting
Adiabatic Effectiveness and Turbulence in Film Cooling. Major Professor: Tom I-P.
Shih.

Gas-turbine engines use film cooling to actively cool turbine components and keep

thermal loads on the materials at acceptable levels for structural integrity and service

life. The turbulent mixing between the film-cooling jet and the crossflow decreases the

coolant temperature, which reduces the cooling performance. This turbulent mixing

is sensitive to parameters such as density ratio (DR), blowing ratio (BR), velocity

ratio (VR), and momentum-flux ratio (MR) and understanding the effects of these

parameters on the turbulent mixing is critical for improving film cooling.

This research seeks to improve understanding by using large-eddy simulation

(LES) as a tool to analyze the turbulence of film cooling. With this knowledge it

is possible evaluate more fundamental turbulence modeling assumptions utilized by

Reynolds-Averaged Navier-Stokes (RANS) approaches as they apply to film cooling.

This analysis can provide insight regarding how to improve turbulence models.

The film-cooling problem studied involves the cooling of a flat plate, where the

cooling jets issued from a plenum through one row of circular holes of diameter D and

length 4.7D that are inclined at 35◦ relative to the plate. Parameters studied include

BR = 0.5 - 1.3, DR = 1.1 - 2.1, VR = 0.3 - 0.9, and MR = 0.16 - 0.9. For LES,

two different boundary layers upstream of the film-cooling hole were investigated -

one in which a laminar boundary layer was tripped to become turbulent from near

the leading edge of the flat plate, and another in which a mean turbulent BL is

prescribed directly without any superimposed turbulent fluctuations. For RANS, two

different turbulence models were investigated - realizable k-ε and k-ω shear-stress-

transport (SST). The wall-resolved LES solutions generated are extensively verified
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and validated using analytical, DNS, and experimental measurements to ensure high

quality.

LES results obtained show that having an upstream boundary layer that does not

have turbulent fluctuations enhances the cooling effectiveness significantly at low VRs

when compared to an upstream boundary layer that resolved the turbulent fluctua-

tions. However, these differences diminish at higher VRs. Instantaneous flow reveals

a bifurcation in the jet vorticity as it exits the hole at low VRs, one branch forming

the shear-layer vortex, while the other forms the counter-rotating vortex pair. At

higher VRs, the shear layer vorticity is found to reverse direction, changing the na-

ture of the turbulence and the heat transfer. Results obtained also show the strength

and structure of the turbulence in the film-cooling jet to be strongly correlated to

VR.

RANS results obtained show the turbulent and thermal structure of the jets pre-

dicted by the two RANS models to differ considerably. However, both models are

consistent in underpredicting the spread of the film-cooling jet. The counter-rotating

vortex pair dominates the interaction of the jet and crossflow in the near-wall region,

and neither RANS model could predict the strength and structure of this interaction.

The gradient-diffusion and Boussinesq hypotheses were evaluated by using the LES

data. Comparing LES and RANS results shows that k-ε tends to overpredict eddy

viscosity, while SST tends to underpredict the eddy viscosity. Additionally, both

models predict very low values of eddy viscosity near the wall which leads to incor-

rect Reynolds stresses. While regions of counter-gradient diffusion and stress-strain

misalignment were identified in the near-wall region, further above the wall, the jet

behaved according to the hypotheses.

The turbulence scaling when VR is fixed at 0.46 and 0.63 was investigated. The

LES results show that separation and spreading of the film-cooling jet increase as BR,

DR, and MR increase while VR remains constant. For a given VR, the LES predicts

an absolute difference between the minimum adiabatic effectiveness of the lowest and

highest MRs to be 2 to 5 times greater than those predicted by RANS. This is because
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RANS with either model cannot respond appropriately to changes in MR. However,

RANS can correctly predict that adiabatic effectiveness decreases as VR increases.

The LES results show the turbulent kinetic energy and Reynolds stresses near the

film-cooling hole to change considerably with MRs at a constant VR, while turbulent

heat flux changes negligibly. This suggests that while improved turbulence models

for heat flux can improve RANS prediction of spreading, capturing trends, however,

requires improved modeling of the Reynolds stresses.
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1. INTRODUCTION

1.1 Background on Film Cooling

Greater thermal efficiency can be achieved in gas-turbine engines by increasing

the temperature at the inlet to the turbine. Today’s jet engines desire turbine inlet

temperatures above 1600◦C, which exceeds the melting point of the turbine’s material.

The life of the turbine components relies on active cooling schemes to control thermal

loads on the material. Figure 1.1a shows a typical turbine blade at the turbine inlet,

and Fig. 1.1b shows several ways to cool the turbine.

(a) Gas-turbine engine and first-stage blade (b) Active cooling features inside

a turbine blade

Figure 1.1.: Gas-turbine cooling [1–3].

Film cooling is one way that is often used to cool turbine blades, especially in

the first-stage turbine. It is accomplished by bleeding relatively cool air from the

compressor and injecting it into serpentine channels within the vanes and blades.
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As the air flows through these channels, some is ejected through small holes drilled

into the vane’s and blade’s surface to form a thin film of cool air next to the external

surface of the vane and blade, protecting them from the hot gas. Figure 1.2 illustrates

the film-cooling concept.

Figure 1.2.: Film cooling.

Film-cooling is one class of jet-in-crossflow (JICF), where the goal is for the jet

to remain attached to the wall. Thus, the wall has a strong influence on the resulting

flow physics. JICF has been a difficult and intriguing problem in fluid dynamics due

to the presence of many different interacting flow structures at any one time with

the counter-rotating vortex pair (CRVP) being the most significant [4–6]. Figure 1.3

illustrates a typical JICF with the notable features labeled.

Extensive research has been done to better understand film-cooling flows [7, 8].

Of particular interest is how film-cooling efficiency can be increased by changes in

geometry, non-dimensional parameters, and upstream boundary layer. One measure

of efficiency and performance is the adiabatic effectiveness. The adiabatic effectiveness

is the non-dimensional temperature on the surface of the blade and is defined as

η =
Taw − T∞
Tc − T∞

(1.1)
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Figure 1.3.: Jet-in-crossflow illustration [5].

where Taw is the adiabatic wall temperature, and T∞ and Tc are the crossflow and

coolant temperatures, respectively (see Fig. 1.3). Adiabatic effectiveness ranges from

zero to one, where zero indicates no cooling and one indicates maximum cooling. The

adiabatic effectiveness will change depending on the crossflow velocity and density

(u∞, ρ∞) and the coolant jet velocity and density (uc, ρc). Because the coolant

jet velocity is not constant through the film-cooling hole it is typically defined as

uc = ṁ/(ρcAc), where ṁ is the mass-flow rate through the hole and Ac is the cross-

sectional area of the hole. These parameters form four important non-dimensional

parameters that are useful for defining film-cooling flows: 1) the density ratio (DR),

which is the ratio of the coolant to crossflow density,

DR =
ρc
ρ∞

; (1.2)
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2) the velocity ratio (VR), which is the ratio of the coolant to crossflow velocity,

VR =
uc
u∞

; (1.3)

3) the blowing ratio (BR), which is the ratio of the coolant mass flux to the crossflow

mass flux,

BR =
ρcuc
ρ∞u∞

; (1.4)

4) the momentum-flux ratio (MR), which is the ratio of the coolant momentum flux

to the crossflow momentum flux,

MR =
ρcu

2
c

ρ∞u2∞
. (1.5)

1.2 Previous Studies and Motivation

Computational fluid dynamics (CFD) has been useful to provide understanding

of the turbulent flow associated with film cooling and how design and operating

parameters affect film cooling. However, many early studies have shown CFD based

on Reynolds-Averaged Navier-Stokes (RANS) to be ineffective in predicting trends

in film cooling. This is because most RANS are based on eddy-viscosity models,

and they are unable to predict the high degree of anisotropy in film-cooling flows.

In particular, they are unable to capture the correct lateral spreading of the cooling

jet [9–11].

Over the last decade many researchers have turned to large-eddy simulation to

analyze film-cooling flows which has produced many insightful results over a very

wide range of setups and flow conditions. Of particular interest are studies that look

at the effect of imposing a laminar or mean velocity profile and a resolved turbulent

boundary layer upstream of the coolant hole; while the former offers a significant

reduction in computational cost it can have a significant impact on the film-cooling

effectiveness. Another topic of interest are studies that look at a range of DR or BR

and show how the physics evolve over this range. Tyagi et al. [12] was one of the
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first efforts to study film cooling with LES and find that LES can match more closely

with experimental results than RANS; additionally, they identify several coherent

structures and find that “hot spots” occur due to the entrainment associated with

the hairpin structures. Dai et al. [13] analyzes the instantaneous flow structures

showing how the hairpin and CRVP form and evolve over different VR. Sakai et

al. [14] shows how the unsteady vortical structures drastically change with blowing

ratio, in addition they look at the effect of a turbulent versus laminar boundary layer

on film cooling effectiveness and find that the jet is more impacted by the choice

of boundary layer at low BR. Zhong et al. [15] study the effect of a laminar versus

turbulent boundary layer on film-cooling effectiveness and coherent structures and

note that the turbulent boundary layer enhanced the mixing of the coolant and main

flow. Ziefle et al. [16, 17] study the effect of a boundary layer with and without

resolved turbulent fluctuations for BR = 0.5 and DR = 2.0 and conclude that that

a resolved turbulent boundary must be used for LES of film cooling. Kalghatgi et

al. [18] use dynamic mode decomposition to analyze the instantaneous structures for

BR = 1 and DR = 2 and show that the low frequency streamwise-oriented modes

contribute the most toward wall temperature fluctuation; additionally they showed

that a mean inflow profile was sufficient to match experimental measurements. Renze

et al. [19] studied multiple BRs and DRs utilizing a resolved turbulent boundary layer

and showed how the CRVP formed and that VR had an impact on the separation

and reattachment of the cooling jet. Sakai et al. [20] studied a range of DRs and

found that the hairpin vortices are dominant at low DR, whereas they are suppressed

at high DR; additionally they studied the effect of a turbulent boundary layer and

found the cooling effectiveness decreased. Stratton et al. [21] studied film cooling

with compound angled holes and found LES can match the experimental data well

when the turbulent boundary layer is resolved. Rodebaugh et al. [22] compared mean

velocity profiles with a resolved turbulent boundary layer for compound angled holes

and found that results generally improved when the turbulent boundary layer was

resolved, but in some cases it had no effect. Whereas there have been several LES
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studies that analyze the turbulence near film-cooling holes [23–28], few have focused

on it in the context of varying upstream boundary layer or over a range of DR.

The majority of research on the effect of DR has been studied experimentally. One

of the first studies, completed in 1975, by Foster et al. [29] showed that at a fixed DR

and increasing VR, the film cooling effectiveness near the hole (x/D < 15) decreases

while film cooling effectiveness further downstream increases; additionally, for a fixed

VR and increasing DR, the adiabatic effectiveness increases. Goldstein et al. [30]

found adiabatic effectiveness to be strongly dependent on DR, with DR affecting the

separation and reattachment of the jet, the lateral spreading, and the energy transfer

between the jet and mainflow. Pietrzyk et al. [31, 32] made many hydrodynamic

measurements of film-cooling flow and found that the turbulence intensity at the mid-

hole plane scales with VR. Sinha et al. [33] found that separation and reattachment

of the film-cooling jet can be scaled with MR, but the cooling effectiveness cannot

be scaled with BR, VR, or MR. Johnson et al. [34] shows that VR can be used with

some success to scale the film cooling effectiveness for high BR cases. Zhou et al. [35]

study a range of BR, Mach numbers, and DR, they find that denser coolant results in

better film-cooling effectiveness and VR has a dominant effect in the near hole region

(x/D < 10). Vinton et al. [36] study the impact of freestream acceleration and DR on

film-cooling effectiveness and conclude that increasing DR at constant BR increases

the lateral spread of the coolant and that MR cannot be used to scale film-cooling

effectiveness. Eberly et al. [37,38] studied a range of DRs and BRs for different p/D

and hole geometries and found that turbulence levels in the jet scale with MR and

that increasing DR increases the lateral spreading of the coolant.

Large-eddy simulations and experimental studies can be expensive and slow,

whereas RANS simulations can be efficient with fast turn-around times in generating

solutions. In particular, RANS offers considerable cost savings versus rig testing when

it comes to designing compressors and turbines in gas-turbine engines [39]. Addition-

ally, algorithms for optimizing film-cooling hole design rely on computationally cheap

RANS solutions [40]. Durbin’s recent review of turbulence modeling also suggests
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that RANS modeling will remain an essential element of applied CFD for the fore-

seeable future [41]. Therefore, there is a desire to improve RANS turbulence models

to better predict cooling trends of film-cooling flows.

There has been several attempts by researchers to improve turbulence modeling for

film cooling, models that could more accurately account for anistropy. Bergeles et al.

[42] was one of the first to apply an anisotropic turbulence model to a jet-in-crossflow

by multiplying the eddy viscosity in the lateral direction by a correction factor that

varied based on wall-normal distance. This correction, based on pipe-flow data, was

applied in the log-law region and above. Lakehal et al. [43] extended Bergeles’ model

to include the viscous sublayer as well. Though these models improved the lateral

spreading, the peak values of adiabatic effectiveness were underestimated. Azzi and

Lakehal [44] used an explicit algebraic stress model to calculate each Reynolds stress

in combination with a two-layer model to account for near-wall anisotropy. Although

this model showed some improvement over turbulence models based on a scalar eddy

viscosity, it was still unable to capture the lateral spreading. Lakehal [45] further

extended the anisotropic model of [42,43] by using the near-wall velocity scale (v′v′)

and dissipation (ε) from channel-flow direct numerical simulation (DNS) data and by

having the turbulent Prandtl number (Prt) vary with Reyn , where yn is the normal

distance from the wall. The anisotropic model in combination with the variable

Prt significantly improved cooling predictions for film-cooling of a flat plate, but

underestimated cooling over a turbine blade. Jones et al. [46] employed the v2f -

kω model for film-cooling flows, but little improvement was seen over scalar models.

However, when the v2f -kω model was combined with a variable Prt formulation,

better lateral spreading of the coolant was observed. Liu et al. [47, 48] studied the

effect of Prt using scalar eddy-viscosity models and found that allowing the Prt to

vary laterally or as a function of non-dimensional temperature can further improve

cooling predictions for round holes at both low and high BRs. However, it was found

that solely varying Prt has little affect on the cooling predictions for a slot jet, where

the wall has significant influence on the flow field. Li et al. [49,50] devised an algebraic
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anisotropic eddy-viscosity model and scalar flux model, where they multiplied νt by

correction factors derived from an algebraic Reynolds stress model to get νt,ij. This

model improves cooling predictions by better capturing lateral spreading and cooling

magnitude. However, the separation and reattachment near the hole do not match

the experimental data.

Recently, machine learning has been explored as a potential method to improve

turbulence modeling [51]. Machine learning is able to extract patterns from large data

sets and form mathematical expressions that can be applied to turbulence modeling

(i.e., relating stress to strain or heat flux to temperature gradient). These large data

sets are now more available than ever thanks to databases containing LES and DNS

solutions. Ling et al. [52] proposes that machine learning can be used to identify

regions of high RANS uncertainty. Weatheritt et al. [53] uses symbolic regression to

improve the model for Reynolds stress anisotropy. Ling et al. [54] and Kutz [55] show

how deep neural networks can also be used to improve models of the Reynolds stresses.

Sandberg et al. [56] shows how gene expression programming techniques can be used

to improve adiabatic effectiveness predictions in trialing-edge slot flows. Milani et

al. [57] shows how random forests can be used to better model the turbulent heat flux

to improve film-cooling predictions in RANS. These results show a very promising

union between machine learning and turbulence modeling in the near future. However,

in order to apply the methods described above to improve turbulence modeling, the

turbulence behaviour in the flow of interest must be understood.

Magnetic resonance imaging (MRI) experiments and large-eddy simulation (LES)

of film cooling can be used to study the fundamental assumptions invoked by RANS

models and provide insight toward model development. Coletti et al. [27] used MRI

data to show that eddy viscosity is strongly non-uniform and anisotropic. Addition-

ally, it was shown that eddy diffusivity should increase downstream to capture scalar

mixing, but eddy viscosity should decrease downstream to capture the persistence of

the CRVP - suggesting that models should account for variable Prt. Ling et al. [58]

examined various scalar flux models and found that all models showed large errors in
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the near-wall region. It was also shown that Prt varies significantly with lower values

near the wall. Ling et al. [59] found negative eddy viscosities and strongly anisotropic

flow in a JICF using LES data.

1.3 Objectives

The objective of this study is four-fold:

1. Understand the flow physics of film cooling and scaling of turbulence quantities

with blowing ratio, density ratio, and velocity ratio. Many LES studies focus on

a single DR, with only few exceptions, notably [19,20], but their focus is not on

the turbulence near the jet. Many experimental studies have varied the DR, but

often lack the measurement tools to examine the three-dimensional turbulent

flow field. LES simulations of film cooling will be validated with experimental

measurements and then used to determine how different turbulence quantities

scale with VR and how this scaling is related to the adiabatic effectiveness.

2. Understand mean versus turbulent boundary layer inflow for film cooling. While

several studies have suggested that a resolved turbulent boundary layer is nec-

essary for LES to accurately predicting the cooling effectiveness, others have

matched experimental data with a simple mean profile without superimposed

turbulence. The effect of a mean velocity profile without superimposed turbu-

lence imposed at the inflow versus a resolved turbulent boundary layer will be

evaluated over a range of VRs. This objective is addressed in Chapter 2.

3. Identify weaknesses in eddy-viscosity models for predicting film cooling by

means of large-eddy simulation. High-resolution LES data can provide insight

for turbulence-model development. A limitation of some of the previous stud-

ies [27, 58, 59] is that the analysis is limited to one set of parameters (e.g. BR

= 1, DR = 1). Because film cooling performance is very sensitive to the flow

parameters, it is desirable to analyze the RANS assumptions over a range of
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parameters. The objective of this study is to use the computed LES results, for

film cooling of a flat plate through one row of circular holes, to evaluate RANS

models and assumptions. The first part of this objective focuses on evaluating

the cooling, vorticity, and turbulent kinetic energy trends of two RANS mod-

els (realizable k-ε and k-ω SST) for a range of parameters (BR = 0.5 and 1.0

and DR = 1.1 and 1.6). The second part examines where in the flow, if any,

the Boussinesq hypothesis and gradient-diffusion hypothesis are appropriate as-

sumptions over a range of parameters. This objective is addressed in Chapter

3.

4. Understand how trends in film-cooling adiabatic effectiveness and turbulence

scales with BR, DR, MR when VR is fixed. Additionally, with the advent of

machine learning and its promising application to turbulence modeling, another

objective is to understand which turbulence quantities are most impactful for

predicting trends in adiabatic effectiveness. Thus, RANS simulations with two

turbulence models, realizable k-ε and k-ω SST, are, again, evaluated with re-

spect to the LES data to determine where turbulence predictions need to be

improved in order to capture cooling trends when VR is fixed. This objective

is addressed in Chapter 4.
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2. LARGE-EDDY SIMULATION OF FILM COOLING

In this chapter, the LES results are presented that address the first two objectives.

First, the chosen film-cooling problem is described. Next, the governing equations,

numerical method, and setup are presented. Finally, the simulation results including

verification and validation, scaling of turbulence quantities, and inflow effects are

shown. Parts of this chapter are adapted from the journal publication by Stratton

and Shih [60].

2.1 Problem Description

The problem selected to address the objective of this study is shown in Fig. 2.1.

It consists of a flat plate film cooled by jets issuing from a plenum through one row

of circular holes. Each hole has diameter, D = 2.6 mm, and length, L = 4.7D, and

is inclined at 35◦ with respect to the plate. The holes along the row are spaced 3D

apart.

The hot-gas above the plate is air. The hot gas at the inflow boundary has

velocity, U∞ = 36.35 m/s, and temperature that is either T∞ = 296 K or T∞ = 329

K depending on the DR. The coolant is also air and has a temperature of either Tc =

269 K or Tc = 203 K. The operating conditions were chosen to yield a Mach number

of M = 0.1, DR = 1.1 and 1.6, and BR = 0.5 and 1.0. These parameters give rise to

four different VRs ranging from 0.313 to 0.909. The Reynolds numbers for DR = 1.1

and 1.6, based on hole diameter and crossflow velocity and viscosity, are Re = 5135

and Re = 6160, respectively.

The turbulent boundary layer, measured 5D upstream of the hole, has a bound-

ary layer thickness of δ = 1.2D and momentum thickness of δmom = 0.13D, which

corresponds to a Reδmom = 670. A summary of cases studied is given in Table 2.1.
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Figure 2.1.: Computational model.

Table 2.1.: Summary of cases.

Case Boundary Layer DR BR VR MR Tc(K) T∞(K)

1 Resolved 1.6 0.5 0.313 0.156 203 329

2 Resolved 1.1 0.5 0.455 0.227 269 296

3 Resolved 1.6 1.0 0.625 0.625 203 329

4 Resolved 1.1 1.0 0.909 0.909 269 296

5 Mean Profile 1.6 0.5 0.313 0.156 203 329

6 Mean Profile 1.1 0.5 0.455 0.227 269 296

7 Mean Profile 1.6 1.0 0.625 0.625 203 329

8 Mean Profile 1.1 1.0 0.909 0.909 269 296

The geometry and flow conditions chosen for this study correspond to those in the

experiment by Eberly and Thole [38]. Their experimental data were used to validate

the LES simulations.
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2.2 Governing Equations

In this study, implicit LES is used, meaning the governing equations are unfiltered,

and there is no need for a subgrid-scale model. The governing equations employed are

the unsteady, three-dimensional continuity, momentum and total energy equations.

For compressible flows, these equations are as follows:

∂ρ

∂t
+

∂

∂xi
(ρui) = 0 (2.1)

∂

∂t
(ρui) +

∂

∂xj
(ρujui − σji) = fi, (2.2)

∂

∂t
(E) +

∂

∂xj
(ujE − σjiui + Θj) = fiui, (2.3)

where ρ is the density; ui are the velocity components; σji is the stress tensor; E is

the total energy; Θi is the heat flux; and fi is a body force. The stress tensor, total

energy, and heat flux are given by

σji = −pδij + µ

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3
µ
∂uk
∂xk

δij, (2.4)

E = ρ
(
e+

uiui
2

)
, (2.5)

Θi = −q ∂T
∂xi

, (2.6)

where p is the pressure; T is the temperature; µ is the dynamic viscosity; δij is the

Kronecker delta; e is the internal energy (cvT ); and q is the thermal conductivity.

The fluid is air and assumed to be thermally perfect so that p = ρRT .

The governing equations can be rewritten in a different form to assist in solving

them numerically. Introducing a general time-dependent curvilinear coordinate trans-

formation from physical to computational space and expressing in strong conservation

form, the non-dimensional equations are:
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∂

∂τ

(
Q

J

)
+
∂F

∂ξ
+
∂G

∂η
+
∂H

∂ζ
=

1

Re

[
∂Fv

∂ξ
+
∂Gv

∂η
+
∂Hv

∂ζ

]
(2.7)

where the solution vector is Q = [ρ, ρu, ρv, ρw, ρE]T and the transformation Jacobian

is J = ∂(ξ, η, ζ, τ)/∂(x, y, z, t). The inviscid flux vectors are:

F =
1

J



ρU

ρuU + ξxp

ρvU + ξyp

ρwU + ξzp

(ρE + p)U − ξtp


,

G =
1

J



ρV

ρuV + ηxp

ρvV + ηyp

ρwV + ηzp

(ρE + p)V − ηtp


,

H =
1

J



ρW

ρuW + ζxp

ρvW + ζyp

ρwW + ζzp

(ρE + p)W − ζtp


.

(2.8)

In these equations U , V , and W are the contravariant velocities, given as:

U = ξt + ξxu+ ξyv + ξzw

V = ηt + ηxu+ ηyv + ηzw

W = ζt + ζxu+ ζyv + ζzw

(2.9)

and the total energy is:

E =
T

γ(γ − 1)M2
∞

+
1

2

(
u2 + v2 + w2

)
(2.10)
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where γ is the ratio of specific heats and M∞ is the crossflow Mach number. The

metric quantities are given as ξx = ∂ξ/∂x, for example. The viscous fluxes are:

Fv =
1

J



0

ξxiσi1

ξxiσi2

ξxiσi3

ξxi(ujσij −Θi)


,

Gv =
1

J



0

ηxiσi1

ηxiσi2

ηxiσi3

ηxi(ujσij −Θi)


,

Hv =
1

J



0

ζxiσi1

ζxiσi2

ζxiσi3

ζxi(ujσij −Θi)



(2.11)

where the stress tensor is

σij = µ

(
∂ξk
∂xj

∂ui
∂ξk

+
∂ξk
∂xi

∂uj
∂ξk
− 2

3
δij

∂ξl
∂xk

∂uk
∂ξl

)
(2.12)

and the heat flux vector is

Θi =

[
1

(γ − 1)M2
∞

]( µ

Pr

) ∂ξj
∂xi

∂T

∂ξj
(2.13)

where ξi(≡ ξ, η, ζ) in Eqs. 2.12 and 2.13.

For these equations the perfect-gas equation is p = ρT/γM2
∞. The length scale

is non-dimensionalized by D and all flow variables are non-dimensionalized by their

crossflow values, except pressure, which is non-dimensionalized by ρ∞u
2
∞. Suther-

land’s law is used for viscosity, µ = T 3/2 1+0.38
T+0.38

. A constant Prandtl number (Pr =

0.72) and Stokes hypothesis for bulk viscosity are assumed.
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2.3 Numerical Method

The LES simulations are performed with the Navier-Stokes solver, FDL3DI [61,

62]. The equations are discretized by using a finite-difference approach. Spatial

derivatives were approximated by sixth-order accurate compact operators [63] at the

interior points. At boundary points, one-sided formulas are utilized, in which the

operator drops to fifth-order one point off the boundary and fourth-order at the

boundary. Second derivatives are computed by applying the first derivative operator

twice.

Time derivatives were approximated by a second-order accurate three-point back-

ward formula. The solution algorithm is implicit and uses the approximately-factored

scheme of Beam and Warming [64] with the diagonal form of Pulliam and Chaussee

[65] to reduce computational cost. Sub-iterations were used to eliminate factorization

errors and achieve second-order accuracy at each time step.

An eighth-order low-pass filter is applied to filter high-wavenumber components

of the solution. This filter replaces the computed value, φi, with a filtered value, φ̂i,

at a particular node after each sub-iteration using:

αf φ̂i−1 + φ̂i + αf φ̂i+1 =
N∑
n=0

an
2

(φi+n + φi−n) (2.14)

where αf is the filter coefficient and an is a constant. The αf is set at 0.4 at the

interior points. One-side biased filters are used near the boundaries. To reduce

dispersion associated with the biased filter the order is reduced to fourth-order and

αf is increased. Since the filter removes the smallest length scales in the flow, it acts

as an alternative to traditional sub-grid scale models, and this is known as implicit

LES [66]. By removing the smallest length scales that are typically under-resolved and

will alias, this filter also acts to suppress numerical instabilities [67]. This approach

has been shown to yield similar or improved results compared to traditional SGS

approaches at reduced computational cost [68]. Additionally, it has been shown to

seamlessly approach DNS as the grid resolution is increased [69].
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This numerical algorithm is implemented for structured meshes with overset ca-

pability. A sixth-order interpolation is used to interpolate data between the overset

meshes [70].

2.3.1 Numerical Setup

For the “mean profile” cases, shown in Tab. 2.1, the inflow boundary condition

is a 1/7th power-law mean turbulent boundary profile with δ = 1.1D. This profile is

imposed without any turbulent fluctuations or mean turbulent kinetic energy profile.

This is among the simplest inflow boundary conditions that can be imposed, however,

applying this boundary condition assumes that turbulent fluctuations in the boundary

layer are of negligible impact.

For the “resolved” cases the inflow boundary condition is a laminar boundary

layer profile with δ = δ0 = 0.4D, corresponding to Reδmom = 270. This laminar

profile is tripped and develops spatially into a turbulent boundary layer. Transition

to turbulent flow is controlled via a body-force trip positioned 1.5D downstream of

the inlet [69]. This body-force takes on the following form:

f =
2Dc

π xref yref zref
sin2

(
π
z − Z
zref

)
exp

[
−
(
x−X
xref

)2

−
(
y − Y
yref

)2
]

(2.15)

where fx = fcosφ, fy = fsinφ, and fz = 0. The center of the source is located at (X

= -35.5, Y = 0.0, Z = 0.0), and the width, height, and spanwise variation of the force

is given by xref = 0.04, yref = 0.004, and zref = 0.4, respectively. It is positioned such

that the turbulent boundary layer measured 5D upstream of the hole has Reδmom =

670. The strength of the force is Dc = 0.06, and φ = 179. This artificial body force

and its corresponding work were added to the momentum and total energy equations.

At the symmetry planes between holes, periodic boundary conditions were im-

posed. Note that only one hole was simulated. At the plenum inflow, velocity and

temperature were imposed without any superimposed turbulence. At the outflow

boundary above the plate, the static pressure was set at 1 atm. The flow variables

are extrapolated at the top and end of the domain; at these boundaries rapid grid
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stretching is employed in addition to the low-pass filter described earlier, which creates

a type of sponge layer that eliminates spurious reflections. All walls are adiabatic and

no-slip with zero-normal pressure gradient approximated by a third-order accurate

extrapolation.

The domain is discretized using 16 overset structured blocks, as seen in Fig. 2.2.

As the figure indicates, there is a finer mesh that extends to about 2.5D above the

flat plate, above which there is a coarser mesh in the less relevant freestream region

that is stretched towards the top of the domain. At the outlet there is also a 5D

region where the grid is stretched aggressively. Care was take to exactly match grid

points in the overlap region where possible. In regions where grids cannot be perfectly

matched, such as between the o-grid and h-grid, the cell volumes are closely matched,

which is shown to reduce interpolation errors [71]. The mesh consists of grid spacings

of ∆x+ = 9, 0.4 < ∆y+ < 8 (from the wall to the edge of the boundary layer), ∆z+

= 5 upstream of the hole and similar values downstream of the hole. The ∆y+ = 0.4

value corresponds to a spacing of ∆y = 0.001D. The total mesh size was 22 × 106 grid

points for the “mean profile” cases and 35 × 106 grid points for the “resolved” cases

which is due to the additional upstream mesh necessary for resolving the boundary

layer. With a total mesh size of 35×106 grid points there are approximately 13×106

in the boundary layer transition region, 3.0×106 in the plenum, 6.0×106 in the hole,

and 10× 106 downstream of the hole.

The non-dimensional timestep of ∆tu∞/D = 4 ×10−4 was used for all simulations,

resulting in a Courant number well below one. The low Mach number and skewed cells

in the hole, due to the hole angle of 35◦, necessitated a small time step. Additionally,

this time-step ensured that the small time-scales were resolved. The simulations were

run for ∼5 flow-through time periods (based on freestream velocity and a domain

length of 27D) to allow the transient flow to settle before time-averaging over ∼6

flow-through time periods. The total simulation of the “resolved” film cooling case

required ∼7 × 105 timesteps which required ∼70000 cpu-hours (70 hours on 1000

cores).
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Figure 2.2.: Computational mesh. (Green ring indicates hole edge).

2.4 Results

The results of this study are organized as follows. First, the meaningfulness of

the LES solutions are examined through a grid-sensitivity study, including a compar-

ison of turbulence quantities with DNS and experimental turbulent boundary layer

data and an analysis of velocity spectra. Afterwards, the adiabatic effectiveness and

velocities computed on the optimal grid is compared with experimental thermal and

particle image velocimetry (PIV) measurements. Next, the instantaneous flow field
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is visualized with Q-criterion, vorticity, and non-dimensional temperature measure-

ments. This is followed by analysis of the time-averaged thermal, Reynolds stress,

and turbulent heat flux measurements. Finally, the “mean profile” cases are com-

pared with the “resolved” boundary layer cases to understand the advantages and

disadvantages of this approach.

2.4.1 Verification and Validation

To accurately simulate mixing between the crossflow and the film-cooling jet it is

crucial that the upstream boundary layer is properly resolved. To ensure the near-

wall resolution was sufficient to resolve the turbulent boundary layer, boundary layer

simulations were run in isolation and compared to experimental PIV measurements

of Eberly and Thole [38] and DNS measurements of Schlatter and Orlu [72]. A coarse

and fine mesh were evaluated with the resolution details shown in Tab. 2.2. The ∆y+w

and ∆y+e columns refer to the wall and edge of boundary layer, respectively.

Table 2.2.: Boundary layer mesh resolutions.

Mesh ∆x+ ∆y+w ∆y+e ∆z+ Grid points

Coarse 17 0.4 10 8 8× 106

Fine 9 0.4 8 5 24× 106

The non-dimensional streamwise velocity and turbulent fluctuation profiles at

Reδmom = 670 are shown in Fig. 2.3. These figures show that the coarse mesh profile

overshoots the log-law as-well as overshoots the near-wall peak in u+rms, these are

typical signs that there is a lack of resolution in the near-wall region [69]. When the

mesh is refined there is good agreement with the log-law, as well as the DNS and

experimental data. Additional turbulence measurements are shown in Fig. 2.4, for

these quantities the experimental data is unavailable. The coarse mesh tends to un-

derestimate v+rms near the wall, however the coarse and fine mesh agree well with the
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DNS measurments for w+
rms and uv+. The region that shows the most disagreement

is near the edge of the boundary layer at y+ ≈ 300. However, in this region there

often discrepancies among DNS results at this relatively low Reδmom and the data of

Schlatter and Orlu generally tend to predict smaller fluctuations compared to other

DNS results [73]. To get a sense of the turbulent structure of the resolved turbulent

boundary layer, Q-criterion iso-surfaces, colored by velocity magnitude, are shown in

Fig. 2.5.
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Figure 2.3.: Turbulent boundary layer profiles non-dimensionalized by viscous units

at Reδmom = 670.

Figure 2.4.: v+rms, w
+
rms, and uv+ profiles at Reδmom = 670.
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Figure 2.5.: Q-criterion iso-surfaces for a resolved turbulent boundary layer, colored

by velocity magnitude.

To further assess the effect of grid resolution, the velocity spectra on the two

grids were compared. The data generated is plotted along with Pope’s semi-empirical

model of the velocity spectrum for isotropic turbulence [74]. This model agrees well

with a range of experimental measurements, notably the turbulent boundary layer

data of Saddoughi and Veeravalli [75]. Pope’s model has the form

E(κ) = Cε2/3κ−5/3fL(κL)f`(κ`) (2.16)

fL(κL) =

[
κL√

(κL)2 + cL

]5/3+p0
(2.17)

f`(κ`) = exp(−β[(κ`)4 + c4` ]
1/4 − c`) (2.18)

where C = 1.5; p0 = 2; β = 5.2; κL = κ`Re
3/4
L ; and ` is the Kolmogorov length

scale given by (ν3/ε)1/4. The functions fL and f` determine the shape of the energy-

containing range and dissipation range, respectively. The constants cL and c` are
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solved by satisfying the following relations for turbulent kinetic energy and dissipa-

tion:

k =

∫ ∞
0

E(κ)dκ (2.19)

ε = 2ν

∫ ∞
0

κ2E(κ)dκ. (2.20)

The model spectrum, in non-dimensional form, can be uniquely determined by a

specified turbulent Reynolds number (ReL) or Taylor microscale Reynolds number

(Reλ), and they are related by ReL = k2/(εν) = 3Re2λ/20. The Taylor microscale

is estimated from the LES data by using λ =
√
u′2/(du′/dx)2. Finally, to compare

the model spectrum to the LES data, a one-dimensional, longitudinal spectrum is

computed by using

E11(κ1) =

∫ ∞
κ1

E(κ)

κ

(
1− κ21

κ2

)
dκ (2.21)

The LES longitudinal spectrum calculation utilizes Taylor’s hypothesis to convert

frequency to streamwise wavenumber as follows: κ1 = 2πf/Uc, where Uc is the local

velocity. Since this analysis requires relatively isotropic flow, the LES data are probed

near the edge of the boundary layer (Reδmom = 670) at y+ = 275 where ReL ≈ 210.

Solving the equations above as described gives cL = 3.46 and c` = 0.44. The equa-

tions are solved in Matlab using ’integral’ and ’fsolve’ functions; see Appendix A for

details. The longitudinal spectrum are compared in Fig. 2.6. Note that Pope’s model

represents a theoretical DNS result, where all length scales are resolved. As expected,

the LES matches Pope’s model for the small wavenumbers (large length-scales) and

deviates as the dissipation range is approached, representing the unresolved scales.

One could calculate the energy resolved by the coarse and fine LES simulations by

integrating under the curves and taking the difference between the LES and model

results. Doing so shows that the coarse mesh resolves 99.0% of the energy containing

eddies, while the fine mesh resolves 99.95%. This suggests that the flow is very well

resolved by the LES. Based on these results, the fine mesh resolution is used for all

film-cooling LES simulations.
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Figure 2.6.: Longitudinal one-dimensional spectrum.

Comparison between the experimental and LES adiabatic effectiveness measure-

ments are seen in Fig. 2.7. This figure shows the adiabatic effectiveness contours on

the wall (y/D = 0) along with the hole centerline (z/D = 0) and laterally-averaged

adiabatic effectiveness plots from experiments and LES. In general there is good

agreement between the resolved boundary layer cases and the experimental measure-

ments, with both the spreading of the coolant and the trends captured correctly. The

experimental results show slightly higher temperatures in the hole and slightly lower

temperatures on the uncooled wall which could explain the small discrepancy in cen-

terline adiabatic effectiveness at low BRs. The experiment used a low-conductivity

STYROFOAMTM for the adiabatic flat-plate test section and did not apply a con-

duction correction.

Approximating the inflow as a mean profile is generally unacceptable for lower

BRs with excessive spreading of the coolant causing overpredictions of adiabatic ef-

fectiveness. However, at higher BRs approximating the inflow as a mean profile has
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little impact on the adiabatic effectiveness measurements downstream of the hole.

However, note the presence of a cool region curving around the upstream side of the

hole. This is due to a horseshoe vortex forming on the upstream side of the hole

and entraining coolant; recall Fig. 1.3. This feature will be discussed more in the

following sections.

The centerline velocity profiles at x/D = 3 and x/D = 6 are shown in Fig. 2.8.

The experiment used particle image velocimetry to obtain these measurements [38].

These measurements were only made for a round hole inclined at 30◦ and spacing

of p/D = 6, which differs slightly from the current study. The figures show good

agreement among the range of BR and DR studied. In general the mean boundary

layer inflow profile tends to overestimate the streamwise velocity at the edge of the

jet.
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Figure 2.7.: Adiabatic effectiveness measurements.
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Figure 2.8.: Velocity measurements along centerline (z/D = 0).
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This validation gives confidence that the physics are represented correctly in this

LES study.

2.4.2 Instantaneous Flow Field

This section and the next will focus on the cases in which the spatially developing

turbulent boundary layer is resolved. Instantaneous vorticity is visualized in Fig.

2.9 where the the q-criterion iso-surfaces are colored by non-dimensional temperature

(θ) and plotted alongside a two-dimensional figure of ωz. At the lowest VR (low

BR/high DR) the vorticity on the upstream side of the hole and the vorticity in

the boundary layer have similar magnitudes and meet to form a shear layer between

the hot-gas and cool-gas. This shear layer forms clockwise-oriented vortices (blue

in the figure) downstream. As the VR increases, the strength of the vorticity in

the hole increases and the shear layer exhibits greater instability as hole-vorticity

dominates the interaction. At the highest VR (high BR/low DR), the shear layer is

overwhelmed by the hole vorticity and counter-clockwise vortices (red in the figure)

form downstream of the hole. In Fig. 2.9 while some coherent shear-layer vortices are

seen, there is overall lack of clearly defined Kelvin-Helmholtz vortices, this is due to

two main factors. The first is the resolved boundary layer upstream of the hole which

adds an element of randomness to the eddies in the boundary layer that interact with

the jet. The second is the relatively long hole used in this setup (L/D = 4.7), this

gives the flow that enters the hole time to develop into a sort of turbulent pipe-flow;

this can be seen in the Q-criterion iso-surfaces as well as the ωz figures, where there

is a lot of vorticity in the hole on the upstream side. These two factors contribute to

turbulent mixing that makes it difficult to see clean coherent structures.



29Figure 2.9.: Q-criterion colored by θ with 2-D contour of ωz. a) Case 1; b) Case 2; c) Case 3; d) Case 4.



30

Figure 2.10.: Sketch of flow structure near the hole. a) low VR; b) high VR.

To better visualize the change in the shear layer vorticity as VR changes, a sketch

of the vortices are provided in Fig. 2.10. At low VR the velocities in the crossflow and

jet meet such that a clock-wise oriented vortex results. This is a three-dimensional

structure that resembles a hairpin vortex where the legs originate from the sides of the

hole, where the dominant vorticity is ±ωx. There is a bifurcation in this x-vorticity

with part of it energizing the legs of the hairpin structure and part of it feeding

the CRVP. At higher VR the velocities in the crossflow and jet meet such that a

counter-clockwise vortex results which again forms a hairpin structure, but with the

head trailing the legs. The impact of this reversal in vorticity on the time-averaged

statistics will be evaluated in the following section.
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The non-dimensional temperature, just above the wall, is plotted in Fig. 2.11.

The trends in this figure match what would be expected based on Fig. 2.7, as well as

previous studies, with higher DR at a fixed BR resulting in better spreading of the jet

and better cooling; it can also be said that cooling tends to decrease as VR increases.

At the lowest VR it can be seen that the vorticity that originates from the sides of

the hole is shed periodically and carries cool fluid with it which is seen as small lobes

of coolant in the contour plot. As the VR increases coolant tends to leave the hole

asymmetrically (Fig. 2.11c). At higher VRs the lift-off of the jet is significant, but

the vorticity still traps coolant close to the wall.

Figure 2.11.: Instantaneous non-dimensional temperature at y/D = 0.05. a) case 1;

b) case 2; c) case 3; d) case 4.
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2.4.3 Time-Averaged Flow Field

Figure 2.12 shows the time-averaged non-dimensional temperature of the jet at

two locations downstream of the hole. The contour lines of ωx are superimposed

on the temperature to visualize the CRVP. The lighter (−ωx) or darker (+ωx) the

contour lines, then the stronger the vorticity; additionally more contour lines relative

to another figure, indicates stronger vorticity. At the lowest VR the coolant spread

is greatest, with small tails of coolant sticking to the walls at x/D = 2. As VR

increases, these tails disappear and the temperature profile is more rounded. This is

due to the strengthening CRVP entraining more hot gas from the crossflow, evidenced

by increasing x-vorticity near the wall. The CRVP induces a z-velocity towards the

middle of the jet which creates this shear layer on the flat plate underneath the CRVP.

As VR continues to increase the jet exhibits significant lift-off and more hot gas is

entrained, seen in the reduced θ at z/D = 0. Again, this increasing entrainment with

increasing VR is due to the strengthening CRVP. Since the CRVP originates from the

vorticity in the hole (as seen in Figs. 2.9 and 2.10), the coolant is at the core of the

CRVP. Finally, these figures show how quickly the CRVP loses strength downstream

from x/D = 0.5 to x/D = 2.

Understanding how the turbulence, in particular the Reynolds stresses and tur-

bulent heat flux, scales with VR (BR/DR) can provide insight into designing better

film cooling as well as guidance on improving existing turbulence models. The tur-

bulent statistics can also help in understanding how the time-dependent flow physics

are manifested in the time-averaged flow field. The Favre-averaged Reynolds normal

stresses (ũ′′u′′, ṽ′′v′′, w̃′′w′′) are plotted in Fig. 2.13. At the lowest VR the ũ′′u′′

profile is relatively wide with a large magnitude in the shear layer between the jet

and crossflow. As VR increases, this profile is constricted towards the center of the

jet with a noticeable decrease in magnitude near the wall. This turbulent energy

near the wall helps to keep the coolant attached and is one reason why the tails of

coolant in Fig. 2.12a are no longer present in Fig. 2.12b. When VR further increases
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Figure 2.12.: Time-averaged non-dimensional temperature with ωx contour lines at

x/D = 0.5 and 2. a) case 1; b) case 2; c) case 3; d) case 4.

the magnitude of ũ′′u′′ in the middle of the jet continues to increase; however, the

slight magnitude decrease from Fig. 2.13b to Fig. 2.13c can be attributed to the
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x-velocities between the upstream side of the jet and crossflow boundary layer being

closely matched. A similar trend is seen in ṽ′′v′′, where the profile both constricts

and grows in magnitude as VR increases. In w̃′′w′′, at the lowest VR, there are two

distinct regions where z-velocity fluctuations are highest, which correspond to the

lateral sides of the jet. As VR increases there is again a constriction of the profile

and a growth in the magnitude of the stress under the jet at z/D = 0. This magni-

tude increase under the jet corresponds to the increase in strength of the CRVP, and

as expected it continues to increase with VR. This figure shows that the Reynolds

normal stresses in film-cooling scale with VR.

The Favre-averaged Reynolds shear stresses (ũ′′v′′, ũ′′w′′, ṽ′′w′′) are plotted in

Fig. 2.14. At the lowest VR, ũ′′v′′ is positively correlated under the jet at the

wall and negatively correlated in the shear layer between the jet and crossflow. As

the VR increases, the positive correlation lifts up at z/D = 0 in accordance with a

strengthening CRVP. Also, as was seen in the normal stresses, the weakening negative

correlation in the shear layer between Fig. 2.14b and Fig. 2.14c is due to similar x-

velocities where the crossflow and jet meet. Interestingly, at the highest VR, ũ′′v′′

becomes positive on top of the jet as well as a clear negative region under the jet

nearest the wall. This is the result of the change in vorticity that was highlighted in

Figs. 2.9 and 2.10. In ũ′′w′′ it is evident that there are large z-velocity fluctuations

towards the center of the jet as flow is entrained by the CRVP. At low VRs the

magnitude is low, with a relatively wide profile, as the VR continues to increase the

magnitude also increases. At the highest VR, the magnitude at the wall is highest,

but there is also very strong correlations within the jet itself at y/D ≈ 1 and opposite

correlations on the lateral edges of the jet. Finally, ṽ′′w′′ is also related to the motion

of the CRVP with the y-velocity and z-velocity fluctuations being correlated with

flow going up towards the jet and in towards the center of the jet, then down towards

the wall and out towards the edge of the jet. Both the ũ′′w′′ and ṽ′′w′′ stresses are

linked to the spreading of the jet, but note that the magnitudes are different; if

these magnitude differences are not captured in turbulence models then entrainment
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Figure 2.13.: Favre-averaged non-dimensional Reynolds normal stresses at x/D = 2.

a) case 1; b) case 2; c) case 3; d) case 4.

and spreading of the jet will not be predicted correctly. The trend in these shear

stresses also indicates that VR is an important parameter in predicting film-cooling

performance since large changes in the turbulence are seen to take place at the same

BR (Figs. 2.14c and 2.14d). Indeed, higher VRs show increases in turbulent mixing
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Figure 2.14.: Favre-averaged non-dimensional Reynolds shear stresses at x/D = 2.

a) case 1; b) case 2; c) case 3; d) case 4.

(seen as increases in the Reynolds stress magnitudes) directly under the jet and this

directly correlates with lower adiabatic effectiveness measurements (Fig. 2.7).

The Favre-averaged non-dimensional turbulent heat fluxes (ũ′′θ′′, ṽ′′θ′′, w̃′′θ′′)

are plotted in Fig. 2.15. The turbulent heat flux gives the direction and magni-
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Figure 2.15.: Favre-averaged non-dimensional turbulent heat fluxes at x/D = 2. a)

case 1; b) case 2; c) case 3; d) case 4.

tude of the turbulent transport of temperature. Note that the temperature is non-

dimensionalized such that θ = 1 in the cool gas. At low VRs, ũ′′θ′′ is negative in the

shear layer between the jet and crossflow, with a small positive region near the wall.

This positive region grows as VR increases because more hot-gas is entrained. Like
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other correlations involving x-velocity, there is a decrease in the negative correlation

as the crossflow and jet velocities become matched at the interface. At the highest

VR there is again a very abrupt change in the turbulence, where ũ′′θ′′ becomes posi-

tive in the majority of the jet with only a small negative region in the shear layer on

top of the jet. This phenomena is attributed to the large-scale interaction between

the shear layer vortices (Figs. 2.9d and 2.10b) and the strong CRVP. The ṽ′′θ′′ flux

shows that turbulence transports the hot-gas into the jet mainly through the shear

layer at low VRs. As more lift off occurs and the CRVP becomes stronger at higher

VRs this transport occurs on all sides of the jet. A similar trend is seen in the w̃′′θ′′

flux, where the lateral sides of the jet exhibit enhanced turbulent heat transfer at low

VRs. At higher VRs heat is transferred through both the sides and middle of the jet

as the CRVP brings hot-gas to the middle.

2.4.4 Mean Boundary Layer vs. Resolved Turbulent Boundary Layer

The adiabatic effectiveness for the mean and resolved boundary layers were plotted

in Fig. 2.7. The trend in these plots showed that at BR = 0.5 the mean boundary

layer overestimated the cooling, and at BR = 1 it had little to no effect on the cooling

performance. One consequence of using a mean boundary layer is the formation of a

horseshoe vortex on the upstream side of the hole that wraps around the jet. This

vortex entrains coolant and spreads it over the plate, which can be seen clearly at

BR = 1 in Fig. 2.7. The non-dimensional temperature is plotted in Fig. 2.16 which

shows the effect of the boundary layer at high and low VRs. At the low VR there is a

significant increase in spreading, with the horseshoe vortex structure helping to pull

cool fluid from the jet, out towards the wall. With a turbulent boundary layer there

is unsteady flow hitting the jet, in turn, a coherent horseshoe vortex is not formed.

Figure. 2.17 demonstrates this concept clearly, where the horseshoe vortex wrapping

around the hole in Fig. 2.17a disappears in Fig. 2.17b. Additionally, the turbulence

enhances mixing at the edges of the jet, reducing the spread of the coolant. At the
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high VR there is very little change in the temperature profile when a mean boundary

layer is used versus a resolved turbulent boundary layer. Noticeably, the horseshoe

vortex is not seen at x/D = 2, this is because it is much weaker than the CRVP at

this VR and is actually entrained by the jet; Fig. 2.7 shows some evidence of this, as

the coolant entrained by the horseshoe vortex curves towards the jet.

Figure 2.16.: Time-averaged non-dimensional temperature with ωx contour lines at

x/D = 2 for a mean and turbulent boundary layer. a) cases 1 and 5; b) cases 4 and

8.

To get a better sense of the impact of the turbulence, the turbulent kinetic energy

(k) is plotted in Fig. 2.18 which shows the effect of the boundary layer at high and
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(a) Mean boundary layer

(b) Resolved turbulent boundary layer

Figure 2.17.: Q-criterion iso-surfaces, colored by θ, for VR = 0.31 (cases 1 and 5).

low VRs. This figure shows there is no turbulent kinetic energy in the boundary

layer, so at the low VR the energy in the horseshoe vortex is seen clearly. However,

the magnitude of k in the horseshoe vortex, as well as the edge of the jet, is similar

to that of the boundary layer so these relatively weak structures get overwhelmed by

the turbulent energy in the boundary layer. Additionally, the increase in k in the

shear layer indicates more turbulent mixing. At the high VR, with a mean boundary

layer, the high k at the wall is associated with the the entrainment of the horseshoe

vortex. With a turbulent boundary layer, the horseshoe vortex does not form, and

thus this region of high k near the wall is no longer present. Additionally at the



41

high VR, the jet itself contains so much turbulent energy that it is not affected by

the relatively weak turbulence in the boundary layer. This results in the resolved

turbulent boundary having little impact on the cooling performance.

Figure 2.18.: Non-dimensional turbulent kinetic energy at x/D = 2. a) cases 1 and

5; b) cases 4 and 8.

Resolving the unsteady turbulent boundary layer is the best approach for repli-

cating realistic film-cooling flows. However, this can be computationally expensive

and additional work is required to set up the boundary layer trip with the correct

strength and location. This study shows that approximating the boundary layer with

just a mean boundary layer profile, such as a 1/7th power-law profile, without any
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imposed turbulence may be sufficient for predicting the adiabatic effectiveness for

V R > 0.6. However, for lower VRs the turbulence in the boundary layer is required

to get accurate cooling predictions.

2.5 Summary

An LES study was performed to understand the effects of DR and BR on the tur-

bulent structure and effectiveness for film cooling of a flat plate through round holes.

Additionally, the effect of the inlet boundary condition is evaluated. The adiabatic

effectiveness and velocity profiles were validated against experimental measurements.

Good agreement was found between the LES simulations employing a resolved tur-

bulent boundary layer, whereas the LES simulations with a mean profile exhibited

good agreement at high VRs, but tended to overestimate cooling at low VRs.

The instantaneous flow results showed how the shear layer between the jet and

crossflow became more unstable as the VR increased. At a low VR the shear layer

vortex exhibited a negative z-vorticity, while a high VR showed a positive z-vorticity.

The impact of this change in vorticity manifested itself most noticeably in the ũ′′v′′

and ũ′′θ′′ statistics, which highlight a shift in the nature of the large-scale mixing.

Analysis of the non-dimensional temperature, vorticity, Reynolds stresses, and

turbulent heat flux reveal that the strength of the CRVP and turbulent mixing scales

with VR. Increasing DR at a fixed BR is effectively reducing the VR. Consequently,

the CRVP and turbulent mixing weakens resulting in less entrainment of hot crossflow

gas and higher film-cooling effectiveness.

The effect of a mean boundary layer versus a resolved turbulent boundary layer

was investigated. At low VR it was found that the horseshoe vortex that forms

in the mean boundary layer cases helps to pull cool fluid from the jet outwards

toward the wall. The unsteadiness in a resolved turbulent boundary layer inhibits

the formation of a horseshoe vortex and the increased mixing reduces the spreading

of the coolant. At a high VR it was found that the horseshoe vortex forms for a mean
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boundary layer, but it gets entrained into the jet and does not enhance the cooling

performance. The relatively low turbulent kinetic energy in the jet at a low VR tends

to become enhanced in the presence of a resolved turbulent boundary layer, while

at a high VR the jet is already quite energetic and tends not to be affected by the

turbulent boundary layer. In general, both a mean and resolved turbulent boundary

layer provide sufficient cooling predictions at V R > 0.6, but at low VRs the upstream

boundary layer should be resolved to accurately predict the cooling performance.
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3. IDENTIFYING WEAKNESSES IN EDDY-VISCOSITY

MODELS FOR PREDICTING FILM COOLING BY

MEANS OF LARGE-EDDY SIMULATION

In this chapter, the LES and RANS results are presented that address the third

objective. First, the film-cooling problem is described. Next, the governing equations,

numerical method, and setup for RANS are presented. Finally, the simulation results

including verification and validation, thermal and turbulent flow field, and analysis

of the Boussinesq and gradient-diffusion hypotheses are shown. Parts of this chapter

are adapted from the journal publication by Stratton and Shih [76].

3.1 Problem Description

The problem studied is identical to that studied by LES in Chapter 2, it is shown

in Fig. 3.1. It consists of a flat plate film cooled by jets issuing from a plenum through

one row of circular holes. Each hole has diameter, D = 2.6 mm, and length, L =

4.7D, and is inclined at 35◦ with respect to the plate. The holes along the row are

spaced 3D apart.

The turbulent boundary layer, measured 5D upstream of the hole, has a bound-

ary layer thickness of δ = 1.2D and momentum thickness of δmom = 0.13D, which

corresponds to a Reδmom = 670. The LES results used in this chapter correspond

to those with a resolved turbulent boundary layer. The RANS cases use either the

realizable k-ε or k-ω SST turbulence models. A summary of cases studied is given in

Table 3.1.



45

Figure 3.1.: Computational model.

Table 3.1.: Summary of cases.

Case Turbulence Model DR BR VR MR Tc(K) T∞(K)

1 Realizable k-ε 1.6 0.5 0.313 0.156 203 329

2 Realizable k-ε 1.1 0.5 0.455 0.227 269 296

3 Realizable k-ε 1.6 1.0 0.625 0.625 203 329

4 Realizable k-ε 1.1 1.0 0.909 0.909 269 296

5 k-ω SST 1.6 0.5 0.313 0.156 203 329

6 k-ω SST 1.1 0.5 0.455 0.227 269 296

7 k-ω SST 1.6 1.0 0.625 0.625 203 329

8 k-ω SST 1.1 1.0 0.909 0.909 269 296

3.2 Governing Equations

For the RANS simulations, the governing equations are the Favre-averaged (density-

weighted) continuity, momentum (Navier-Stokes), and total energy equations. Favre-
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averaging is used because the flow is compressible due to the large temperature vari-

ations in the flow field. The Favre-averaged flow variables are denoted by a tilde.

For instance, ũi = ρui/ρ, where the overbar denotes the Reynolds average [77]. The

Favre-averaged equations used are as follows:

∂ρ

∂t
+

∂

∂xi
(ρũi) = 0 (3.1)

∂

∂t
(ρũi) +

∂

∂xj
(ρũjũi) = − ∂p
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+

∂

∂xj

[
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]
(3.2)
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− ρu′′jh′′ + tjiu′′i − ρu′′j 12u
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tij − ρu′′ju′′i

)]
(3.3)

In the above equations, qLj
= − µ

Pr
∂h
∂xj

is the laminar heat-flux vector; h = cpT is

the specific enthalpy; and tij = 2µSij − 2
3
µ∂ũk
∂xk

δij is the viscous stress tensor where

Sij = 1
2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
is the strain rate tensor. Pressure, density and temperature were

related by the thermally perfect gas law, p = ρRT̃ . Sutherland’s law was used for

viscosity, and Stokes hypothesis for bulk viscosity was assumed.

The Favre-averaged equations require models for the Reynolds stresses, the tur-

bulent heat flux, the turbulent diffusion, and the turbulent transport terms. The

Reynolds stress is modeled by the Boussinesq hypothesis given by

ũ′′i u
′′
j = −2νt

(
Sij −

1

3

∂ũk
∂xk

δij

)
+

2

3
kδij (3.4)

where νt is the eddy viscosity and k is the turbulent kinetic energy. The turbulent

heat flux, turbulent diffusion, and turbulent transport terms are modeled with forms

of the gradient diffusion hypothesis given by

ρu′′jh
′′ = − ρνt

Prt

∂h̃

∂xj
(3.5)
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tjiu′′i − ρu′′j 12u
′′
i u
′′
i =

(
µ+

ρνt
σk

)
∂k

∂xj
(3.6)

where σk is a model constant. To obtain νt and k to close these models, two different

turbulence models were studied. The first is the shear-stress transport (SST) model

[78]. With this model, all equations can be integrated to the wall through the viscous

sub-layer. The second is the realizable k-ε model [79] with the two-layer model of

Chen and Patel [80] in the near-wall region. The rotation and curvature correction

of Spalart and Shur [81] was applied to both models.

3.3 Numerical Method and Setup

The RANS simulations were performed by using the commercial solver FLUENT

version 17.1. A pressure-based segregated solver, SIMPLE, was used to generate

solutions. The fluxes for all equations at the cell faces were interpolated by using the

second-order upwind scheme. Pressure was computed using second-order accuracy.

In the RANS simulations, a turbulent boundary layer profile with Reδmom = 670

was directly specified at the inflow boundary along with k and ε (or ω) profiles.

Because of the symmetry, only half of the hole was simulated with the symmetry

boundary condition imposed at the two symmetry planes. At the outflow boundary

above the plate, the static pressure was set at 1 atm. At the plenum inlet, a mass-

flow rate and temperature yielding the desired blowing ratio and density ratio were

specified. The walls had adiabatic and no-slip conditions imposed.

For all computations, iterations were continued until all residuals plateaued to

ensure convergence to a steady-state. At convergence, residuals were below 10−5 for

continuity and 10−6 for momentum, energy, and turbulence quantities. An unstruc-

tured mesh, consisting of 7.5 × 106 hexahedral cells, was used for the computation.

The mesh is shown in Fig. 3.2. For this mesh, y+ is less than one for the cell next to

all walls.
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Figure 3.2.: RANS computational mesh.

3.4 Results

The results of this study are organized as follows. First, the meaningfulness of

the RANS solutions are examined through grid-sensitivity studies. Afterwards, the

adiabatic effectiveness and velocities computed on the optimal grids are compared

with experimental measurements. Next, the thermal and turbulent flow field are

investigated to understand the differences between LES and RANS. This is followed

by analysis of the Boussinesq hypothesis to understand its strengths and weaknesses

for film cooling flows. Finally, the gradient-diffusion hypothesis and turbulent Prandtl

number are analyzed by using the LES data to understand where in the flow field

this model can be applied and where it requires improvement.

3.4.1 Verification and Validation

To ensure the grid is sufficient for the RANS to generate meaningful solutions,

the computed centerline and laterally averaged adiabatic effectiveness are compared

for grid sizes of 2.5× 106, 7.5× 106, and 10.5× 106. The y+ for all cells next to the

wall is less than one for all grids used. The adiabatic effectiveness obtained by using
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the three grid sizes are plotted in Figs. 3.3 and 3.4. Both turbulence models were

verified for a high and low BR and DR. Based on the results shown in Figs. 3.3 and

3.4, the grid consisting of 7.5 million grid points was used for the RANS simulations

in this study.

(a) Realizable k-ε turbulence model (b) k-ω SST turbulence model

Figure 3.3.: RANS grid independence for centerline adiabatic effectiveness.

(a) Realizable k-ε turbulence model (b) k-ω SST turbulence model

Figure 3.4.: RANS grid independence for laterally averaged adiabatic effectiveness.

The validation with the experiment, by measured adiabatic effectiveness is given in

Fig. 3.5. This figure shows the adiabatic effectiveness contours on the wall (y/D = 0)

along with the hole centerline (z/D = 0) and laterally averaged adiabatic effectiveness

plots from experiments, LES and RANS. While the LES results match well with the
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experimental data, RANS results do not because it is generally unable to capture the

correct spreading and dissipation of the jet, especially at low VR. The SST model in

particular overestimates the separation of the jet with the flat plate. The centerline

plot shows that LES slightly overestimates the adiabatic effectiveness at this location,

which may be related to the lower than expected values of non-dimensional temper-

ature ejected from the holes by the experiment, as seen by the darker pink in the

experimental contours directly above the hole. This leads to a slight overestimation

of the laterally averaged adiabatic effectiveness in some locations, but in general the

structure, spreading, and trends are captured correctly. On the other hand, RANS

tends to underestimate the laterally averaged adiabatic effectiveness largely due to

the lack of lateral spreading and mixing.
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Centerline velocity profiles at 3D and 6D downstream of the hole are compared in

Fig. 3.6. LES can match the experimental data well, whereas k-ε is unable to capture

the curvature of the profile and SST tends to underestimate the velocity.
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Figure 3.6.: Velocity measurements along z/D = 0 at x/D = 3 and 6.
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3.4.2 Thermal and Turbulent Field

To understand the thermal and turbulent flow field downstream of the cooling jet,

three flow variables were analyzed: (1) The non-dimensional temperature to show how

the coolant spreads as it mixes with the cross flow; (2) The streamwise vorticity (ωx)

to show the strength and position of the CRVP; (3) The turbulent kinetic energy to

give a sense of the turbulent mixing between the jet and oncoming boundary layer. In

the following analysis, it is the highly-resolved LES results that were used to provide

details of the true nature of the film-cooling flow and highlight regions where the

RANS models lack accuracy.

The non-dimensional temperature superimposed with contour lines of ωx is shown

in Fig. 3.7. Additionally, labeled contours of vorticity are included to better visualize

the CRVP. In general, neither RANS model can correctly capture the spreading of

the jet, especially at BR = 0.5 and DR = 1.6 (VR = 0.31). Realizable k-ε generally

captures the temperature gradient at the edge of the jet better than SST. The CRVP

is a critical part of the JICF interaction and neither model can capture the strength.

SST overestimates the strength, while k-ε tends to underestimate the strength. The

k-ε model also shows the point of maximum vorticity to be closer to the wall compared

to LES, while SST predicts it to be farther away. The structure of the streamwise

vorticity predicted by k-ε more closely matches LES, while SST predicts very con-

centrated vorticity that dissipates rapidly in space. Interestingly, the lower CRVP

strength does not translate to higher spreading of the coolant. RANS does show that

the CRVP scales with VR, but the magnitude is incorrect.

The turbulent kinetic energy is plotted in Fig. 3.8. Realizable k-ε can predict the

magnitude of k, but cannot capture the curvature induced by the CRVP. SST fails to

capture the magnitude, and tends to predict very low k in the middle of the jet near

the wall. RANS can capture the scaling of k with VR, but underpredicts k near the

wall.
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(a) VR = 0.31 (low BR/high DR)

(b) VR = 0.91 (high BR/low DR)

Figure 3.7.: Non-dimensional temperature and ωx contours at x/D = 2.

3.4.3 Boussinesq Hypothesis and Eddy Viscosity

The Boussinesq hypothesis is given by Eq. 3.4. The Boussinesq hypothesis is a

linear relationship between the stress and strain and is the main assumption that

two-equation turbulence models utilize. Contained within this hypothesis is the eddy

viscosity (νt), a function of k and ε (or ω) that is used to scale the strain rate.

The validity of the linear assumption can be evaluated by plotting contours of stress

and strain by using the LES data and visually inspecting if a scalar eddy viscosity is
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(a) V R = 0.31 (low BR/high DR)

(b) V R = 0.91 (high BR/low DR)

Figure 3.8.: Turbulent kinetic energy (k) at x/D = 2.

appropriate. If the linear relationship is appropriate then the stress and strain contour

colors and lines should match, though the magnitudes could differ. Figure 3.9 shows

the stress and strain contours for the shear-stress components of Eq. 3.4 for VR =

0.91 at x/D = 0; where blue indicates negative values and red indicates positive

values. The location, x/D = 0, was chosen because it is just downstream of the

film-cooling hole, where the initial mixing with the crossflow takes pace, and the

mixing here is important as it will influence the behaviour downstream. From Fig.

3.9, it can be seen that all shear-stress components are, in general, aligned with the

strain when y/D > 0.2. The exception is ṽ′′w′′ which shows some misalignment and

is described below. This suggests that the Boussinesq hypothesis could perform well

when y/D > 0.2. In the near wall region, the ũ′′v′′ and ṽ′′w′′ stresses are near zero,

but the corresponding strain rates are non-zero. However, the ũ′′w′′ component is

generally aligned with the strain, even at the wall. Coping with this discrepancy is

a challenge for models utilizing the Boussinesq hypothesis, which will become more
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clear when analyzing the eddy viscosity. To further complicate matters, the counter-

rotating vortex pair causes the flow to rotate in the stream-wise direction. Along

these rotating streamlines, there is a point of maximum strain, and Eq. 3.4 assumes

this is also the point of maximum stress. However, the ṽ′′w′′ and S23 contours make

it clear that the point of maximum stress occurs at a further downstream location

along the streamline. This lag is not uncommon in turbulent swirling flows, and

indicates that curvature-correction should be applied to the RANS equations for this

flow. This particular misalignment is most notable at the highest VR, where the

CRVP is strongest.

By using the least-squares approach, it is possible to solve for a scalar eddy vis-

cosity based on the Boussinesq hypothesis. This allows for the calculation of eddy

viscosity from the LES data as follows:

νtLES
=
−ũ′′i u′′j

(
Sij − 1

3
∂ũk
∂xk

δij

)
+ 2

3
kδij

(
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3
∂ũk
∂xk

δij

)
2
(
Slm − 1

3
∂ũk
∂xk

δlm

)(
Slm − 1

3
∂ũk
∂xk

δlm

) . (3.7)

This can be used to evaluate the RANS results, as seen in Fig. 3.10. Note that the the

contours are clipped by θ = 0.05, as Eq. 3.7 is not applicable in the freestream where

gradients are very low. From this figure, it can be seen that k-ε tends to overpredict

νt, whereas SST tends to underpredict νt. Earlier, it was noted that k-ε tends to

underpredict the strength of the counter-rotating vortex pair, whereas SST tends to

overpredict the strength of the counter-rotating vortex pair. Thus, these parameters

are directly correlated.

One particular weakness of the Boussinesq hypothesis is that a single eddy vis-

cosity must apply equally to each Reynolds-stress component. However, in Fig. 3.9,

the near-wall region suggests that a single eddy viscosity is incapable of manipulat-

ing each strain component to yield the correct Reynolds stress. For instance, the

Boussinesq approximation simplifies the ũ′′w′′ component to

ũ′′w′′ = −2νtS13. (3.8)
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Figure 3.9.: Stress and strain alignment for V R = 0.91 (high BR/low DR) at x/D = 0

computed with LES data.

The plot of ũ′′w′′ is shown in Fig. 3.11. The LES results show that ũ′′w′′ acts much

closer to the wall than is suggested by the right-hand side of Eq. 3.8. This is due

to eddy viscosity approaching zero further away from the wall as seen in Fig. 3.10.

So the large S12 magnitude near the wall is getting scaled to the near-zero values

seen in Fig. 3.9 by the eddy viscosity and, consequently, this scaling degrades the

prediction of ũ′′w′′ and ṽ′′w′′. Thus, solving RANS equations with an “optimal”

scalar eddy viscosity as suggested by LES, would still yield unsatisfactory results
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(a) VR = 0.31 (low BR/high DR)

(b) VR = 0.91 (high BR/low DR)

Figure 3.10.: LES and RANS contours of eddy viscosity at x/D = 0.

in terms of modeling the Reynolds stresses. However, matching the magnitude of

the eddy viscosity predicted by LES could yield more accurate predictions of the

CRVP strength. Above the wall (y/D & 0.2), the scalar eddy-viscosity assumption is

generally applicable as discussed earlier. This means that a two-layer model that can

accurately capture the near-wall anisotropy could yield much improved results (such

as by using a tensor eddy viscosity), and is the reason why the model developed by

Lakehal [45] showed much improved results over standard models.

3.4.4 Gradient-Diffusion Hypothesis and Turbulent Prandtl Number

Two-equation RANS models use the gradient-diffusion hypothesis (GDH) to model

the turbulent heat flux, and it is given by

ũ′′i θ
′′ = − νt

Prt

∂θ̃

∂xi
, (3.9)
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(a) VR = 0.31 (low BR/high DR)

(b) VR = 0.91 (high BR/low DR)

Figure 3.11.: LES and RANS contours of ũ′′w′′ at x/D = 0.

which is the same model as the one given in Eq. 3.5. The eddy diffusivity (αt) is

νt/Prt. Like the Boussinesq hypothesis, both sides of the equation can be plotted

using LES and inspected visually to evaluate the appropriateness of the linear as-

sumption. According to Eq. 3.9, the turbulence is assumed to transport heat in the

direction of the temperature gradient. The turbulent heat flux and temperature gra-

dient are plotted in Fig. 3.12. From this figure, it can be seen that the turbulent heat

flux and temperature gradient are generally aligned at all but the highest VR. Thus,

like the Boussinesq hypothesis, the gradient diffusion hypothesis is generally reason-

able. However, the near-wall region puts the hypothesis in a precarious position. As

shown in Fig. 3.12 (particularly the zoomed regions), there are regions of the flow

where the heat fluxes and temperature gradients are not the same color, primarily

near the wall. This phenomenon is termed counter-gradient diffusion, and it contra-

dicts the basic assumption of this model. This phenomenon generally appears in the
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presence of large-scale mixing. In this case, it is between the shear-layer vortices and

counter-rotating vortex pair. This is especially evident at the highest VR, where the

counter-gradient diffusion even occurs in the shear layer near the top of the jet.
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(a) VR = 0.31 (low BR/high DR) (b) VR = 0.91 (high BR/low DR)

Figure 3.12.: Turbulent heat flux and non-dimensional temperature gradient at x/D = 0 computed with LES data.
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To scale the temperature gradient to the appropriate turbulent heat flux, the GDH

utilizes the eddy diffusivity, which is just the eddy viscosity scaled by a turbulent

Prandtl number. RANS simulations typically assume Prt to be a constant with a

value around 0.85. The LES data can be used to approximate the Prandtl number

by first using a least-squares method to solve for the eddy diffusivity as follows:

αtLES
=
−ũ′′i θ′′ ∂θ̃∂xi
∂θ̃
∂xj

∂θ̃
∂xj

(3.10)

Then the turbulent Prandtl number is

PrtLES
=
νtLES

αtLES

. (3.11)

Contours of PrtLES
in the jet region are plotted in Fig. 3.13 along with the contours

of αtLES
. Like νt, PrtLES

is not well defined where the gradients are near zero. Here

it can be seen that Prt approaches ∼ 0.1 near the wall at the edge of the jet. Also,

there are small regions of negative Prt. This is indeed possible as it can help account

for the counter-gradient diffusion. In the body of the jet, Prt increases to ∼ 0.5, but

remains well below the value of 0.85 imposed by RANS. The corresponding contours

of αt show the result of scaling νt by the calculated Prt. In the center of the jet near

the wall, αt is near zero to ensure the turbulent heat flux is low there, as it should

be. At the outer edge of the jet near the wall, αt increases slightly to account for

turbulent heat flux. Note, that this behavior is due to the spatially varying Prt. If

a constant Prt were imposed, then the near wall αt would be near zero throughout

as indicated by the earlier νt contours, which would eliminate the turbulent heat flux

all together.

Interestingly, the behavior of αt remains similar over the range of VRs, despite a

clear evolution of the turbulent heat flux. This weakness is rooted in the simplicity

of the GDH model. Despite the improvement of utilizing low values of Prt near the

wall, the scalar eddy diffusivity cannot capture the subtle differences in the turbulent

heat-flux components over a range of VRs. The misalignment between the turbulent
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heat flux and the temperature gradient could be further improved by accounting for

the anisotropy of the eddy diffusivity.

(a) VR = 0.31 (low BR/high DR)

(b) VR = 0.91 (high BR/low DR)

Figure 3.13.: Turbulent Prandtl number and eddy diffusivity at x/D = 0 computed

with LES data.

3.5 Summary

A computational study based on LES and RANS was performed to examine the

limitations of two RANS turbulence models, realizable k-ε and SST, in predicting

film-cooling flows through round holes. In general, RANS can predict the scaling of

turbulent kinetic energy and CRVP strength with VR. However, k-ε tends to under-

predict the CRVP strength, whereas SST tends to overpredict the CRVP strength.
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Matching the eddy viscosity predicted by LES could yield more accurate predictions

of the CRVP strength in RANS simulations. RANS also underpredicts the near wall

temperature gradient, this leads to the noticeable lack of lateral spreading of the

coolant.

The LES data was used to examine the Boussinesq hypothesis. In general, the

assumed linear relationship between stress and strain fields is reasonable for y/D &

0.2, especially for lower VRs. There is some evidence of misalignment of the stress

and strain at higher VRs due to the curvature in the streamline induced by the strong

CRVP, suggesting that a curvature correction should be utilized. However, in the near

wall region (y/D . 0.2), there are non-zero strain rates that are difficult to scale to

near-zero stresses, notably S12 and S23. Using the method of least-squares an “ideal”

scalar eddy viscosity was solved for by using the LES data. This eddy viscosity

showed that realizable k-ε overpredicted the eddy viscosity while SST underpredicted

it. This result correlates with the relative strengths of the CRVP predicted by each

model. However, the eddy viscosity from LES approaches zero too far from the wall.

Further analysis reveals that this leads to incorrect predictions of Reynolds stresses

near the wall, notably ũ′′w′′, which influences spreading of the flow laterally over the

wall. Thus, anisotropy must be accounted for in the near-wall region, since a scalar

eddy viscosity cannot account for the behavior of ũ′′w′′ and ũ′′v′′ simultaneously.

The gradient-diffusion hypothesis was evaluated with LES data, showing that

film-cooling flow exhibits counter-gradient diffusion near the wall at all VRs as well

as in the shear layer at the top of the jet at the highest VR. This directly violates

the assumption of the gradient-diffusion hypothesis. However, manipulating the eddy

diffusivity or Prt could offer possible work-arounds. The Prt was estimated with LES

data using the method of least-squares, and it was found to decreases to values near

0.1 near the wall, much less than the constant 0.85 that RANS assumes. These results

suggest Prt should vary spatially, or a non-scalar eddy diffusivity should be utilized

near the wall in order to apply the gradient-diffusion hypothesis to film-cooling flow.



66

4. EFFECTS OF VELOCITY RATIO ON TRENDS IN

FILM-COOLING ADIABATIC EFFECTIVENESS AND

TURBULENCE

The previous two chapters showed that the turbulence tends to scale with VR and

several effects of VR on turbulence modeling were addressed. However, by fixing the

VR, the effects of BR, DR, and MR on adiabatic effectiveness and turbulence trends

can be examined. Additionally, the previous two chapters described the LES and

RANS governing equations, numerical method and setup, and verification, thus, the

details are omitted in this chapter.

In this chapter, the LES and RANS results are presented that address the fourth

objective. First, the film-cooling problem is described. Next, the simulation results

including adiabatic effectiveness trends, turbulent kinetic energy, Reynolds stresses,

and turbulent heat flux are analyzed. Parts of this chapter are adapted from an

upcoming conference presentation by Stratton and Shih [82].

4.1 Problem Description

The problem studied is identical to that studied in Chapter 3, it is shown in

Fig. 4.1, for reference. It consists of a flat plate film cooled by jets issuing from a

plenum through one row of circular holes. Each hole has diameter, D = 2.6 mm, and

length, L = 4.7D, and is inclined at 35◦ with respect to the plate. The holes along

the row are spaced 3D apart.

The turbulent boundary layer, measured 5D upstream of the hole, has a bound-

ary layer thickness of δ = 1.2D and momentum thickness of δmom = 0.13D, which

corresponds to a Reδmom = 670. The LES results used in this chapter correspond
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Figure 4.1.: Computational Model.

to those with a resolved turbulent boundary layer. The RANS cases use either the

realizable k-ε or k-ω SST turbulence models. Two different VRs are studied, 0.46

and 0.63. For each VR, three different DRs, BRs, and MRs are studied; this gives

a total of six unique cases. Two of these six cases were studied in Chapters 2 and

3. The additional cases introduce three new BRs (0.68, 0.73, 1.3) and one new DR

(2.1). The Reynolds numbers for DR = 1.1, 1.6, and 2.1, based on hole diameter

and freestream velocity and viscosity, are Re = 6160, Re = 5135, and Re = 4112,

respectively. A summary of cases studied is given in Table 4.1.

4.2 Results

The results of this study are organized as follows. First, the adiabatic effectiveness

trends are evaluated for the LES and compared to the RANS and available experi-

mental data. Next, the turbulent kinetic energy is analyzed for a fixed VR. Finally,

the Reynolds stresses and turbulent heat flux predicted by RANS are evaluated with
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Table 4.1.: Summary of cases.

Turbulence Method DR BR VR MR Tc(K) T∞(K)

LES 1.1 0.5 0.46 0.23 269 296

LES 1.6 0.73 0.46 0.33 203 329

LES 2.1 0.96 0.46 0.43 175 375

LES 1.1 0.68 0.63 0.42 269 296

LES 1.6 1.0 0.63 0.63 203 329

LES 2.1 1.3 0.63 0.80 175 375

Realizable k-ε 1.1 0.5 0.46 0.23 269 296

Realizable k-ε 1.6 0.73 0.46 0.33 203 329

Realizable k-ε 2.1 0.96 0.46 0.43 175 375

Realizable k-ε 1.1 0.68 0.63 0.42 269 296

Realizable k-ε 1.6 1.0 0.63 0.63 203 329

Realizable k-ε 2.1 1.3 0.63 0.80 175 375

k-ω SST 1.1 0.5 0.46 0.23 269 296

k-ω SST 1.6 0.73 0.46 0.33 203 329

k-ω SST 2.1 0.96 0.46 0.43 175 375

k-ω SST 1.1 0.68 0.63 0.42 269 296

k-ω SST 1.6 1.0 0.63 0.63 203 329

k-ω SST 2.1 1.3 0.63 0.80 175 375

respect to the LES data to determine how well the models capture trends when VR

is fixed.

4.2.1 Adiabatic Effectiveness Trends

The CFD results have been validated by comparing with infrared camera data of

Eberly and Thole [38]. The experimental and CFD data for the laterally-averaged



69

adiabatic effectiveness is shown in Figs. 4.2 and 4.3. To study the effect of a fixed

VR, additional cases were included in which corresponding experimental data was

unavailable. Therefore, only one experimental data set is included for each VR.
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Figure 4.2.: Adiabatic effectiveness measurements for VR = 0.46
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Figure 4.3.: Adiabatic effectiveness measurements for VR = 0.63
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Figure 4.4.: Non-dimensional temperature at z/D = 0 for VR = 0.63

Figures 4.2 and 4.3 show that RANS underestimates the adiabatic effectiveness

in all cases, with the separation and spreading being predicted incorrectly. This is

an expected result that highlights the difficulty in predicting adiabatic effectiveness

with RANS models. However, since the LES results in this study provide a detailed

turbulence benchmark that most experiments cannot provide we can gain greater in-

sight into how different turbulence quantities are related to the trends in the adiabatic

effectiveness.

The LES results in Figs. 4.2 and 4.3 show how adiabatic effectiveness changes

when BR, DR, and MR increase for a fixed VR. Notably, the jet separation from the

flat plate increases as MR increases which can be seen as a reduction in η downstream

of the hole. For VR = 0.46 this results in a 50% drop of η from 0.3 to 0.15, and for

VR = 0.63, a 66% drop from 0.15 to 0.05. While MR increases, the DR and BR

are also increasing, resulting in more spreading on the flat plate. So, for VR = 0.46,

while the separation reduces cooling near the hole, it recovers such that by x/D = 5,

the high DR/BR case provides the most cooling, in a laterally-averaged sense. At

the higher VR, again the high DR/BR case recovers significantly downstream, but

tends to match the performance of the DR = 1.6 and BR = 1.0 case. This suggests

that spreading increases with DR, but as BR and MR continue to increase there is
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a point where excessive separation hurts the downstream recovery. Additionally, at

the higher VR, the η decreases in all cases.

The separation between the cooling jet and flat plate can be seen clearly on the

z/D = 0 plane which is shown in Fig. 4.4 for VR = 0.63. When DR/BR increases the

coolant penetrates further into the freestream resulting in less cooling just downstream

of the jet. The recovery occurs when the coolant spreads after mixing with the

crossflow which results in a rise in cooling downstream. For example, in LES for DR

= 1.6 the coolant reattaches at x/D = 1.5.

While Figs. 4.2 and 4.3 show RANS to significantly underestimate adiabatic

effectiveness and the effect of MR, there are several positive notes. The trends that

we want to capture with RANS include the separation, spreading, recovery, and

overall adiabatic effectiveness scaling with VR. First, realizable k-ε and SST are both

predicting increased separation as MR increases, however the drop in η downstream

of the hole is much smaller between different MRs. In terms of the spreading of η,

both turbulence models show little evidence that increasing BR and DR is increasing

the spreading. The combined effect of the separation and spreading inaccuracies leads

to cooling predictions that are very similar. For instance, SST at VR = 0.46 shows

that η changes minimally between DR = 1.6 and 2.1; likewise, at VR = 0.63 both

realizable k-ε and SST predict very small changes in η. This makes it challenging for

designers to find optimal cooling configurations. In general, the turbulence models

both capture the recovery of the cooling downstream to be greatest for the case of

DR = 2.1. However, LES shows an absolute difference in η between the low and high

points for DR = 2.1 to be ∼0.15 for both VRs; k-ε predicts ∼0.07, while SST predicts

∼0.1. Conversely, at DR = 1.1 there should be little separation, but SST tends to

overpredict this separation, resulting in unnecessarily large recoveries downstream at

both VRs. Finally, while η is underpredicted by RANS, the scaling of the cooling

with VR is captured by both turbulence models, with η decreasing for all cases as

VR increases.
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(a) DR = 1.1, BR = 0.5, MR = 0.23

(b) DR = 1.6, BR = 0.73, MR = 0.33

(c) DR = 2.1, BR = 0.96, MR = 0.43

Figure 4.5.: Non-dimensional temperature with ωx contour lines at x/D = 2 for VR

= 0.46

To better understand how the coolant spreads three-dimensionally, Figs. 4.5 and

4.6 show contours of non-dimensional temperature at x/D = 2 superimposed with

contour lines of the x-vorticity. The most notable difference is RANS’s inability to

capture the near-wall diffusion, both in the shear layer as well as the core region.

However, k-ε model captures diffusion better than SST above the wall. For a given

VR, the strength of the CRVP is relatively constant, with minimal scaling with MR.

The CRVP is responsible for deforming the coolant profile into a kidney-shape. Again,
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(a) DR = 1.1, BR = 0.68, MR = 0.42

(b) DR = 1.6, BR = 1.0, MR = 0.63

(c) DR = 2.1, BR = 1.3, MR = 0.80

Figure 4.6.: Non-dimensional temperature with ωx contour lines at x/D = 2 for VR

= 0.63

k-ε captures this better than SST, which significantly overestimates the change in

CRVP strength with MR. Also, note that MR increases from 0.23 to 0.43 for VR =

0.46, but from 0.42 to 0.80 for VR = 63. This larger absolute difference explains the

relatively larger change in θ for VR = 0.63.
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4.2.2 Turbulent Kinetic Energy

The turbulent kinetic energy can show regions of enhanced turbulent mixing as

well as the intensity of the mixing. In two-equation RANS models, a transport

equation is solved to directly find k and this is the value that is analyzed here.

However, k can also be defined in terms of Reynolds stresses as 1
2
(ũ′′u′′+ṽ′′v′′+w̃′′w′′),

which is how the LES value is calculated. Figures 4.7 and 4.8 show k at x/D = 0

for LES and RANS. This position was chosen to examine the mixing as soon as the

jet exits the hole, as this will influence the downstream behaviour of the cooling jet.

Interestingly, the LES shows that the magnitude of k tends to scale with MR at a

fixed VR, while the VR tends to influence the structure of the mixing. At VR = 0.46,

the k is highest at the sides of the jet near the wall. This location corresponds to the

mixing by means of the shear layer between the crossflow and the jet, as well as the

mixing by means of the CRVP, these are two large scale interactions that result in

high turbulent energy. This behaviour would certainly enhance the mixing and help

spread the coolant near the wall as was seen in Figs. 4.5 and 4.6. At VR = 0.63,

there is still higher k at the sides of the jet near the wall, but additionally there is

higher k near the center of the jet as well.

Interestingly, the structure of k cannot be replicated by either turbulence model.

Realizable k-ε can capture the increasing magnitude of k with MR and it also captures

the general structural change when VR = 0.63. However, it predicts very low levels of

k at the sides of the jet, near the wall, and instead concentrates most of the turbulent

mixing in the shear layer on the top of the jet. The predictions by SST are slightly

worse, since it shows k is opposite of what LES predicts, with exceptionally low values

where it should be highest. Additionally, the magnitude of k is not changing with

MR. The only trend that SST captures is the structural change when going from VR

= 0.46 to 0.63. Overall, LES shows that k should be concentrated near the sides of

the jet and the magnitude should change with MR; capturing this effect could help

RANS models better predict differences in η when VR is fixed.
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(a) DR = 1.1, BR = 0.5, MR = 0.23

(b) DR = 1.6, BR = 0.73, MR = 0.33

(c) DR = 2.1, BR = 0.96, MR = 0.43

Figure 4.7.: Non-dimensional turbulent kinetic energy at x/D = 0 for VR = 0.46

4.2.3 Reynolds Stresses

When the Navier-Stokes equations undergo Reynolds averaging, the resulting

equations, called RANS, have an unknown term, ũ′′i u
′′
j . This term is the Reynolds

stress and it must be modeled. One such model proposes that much like how the vis-

cous stresses are taken to be proportional to the rate of deformation of fluid elements,

the Reynolds stresses might be proportional to mean rates of deformation; this is the

Boussinesq hypothesis. The Boussinesq hypothesis is a linear relationship between
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(a) DR = 1.1, BR = 0.68, MR = 0.42

(b) DR = 1.6, BR = 1.0, MR = 0.63

(c) DR = 2.1, BR = 1.3, MR = 0.80

Figure 4.8.: Non-dimensional turbulent kinetic energy at x/D = 0 for VR = 0.63

the stress and strain and is the main assumption that two-equation turbulence models

utilize to define the Reynolds stresses; it is defined as follows:

ũ′′i u
′′
j = −2νt

(
Sij −

1

3

∂ũk
∂xk

δij

)
+

2

3
kδij (4.1)

where νt is the eddy viscosity, Sij = 1
2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
is the strain rate tensor, and δij

is the Kronecker delta. The eddy viscosity is computed from the turbulent kinetic

energy and the dissipation rate. One particular weakness of this approach is that

the anisotropy of the Reynolds stress tensor is simply a copy of the anisotropy of the
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strain rate tensor. In complex flows that exhibit high degrees of anisotropy, such as

a jet-in-crossflow, this treatment may be too simplistic. Using Eq. 4.1 the Reynolds

stress components predicted by RANS can be compared directly to the LES results.

Note that LES resolves the turbulent fluctuations, therefore the Reynolds stresses

are computed directly without the need of any model. As was shown in Chapter 3,

the ũ′′w′′ component is difficult for RANS to predict accurately over varying VRs.

Figure 4.9 plots contours of this component at x/D = 0 to determine how it scales

when VR is fixed at 0.46. The LES results show that the magnitude increases with

MR, especially near the wall, where ũ′′w′′ from the sides of the jet curves around

underneath the jet. While RANS predicts an increase in magnitude with MR, it

predicts very little change in ũ′′w′′ near the wall. In fact, both models predict ũ′′w′′

values near zero too far off the wall.

4.2.4 Turbulent Heat Flux

Two-equation RANS models use the gradient-diffusion hypothesis (GDH) to model

the turbulent heat flux, and it is given by

ũ′′i θ
′′ = − νt

Prt

∂θ̃

∂xi
, (4.2)

where Prt is the turbulent Prandtl number (Prt = 0.85 in the RANS simulations).

The turbulent heat flux gives the direction and magnitude of the turbulent transport

of heat. The gradient-diffusion hypothesis assumes that turbulence transports heat

in the direction of the temperature gradient. When it comes to improving turbulence

models, it is generally this model along with the Boussinesq hypothesis that receive

the most attention. This is where LES, which resolves these terms directly without

models, can provide invaluable insight. Figures 4.10 - 4.12, show each component of

Eq. 4.2 at x/D = 0 for VR = 0.46. The high contrast contours highlight the positive

and negative components. While the ṽ′′θ′′ and w̃′′θ′′ show similar magnitudes between

the LES and RANS, the ũ′′θ′′ component is underpredicted, especially at the wall. In

general, RANS struggles to capture the near wall region, as was seen in the turbulent
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(a) DR = 1.1, BR = 0.5, MR = 0.23

(b) DR = 1.6, BR = 0.73, MR = 0.33

(c) DR = 2.1, BR = 0.96, MR = 0.43

Figure 4.9.: Non-dimensional ũ′′w′′ at x/D = 0 for VR = 0.46

kinetic energy and Reynolds stresses as well. However, above the wall, realizable k-ε

more closely resembles the LES contours.

Interestingly, the LES shows in Figs. 4.10 - 4.12 that the magnitude in all com-

ponents of the turbulent heat flux only increases ∼1.5 times between the lowest and

highest MRs, with the structure remaining relatively constant. This is significant, be-

cause turbulent kinetic energy and ũ′′w′′ was shown to increase ∼2.5 times between

the lowest and highest MR for a fixed VR. Previous studies [58] have shown that im-

proving the turbulent heat flux model can improve lateral spreading in film cooling.
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(a) DR = 1.1, BR = 0.5, MR = 0.23

(b) DR = 1.6, BR = 0.73, MR = 0.33

(c) DR = 2.1, BR = 0.96, MR = 0.43

Figure 4.10.: Non-dimensional ũ′′θ′′ at x/D = 0 for VR = 0.46

However, these results suggest that Reynolds stresses play a larger role than turbulent

heat flux when it comes to predicting cooling trends and the scaling of cooling with

MR.

Summary

A computational study based on LES was performed to examine how adiabatic

effectiveness and turbulence quantities scale with BR, DR, and MR when the VR
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(a) DR = 1.1, BR = 0.5, MR = 0.23

(b) DR = 1.6, BR = 0.73, MR = 0.33

(c) DR = 2.1, BR = 0.96, MR = 0.43

Figure 4.11.: Non-dimensional ṽ′′θ′′ at x/D = 0 for VR = 0.46

is fixed. Additionally, two RANS turbulence models, realizable k-ε and SST, were

evaluated to determine how well they predict trends in adiabatic effectiveness and

which modeled terms most impact these trends.

For a fixed VR, the cooling directly downstream of the hole drops and separation

increases as MR increases. For VR = 0.46, this results in higher cooling near the

hole for smaller MR, but lower cooling downstream compared to higher MR. For the

higher VR, a similar trend is seen near the hole, but further downstream, the highest

MR no longer outperforms the lower MRs. Additionally, overall cooling drops when
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(a) DR = 1.1, BR = 0.5, MR = 0.23

(b) DR = 1.6, BR = 0.73, MR = 0.33

(c) DR = 2.1, BR = 0.96, MR = 0.43

Figure 4.12.: Non-dimensional w̃′′θ′′ at x/D = 0 for VR = 0.46

VR increases. RANS can predict lower cooling near the hole as MR increases, but the

magnitude of the cooling drop is underpredicted. Further downstream, both RANS

models fail to predict the expected differences in adiabatic effectiveness for different

MRs. However, RANS does show that overall adiabatic effectiveness drops when VR

increases.

The turbulent kinetic energy is found to increase near the hole with MR for a

fixed VR. The structure of k reveals that that turbulence mixing is most intense on

the sides of the jet near the wall. However, both RANS models significantly under-
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predict k at this location. The ũ′′w′′ component of Reynolds stress was shown to

increase in magnitude with MR, however, the RANS models were found to signifi-

cantly underpredict the near wall values over the range of MRs. The final turbulence

quantity that was evaluated was the turbulent heat flux. This term again was found

to be underpredicted by RANS near the walls, and the ũ′′θ′′ terms was underpredicted

throughout the entire jet region. However, while the LES showed that the Reynolds

stresses and turbulent kinetic energy scaled noticeably with MR, all components of

the turbulent heat flux show very little change over a range of MRs. This suggests

that the Reynolds stresses play a larger role than turbulent heat flux when it comes

to predicting trends in film cooling, especially when the VR is fixed.
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5. CONCLUSIONS AND RECOMMENDATIONS

5.1 Summary of Research and Findings

An LES study was performed to understand the effects of VR on the turbulent

structure and effectiveness for film cooling of a flat plate through round holes. Addi-

tionally, the effect of the inlet boundary condition was evaluated. The implicit LES

results were verified by comparing the turbulent boundary layer profiles and veloc-

ity spectra on different grids. The adiabatic effectiveness and velocity profiles were

validated by comparing with experimental measurements.

• The implicit LES approach was shown to resolve 99.95% of energy-containing

eddies and agreed within 5% of DNS and experimental turbulent boundary layer

measurements at Reδmom = 670.

• The instantaneous flow results showed how the shear layer between the jet

and crossflow became more unstable as the VR increased. At a low VR the

shear layer vortex exhibited a negative z-vorticity, while a high VR showed a

positive z-vorticity. The impact of this change in vorticity manifested itself

most noticeably in the ũ′′v′′ and ũ′′θ′′ statistics, which highlight a shift in the

nature of the large-scale mixing.

• Analysis of the non-dimensional temperature, vorticity, Reynolds stresses, and

turbulent heat flux reveal that the strength of the CRVP and turbulent mix-

ing scales with VR. Increasing DR at a fixed BR is effectively reducing the

VR. Consequently, the CRVP and turbulent mixing weakens resulting in less

entrainment of hot crossflow gas and higher film-cooling effectiveness.

• Good agreement with experimental thermal and PIV measurements was found

between the LES simulations employing a resolved turbulent boundary layer,
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whereas the LES simulations with a mean profile exhibited good agreement at

high VRs, but tended to overestimate cooling at low VRs. The mean profile

at low VRs resulted in a horseshoe vortex forming upstream of the film-cooling

hole which helps to pull cool fluid from the jet outwards toward the wall. The

unsteadiness in a resolved turbulent boundary layer inhibits the formation of a

horseshoe vortex and the increased mixing reduces the spreading of the coolant.

At a high VR it was found that the horseshoe vortex forms for a mean bound-

ary layer, but it gets entrained into the jet and does not enhance the cooling

performance. The relatively low turbulent kinetic energy in the jet at a low

VR tends to become enhanced in the presence of a resolved turbulent boundary

layer, while at a high VRs the jet is already quite energetic and tends not to be

affected by the turbulent boundary layer. In general, both a mean and resolved

turbulent boundary layer provide sufficient cooling predictions at VR > 0.6,

but at low VRs the upstream boundary layer should be resolved to accurately

predict the cooling performance.

The LES results generated provided new insights into turbulence scaling in film

cooling. This data can also be used to find weaknesses in popular turbulence models

for film cooling. To get baseline turbulence modeling data for film cooling, two RANS

turbulence models were studied: realizable k-ε and k-ω SST. These RANS simulations

were studied for the same geometry and flow conditions as the LES. The thermal and

turbulent flow field, Boussinesq hypothesis and gradient-diffusion hypothesis were

evaluated.

• In general, RANS can predict the scaling of turbulent kinetic energy and CRVP

strength with VR. However, k-ε tends to underpredict the CRVP strength,

whereas SST tends to overpredict the CRVP strength. Matching the eddy vis-

cosity predicted by LES could yield more accurate predictions of the CRVP

strength in RANS simulations. RANS also underpredicts the near wall tem-

perature gradient, this leads to the noticeable lack of lateral spreading of the

coolant.
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• The LES data was used to examine the Boussinesq hypothesis. In general, the

assumed linear relationship between stress and strain fields is reasonable for

y/D & 0.2, especially for lower VRs. There is some evidence of misalignment

of the stress and strain at higher VRs due to the curvature in the streamline

induced by the strong CRVP, suggesting that a curvature correction should be

utilized.

• In the near wall region (y/D . 0.2), there are non-zero strain rates that are

difficult to scale to near-zero stresses, notably S12 and S23. Using the method of

least-squares an “ideal” scalar eddy viscosity was solved for by using the LES

data. This eddy viscosity showed that realizable k-ε overpredicted the eddy

viscosity while SST underpredicted it. This result correlates with the relative

strengths of the CRVP predicted by each model. However, the eddy viscosity

from LES approaches zero too far from the wall. Further analysis reveals that

this leads to incorrect predictions of Reynolds stresses near the wall, notably

ũ′′w′′, which influences spreading of the flow laterally over the wall. Thus,

anisotropy must be accounted for in the near-wall region, since a scalar eddy

viscosity cannot account for the behavior of ũ′′w′′ and ũ′′v′′ simultaneously.

• The gradient-diffusion hypothesis was evaluated with LES data, showing that

film-cooling flow exhibits counter-gradient diffusion near the wall at all VRs

as well as in the shear layer at the top of the jet at the highest VR. This

directly violates the assumption of the gradient-diffusion hypothesis. However,

manipulating the eddy diffusivity or Prt could offer possible work-arounds. The

Prt was estimated with LES data using the method of least-squares, and it was

found to decreases to values near 0.1 near the wall, much less than the constant

0.85 that RANS assumes. These results suggest Prt should vary spatially, or

a non-scalar eddy diffusivity should be utilized near the wall in order to apply

the gradient-diffusion hypothesis to film-cooling flow.
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The findings thus far have shown that turbulence tends to scale with VR and

several effects of VR on turbulence modeling were addressed. However, it is also of

interest to understand how turbulence scales with BR, DR, MR when VR is fixed.

The LES results continue to provide guidance regarding errors in realizable k-ε and

k-ω SST turbulence models, specifically regarding trends in cooling and mixing. The

adiabatic effectiveness trends, turbulent kinetic energy, Reynolds stresses, and turbu-

lent heat flux were analyzed.

• For a fixed VR, the cooling directly downstream of the hole drops and separation

increases as MR increases. For VR = 0.46, this results in higher cooling near the

hole for smaller MR, but lower cooling downstream compared to higher MR. For

the higher VR, a similar trend is seen near the hole, but further downstream,

the highest MR no longer outperforms the lower MRs. Additionally, overall

cooling drops when VR increases. RANS can predict lower cooling near the

hole as MR increases, but the magnitude of the cooling drop is underpredicted.

Further downstream, both RANS models fail to predict the expected differences

in adiabatic effectiveness for different MRs. However, RANS does show that

overall adiabatic effectiveness drops when VR increases.

• The turbulent kinetic energy is found to increase near the hole with MR for a

fixed VR. The structure of k reveals that that turbulence mixing is most intense

on the sides of the jet near the wall. However, both RANS models significantly

underpredict k at this location.

• The ũ′′w′′ component of Reynolds stress was shown to increase in magnitude

with MR, however, the RANS models were found to significantly underpredict

the near wall values over the range of MRs.

• The turbulent heat flux was found to be underpredicted by RANS near the

walls, and the ũ′′θ′′ terms was underpredicted throughout the entire jet region.
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• The LES showed that the Reynolds stresses and turbulent kinetic energy scaled

noticeably with MR, whereas all components of the turbulent heat flux show

very little change over a range of MRs. This suggests that the Reynolds stresses

play a larger role than turbulent heat flux when it comes to predicting trends

in film cooling, especially when the VR is fixed.

5.2 Recommendation for Future Studies

There are several possibilities for future research based on this work.

• This study offers the most comprehensive turbulence data for film cooling to

date. However, there is continued industry interest in determining whether

the conclusions presented for round holes hold for shaped holes or compound-

angle holes. In particular, jets issued through shaped holes can remain attached

at much higher VRs compared to round roles. In compound-angle holes, the

CRVP becomes biased resulting in one large dominant vortex. The effect of

these special considerations on turbulence scaling is of interest.

• This study makes several conclusions regarding modeling weaknesses. Notably,

the near wall region (y/D < 0.2) downstream of the film-cooling hole is the most

inaccurate. This suggests that a two-layer approach, similar to Lakehal [45],

may be the most direct solution. Lakehal used DNS data from channel and

boundary layer flows to inform the model. However, the recent improvements

in computer power has increased the availability of high resolution LES film-

cooling data. This model could account for anisotropy by allowing tensor forms

of eddy viscosity and eddy diffusivity in the near wall region.

• The availability of DNS and LES data sets has also increased the popularity

of machine learning for turbulence modeling of film-cooling. Several findings

from this work are directly applicable to machine learning studies: (1) The

change in mixing physics (see Chapter 2) at higher VR must be considered when
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training the model; (2) The near wall region shows the largest modeling errors,

thus this region must be well resolved; (3) Careful attention must be paid that

the model improves capturing film cooling trends, Chapter 4 highlights regions

where significant adiabatic effectiveness trends react to MR when changes in

turbulent heat flux are minimal.
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A. POPE’S MODEL SPECTRUM

This appendix provides details regarding Pope’s model spectrum [74] used in Chapter

2 including additional equations and sample code. Note that in this appendix η is

the Kolmogorov length scale.

Recall the dimensional equations:

E(κ) = Cε2/3κ−5/3fL(κL)fη(κη) (A.1)

fL(κL) =

[
κL√

(κL)2 + cL

]5/3+p0
(A.2)

fη(κη) = exp(−β[(κη)4 + c4η]
1/4 − cη) (A.3)

k =

∫ ∞
0

E(κ)dκ (A.4)

ε = 2ν

∫ ∞
0

κ2E(κ)dκ. (A.5)

E11(κ1) =

∫ ∞
κ1

E(κ)

κ

(
1− κ21

κ2

)
dκ (A.6)

The non-dimensional energy spectra is

E(κη)

(ν5ε)1/4
= C(κη)−5/3fL(κL)fη(κη). (A.7)

where κL = κηRe
3/4
L .

The non-dimensional turbulent kinetic energy equation is

√
ReL =

∫ ∞
0

E(κη)

(ν5ε)1/4
d(κη). (A.8)
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The non-dimensional dissipation equation is

1

2
=

∫ ∞
0

(κη)2
E(κη)

(ν5ε)1/4
d(κη). (A.9)

The non-dimensional 1-D longitudinal spectra is

E11(κ1η)

(ν5ε)1/4
=

∫ ∞
κ1η

[
E(κη)

(ν5ε)1/4

]
κη

(
1− (κ1η)2

(κη)2

)
d(κη) (A.10)

A.1 Code and Output

The Matlab script to solve the non-dimensional equations at a desired ReL is given

below. The three-dimensional and one-dimensional longitudinal spectra are plotted

in Fig. A.1 using Saddoughi and Veeravalli’s [75] turbulent boundary layer data.
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(a) Three-dimensional spectra

κ1η

10
-5

10
0

E
11
/(
ǫ
ν
5
)1

/4

10
-5

10
0

10
5

(b) One-dimensional longitudinal spectra

Figure A.1.: Sample output for Pope’s model spectra, ReL = 26700.

1 %%%%%%%

2 % Compute Popes Model Spectrum − Non−d imens i ona l i z ed

3 % Zachary Strat ton

4 % Ph .D. D i s s e r t a t i o n Appendix A

5 % 2019

6 %%%%%%%
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7

8 c l c ;

9 c l e a r a l l ;

10 c l o s e a l l ;

11

12 %Example : Saddoughi & V e e r a v a l l i f o r Low speed , y = 515

13 tke = 0 . 7 3 / 2 ; %mˆ2/ s ˆ2

14 e p s i l o n = 0 . 3 3 ; %mˆ2/ s ˆ3

15 ko lm sca l e = 0 .32/1000 ; %m

16 nu = 1.512 e−5; %mˆ2/ s

17

18 Re L = tke ˆ2/( e p s i l o n ∗nu)

19 %Re L = 20000000

20

21 %Model Constants

22 C = 1 . 5 ;

23 beta = 5 . 2 ;

24 p 0 = 2 ;

25

26 %Def ine the func t i on − 1 s t equat ion s a t i s f i e s TKE, 2nd

equat ion s a t i s f i e s

27 %d i s s i p a t i o n ; f unc t i on v a r i a b l e i s x where x (1 ) = c L and x

(2 ) =

28 %c e t a ; the v a r i a b l e being i n t e g r a t e d i s eta kap , note that

kappa∗L =

29 %eta kap ∗Re L ˆ(3/4) :

30 fun = @( x ) [ s q r t ( Re L ) − i n t e g r a l (@( eta kap ) C .∗ eta kap

.ˆ(−5/3) .∗ . . .
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31 ( eta kap .∗Re L . ˆ ( 3 / 4 ) . / ( ( eta kap .∗Re L . ˆ ( 3 / 4 ) ) . ˆ2 +

x (1) ) . ˆ ( 1 / 2 ) ) . ˆ (5/3 + p 0 ) .∗ . . .

32 exp(−beta . ∗ ( ( ( eta kap ) .ˆ4 + x (2) . ˆ 4 ) . ˆ ( 1 / 4 ) − x (2 ) ) )

,10 e−15 ,1000) , . . .

33 (1/2) − i n t e g r a l (@( eta kap ) eta kap .ˆ2 .∗ C .∗

eta kap .ˆ(−5/3) .∗ . . .

34 ( eta kap .∗Re L . ˆ ( 3 / 4 ) . / ( ( eta kap .∗Re L . ˆ ( 3 / 4 ) ) . ˆ2 +

x (1) ) . ˆ ( 1 / 2 ) ) . ˆ (5/3 + p 0 ) .∗ . . .

35 exp(−beta . ∗ ( ( ( eta kap ) .ˆ4 + x (2) . ˆ 4 ) . ˆ ( 1 / 4 ) − x (2 ) ) )

,10 e−15 ,1000) ] ;

36

37 opt ions = opt imopt ions ( ’ f s o l v e ’ , ’ Display ’ , ’ i t e r ’ , ’ TolFun ’ ,1 e

−30, ’TolX ’ ,1 e−30, ’ MaxFunEvals ’ , 1000) ;

38 x0 = [ 1 0 , 1 ] ;

39 x = f s o l v e ( fun , x0 , opt ions ) ;

40

41 %d e f i n e c L and c e t a ; now you have de f ined f L and f e t a f o r

the g ive Re L

42 c L = x (1)

43 c e t a = x (2)

44

45 % plug in r e s u l t s and s o l v e f o r non−dimens iona l E as func t i on

o f kappa∗ eta

46 eta kap = logspace (−10 ,10 ,1000) ;

47 E = C .∗ eta kap .ˆ(−5/3) .∗ . . .

48 ( eta kap .∗Re L . ˆ ( 3 / 4 ) . / ( ( eta kap .∗Re L . ˆ ( 3 / 4 ) ) . ˆ2 +

x (1) ) . ˆ ( 1 / 2 ) ) . ˆ (5/3 + p 0 ) .∗ . . .

49 exp(−beta . ∗ ( ( ( eta kap ) .ˆ4 + x (2) . ˆ 4 ) . ˆ ( 1 / 4 ) − x (2 ) ) ) ;

%d iv id e by ( e p s i l o n .∗ nu . ˆ 5 ) . ˆ ( 1 / 4 )
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50

51 %Plot 3−D spectrum

52 l o g l o g ( eta kap ,E, ’ k− ’ , ’ l i n ew id th ’ , 1 . 7 )

53 a x i s ( [ 1 0 e−8 10 e2 10e−8 10 e8 ] )

54 x l a b e l ( ’ $\kappa \ eta$ ’ , ’ I n t e r p r e t e r ’ , ’ LaTex ’ , ’ FontSize ’ ,

17)

55 y l a b e l ( ’$E/(\ e p s i l o n \nuˆ5) ˆ{1/4}$ ’ , ’ I n t e r p r e t e r ’ , ’ LaTex ’ , ’

FontSize ’ , 17)

56 s e t ( gca , . . .

57 ’ FontSize ’ , 14 , . . .

58 ’FontName ’ , ’ Times ’ , . . .

59 ’Box ’ , ’ on ’ , . . .

60 ’ TickDir ’ , ’ in ’ , . . .

61 ’ TickLength ’ , [ . 0 2 . 0 2 ] , . . .

62 ’ XMinorTick ’ , ’ on ’ , . . .

63 ’ YMinorTick ’ , ’ on ’ , . . .

64 ’ YGrid ’ , ’ o f f ’ , . . .

65 ’ LineWidth ’ , 1 . 4 ) ;

66

67 % Compute l o n g i t u d i n a l 1−D spectrum

68 kap 1 = logspace (−8 ,10 ,1000) ;

69 f o r i = 1:1000

70 % kap 1 ( i ) = 10e−8 + 10000∗( i −1) ;

71 E 11 ( i ) = i n t e g r a l (@( eta kap ) C .∗ ( 1 . / eta kap ) .∗

eta kap .ˆ(−5/3) .∗ . . .

72 ( eta kap .∗Re L . ˆ ( 3 / 4 ) . / ( ( eta kap .∗Re L . ˆ ( 3 / 4 ) ) . ˆ2 +

x (1) ) . ˆ ( 1 / 2 ) ) . ˆ (5/3 + p 0 ) .∗ . . .

73 exp(−beta . ∗ ( ( ( eta kap ) .ˆ4 + x (2) . ˆ 4 ) . ˆ ( 1 / 4 ) − x (2 ) ) )

.∗ . . .
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74 (1 − ( kap 1 ( i ) . ˆ 2 . / eta kap . ˆ 2 ) ) , kap 1 ( i ) ,1000) ;

75 end

76

77 %Plot l o n g i t u d i n a l 1−D spectrum

78 f i g u r e (2 )

79 l o g l o g ( kap 1 , E 11 , ’ k− ’ , ’ l i n ew id th ’ , 1 . 7 )

80 a x i s ( [ 1 0 e−8 10 e2 10e−8 10 e8 ] )

81 x l a b e l ( ’ $\kappa 1 \ eta$ ’ , ’ I n t e r p r e t e r ’ , ’ LaTex ’ , ’ FontSize ’ ,

17)

82 y l a b e l ( ’ $E {11}/(\ e p s i l o n \nuˆ5) ˆ{1/4}$ ’ , ’ I n t e r p r e t e r ’ , ’ LaTex

’ , ’ FontSize ’ , 17)

83 s e t ( gca , . . .

84 ’ FontSize ’ , 14 , . . .

85 ’FontName ’ , ’ Times ’ , . . .

86 ’Box ’ , ’ on ’ , . . .

87 ’ TickDir ’ , ’ in ’ , . . .

88 ’ TickLength ’ , [ . 0 2 . 0 2 ] , . . .

89 ’ XMinorTick ’ , ’ on ’ , . . .

90 ’ YMinorTick ’ , ’ on ’ , . . .

91 ’ YGrid ’ , ’ o f f ’ , . . .

92 ’ LineWidth ’ , 1 . 4 ) ;


