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ABSTRACT

MSC, Purdue University, May 2019. Photoplythesmogram (PPG) Signal Reliability
Analysis in a Wearable Sensor-Kit. Major Professor: Mireille Boutin.

In recent years, there has been an increase in the popularity of wearable sensors

such as electroencephalography (EEG) sensors, electromyography (EMG) sensors,

gyroscopes, accelerometers, and photoplethysmography (PPG) sensors. This work is

focused on PPG sensors, which are used to measure heart rate in real time. They

are currently used in many commercial products such as Fitbit Watch and Muse

Headband . Due to their low cost and relative implementation simplicity, they are

easy to add to custom-built wearable devices.

We built an Arduino-based wearable wrist sensor-kit that consists of a PPG sensor

in addition to other low cost commercial biosensors to measure biosignals such as

pulse rate, skin temperature, skin conductivity, and hand motion. The purpose of

the sensor-kit is to analyze the effects of stress on students in a classroom based on

changes in their biometric signals. We noticed some failures in the measured PPG

signal, which could negatively affect the accuracy of our analysis. We conjectured

that one of the causes of failure is movement. Therefore, in this thesis, we build

automatic failure detection methods and use these methods to study the effect of

movement on the signal.

Using the sensor-kit, PPG signals were collected in two settings. In the first

setting, the participants were in a still sitting position. These measured signals were

manually labeled and used in signal analysis and method development. In the second

setting, the signals were acquired in three different scenarios with increasing levels of

activity. These measured signals were used to investigate the effect of movement on

the reliability of the PPG sensor.
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Four types of failure detection methods were developed: Support Vector Machines

(SVM), Deep Neural Networks (DNN), K-Nearest Neighbor (K-NN), and Decision

Trees. The classification accuracy is evaluated by comparing the resulting Receiver

Operating Characteristic (ROC) curves, Area Above the Curve (AAC), as well as the

duration of failure and non-failure sequences. The DNN and Decision Tree results

are found to be the most promising and seem to have the highest error detection

accuracy.

The proposed classifiers are also used to assess the reliability of the PPG sensor in

the three activity scenarios. Our findings indicate that there is a significant presence

of failures in the measured PPG signals at rest, which increases with movement. They

also show that it is hard to obtain long sequences of pulses without failure. These

findings should be taken into account when designing wearable systems that use heart

rate values as input.
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1. INTRODUCTION

1.1 Motivation

There has been an increase in demand for wearable health monitoring devices such

as smart watches and fitness trackers in recent years. In 2016, the global wearable

sensors market size was valued at $149.3 million and it is expected to reach $2.86

billion by 2025 [1]. Initially, these wearable sensors were mostly used for fitness

tracking, for example tracking the number of steps. Now they have advanced to

include heart rate, glucose level, and blood pressure measurements [2]. Some devices

are also being used to gather information on particular diseases to aid in the diagnosis

and/or management of these diseases such as sleep apnea, diabetes, and cardiovascular

diseases [3].

Heart rate (HR) is one of the most valuable measurements. Traditionally, ECG

was used for the purpose of measuring HR, but it is not easily implemented in wear-

able, wireless devices. Therefore, PPG sensors have emerged as an alternative to mon-

itor HR [4]. PPG sensors are non-invasive sensors that optically detect the change in

the volume of blood flow by emitting infrared light and measuring the changes in the

intensity of the light reflected from the tissues and blood vessels. They are mainly

used to estimate the HR since there is a correlation between the peak locations in

the PPG and a cardiac cycle [5]. The possibility of using PPG signals for purposes

other than HR estimation has been studied and looks promising. It has been shown

that the second derivative of the PPG signal can give important health information [6]

that could assist in the evaluation and diagnosis of various cardiovascular diseases [2].

PPG signals have also been used in stress level detection applications [7, 8].

Consequently, when building a low cost device that estimates the stress level

in students, using PPG sensors in that device was the obvious choice. For that
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purpose, we built an Arduino-based wearable wrist sensor-kit that consists of multiple

affordable commercial biosensors. One of which is a PPG sensor. Analyzing the

output PPG signal revealed that it does not always follow the typical PPG waveform.

There are also instances where the signal is very noisy or saturated. Unfortunately,

this could result in inaccurate heart rate estimation and stress level detection.

To solve this issue, we need a system that can automatically detect signal failures

in order to discard them so they do not negatively affect the subsequent inferences

(activity level, stress,...). We also need to understand why these failures occur and

what causes them. Therefore, in this thesis, we analyze the PPG signal and design

several methods that can automatically detect failures in the signal. Furthermore, we

investigate how activity affects the amount of failures in PPG signals to offer some

insight into the reliability of the PPG sensors when movement is introduced.

In the remainder of this chapter, we will describe PPG signals and their properties.

We will also provide a review of previous work that has been done to detect artifacts

in PPG signals as well as the challenges that arise when dealing with these signals.

1.2 Photoplethysmography (PPG)

PPG sensors are non-invasive sensors that are typically worn on fingers, earlobe,

forehead, and wrist. They emit infrared light and measure the intensity of the light

reflected from the tissues and blood vessels. This corresponds to the changes in blood

volume. PPG sensors are low-cost and simple to implement in wearable devices,

which is why they have emerged as an alternative for Electrocardiogram (ECG) to

measure HR.

The acquired PPG signals consist of a high-frequency AC component superim-

posed on a slow-varying DC component. The DC component is controlled by respira-

tion, whereas the AC component changes with the blood volume variations with each

heartbeat [4]. This can be seen in the typical waveform of a PPG pulse (Figure 1.1),

which consists of a systolic phase and a diastolic phase. The distance between two
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consecutive systolic peaks (known as the peak to peak interval) represents a complete

cardiac cycle [5], which is why PPG is used to estimate the HR.

Fig. 1.1. Typical PPG waveform.

Besides estimating the HR, PPG can be used to estimate blood pressure (BP)

[9,10]. In [11] the relative amplitude of the diastolic peak to the systolic peak is used

to measure BP. In [9] three methods are implemented to detect the diastolic peak in

the PPG waveform. The diastolic peak location is important to calculate the Pulse

Transit Time (PTT) which is correlated with BP [12–14].

Since stress is highly associated with BP and HR, and both HR and BP can

be estimated from several PPG waveform properties, PPG signals can be used to

estimate stress levels [15–19].

1.3 Literature Survey

Although PPG sensors are low-cost and easy to implement, they are highly affected

by motion and pressure disturbances [4]. There have been many attempts to reduce

motion artifacts in corrupted PPG signals.
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Multiple studies attempted to classify the signal by performing time-domain anal-

ysis on the pulse waveform morphology. A real-time segmentation and artifact detec-

tion based on the PPG waveform is proposed in [20]. The procedure is divided into

six stages: first, clipped values from the raw signal are removed before performing

any filtering. After that the signal is passed through a low-pass filter and a high-pass

filter. In the fourth stage potential valleys and peaks are detected using adaptive

thresholding, by applying a moving average filter with a span size of 75% of the last

valid pulse waveform. For every window position, the maximum value is considered

a potential peak and the minimum value is considered a potential valley. After that,

diastolic peaks are discarded by checking if the vertical distance between the the peak

and the valley are bigger than the previous valid pulse. When a complete pulse wave

is detected several tests are performed such as rise time, systolic-to-diastolic duration

ratio and number of diastolic peaks. Lastly, relative artifact detection is performed

by comparing the rise time, duration and peak value of the current pulse with the

previous pulse. This method resulted in a TPR of 99.6% and a FPR of 9.3%. It

is worth noting that the number of disturbed pulses is estimated using the duration

of undisturbed adjacent pulses. That is because the segments with failures might

actually be composed of more than one heart pulse.

A similar algorithm is presented in [21] aiming to classify a pulse as “good” if a

reliable heart rate can be obtained from it. The algorithm first detects peaks using a

three-point peak detector. The second step is to calculate the HR from a 10 seconds

window of the signal. The HR must be between 40 to 180 beats per minute. The

algorithm then checks the maximum peak-to-peak duration is 3 seconds. If these

checks are passed then template mapping is applied to classify each pulse. Template

matching measures the correlation between pulses and decides the label based on how

similar the pulses are. The resulting TPR is 91% with a FPR of 5%.

Another method is proposed in [22], where a minimum filter is used to find the

lower envelope of the signal. This envelope is used to detect the troughs which helps

in detecting diastolic peaks, since they are the maximum values between consecutive
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troughs. After that, thresholding is applied on the pulse amplitude, trough depth

difference and pulse width to find bad pulses. The algorithm performed poorly when

the transition from good to bad in the PPG signal is gradual. The resulting mean

TPR is 89% and mean FPR is 23%.

All of these studies are concerned with using the PPG signal to derive a reliable

HR, and therefore they do not consider the presence of the diastolic peak. This is

reflected in their labeling procedure. In addition, their data was collected in controlled

lab environments using advanced sensors, whereas our data is collected using low-cost

commercial sensors in a wearable device. There are other studies that collect data

using a wearable device [5, 23] but their aim is to also enhance HR monitoring and

not the reliability of the PPG signal itself.
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2. WEARABLE SENSOR-KIT

Our sensor-kit, shown in Figure 2.1, is an Arduino-based device that consists of several

biosensors attached to a wrist brace. It was designed and built for the purpose of

measuring students’ biometrics to estimate their stress levels. In order to do that, we

needed a device that is small, light, low-cost, and reliable. A manual describing how

to build the sensor-kit is available on the Purdue University Research Repository [24].

We summarize the instructions below.

Fig. 2.1. Wearable wrist sensor-kit.

The bio-signals measured using the sensor-kit include skin temperature, skin con-

ductivity, arm/hand motion, pulse rate and muscle intention. They are all measured

using low-cost commercial sensors. The total cost of the sensor-kit is about $150.

To build the sensor-kit, we utilized five types of sensors and connected them to a

microcontroller. These components are all sewed on a wrist brace and need a 9V

Lithium-ion battery to function. The components used are the following:
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1. Microcontroller: Longruner Mini Nano Microcontroller Board Module for

Arduino,

2. Bluetooth Module: DSD Tech Blurtooyj Serial Pass-through Module HC-05,

3. Gyroscopic and Temperature Breakout Board: Adafruit 9-DOF Ac-

celerometer/ Magnetometer/ Gyroscope and Temperature Breakout Board, this

is referred to as GYRO Sensor in the schematic diagram in Figure 2.3,

4. Terminal Adapter Shield Expansion Board: Aideepen 5pcs Nano Screw

Terminal Adapter Shield Expansion Board Nano V3.0 AVR ATMEGA328P-AU

Module for Arduino,

5. Temperature Sensor: Adafruit MCP9808 High Accuracy 12C Temp Sensor

Breakout Board. Two such sensors are used. One is placed on the thumb

(Thumb Temp), and one on the palm close to the base of the thumb (Palm

Temp),

6. Pulse Sensor: Asiawill Pulse Heart Rate Sensor Module for Arduino, which

is placed on the ring finger,

7. Galvanic Skin Response (GSR) Sensor: Seeed Grove GSR Sensor, which

is placed on the index and middle fingers,

8. Gyrocsopic Sensor: Adafruit LSM9DSO FLORA 9-DOF Accelerometer/ Gy-

roscope/ Magnetometer, which is placed on the forearm and referred to as

FLORA in the schematic diagram in Figure 2.3.

2.1 Building the Sensor-kit

To build the sensor-kit, the following items are needed in addition to the sensors

mentioned before:

1. Battery Connector,
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2. Hook-Up Wire Spool Set,

3. Wrist Brace,

4. Velcro Strap,

5. Adhesive Velcro Patches,

6. Soldering Iron and Solder,

7. Needles and Threads,

8. Scissors and Wire Cutting/Crimping/Stripping Tools.

The Arduino is first connected to the expansion board by soldering and then the

expansion board is sewed onto the wrist brace. The gyroscopic and temperature

breakout board, the GSR sensor, and the Bluetooth module are also sewed onto the

wrist brace as in Figure 2.2.

Fig. 2.2. A closer look at the component placement on the wrist brace.

The pulse sensor is sewed onto a Velcro strap to allow for adjustable pressure on

the finger. The thumb temperature sensor is also attached to a Velcro strap. The

palm temperature sensor as well as the FLORA gyroscope sensor are taped on the

skin of the person wearing the sensor-kit.

The connections between the Arduino and the sensors can be seen in Figure 2.3.

The details on how to set up the Arduino-Bluetooth-PC connections can be found on

the project’s website [25], as well as the construction manual [24].
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Fig. 2.3. Sensor-kit schematic diagram.
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The code that initializes the data acquisition process and reads the output of the

sensors and sends it to the laptop via Bluetooth was written in Python. It is available,

along with the Arduino code, at [24].

2.2 Extracting Raw PPG Signal

In this study we are interested in the PPG signal. We therefore wrote a code that

can extract the raw PPG signal from the output signal of the pulse sensor.

Some examples of the PPG signals that were collected using the sensor-kit can

be seen in Figures 2.4 and 2.5. We can see that there are areas where the signal

follows the waveform of a typical PPG signal. However, some areas are very noisy as

in Figure 2.4. And others are saturated as in Figure 2.5. Some of the possible causes

for this are pressure and motion as PPG signals are highly affected by motion and

pressure disturbances [4].

Fig. 2.4. Example of a noisy PPG signal measured with the sensor-kit.
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Fig. 2.5. Example of a saturated PPG signal measured with the sensor-kit.

These failures in the signal make it hard to detect the systolic and diastolic peaks,

which negatively effects the accuracy of the stress level detection. Therefore, we need

to design a failure detection method that can automatically find the failures in the

PPG so they can be removed and would not effect the stress estimation.
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3. METHODOLOGY

In order to design a method that can detect failures in PPG signals, we first need to

analyze the signals and identify the characteristics that make failures distinguishable.

We do this by first collecting data and manually labeling it to build a ground truth

and gain an insight on the signal properties. Then we implement a method to segment

the signal into windows that correspond to individual heart pulses. After that, we

calculate some features that describe the geometry of each window. Lastly, we build

four methods that take either the features or the raw PPG signal as input, and classify

the pulses as either “Good” or “Bad”.

Our second goal is to better understand the reason failures occur, specifically, the

effects of movement on the signal. We therefore collect data that differs in the level

of activity and use the previously proposed methods to track the performance of the

PPG sensor in different activities.

This process is explained in details in the following sections.

3.1 Data Acquisition

This section gives a detailed description of the experimental setup and procedures

used in data acquisition. In order to develop and test our failure detection methods,

the wrist sensor-kit (Chapter 2) was used to collect biosignals. Recall that the Pulse

Sensor was placed on the ring finger of the left hand. Care was taken to make sure it

is secure but not too tight as to not ruin the signal.

The signals were collected in two settings. In the first experiment we had nine

healthy participants. They were asked to sit still while wearing the sensor-kit on their

left hand for about 30 minutes. The data from this experiment is manually labeled
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and used to train and test the error detection classifiers. The collected signals as well

as the labels are available at [26].

In the second experiment the data was collected from five participants in three

scenarios that vary in the level of activity. In the first scenario, the participants were

asked to sit as still as possible while wearing the sensor-kit on their left hand and

resting it on a table. In the second phase they were asked to talk about a topic that

they already know and are passionate about. The purpose is to introduce motion

artifacts from communicative gestures. Lastly, the participants were asked to walk

to introduce motion artifacts from movement. Each phase was about 10 minutes

long. The data collected from this experiment is used in evaluating the reliability of

the sensor-kit and is available at [27]. Note that we did not use this dataset in any

way during the development of our failure detection methods so as to not affect its

independence.

3.2 Signal Preprocessing and Labeling

As explained in Section 2.2, we extracted the raw PPG signals from the measure-

ments of the Pulse Sensor. A window of the measured signal is shown in Figure 3.1.

In order to create a ground truth and understand the properties of the signal, we had

to assign labels to the acquired PPG pulses. We only labeled the signals that were

acquired in the first experiment, in which nine subjects were sitting still.

Recall from Section 1.2 that a typical PPG pulse waveform consists of two peaks:

systolic peak, which has a higher amplitude, and a diastolic peak (Figure 1.1). The

interval between two systolic peaks represents one heart pulse.

Different labeling techniques were applied in previous work. Some studies classified

the pulses into three categories. In [28], the signals were categorized into “Excellent”

when the systolic and diastolic peaks are both distinct, “Acceptable” when the systolic

and diastolic waves are not very clear but the heart rate can be determined, and

“Unfit” otherwise. On the other hand, in [22], the pulse is “good” when it has the
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regular waveform and a similar amplitude, width and morphology to adjacent pulses,

“Poor” when a pulse has a width of a “good” pulse and corresponds to a peak in the

ECG signal but the amplitude and/or morphology are slightly different, and “bad”

otherwise.

In this study, we used a simpler labeling approach and classified the signal as

“good” or “bad” based on its shape. A “good” pulse is when both systolic and

diastolic peaks are clear as in Figure 1.1. In that case we give the pulse the label

“1”. Otherwise, if either of the peaks is missing or if the signal is very noisy, then

the pulse is given the label “0”.

In order to label the signal, we had to manually study the raw PPG signal and

assign the appropriate label. Deciding whether a pulse is “good” or “bad” was not

always straightforward as the signal label was ambiguous in certain cases. An example

of the measured raw PPG signal can be seen in Figure 3.1. The signal here is mostly

“good”. The signal in box (a) was labeled as “bad” since it is missing the diastolic

peak. On the other hand, the pulse in box (b) has two small peaks after the systolic

peak and therefore, it could be argued that it is “good”; since it does have the two

peaks we are looking for. But it could also be considered “bad” since it has an extra

peak. We decided to assign the label “good” to this type of waveform.

3.3 Signal Segmentation

Our main goal is to detect failures in the PPG signal. In order to do that, we

need to divide the raw PPG signal into individual heart pulses. In this section, we

will explain the signal segmentation technique that we developed and implemented.

A complete cardiac cycle is closely correlated with the distance between two con-

secutive systolic peaks in a PPG signal [5]. Therefore, to segment the signal into

individual pulses we need to find the systolic peaks location. To find the locations

of systolic peaks, the PPG signal is first filtered using a Binomial Low-pass filter
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Fig. 3.1. A section of measured PPG signal.

to remove as much of the noise as possible. Then, using Matlab’s built in function

(FindPeaks), we find all the peaks in the signal.

The peaks found in the previous step include the systolic peaks, diastolic peaks,

as well as any peaks caused by noise. Since we are only interested in finding the

systolic peaks, we need to find a way to differentiate them from any other peaks.

To do that, we take a window of length w of the set of peaks previously found. We

then model their amplitude distribution as a mixture of two Gaussian distributions

p(x) where x is the amplitude of the peak, as follows:

p(x) = G1(x) +G2(x);

G1(x) = π1e
−(

x−µ1
σ1

)2
, G2(x) = π2e

−(
x−µ2
σ2

)2
.

(3.1)

The first Gaussian G1(x) represents the diastolic peaks (lower amplitude), while

the second Gaussian G2(x) represents the systolic peaks. Our goal now is to find the

decision boundary that leads to the minimum Bayes error [29].
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This is done by finding the optimal amplitude value that separates the two dis-

tributions. This value is the point where the two distributions intersect. To find

this threshold T , we simply equalize the two distributions and solve the resulting

quadratic equation (Equation 3.2) to find the point of intersection that lies between

the mean values of the distributions µ1 and µ2:

(
1

σ2
1

− 1

σ2
2

)x2 + 2(
µ2

σ2
2

− µ1

σ2
1

)x+ (
µ1

σ2
1

− µ2

σ2
2

+ ln
π1
π2

) = 0. (3.2)

After a threshold is found such that µ1 < T < µ2, the peak values within that

group are compared to T . The peak is considered a systolic peak if it is larger than

the threshold.

In order to pick a window length w, we tried multiple values and studied the

resulting pulses. We found that w = 6 resulted in the best segmentation. So this is the

value we used to separate the pulses. This segmentation procedure was implemented

using Matlab and the code is available at [30].

3.4 Feature Extraction

For each PPG pulse vector S ∈ RN , twelve time-domain features were calculated:

1. Pulse Average Amplitude = µ = 1
N

∑N
i=1 Si;

2. Norm Entropy =
∑N

i=1 ||Si||2;

3. Peak-to-Peak Interval = Length of Segment = N ;

4. Systolic Peak Amplitude = P1 = S(1);

5. Diastolic Peak Amplitude = P2;

6. Difference in Peaks Amplitude = P1 − P2;

7. Empirical Variance = v = σ2 = 1
N−1

∑N
i=1 |Si − µ|2;
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8. Empirical Skewness = s =
∑N

i=1
(Si−µ)3
σ3 ;

9. Empirical Kurtosis = k =
∑N

i=1
(Si−µ)4
σ4 ;

10. Median =

S(N+1
2

), N is odd,

S(N
2
)+S(N

2
+1)

2
, N is even;

11. Minimum Amplitude Value within a Pulse = min
i=1,...,N

S(i);

12. Number of Peaks within a Pulse.

3.5 Training & Testing Datasets

For the purposes of developing and testing the failure detection methods, we only

used the data from the first experimental setting (Section 3.1). The PPG signal from

the nine participants was extracted and labeled. Then we used the segmentation

technique from Section 3.3 to find separate pulses and extract 12 features from each

pulse.

The data from five participants was merged and used for training the classifiers.

To test the performance of the classifiers, we need to have a scenario similar to what

we would have in a real-life application. In other words, we need to test on individual

participants since PPG signals are subject dependant. Therefore, in the testing phase,

we tested on a dataset that has the features of the four remaining participants as well

as on each of the participants separately. The duration of the train and test datasets

as well as the number of detected pulses and percentage of failure are shown in Table

3.1.

From the table, we can see that the percentage of failures varies from one subject

to the other. Subjects 3 and 4 for example barley have any failures, whereas subject

1 has 13% and the training set has 9%. We can also see that the failure rate is much

below 50%. This means that we have an issue of class imbalance.
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Table 3.1.
Training and testing datasets

Duration (minutes) Number of Pulses Percentage of Failures

Train Set 163 10678 9.2%

Test Set 106 6798 6.5%

Test Subject 1 37 2680 13.3%

Test Subject 2 23 1470 5.2%

Test Subject 3 23 1171 0.3%

Test Subject 4 22 6798 0.3%

3.5.1 Dealing with Class Imbalance

When dealing with class imbalance, the rules that describe the minority class

are often fewer than those describing the majority class since the minority class is

underrepresented [31]. Several techniques have been proposed in previous studies to

deal with class imbalance in learning problems.

One of the most popular methods to minimize the effect of imbalanced data sets

is sampling. Sampling consists of modifying the dataset to produce a balanced dis-

tribution. Even though there has been some conflicting opinions on the extent of

performance improvement that a sampled balanced dataset provides compared to an

imbalance dataset, for most applications sampling techniques do improve the classi-

fication accuracy [31].

Variations of sampling were applied in many studies. Although in many cases

they improved the accuracy, they still suffered from some drawbacks. Undersampling

instances of the majority class can leave out important instances that provide impor-

tant differences between the two classes. On the other hand, oversampling instances

of the minority class can lead to model overfitting since it produces duplicates [32].

To overcome overfitting, an oversampling technique called SMOTE (Synthetic

Minority Oversampling TEchnique) was developed [33] to generate synthetic examples

in the feature space instead of the data space. The technique finds a synthetic example

along the line joining an instance in the minority class and all/some of its K-nearest

neighbors. The number of neighbors depends on the desired class balance. This is
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repeated for all the instances in the minority class. This process is demonstrated in

the flowchart in Figure 3.2.

Find K-NN for each in-

stance in the minority class

Randomly pick a number of the neighbors

(depending on desired data balance)

Calculate the difference between

the instance and its neighbor

Multiply the difference with a ran-

dom number between 0 and 1

Add the resulting vector to the

original instance feature vector

The resulting feature vector is a new

sample that belongs to the minority class

Fig. 3.2. SMOTE technique to deal with class imbalance.

We applied SMOTE technique with K = 10 to create a balanced training feature

space (The modified data is available at [30]). The percentage of error in the training

feature set, which was initially 7%, increased to 47.6%. The proposed classification

methods were trained once using the original feature set, and once using the over-

sampled feature set to examine the difference in performance.
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3.6 Failure Detection Methods

We applied four machine learning methods to build classifiers that detect PPG

signal failures. In this section, the methods and our implementation procedure are

explained.

3.6.1 Support Vector Machine

Support Vector Machine (SVM) is a supervised machine learning technique used

for classification and regression. An SVM classifier tries to separate data into two

categories divided by a clear gap that is as wide as possible.

Given training data (x1, y1),...,(xn, yn), where xi ∈ Rp is a p-dimensional feature

vector, and yi ∈ R1 is the target output, we want to find the optimal hyper-surface

with the largest margin that separates the instances for which yi = 0 from the in-

stances where yi = 1.

For linearly separable data, as in Figure 3.3, the hyper-surface is described by a

line equation:

wTx + b = 0.

The instances above the boundary have label “1” and the ones below it will be labeled

with a “-1”.

Fig. 3.3. SVM classifier [34] defined by a hyper-plane.
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For data that is not linearly separable, a kernel is used to transform it into a

higher dimensional space and then try to find the optimal linear boundary. This

approach is referred to as “kernel trick” [35]. Some of the typically used kernels are:

Polynomial, Sigmoid, and Gaussian (Radial Basis Function). Lastly, when the data is

not separable (in both the original and the higher dimensional space), slack variables

are introduced to allow some misclassification to occur.

Implementation

In our implementation of SVM, we use a non-linear Gaussian kernel. Therefore,

the decision boundary is non-linear and can take any shape. This can cause a risk

of overfitting the training data. Overfitting means that the obtained model fits the

training data too well, which negatively impacts the models ability to generalize on

testing data. This issue is more prominent in high-dimensions.

Therefore, we did not use all the twelve calculated features (Section 3.4) but

rather, used three combinations of them. These combinations are the following:

1. SVM 1: Peak-to-Peak Interval, Difference in Peaks Amplitude, Systolic Peak

Amplitude

2. SVM 2: Peak-to-Peak Interval, Difference in Peaks Amplitude, Number of Peaks

within a Pulse

3. SVM 3: Peak-to-Peak Interval, Pulse Average Amplitude, Variance, Number of

Peaks within a Pulse

As mentioned in Section 3.5, each of the SVM models was trained twice for com-

parison; once on the original feature set and once using the balanced feature set. And

so we end up with 6 SVM classifiers.

We applied 10-fold Cross Validation (CV) in the training process. The observa-

tions were split into 10 partitions and the model was trained on 9 partitions and tested
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on the 10th. The error (misclassification rate) is then calculated. This is repeated for

all 10 partitions and the resulting error is averaged.

To find the best SVM hyper-parameters that minimize the CV error, Bayesian

Optimization was implemented. We then used the obtained parameters to build the

SVM model.

In the testing phase, we apply the obtained SVM model to the testing data. The

output is a n × 2 matrix, where the first column is the probability that instance i

belongs to class “0”, and the second column is the probability that it belongs to class

“1”. Using these probabilities, we calculate the score (Equation 3.3) and use it to

decide the predicted class.

scorei =
P (ŷi = 0)

P (ŷi = 1)
(3.3)

Training and testing SVM models was done using Matlab. The code is available

at [30].

3.6.2 K-Nearest Neighbor

K-Nearest Neighbor (K-NN) is a supervised machine leaning method that is used

in classification problems. It classifies an object based on the class labels of its

neighbors.

To classify an instance in the test dataset, the algorithm calculates the distance

between the instance and each training sample. It then examines the labels of the K

samples with the smallest distance (neighbors) and assigns the instance to the class

that is most common among these neighbors. Any measure of distance can be used

for this purpose, but the Euclidean distance is the most common.

Implementation

In our implementation of K-NN, we calculate the Euclidean Distance between

each instance in the testing feature set and each instance in the training feature set.
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Let ~p be a 12× 1 feature vector in the test dataset such that ~p =
[
p1 p2 ... p12

]T
and ~q be a 12×1 feature vector in the train dataset such that ~q =

[
q1 q2 ... q12

]T
,

then the Euclidean Distance D is given by:

D(~p, ~q) = D(~q, ~p) =

√√√√ 12∑
i=1

(pi − qi)2

We set two values for K: 5 and 10. As mentioned in Section 3.5, each of the K-NN

models was trained twice; once on the original feature set and once using the balanced

feature set. In total, we end up with 4 K-NN classifiers.

After calculating the distance and obtaining the labels of the K nearest neighbors,

we find the number of neighbors in class “0” and divide it by the number of neighbors

in class “1”. This gives us a measure that is similar to the score in the SVM (Equation

3.3). We can then use this score to determine the predicted class.

The code was implemented in Matlab and is available at [30].

3.6.3 Deep Neural Network

A Neural Network is a an interconnected group of nodes (neurons), loosely inspired

by the human nervous system, that learns to perform a certain machine learning task

by analyzing labeled training samples. Neural Networks are divided into layers, each

layer contains a number of interconnected neurons as in Figure 3.4. The first layer is

an “input layer”, followed by a “hidden layer”, and finally an “output layer”. When

there are multiple hidden layers, the network is called a Deep Neural Network (DNN).

Besides the neurons, a DNN consists of weighted connections between the neurons.

Data travels between neurons via the connections based on the assigned weight. A

weight of zero indicates no connection [37]. In a feedforward network, random weights

are assigned to the connections between the neurons. Each neuron has an activation

function which determines whether the neuron should be activated or not. This is

done by calculating a weighted sum of the inputs and comparing it to a threshold.
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Fig. 3.4. A typical Neural Network structure [36].

Examples of activation functions are the hyperbolic tangent, sigmoid function, and

rectified linear unit.

The output of the neuron is a number between 0 and 1. The output of the last

layer represents the probability of the instance belonging to a class.

Implementation

In our implementation of DNN, we have 8 fully connected layers with a rectified

linear unit (ReLU) activation function.

As mentioned in Section 3.5, each of the DNN models was trained twice; once

on the original feature set and once using the balanced feature set. In the testing

phase, the obtained DNNs are applied on the testing datasets. The output is the

score (Equation 3.3) which is compared to a threshold to determine the class of each

instance.

The code was implemented in Python using Keras and is available at [30].
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3.6.4 Decision Tree

The Decision Tree method was hand-crafted after studying the shape of the PPG

signals that we have. It was created to mimic the process that we were using to decide

if a pulse is “good” or “bad”. We tried to pinpoint the properties of the signal that

led to us labeling it as “bad” and then find a way to quantify these properties.

The Tree consists of multiple stages. Each pulse goes through certain check points

and either passes to the next stage or is classified as “bad”. Essentially, we try to

remove the pulses that we are certain are “bad”. We check the duration of the pulse,

the number of diastolic peaks, and the amplitude of the diastolic peak compared to

the systolic peaks.

The input to the tree is the raw PPG signal and not the features set as in the other

classification methods. The process first begins by applying the clustering function

that we previously implemented when segmenting the signal (Section 3.3). This

function is used to find the systolic peaks in the signal. While using it to segment the

signal, we noticed that in the sections where the signal is very noisy and has a lot of

bumps, different window sizes lead to a detection of different peaks. Whereas when

the signal is “good”, it does not matter what the window size is because clustering

always detects the same peaks.

Therefore, in the Decision Tree, we use the clustering function to find the peaks

using two window sizes and then we compare the resulting peaks. The window sizes

are set to six and ten.

Figure 3.5 describes the process at a high-level. A more detailed explanation of

the algorithm is provided in the steps below as well as the flowchart in Figure 3.6.

Step 1: Find systolic peaks using Clustering function (Section 3.3) with window

sizes 6 (resulting in an ordered set of peaks P6) and 10 (resulting in an

ordered set of peaks P10).

Step 2: Going through each pulse, if either of the following criterion are met, then

the predicted label is “0” (bad):
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Apply signal segmentation

function with w = 6

Apply signal segmentation

function with w = 10

Compare the resulting peaks

Check pulse duration

Check pulse amplitude

Check number of peaks

Fig. 3.5. High-level description of our Decision Tree classification steps.

(a) if the two systolic peaks in P6, that correspond to the current pulse,

are not also found in P10. P6(i) in the flowchart denotes an element

(a peak) in the list P6.

(b) if pulse duration (D) is less than 0.5 seconds or larger than 1.5 sec-

onds.

Step 3: If the pulse passes the checks above, then we find the number of peaks

within the pulse (this function is represented in the diagram with “PK(x, y)”,

where x and y are the two systolic peaks that form a pulse). If only one

peak (p) is found and its amplitude is not larger than either of the systolic

peaks, then the predicted label is “1” (good). If, however, its amplitude

is larger than the systolic peaks, then it is labeled “0”.
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Step 4: If there is more than one peak in the pulse, then it might be the case that

when clustering with window size 6 a peak was missed. So we check if

there are systolic peaks found in P10 that are between the two current

peaks. In the flowchart, “Pulse(x, y)” denotes the pulse that starts with

systolic peak x and ends at y. P10(j) denotes an element (a peak) in

the list P10. If this is indeed the case, then we actually have two pulses

and we need to again check the number of peaks within the pulses. And

accordingly decide if its “good” or “bad”. If that is not the case, then the

pulse is “bad”.

The Decision Tree was implemented in Matlab. The code is available at [30].
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Fig. 3.6. Decision Tree classifier flowchart.
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3.7 Evaluation Methods

3.7.1 Automated Failure Detection Method Evaluation

In order to evaluate the performance of the failure detection classifiers that we

have implemented, we apply several evaluation techniques.

ROC curves and AAC

When classifying an instance in a 2-class classification problem, simply calculat-

ing the classification accuracy (the number of correct predictions divided by the total

number of predictions) is not enough. There are four possible outcomes to the classi-

fication. If the instance is actually in class “1” , it could either be correctly classified

and counted as a True Positive (TP), or be classified as a “0” and counted as a False

Negative (FN). The same occurs when the instance is actually in class “0”; if it is

correctly classified then it counts as True Negative (TN) and if it is classified as “1”

then it is a False Positive (FP).

In our data, since we have a low percentage of failures (Section 3.5), classifying

everything as a “1” would result in a high classification accuracy even though all

the failures were not found. Therefore, only considering the classification accuracy

does not provide the whole picture as if removes the distinction between the correctly

classified “good” pulse and correctly classified “bad” pulses. To avoid this problem,

we use the True Positive Rate (TPR) and False Positive Rate (FPR) (Equation 3.4)

as a measure of classification performance:

TPR =
TP

TP + FN
,

FPR =
FP

FP + TN
.

(3.4)
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Recall that the output of the classifiers (except the tree) is a score (Equation 3.3).

The predicted labels are determined by comparing the score to a threshold λ, such

that:

ŷi =

1, scorei < λ,

0, scorei > λ.

(3.5)

The value of the threshold depends on the problem and the desired FPR and

TPR. In this study, we want to be able to identify most of the failures in the signal,

while missing few of the “good” pulses. This corresponds to having a low FPR and

a high TPR.

And so we applied different thresholds and calculated the TPR and FPR that

resulted from each threshold. We then had a (FPR,TPR) pair that belongs to each

classifiers at each threshold value. Drawing these values on a FPR-TPR plane results

in a curve known as a Receiver Operating Characteristic (ROC) curve for each clas-

sifier. These curves are widely used in evaluating and comparing the performance of

classifiers [38].

In the ROC space, the best classifier is represented with a point in the upper left

corner with a FPR of 0 and a TPR of 1. A classifier that randomly assigns labels

results in a point along a diagonal line from the bottom left corner to the upper

right corner. This line separates the ROC space; the points above it represent good

classification results, whereas the points below it represent bad classification results.

A good classifier will have an ROC curve that is always higher than the diagonal line.

To quantify the results from the ROC curves, we can use them to calculate the

Area Above the Curve (AAC). The AAC value will always be between 0 and 1. The

diagonal line results in an AAC of 0.5. And so the AAC should not be larger than

0.5. The smaller the AAC, the better the classification.
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Pulse Sequence Duration

To further investigate the classification performance, we examine the duration of

“good” and “bad” pulse sequences. That is the number of successive pulses that were

classified as “good” and the number of successive pulses that were classified as “bad”.

We then compare the sequence duration in the train and test data to the sequence

duration in the predicted labels.

3.7.2 Impact of Movement on PPG Sensor Reliability

In order to investigate the effect of movement on PPG signals, we first apply the

segmentation technique (Section 3.3) and calculate the same twelve features (Section

3.4). Then we merge the data from the same activity together.

In order to use the classification methods to decide whether the given pulses

are “good” or “bad”, we need to pick a decision threshold and then compare the

percentage of failures detected in the data in the three activities. We use the same

thresholds we used in building the ROC curves for the test data (Section 3.7.1).

Percentage of Failures and AUC

To compare the different classifiers (that have different threshold vales), we look

at the corresponding FPR for each threshold. We end up with a percentage of failures

at each FPR for each classifier. This is represented with a curve for each classifier.

The Area Under the Curve (AUC) is calculated to get scalar representation of the

amount of error in the signal. We compare the AUC values for each classifier when

the participants are resting, talking, and walking.
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Pulse Sequence Duration

Similar to our evaluation method for the classifiers, we examine the duration of

the good and bad pulse sequences, and compare them to the ground truth from the

training and testing datasets.
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4. EXPERIMENTAL RESULTS AND DISCUSSION

4.1 Automated Failure Detection Method Evaluation

In this section, we evaluate and compare the performance of the proposed failure

detection methods using three evaluation techniques. The first is the ROC curve. To

obtain the ROC curve, the decision threshold for each method, except the Decision

Tree, is varied. The True Positive Rate (TPR) and False Positive Rate (FPR) values

are calculated at each threshold. We want to be able to identify most (ideally all) of

the failures in the signal, while missing few (ideally none) of the “good” pulses. This

corresponds to having a low FPR and a high TPR.

Recall from Section 3.6 that the output of all the classification methods, except

the Tree, is the score (scorei = P (ŷi=0)
P (ŷi=1)

). To obtain the ROC curve, the score is

compared to a varying threshold λ (Equation 3.5).

On the other hand, the output of the Decision Tree is either “0” or “1”. And

therefore, there is no threshold to vary. Which is why, on the FPR-TPR plane, the

Tree is represented with one point.

As explained in Section 3.5, we have two training sets: the original imbalanced

set and the up-sampled balanced set. Each set was separately used in training each

model, thus resulting in two different classifiers for each method (except the Tree).

As for the testing phase, we tested on a set that contains the features from the four

test subjects merged together, as well as on each test subject separately. The reason

it is important to test the models on each subject is because the PPG signal, like

other biosignals, is subject dependant. In a real-life setting, the proposed classifiers

would be used to identify failures in individual people. It is therefore useful to assess

if any of our proposed methods perform equally well across subjects.
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The results of testing on the dataset with features from all the test subjects is

illustrated in Figure 4.1. The models trained using the up-sampled training feature

set are drawn in dashed lines. As we can see, the three undermost curves are the three

SVM models trained using the original dataset. When training using the up-sampled

set, the curves go up. The DNN curves are the uppermost curves when the FPR is

larger that about 10%. For values less than 10%, the K-NN has higher TPR values.

The Decision Tree’s TPR value corresponding to a FPR of about 30% is the highest.

Fig. 4.1. ROC of testing results on all subjects combined.

The ROC curves resulting from testing separately on each subject are in Figure

4.2. The best and the worst methods differ for each subject. SVM1 curve is the

uppermost in the first participant, however it is at the bottom in the second and

third participants. The Decision Tree is the best failure detection method in the

second participant since it has a FPR of 10% that corresponds to a TPR of 90%.

Most of the methods performed poorly on the third subject. The best, however, is

K-NN with k=5. This K-NN model does not perform well in the fourth participant.

The best in this subject are SVM2 and SVM3.
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Fig. 4.2. ROC of testing results on individual subjects.

It is obviously hard to conclude which method has the best performance by study-

ing the curves, therefore we calculate the Area Above the Curve (AAC). The smaller

the AAC is, the closer the ROC curve is to the y-axis. This means it has a higher

TPR for a low FPR. Accordingly, the methods with the lowest AAC have a better

classification accuracy. The AAC values can be seen in Table 4.1. The smallest value

for each row is highlighted. The table also includes the percentage of support vectors

in each SVM model.
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Table 4.1.
AAC of ROC curves

K-NN SVM

k = 5 k = 10 Feature Set 1 Feature Set 2 Feature Set 3
DNN

Original Balanced Original Balanced Original Balanced
Original Balanced Original Balanced

15.80% 30.90% 14.80% 58.70% 15.60% 36.40%
Original Balanced

All Subjects 0.34 0.28 0.30 0.26 0.44 0.37 0.41 0.36 0.39 0.27 0.20 0.22

Sub. 1 0.38 0.36 0.36 0.36 0.32 0.28 0.43 0.39 0.39 0.33 0.28 0.29

Sub. 2 0.38 0.34 0.35 0.31 0.32 0.81 0.29 0.27 0.14 0.12 0.08 0.09

Sub. 3 0.58 0.31 0.52 0.44 0.81 0.69 0.52 0.48 0.46 0.62 0.46 0.39

Sub. 4 0.37 0.40 0.40 0.41 0.13 0.14 0.27 0.08 0.21 0.05 0.11 0.12

From the percentage of support vectors, we can see that SVM2 has a very high

number of support vectors. This indicates that the model may have overfitted the

data. Looking at the AAC values, we can see that, overall, DNN has the best failure

detection accuracy. This is because it has small AAC values in all the testing cases.

Another finding from the table is that the AAC values for the models that were

trained using the up-sampled feature set are smaller compared to the ones trained

using the original feature set. This suggests that training with a balanced dataset

leads to a more accurate error detection.

Since the Decision Tree is defined for only one FPR value, its AAC cannot be

computed. Therefore, to compare its performance with the other methods, we exam-

ine the TPR values obtained from all the methods at the FPR value of the Decision

Tree. A high TPR means that a large number of “good” signals were accurately

classified. The TPR values are displayed in Table 4.2 with the highest TPR in each

row highlighted.

From the table, we can see that the highest TPR values are obtained when using

the Decision Tree. This means that for that specific FPR (32%), the Tree’s perfor-

mance surpasses the other classification methods.

To further investigate the classification performance, we examine the duration of

“good” and “bad” pulse sequences. That is the number of successive pulses that

were classified as “good” and the number of successive pulses that were classified as

“bad”. Figure 4.3 shows the histogram of sequence lengths in the training and testing
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Table 4.2.
TPR of Decision Tree’s FPR

K-NN SVM

k = 5 k = 10 Feature Set 1 Feature Set 2 Feature Set 3
DNN

Decision

Tree

FPR Original Balanced Original Balanced Original Balanced Original Balanced Original Balanced Original Balanced

Decision

Tree

All Subjects 0.32 0.53 0.66 0.63 0.68 0.33 0.41 0.35 0.47 0.39 0.68 0.79 0.78 0.90

Sub. 1 0.36 0.52 0.58 0.54 0.55 0.60 0.75 0.36 0.48 0.50 0.59 0.66 0.64 0.84

Sub. 2 0.10 0.14 0.16 0.16 0.20 0.13 0.69 0.15 0.18 0.56 0.59 0.83 0.76 0.89

Sub. 3 0.50 0.42 0.70 0.48 0.76 0.21 0.18 0.52 0.54 0.56 0.42 0.56 0.63 0.98

Sub. 4 0.60 0.83 0.82 0.76 0.89 0.97 0.91 0.82 0.95 0.96 0.99 0.88 0.88 0.92

datasets. We can see that the two distributions are very similar. They both have a

large number of long “good” sequences that are interrupted by short failures.

Fig. 4.3. Sequence duration histogram for training and testing datasets
(Ground Truth).

To compare the predicted labels to the actual labels, we need to pick a decision

threshold. We decide to use the threshold that resulted in a FPR equal to the FPR

of the Tree. This allows us to compare the results of all the methods. The FPR of

the Tree is 30%. The resulting histograms can be seen in Figure 4.4.
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Fig. 4.4. Sequence duration histogram for all the proposed methods.
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We can see that the histograms of “bad” sequences have the same overall appear-

ance as in the testing and training histograms. This indicates that all the methods

were able to detect “bad” sequences in similar proportions. On the other hand, if we

study the distribution of “good” sequences, we can see that there is a smaller number

of long “good” sequences than in the ground truth. This implies that the methods

tend to break up long sequences of “good” pulses. If we compare the methods’ perfor-

mance, the Decision Tree seems to have the largest number of long “good” sequences,

whereas, the SVM models were not able to retain long “good” PPG pulse sequences.

4.2 Impact of Movement on PPG Sensor Reliability

In this section, we will use the previously proposed methods to assess the reliability

of the sensor-kit when acquiring data in different scenarios. To do that, we apply the

proposed classification models to the unlabeled dataset that varies in the activity

level. Recall that the dataset is divided into three activities; resting, talking and

gesturing, and walking. After applying the failure detection methods, we compute

the percentage of errors detected in each scenario.

In order to use the classification methods to label the data, we need to pick a

decision threshold. We choose to pick multiple thresholds by varying the FPR from

0% to 100% and taking the corresponding thresholds that were obtained in the testing

phase. The percentage of failures detected at each threshold is recorded and plotted

as can be seen in Figure 4.5. Note that since there is no decision threshold in the Tree

method, it is represented with a point in the plot of every method for comparison

purposes.

Studying the curves, we notice that the blue line (which denotes participants

resting) is the bottom line in all the methods for most of the threshold values. It is

followed by the red line (which denotes participants talking) and finally the yellow line

(which denotes participants walking). This indicates that the percentage of failure in

the PPG signal increases with the increase of activity level.
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This is consistent with the Area Under the Curve (AUC) values that we calculate

for each curve in Table 4.3. The larger the AUC value is, the more failures are

detected. We can see that the AUC values increase with movement in all the methods.

Table 4.3.
AUC of FPR - Ratio of Error Detected curve

Method/Scenario At rest
Talking &

Gesturing
Walking

Original 0.20 0.21 0.25
k = 5

Balanced 0.26 0.30 0.33

Original 0.23 0.25 0.29
K-NN

k = 10
Balanced 0.25 0.28 0.31

Original 0.66 0.70 0.71Feature

Set 1 Balanced 0.53 0.61 0.61

Original 0.61 0.65 0.63Feature

Set 2 Balanced 0.39 0.46 0.47

Original 0.62 0.74 0.75

SVM

Feature

Set 3 Balanced 0.58 0.75 0.77

Original 0.51 0.63 0.73
DNN

Balanced 0.27 0.44 0.56

Another interesting observation is the large number of detected failures in the

signal. This is unexpected since in the training and testing datasets we had a very

low error percentage. K-NN models seem to be detecting the smallest number of

failures compared to the other methods.

As we did when evaluating the failure detection methods, we examine the duration

of “good” and “bad” pulse sequences in the three activity scenarios. The resulting

histograms are in Figure 4.6 (A numerical summary is presented in Tables 4.4 and

4.5). It is clear that it is hard to find a long “good” sequence regardless of the method

used. We can also see from the histograms that there is a decrease in the number of

long “good” sequences with the increase in activity level.



41

Fig. 4.5. Ratio of error detected at different FPR for three activity levels.
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Fig. 4.6. Sequence duration histogram for all the proposed methods for
three activity levels.
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Table 4.4.
Histogram of “bad” pulse sequence duration for all the proposed methods
for three activity levels

[1] [2,7] >=8

Method Resting Talking Walking Resting Talking Walking Resting Talking Walking

SVM1, Original 9.2 10.5 6.0 21.4 21.4 22.5 19.5 18.1 21.6

SVM1, Balanced 15.5 8.7 8.8 22.1 22.1 25.4 12.4 19.1 15.9

SVM2, Original 17.1 13.1 14.6 25.9 28.8 28.3 7.0 8.1 7.1

SVM2, Balanced 20.0 12.7 13.6 24.7 26.8 26.4 5.3 10.5 10.1

SVM3, Original 16.6 8.1 3.6 23.7 20.9 21.7 9.8 21.3 24.9

SVM3, Balanced 14.4 10.3 9.1 26.3 26.1 23.9 9.3 13.6 17.2

K-NN k=5, Original 35.2 34.4 32.6 14.5 15.5 17.1 0.2 0.1 0.3

K-NN k=5, Balanced 33.9 34.3 33.8 15.7 15.6 16.0 0.4 0.0 0.2

K-NN k=10, Original 29.7 28.8 28.4 19.7 21.0 21.2 0.6 0.3 0.4

K-NN k=10, Balanced 33.3 32.0 33.7 16.2 17.9 15.9 0.4 0.1 0.4

DNN, Original 17.8 15.0 12.0 25.4 24.4 25.5 6.8 10.6 12.6

DNN, Balanced 23.1 20.2 18.9 23.2 23.6 22.9 3.8 6.1 8.2

Decision Tree 15.8 13.8 10.4 23.0 23.0 20.8 11.2 13.3 18.8

Table 4.5.
Histogram of “good” pulse sequence duration for all the proposed methods
for three activity levels

[1] [2,7] >=8

Method Resting Talking Walking Resting Talking Walking Resting Talking Walking

SVM1, Original 38.5 39.5 42.6 11.5 10.3 7.3 0.0 0.2 0.0

SVM1, Balanced 31.1 41.9 39.4 16.3 7.9 10.5 2.6 0.2 0.0

SVM2, Original 32.2 36.8 35.4 17.3 13.2 14.5 0.4 0.0 0.0

SVM2, Balanced 28.3 33.6 35.8 17.8 15.4 14.1 3.9 0.9 0.0

SVM3, Original 25.1 37.9 43.9 22.4 10.0 5.9 2.4 1.9 0.0

SVM3, Balanced 28.0 32.9 37.3 17.2 14.8 12.6 4.8 2.3 0.0

K-NN k=5, Original 14.5 13.3 14.9 28.7 32.9 32.0 6.9 3.8 3.1

K-NN k=5, Balanced 13.9 13.9 15.8 27.2 31.6 30.3 9.0 4.6 3.9

K-NN k=10, Original 19.8 20.6 21.9 27.0 28.1 26.9 3.2 1.3 1.2

K-NN k=10, Balanced 15.0 15.4 15.2 26.7 30.1 31.2 8.3 4.6 3.6

DNN, Original 24.5 32.4 37.0 22.1 16.8 12.9 3.4 0.9 0.0

DNN, Balanced 20.3 27.8 30.8 22.7 20.0 18.7 7.0 2.2 0.6

Decision Tree 26.4 30.6 38.7 18.5 17.8 11.3 5.1 1.5 0.0
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5. CONCLUSIONS

In summary, we analyzed PPG signals and developed multiple methods to detect

failures in the signal. We proposed a segmentation method that clusters the peaks

into two Gaussian distributions to find the systolic peaks and used them to divide

the signal into pulses. The classifiers we built are: SVM, K-NN, DNN, and Decision

Tree. We compared their ROC curves and the AAC. We also examined the duration

of good and bad signal sequences.

In our experiments, none of the proposed methods performed consistently well.

This indicates that we need more training data, as five training subjects were not

sufficient to capture all the possible variations in the PPG signal. Overall, our Deci-

sion Tree was found to perform best, albeit with only one specific FPR value (Table

4.2). When looking at different FPR values, the DNN performance appears to be

somewhat better then the others (Table 4.1).

We studied the distribution of the duration of good and bad pulse sequences in the

training and testing data (ground truth) and compared it to that in the classification

results. The histograms indicated that all the methods were able to detect bad

sequences in a similar proportion to the ground truth. On the other hand, the methods

resulted in more short good sequences and less long good sequences compared to the

ground truth (Figures 4.3 and 4.4). This revealed that the methods tend to destroy

long sequences of good pulses.

Furthermore, we assessed the reliability of the PPG sensors when movement is

introduced in the acquisition procedure. Our findings showed that there is a large

number of failures in the PPG signal that increased with movement (Table 4.3). This

trend was consistently observed with all proposed classification methods. We also

studied the distribution of the duration of good and bad pulse sequences and noticed
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that there is a decrease in the length of good sequences as we increase the activity

level. This trend was also observed with all classification methods.

In conclusion, we have demonstrated that while there is no clear winner when

it comes to using our proposed methods in detecting failures in PPG signals, the

methods can still be used to monitor the relative performance of the sensors. The

idea of observing the sensors’ performance in different activities can be extended to

monitoring their accuracy overtime or in different humidity levels, for example.
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