
EXPLOITING VOLTAGE DRIVEN SWITCHING OF FERROMAGNETS FOR

NOVEL SPIN BASED DEVICES AND CIRCUITS

A Dissertation

Submitted to the Faculty

of

Purdue University

by

Akhilesh Jaiswal

In Partial Fulfillment of the

Requirements for the Degree

of

Doctor of Philosophy

May 2019

Purdue University

West Lafayette, Indiana



ii

THE PURDUE UNIVERSITY GRADUATE SCHOOL

STATEMENT OF DISSERTATION APPROVAL

Dr. Kaushik Roy, Chair

School of Electrical and Computer Engineering

Dr. Anand Raghunathan

School of Electrical and Computer Engineering

Dr. Dinesh Somasekhar

Intel Corporation

Dr. Vijay Raghunathan

School of Electrical and Computer Engineering

Approved by:

Dr. Pedro Irazoqui

Head of the School Graduate Program



iii

Dedicated to

H. H. Sri Sai Narayan Baba

and to my Parents



iv

ACKNOWLEDGMENTS

I would like to express my sincerest gratitude to my advisor Prof. Kaushik Roy

for being a ‘Mentor’, a ‘Teacher’ and an ‘Inspiration’. His uncanny ability to see

through the details while not losing the sight on the big-picture has been instrumental

in shaping my perspective to approach a given research problem, in general. He has

always been keen to listen to new ideas and give pertinent suggestions. His mentorship

through questions has been very effective in guiding me toward the right direction

while still allowing me to think independently and figure out the specific details.

Needless to say, without him in the background, this research would not have been

possible in the first place.

I would also like to thank my doctoral dissertation committee: Prof. Anand

Raghunathan, Dr. Dinesh Somashekhar and Prof. Vijay Raghunathan for their

valuable feedback that have helped me improve the quality of my research work. My

sincerest thanks to my undergraduate mentors Prof. Ramchandra Manthalkar and

Prof. Suhas Gajre for believing in my abilities and for their constant encouragement.

It was by chance I stumbled upon them and ended up having lifelong ‘Role Models’

to look upon. I would also thank Dr. Xuanyao Fong for introducing me to spin

device physics and helping me develop the simulation models. I would also take this

opportunity to thank my manager and mentor Dr. Ajey Jacob during my internship

at Globalfoundries Research Lab. I am grateful for his encouragement to motivate

me to think and come up with new ideas and for his help to develop those ideas in

formal research projects.

Finally, a big thanks to my collaborators and fellow lab-mates at Nano-electronics

Research Lab, Purdue for making my stay at Purdue enjoyable. I would also like

to thank my friends Akshay Pohekar, Amol More, Bharat Shinde, Harshad Surana

and many others, who I might have missed, for all the smiles and laughters. To my



v

parents and sisters and their families my sincerest thanks for their love, support and

patience.



vi

TABLE OF CONTENTS

Page

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii

1 Introduction and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 VCMA Physics and Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1 Introduction to VCMA mechanism . . . . . . . . . . . . . . . . . . . . 5

2.1.1 VCMA mechanism: Voltage asymmetry . . . . . . . . . . . . . . 5

2.1.2 VCMA mechanism: Precessional switching . . . . . . . . . . . . 7

2.2 Device Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Magnetization Dynamics based on stochastic LLGS equation
including the VCMA effect . . . . . . . . . . . . . . . . . . . . . 9

2.2.2 MTJ Resistance model . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.3 Self-Consistent SPICE Compatible Magnetization Dynamics and
Resistance Model . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 In-situ, In-memory Stateful Vector Logic Operations based on Voltage Con-
trolled Magnetic Anisotropy . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1 Introduction and Related Work . . . . . . . . . . . . . . . . . . . . . . 13

3.2 Proposed in-situ, in-memory Stateful Vector Logic Operations . . . . . 16

3.2.1 Stateful vector IMP gates . . . . . . . . . . . . . . . . . . . . . 16

3.2.2 Stateful parallel NOT gates . . . . . . . . . . . . . . . . . . . . 20

3.2.3 Other Logic Gates . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.4 Stateful XOR Gate . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4 Magneto-electric Switching Mechanism and Modeling . . . . . . . . . . . . . 30



vii

Page

4.1 Introduction to Magneto-electric Switching of Ferro-magnets . . . . . . 30

4.2 Modeling and Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.3 Device Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.3.1 Scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.3.2 Switching Speed . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5 A Stochastic Leaky-Integrate-Fire Neuron using Magneto-electric Switching 39

5.1 Introduction and Related Work . . . . . . . . . . . . . . . . . . . . . . 39

5.2 Proposed Stochastic Leaky-Integrate-Fire Neuron . . . . . . . . . . . . 41

5.3 SNN Topology for pattern recognition . . . . . . . . . . . . . . . . . . . 47

5.4 Synaptic Learning Mechanism . . . . . . . . . . . . . . . . . . . . . . . 47

5.5 Hardware Implementation . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.6 Simulation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

6 MESL: Proposal for a Non-volatile Cascadable Magneto-Electric Spin Logic . 52

6.1 Introduction and Related Work . . . . . . . . . . . . . . . . . . . . . . 52

6.2 ME Logic Family and Cascadability . . . . . . . . . . . . . . . . . . . . 55

6.3 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

7 Voltage-Driven Domain-Wall Motion based Neuro-Synaptic Devices . . . . . 61

7.1 Introduction and Related Work . . . . . . . . . . . . . . . . . . . . . . 61

7.2 Magneto-Electric DW motion based on Elastic Coupling . . . . . . . . 63

7.3 Magneto-Electric DW motion based Neuro-Synaptic Devices . . . . . . 66

7.3.1 LIF Neuron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.3.2 Programmable Synapse . . . . . . . . . . . . . . . . . . . . . . . 68

7.4 Device Modeling and Simulation . . . . . . . . . . . . . . . . . . . . . . 71

7.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

7.5.1 Neuro-synaptic behavior of the proposed devices . . . . . . . . . 75

7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78



viii

Page

8 Energy-Efficient Memories using Magneto-Electric Switching of Ferromagnets 79

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

8.2 ME devices under consideration . . . . . . . . . . . . . . . . . . . . . . 80

8.3 Device Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

8.3.1 Writability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

8.3.2 Readability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

8.3.3 Switching Speed . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8.4 ME Memory Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

8.4.1 ME Dual Port Memory . . . . . . . . . . . . . . . . . . . . . . . 87

8.4.2 ME CAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

8.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

9 Summary and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

A Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

A.2 Proposed Spin Dice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

A.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112



ix

LIST OF TABLES

Table Page

2.1 MTJ parameters used in the simulation model for analyzing the VCMA
effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1 Average energy consumption per-bit and latency in the IMP and NOT
vector operations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.1 Summary of Parameters used for our simulations for analyzing the ME effect35

5.1 Summary of parameters used in our simulations for analysis of ME based
Neuron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

7.1 Parameters used for simulations adopted from [110,112] for studying ME-
DW Neuro-Synaptic Device . . . . . . . . . . . . . . . . . . . . . . . . . . 72

8.1 Summary of Parameters used for our simulations . . . . . . . . . . . . . . 83

8.2 Variation of MTJ Resistance with tMgO . . . . . . . . . . . . . . . . . . . . 85

8.3 Comparison of proposed ME-XNOR CAM . . . . . . . . . . . . . . . . . . 89



x

LIST OF FIGURES

Figure Page

1.1 (a) The depiction of change in resistance in the P and the AP state of the
MTJ. (b) The switching of the MTJ stack from P to AP state due top
electron flow from the PL to the FL and vice-versa. . . . . . . . . . . . . 2

1.2 Various spin based switching mechanisms and devices (Field driven, Cur-
rent driven: STT and SHE (Spin Hall Effect), Voltage Driven: VCMA and
ME) and comparative switching power consumption for each device [12]. . 3

2.1 (a) A VCMA based MTJ. The MTJ consists of a pinned layer and a free
layer separated by a non-magnetic spacer. When a voltage is applied
across the MTJ, there is a redistribution of electrons in the d-orbitals
thus making the interface anisotropy sensitive to the applied voltage. (b)
Schematic representation of the voltage asymmetry of the VCMA based
MTJs. When a positive (negative) voltage is applied across the VCMA
MTJ the energy barrier (EB) decreases (increases) due to the lowering (en-
hancement) of the interface anisotropy. Thus, VCMA mechanism makes
the MTJ asymmetric with respect to voltage polarity, a positive voltage
assists in switching the MTJ whereas a negative voltage makes it much
harder to switch the MTJ. (c) Figure representing the precessional switch-
ing mechanism. When a positive voltage is applied across the MTJ such
that the interface anisotropy is sufficiently lowered, the magnetization vec-
tor becomes free to precess around the hard axis due to the effective in-
plane field (Hin−plane). Inset shows the lowering of the interface anisotropy
on application of sufficiently high positive voltage (V>0). While the mag-
netization vector is precessing around the hard-axis, if the voltage pulse
is switched OFF when the magnetization is close to point A, it would
slowly dampen towards -z direction, thereby switching the direction of
magnetization by 180o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 The NEGF based MTJ-resistance model [40] benchmarked against exper-
imental data from [41]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 A graphical representation of the various components of our self-consistent
magnetization dynamics and resistance transport model. . . . . . . . . . . 12



xi

Figure Page

3.1 (a) The truth table for two input IMP operation. The columns B and
B’ are the same except for row 1, highlighted in red. (b) The array con-
figuration showing the voltages at various SLs and WLs and the current
flow during the stateful computation of the bit-wise IMP operation. (c) A
simplified circuit showing the voltage divider configuration resulting due
to the applied voltages at the SLs and WLs. (d) A typical magnetization
dynamics during the switching of the MTJ-2 from the P to the AP state,
when MTJ-1 is in the P state. Note, this switching dynamics is a typ-
ical STT dominated switching, VCMA effect lowers the EB for MTJ-2,
thereby allowing the small current flowing through the MTJ-2 to be able
to selectively switch the MTJ-2 as desired. . . . . . . . . . . . . . . . . . . 17

3.2 (a) The truth table for NOT operation. (b) The array configuration show-
ing the voltages at various BLs and WLs and the current flow during
the stateful computation of the massively parallel NOT operation. (c) A
typical magnetization dynamics showing the precessional switching behav-
ior of the VCMA MTJs mimicking the NOT operation. On application
of proper voltages, irrespective of the initial state of the magnetization
direction (+z or -z), the magnetization vector switches by 180o thereby
implementing the desired stateful NOT operation. . . . . . . . . . . . . . 20

3.3 Based on the proposed stateful operations as described in the above sub-
sections an IMP and NOT operation can be completed in one cycle,
whereas a two cycle operation can implement the NAND, NIMP and NOT
logic. Similarly, a three cycle operation can be used for the AND and NOR
logic computation. For multi-cycle logic, the part of logic highlighted in
red can be computed in the first cycle, the part in white can be computed
in second cycle, while the part highlighted in blue would be computed in
the third cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.4 (a) A truth table for XOR gate. The logic output B’ retains its original
value when the operand A is ‘L’, whereas if the operand A is ‘H’, the new
value for B’ is the complement of its original value B. (b) Figure shows the
array structure used for implementing the XOR operation. The voltages
on BLs represent the bits corresponding to the operand A, while the data
stored in the MTJs represent the bits corresponding to the operand B. The
values in the MTJs are inverted conditionally only if the bits corresponding
to the operand A are ‘H’ i.e. only if the respective SLs are pulled high.
Note, in the example shown, the bit value for A1 is ‘L’, as such, BL-1 is
kept low. Therefore, no current flows through the column corresponding
to BL-1 and hence the bits corresponding to BL-1 consume no energy. . . . 24



xii

Figure Page

3.5 (a)Probability of B’s final state being ‘H’ (or digital ‘1’) for the four initial
cases of A and B (00,01,10,11) in the vector IMP operation, as a function
of the voltage pulse. At a pulse width of ∼ 25ns, the correct IMP result
is obtained. (b) Probability of inverting the state of the VCMA MTJ
due to precessional switching as a function of the pulse duration. The
switching probability peaks at ∼ 2ns due to the half-cycle rotation of the
magnetization dynamics. . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.1 (a) A graphical representation of a multi-ferroic material. Multi-ferroic are
those materials that exhibit more than one ferroic order (ferro-electricity,
ferro-magnetism and ferro-eleasticity). (b-c) A ferro-magnet in physical
contact with an ME oxide. When an electric field is applied in the +z
direction the ferro-magnet switches to the +x direction and vice-versa (d)
Schematic for an ME-MTJ. By applying appropriate voltage across the
ME oxide the state of the MTJ can be changed from parallel (P) to anti-
parallel (AP). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 (a) A typical evolution of magnetization components mx, my, mz on appli-
cation of a voltage pulse. The magnet is being switched from +x direction
to -x direction. (b) The parallel and anti-parallel resistance obtained from
our NEGF model [40] and benchmarked to experimental data from [69].
The resistance-voltage characteristics of Fig 4(b), were abstracted into a
behavioral model for simulation. . . . . . . . . . . . . . . . . . . . . . . . . 34

4.3 (a) A typical trajectory followed by the magnetization vector when switched
using STT mechanism. The STT mechanism initially acts as an anti-
damping torque and subsequently as a damping torque thereby switching
the state of the ferro-magnet. (b) A typical trajectory followed by the
magnetization vector when switched using the ME mechanism. With ap-
plication of an external voltage the magnetization tries to orient itself
towards the direction of the ME field and finally dampens, resulting in a
1800 switching of the ferro-magnet. . . . . . . . . . . . . . . . . . . . . . . 37

5.1 (a) A biological neuron with interconnecting synapses. (b) A represen-
tative model for a biological neural network. Vis are the input spikes
generated by pre-neurons.The neuron emits a spike, if the membrane po-
tential (Vmem) crosses a certain threshold (Vth). The weighted summation
is usually carried out by a resistive crossbar array. Our proposed ME
device aims to emulate the LIF and thresholding behavior of a biological
neuron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39



xiii

Figure Page

5.2 Schematic of the proposed LIF ME neuron. Thick ME oxide (5nm) sand-
wiched between the metal contact and the ferro-magnet, acts as a capac-
itor. Diode connected transistor M1 prevents back flow of charges stored
on the ME capacitor, while resistor R1 determines the rising time constant
for the capacitor. M2 constitutes the leak path, when the voltage on the
Leak/Reset terminal is zero. . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.3 The stochastic switching behavior of the proposed ME neuron as a func-
tion of the voltage across ME capacitor. The switching probability was
obtained for 10,000 runs using magnetization dynamics model with ther-
mal noise and pulse duration of 1ns. . . . . . . . . . . . . . . . . . . . . . 45

5.4 Simulation results for the ME neuron, shown in Fig. 5.2. Top panel
shows the input spikes fed to the Vin terminal of the device. Middle panel
shows the voltage across the ME capacitor, exhibiting the typical leaky-
integrate dynamics. Bottom panel, illustrates the switching of the ferro-
magnet from +x to -x direction generating a spike annotated as Spike-1.
No more spikes are generated until the device is reset to its initial position
by applying a negative voltage. After reset, device emits a second spike
annotated as Spike-2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.5 (a) SNN topology for pattern recognition. The input neurons are fully
connected to the excitatory post-neurons, each of which is connected to the
corresponding inhibitory neuron in a one-on-one manner. There are lateral
inhibitory connections from each inhibitory neuron to all the excitatory
post-neurons except the one from which it received a forward connection.
(b) STDP learning algorithm, wherein the change in synaptic conductance
is exponentially related to the difference in the spike times of the pre- and
post-neuronal pair. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.6 A typical crossbar implementation of the SNN topology using the pro-
posed ME neuron. Memristive devices constitute the synapses, while the
proposed device mimics the LIF post-neurons. The on-chip learning cir-
cuit programs the synaptic conductance based on spike timing. Inputs to
the system are spike trains corresponding to the 28×28 image pixels from
the MNIST dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.7 (a) Synaptic weights connecting the 28×28 input pre-neurons to each of
the 200 excitatory post-neurons towards the end of the training phase. (b)
Classification accuracy verses the number of excitatory post-neurons. . . . 50



xiv

Figure Page

6.1 (a) (Left) Figure illustrating the ME switching of a ferro-magnet with
applied electric field. A positive voltage on the upper terminal switches
the magnet in positive x direction and vice-versa (Right) An MTJ stack
consisting of an MgO sandwiched between two nano-magnets. The resis-
tance of the MTJ is a function of the voltage and the relative orientation
of the magnetization directions. (b) The proposed four terminal logic-
device. The upper (lower) nano-magnet can be switched by application of
a voltage pulse on terminal 1 (2). The resistance of the MTJ stack can be
sensed between terminals 3 and 4. The thickness of the ME oxide and the
MgO spacer can be tuned independently to improve the write-efficiency
and the sensing margin simultaneously. . . . . . . . . . . . . . . . . . . . . 54

6.2 (a) Proposed ME XNOR gate. Only when both the ferro-magnets point in
the same direction, the output of the inverter goes high, thus implementing
an XNOR function. Inset shows the truth table for the XNOR function.
L represents a digital 0 and H represents a digital 1. (b) Proposed ME
NAND/NOR gate. For NAND operation, the inverter is sized such that
the output goes low only if both the MTJ stacks are in anti-parallel (high-
resistance) state. Whereas, for NOR operation, the sizing of the output
inverter is such that it goes high only if both the MTJ stacks are in parallel
(low-resistance) state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.3 (Left) Truth table for an IMP and NIMP logic gate. (Bottom) The set
of logic gates forming a complete logic basis along with the IMP/NIMP
gate. (Right) The proposed 2 input ME IMP gate. Inset shows the state
of the ME-MTJs under various inputs. . . . . . . . . . . . . . . . . . . . . 57

6.4 Figure illustrating cascading of two ME XNOR gates. Initially, a reset
operation is carried out by applying negative voltage pulses on terminals
‘A’, ‘B’, ‘C’, ‘G1’ and ‘G2’. On the other hand, when data is applied the
two stages are activated in a typical domino-style, one after another. A
representative timing diagram illustrates the waveforms on various nodes. . 58

7.1 (a) The replication of the domain pattern of the FE layer into the FM layer
due to local strain coupling. An effective uniaxial anisotropy is induced
in the region of the FM above the a-domain, while a cubic anisotropy is
induced in the region over the c-domain. (b) Due to high aspect ratio the
demagnetization anisotropy of the FM tends to align the magnetization of
the FM along the length of the magnet, thereby resulting in almost 180o

angle between the magnetizations in the two regions of the FM. . . . . . . 64



xv

Figure Page

7.2 The proposed non-volatile LIF neuron based on elastic coupling between
the FE-DW and FM-DW. The position of the FM-DW represents the
membrane-potential, while the switching activity of the MTJ emulates
the firing behavior of the neuron. . . . . . . . . . . . . . . . . . . . . . . . 67

7.3 Micromagnetic simulation showing the domain wall shape and structure.
The zoomed image shows a 90o domain wall which has been transformed
to a 180o domain wall due to shape anisotropy. . . . . . . . . . . . . . . . 69

7.4 The proposed non-volatile programmable synapse based on elastic cou-
pling between the FE-DW and FM-DW. The position of the FM-DW
modulates the conductane between Terminal-1 and 3 of the device. The
FM-DW position, and thus the conductance of the synapse, can be modi-
fied by applying a +ve or -ve voltage across Terminal-2 and 3. . . . . . . . 70

7.5 Depinning velocities of the magnetic domain wall, for positive and neg-
ative velocities. The blue plot was obtained by using periodic boundary
conditions and parameters from [112]. The red plot was obtained without
periodic boundary conditions and scaled dimensions. . . . . . . . . . . . . 74

7.6 Leaky integrate and fire behavior of the proposed neuron in response to
input train of spikes. (a) Input voltage spike train received by the neu-
ron. (b) FM-DW position (acts as membrane potential variable). (c)
x-component of magnetization under the MTJ stack. Once the MTJ
switches, the neuron fires, and the domain wall is reset to its initial po-
sition. The inset shows the average magnetization under the MTJ when
the domain wall traverses the MTJ. . . . . . . . . . . . . . . . . . . . . . . 76

7.7 Plot of MTJ conductance GMTJ of the synaptic device in response to
voltage pulses exhibits a controlled behavior of the synaptic weights. This
can be used for better learning algorithms like ‘ASP’ for precise tuning of
synaptic weight values. The leaky behavior of the synaptic weights can be
implemented using a small -ve voltage across the device. . . . . . . . . . . 77

8.1 (a) Schematic of the ME-MTJ and (b) ME-XNOR. The ferromagnets in
contact with respective ME oxides can be switched by applying appro-
priate voltages across the ME oxides. The direction of switching can be
reversed by changing the polarity of the applied voltage. Due to shape
anisotropy the easy axis of the ferro-magnets lie along the ±x axis. . . . . 81



xvi

Figure Page

8.2 (a) Switching probability versus voltage applied across the ME capacitor.
It can be seen larger the ME co-efficient lower is the voltage required to
switch the direction of magnetization. (b) The failure probability obtained
versus voltage. Each point on the graph was obtained by 1,000 simulations
of the stochastic LLG equation. The voltage was applied for a duration of
500ps and the state of the magnet was investigated after the application of
the voltage pulse to verify if the magnet has switched within the applied
pulse duration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

8.3 (a) (Left axis) Bit-cell TMR versus MgO thickness obtained from our
NEGF based transport model. In each case, a transistor in series is used
with Width/Length (W/L) ratio as specified in the figure. (Right axis)
The RC time constant as a function of the MgO thickness. (b) A typical
3D switching trajectory of the magnetization under influence of applied
voltage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8.4 1-Read / 1-Write dual port memory using decoupled read/write path of
ME-MTJs. The top row of ME-MTJs are being written into by activating
the RWL, while the bottom row of ME-MTJs can be simultaneously read
by activating WWL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

8.5 Proposed CAM based on ME-XNOR device. The upper and lower ferro-
magnets comprising the ME-XNOR device can be used to store the input
data and the data to be matched, respectively. The match signal goes low
if and only if all the p-MOSes of a particular row are turned OFF. . . . . . 89

A.1 Schematic of an STT-MRAM bit cell being utilized as VC-SD. The bit-
cell consists of the MTJ in series with an access transistor. The proposed
TRNG can be implemented using a standard STT-MRAM array. The
operation consists of “Reset”, “Relax” and “Read” operations. The cor-
responding control signals WL, BL and SL have been shown . . . . . . . . 94

A.2 Magnetization dynamics of the same VC-SD device for two different sim-
ulation runs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94



xvii

Figure Page

A.3 Our benchmarked results for (a) only VCMA-induced switching, and (b)
combined VCMA and STT switching. (c) NEGF results obtained from
our transport model. We have matched the parallel and anti-parallel re-
sistance to the reported value of 11KΩ and 25KΩ respectively. All the
benchmarking is done with respect to the experiment [38]. The MTJ is of
circular cross-sectional area with diameter 40nm and FL thickness 0.9nm.
The oxide thickness is 1.3nm. An external field of magnitude 31mT is ap-
plied to provide the necessary in-plane magnetic field. It is worth noting
here that the external field was only considered during the benchmarking
process. For VC-SD operation, no external field was required since the
in-plane magnetic field for “hard-axis” orientation was provided by the
demagnetization field of the magnet. The MTJ operating voltage is 0.7V . 97

A.4 A sample SD trajectory for the proposed TRNG. The magnetization switches
to “hard-axis” and subsequently relaxes to one of the stable magnetization
states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

A.5 Switching probability (measured over 500 independent stochastic LLG
simulations) for varying “reset” pulse width (1 − 6ns). The randomness
offset remains limited within reasonable bounds (< 10%) even with (a)
variations in cross-sectional area (5%) and thickness (2%), and (b) tem-
perature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100



xviii

ABSTRACT

Akhilesh Jaiswal Ph.D., Purdue University, May 2019. Exploiting Voltage Driven
Switching of Ferromagnets for Novel Spin based devices and circuits. Major Profes-
sor: Dr. Kaushik Roy.

The spin of an electron has for long excited researchers both with respect to its

fundamental physics and technological applications. Consequently, the traditional

field driven switching of ferromagnets gave way for more scalable current driven

switching based on the well-known spin transfer torque phenomenon. However, in

the quest for better energy-efficiency, the manipulation of electron spin through pure

voltage driven or voltage-assisted mechanisms are being intensely explored. In this

research, we demonstrate that the very physics and the characteristics of such voltage

driven devices enable interesting possibilities with respect to memory, neuromorphic

and logic applications. We rely on the recent experimental demonstrations of two

novel voltage effects on nano-magnets − the voltage controlled magnetic anisotropy

(VCMA) and the pure voltage driven magneto-electric (ME) effect. Specifically, we

propose in-situ, in-memory, vector logic operations by exploiting the voltage asym-

metry and precessional switching dynamics of the VCMA effect to construct ‘stateful’

logic gates. Stateful logic are those in which the same device acts as a storage ele-

ment and compute engine, simultaneously. In addition, we show that the pure volt-

age driven mono-domain switching and domain-wall motion of nano-magnets through

the ME effect can be leveraged to construct neuro-mimetic devices exhibiting leaky-

integrate-fire dynamics of biological neurons and as well as non-volatile synaptic el-

ements. Further, we propose a voltage driven logic-device using the ME switching

and demonstrate that the proposed logic-device can be used to construct a complete

cascadable logic family including XNOR, IMP (implication), NAND and NOR gates.
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Additionally, we present an energy and area efficient content addressable memory us-

ing a logic compatible ME-XNOR device. The presented research shows that voltage

driven switching can augment the very functionality and widen the application scope

of spin based devices and circuits.
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1. INTRODUCTION AND MOTIVATION

Right from the very inception of the idea of an electron having an intrinsic ‘spin’ in

early 1920s [1], electron spin has intrigued physicist and technologist alike. Seminal

theoretical and experimental works by the likes of Paul Dirac [2], Stern-Gerlach [3],

Albert Fert [4] and others made possible the first field driven magnetic storage devices.

However, such field driven devices were not very scalable due to the requirement

of an external magnetic field for switching the state of the magnetic memories. It

was Slonczewski’s theoretical work published in 1996 that predicted current driven

switching of ferromagnets by the spin transfer torque (STT) mechanism [5]. The

discovery of the STT phenomenon lead to an entire paradigm shift in spin based

devices and their applications.

Let us have a quick look at the STT mechanism. The basic magnetic device is a

magnetic heterostructure consisting of two nano-magnets separated by an insulating

oxide, as shown in Fig. 1.1(a), called the magnetic tunnel junction. The direction

of magnetization in one of the nano-magnets is fixed (the pinned layer), while the

direction of magnetization for the other nano-magnet can be changed (the free layer).

When the pinned and the free layer point in the same direction (Fig. 1.1(a)), MTJ is

in the low resistance state (P state or digital ‘0’) whereas, when the directions of mag-

netization in the two layers are anti-parallel, the MTJ is in the high resistance state

(AP state or digital ‘1’). A read operation is accomplished by applying a small voltage

across the MTJ and sensing its resistance. For writing a digital bit into the MTJ, a

state transition may be required from the P to AP state or the AP to P state. For an

AP to P transition, the electrons flow from the pinned layer (PL) into the free layer

(FL), as shown in Fig. 1.1(b). The pinned layer acts as a polarizer and the electrons

flowing from the pinned layer to the free layer are polarized in the direction of the

pinned layer. This spin-polarized current exerts a torque on the free layer [5] making
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Fig. 1.1. (a) The depiction of change in resistance in the P and the
AP state of the MTJ. (b) The switching of the MTJ stack from P to
AP state due top electron flow from the PL to the FL and vice-versa.

its magnetization parallel to that of the pinned layer. For writing a digital ‘1’ (P to

AP), current direction has to be reversed. In this case, spins pointing in the direction

of the pinned layer easily pass through the MTJ leading to accumulation of opposite

spins in the free layer. These accumulated spins exert a torque on the free layer

making it anti-parallel with respect to the pinned layer. Thanks to the rich physics

of the STT effect and its associated magnetization dynamics many non-volatile mem-

ories [6], non-volatile logic [7], logic-in memory [8], non-Boolean computations [9],

neuromorphic applications [10], combinatorial optimization [11] etc. have became

possible.

STT mechanism, however, suffers from relatively high switching power consump-

tion owing to the current induced nature of the switching mechanism [13]. In order to

reduce the switching power various voltage driven or voltage assisted switching mech-

anisms are being actively investigated [14, 15]. As shown in Fig. 1.2, voltage driven

schemes allows lowering of power consumption with respect to switching the state of

the device from one stable state to the other. We would be considering two different

voltage driven effects 1) the voltage controlled magnetic anisotropy (VCMA) and 2)

the magneto-electric (ME) effect. VCMA mechanism allows one to modulate the en-

ergy barrier of an MTJ by application of an electric field. Lower the energy barrier,

lower is the switching current requirement. On the other hand, the ME effect lever-
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Fig. 1.2. Various spin based switching mechanisms and devices (Field
driven, Current driven: STT and SHE (Spin Hall Effect), Voltage
Driven: VCMA and ME) and comparative switching power consump-
tion for each device [12].

ages the coupling between different order parameters (ferroelectricity, ferromagnetism

and ferroelasticity) to achieve pure voltage driven switching of ferromagnets.

In this research, we demonstrate that the voltage driven switching of ferromagnets

not only helps in achieving energy-efficiency, it opens up new avenues for memory,

neuromorphic and logic applications. Specifically, chapter 2 describes the physics and

modeling of the VCMA effect [16, 17]. In chapter 3, we propose in-situ, in-memory,

stateful logic operations by exploiting the very physics of the VCMA mechanism [17].

Chapter 4 discusses the ME effect and its modeling [18]. Chapters 5 and 6 propose

novel ME devices as neuromorphic [19] and Boolean logic primitives [18, 20], respec-
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tively. Chapter 7 introduces a novel neuro-synaptic device based on pure voltage

driven domain-wall motion using elastically coupled ferroelectric and ferromagentic

layers [21]. In chapter 8, we present a 1-Read /1-Write dual port memory and an

energy- and area-efficient content addressable memory using ME devices [22]. Chap-

ter 7 elaborates on the future work and summarizes the research work. In Appendix,

we present an energy-efficient true random number generators using the VCMA ef-

fect [23].
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2. VCMA PHYSICS AND MODELING

2.1 Introduction to VCMA mechanism

2.1.1 VCMA mechanism: Voltage asymmetry

The basic device structure under consideration is the two terminal magnetic tun-

nel junction (MTJ). An MTJ consists of two nano-magnets separated by an insulating

oxide as shown in Fig. 2.1(a). The MTJ is called a perpendicular MTJ if the mag-

netization directions of the two nano-magnets are perpendicular to the plane of the

nano-magnets. One of the nano-magnets is fixed called the pinned layer (PL), while

the other nano-magnet can be switched by applying a voltage across the MTJ called

the free layer (FL). The MTJ has two stable states called the parallel (P) state and

the anti-parallel (AP) state. When the magnetization of the two nano-magnet is in

the same direction the MTJ is in low resistance P state and vice-versa.

Conventionally, the state of the MTJ has been switched using the current induced

spin transfer torque (STT) phenomenon [24]. The basic physics associated with the

STT phenomenon relies on the fact that a spin polarized current passing through the

FL exerts a torque on the FL thereby flipping the state of the MTJ from the P to

the AP state and vice-versa. This exerted torque by the STT mechanism has to be

sufficient to overcome the energy barrier (EB) associated with the FL. In perpen-

dicular MTJ, it is the interface anisotropy that creates the required energy barrier

between the two stable states of the MTJ. In general, higher the EB, higher is the

current required to switch the MTJ. One of the key challenges associated with the

STT phenomenon is the high switching current requirement [25]. In order to reduce

the current requirement for switching the nano-magnet various voltage driven switch-

ing phenomenon are under intense research investigation [26, 27]. One of the most
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promising technique and easy to incorporate in the the two terminal MTJ stack is

the voltage controlled magnetic anisotropy (VCMA) effect [26].

VCMA effect is the phenomenon of being able to modulate the interface anisotropy

of the MTJ stack by applying a voltage across the MTJ [28]. Application of an

electric field modulates the relative occupancy of the valence d-orbitals, as shown

schematically in Fig. 2.1(a), thereby effectively changing the interface anisotropy

[29,30]. Recall, in perpendicular MTJs it is the interface anisotropy that is primarily

responsible for creating the required EB. A large EB is required for maintaining

the non-volatility of the MTJ devices. However, a large EB also makes it harder

to switch the nano-magnets during the write process. VCMA effect allows one to

temporarily reduce the EB by reducing the interface anisotropy in response to electric

field. The reduced EB makes it easier to switch the nano-magnets, thereby reducing

the switching current requirement. On the other hand, if the direction of the electric

field is reversed, EB increases due to the VCMA effect making it much more difficult

to switch the nano-magnet. This increase or decrease in the EB due to application of

an electric voltage across the MTJ is shown schematically in Fig. 2.1(b). The figure

shows that, the VCMA effect makes the MTJ stack asymmetric with respect to the

voltage polarity. With favorable voltage polarity (pinned layer at higher potential

than the free layer) the MTJ can be easily switched while if the voltage polarity is

reversed the MTJ would be difficult to switch. In fact, it has been experimentally

shown that when the EB is increased by applying a voltage, the MTJ breaks down

at sufficiently higher voltages but does not switch [31]. In later section, we would

describe how this voltage asymmetry of the VCMA based MTJs would be used to

construct stateful IMP (implication) logic for vector operations.

2.1.2 VCMA mechanism: Precessional switching

VCMA effect allows for a new switching dynamics, called the precessional switch-

ing, in contrast to the typical STT based switching phenomenon [16]. The precessional
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switching dynamics can be understood with respect to Fig. 2.1(c). Let us assume

the magnetization of the FL is initially pointing in +z-direction due to the interface

anisotropy that tends to align the magnetization direction perpendicular to the plane

of the nano-magnet. As a consequence of the VCMA effect, when a voltage is applied

across the MTJ, the interface anisotropy decreases. If the decrease in the interface

anisotropy is sufficient, the magnetization would no longer be bound by the inter-

face anisotropy and would be free to deviate from its initial position (+z direction

in this case). Now, assume there is a small in-plane field in +x-direction (denoted

as Hin−plane in Fig. 2.1(c)) either due to the shape anisotropy, or such in-plane field

can be engineered in the MTJ stack as experimentally demonstrated in [32]. Since,

the interface anisotropy has been reduced by voltage application (V>0 in Fig. 2.1(c))

and there is an effective field in the +x direction, the magnetization would tend to

align itself to the effective field. It would do so by precessing and slowly damping

towards the +x direction. This behavior is graphically depicted in Fig. 2.1(c), where

the magnetization initially starts from position ‘I’ and then follows the trajectory

marked by points A-B-C on application of electric filed across the MTJ (V>0) .

If we turn OFF the applied voltage when the magnetization is at point A in Fig.

2.1(c), the magnetization would slowly dampen and point in the -z direction due to

the interface anisotropy. Thus, by timing the voltage pulse such that magnetization

makes a half-cycle around the hard-axis (+x in this case), it can be switched by 180o.

This switching due to the precession of the magnetization across the hard-axis is called

precessional switching. VCMA based precessional switching has several advantages

including low energy-requirement and high switching speed [33]. We would later

describe how this precessional switching of the VCMA MTJs can be used to construct

a massively parallel NOT operation.
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2.2 Device Modeling

In this section, we describe the coupled device-circuit simulation model developed

for analyzing VCMA based MTJ and associated circuits. The model integrates and

self-consistently solves the magnetization dynamics and electron transport model in

a SPICE platform, enabling a rigorous circuit simulation for evaluating of energy and

performance metrics.

2.2.1 Magnetization Dynamics based on stochastic LLGS equation in-

cluding the VCMA effect

The magnetization vector in a mono-domain nanomagnet follows the dynam-

ics governed by the well-known Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equa-

tion [34,35]. LLGS equation can be written as follows:

∂m̂

∂t
= −|γ|m̂×−→HEFF + αm̂× ∂m̂

∂t
+
−−→
STT (2.1)

−→
HEFF =

−→
H ext +

−→
H demag +

−→
H ani +

−→
H thermal (2.2)

−−→
STT = |γ|β(m̂× (εm̂× P̂ + ε′P̂ )) (2.3)

where m̂ is the unit magnetization vector, α is the Gilbert damping constant,

γ is the gyromagnetic ratio, HEFF is the effective magnetic field experienced by the

nanomagnet and
−−→
STT is the STT torque acting on the nanomagnet. The first term on

the right hand side of Eq. 2.1 relates to magnetization precession along HEFF while

the second and last terms describe the damping torque and STT, respectively. HEFF

includes an external field (Hext), demagnetization field due to shape anisotropy [36]

(Hdemag), the interface perpendicular anisotropy field [13] (Hani) and stochastic field

due to thermal noise (Hthermal), as described in Eq. 2.2. The
−−→
STT torque is expressed

in Eq. 2.3, where β is the rate of spin transfer into the MTJ-FL, ε is the spin injection

efficiency, P̂ is the polarization of the incoming spin current and ε′ describes the STT

field-like torque.
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Further, as detailed in Section 2.1, VCMA effect modulates the interface anisotropy

of the MTJ stack in response to an applied voltage. VCMA effect is thus modeled us-

ing a voltage dependent anisotropy constant (Ki), which is incorporated in the LLGS

equation through Hani, as follows:

Ki = Ki0 − ξ
VMTJ

tMgO

(2.4)

Hani =
2Kimz

MstFL
ẑ (2.5)

where ξ is the VCMA coefficient, VMTJ is the voltage applied across the MTJ stack,

tMgO is the spacer oxide thickness, Ki0 is the nominal value of anisotropy constant

at zero voltage (no VCMA), Ms is saturation magnetization and tFL is thickness of

the FL nanomagnet. The thermal noise was included in the LLGS equation using a

thermal field given by Brown’s model [37] as:

−→
H thermal =

−→
ζ

√
2αkBT

|γ|MSρmtjdt
(2.6)

where
−→
ζ is a vector having components that are Gaussian random variables with zero

mean and standard deviation of 1, ρmtj is the volume of the nanomagnet, T is the

ambient temperature, kB is the Boltzmann’s constant and dt is the simulation time

step. The device dimensions and other parameters used in simulation are tabulated

in Table 2.1.

2.2.2 MTJ Resistance model

The resistance of the MTJ was modeled using the non-equilibrium Green’s func-

tion (NEGF) approach, benchmarked against experimental data from [41], as illus-

trated in Fig. 2.2. The details of various equations used in our NEGF model can be

found in [40]. Our NEGF model is based on a potential profile wherein a non-magnetic

barrier separates two nano-magnets. The non-magnetic barrier is characterized by

its energy-barrier while the nano-magnets by their band-splitting energy. The results

obtained by the NEGF calculations were encapsulated in an analytical fitting model
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Table 2.1.
MTJ parameters used in the simulation model for analyzing the VCMA effect.

Parameters Value

MTJ Diameter (WMTJ) 40nm

MTJ-FL thickness (tFL) 0.9nm

MTJ-spacer thickness (tMgO) 1.3nm

MTJ-PL polarization 0.4

Saturation Magnetization (MS) 1257.3emu/cm3 [38]

Gilbert Damping Factor (α) 0.02

Tunneling Magnetoresistance (TMR) 125%

VCMA coefficient (ξ) 3.72e−8 ergV −1/cm2 [39]

Interface Anisotropy, at 0V (Ki0) 1.1erg/cm3

External field (Hext) 100Oe ŷ

such that the resulting MTJ resistance was modeled as a SPICE compatible voltage

dependent resistance.

2.2.3 Self-Consistent SPICE Compatible Magnetization Dynamics and

Resistance Model

A SPICE compatible device-circuit model was developed in Verilog-A for the

VCMA-MTJ. The Verilog-A model concurrently solves the LLGS equation, the MTJ

resistance model and the associated circuit equations. Predictive transistor models

[42] were used for the access transistors, thus completing the 1-T 1-VCMA MTJ bit-
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cell model. Fig. 2.3 shows graphically the various building blocks associated with our

self-consistent device-circuit simulation framework.
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3. IN-SITU, IN-MEMORY STATEFUL VECTOR LOGIC

OPERATIONS BASED ON VOLTAGE CONTROLLED

MAGNETIC ANISOTROPY

3.1 Introduction and Related Work

Shanon in his seminal work on Boolean logic laid the foundation for digital logic

design as a part of his master’s thesis [43]. The underlying idea being the fact that

the basic Boolean gates like AND and OR can be easily implemented using elec-

tronic switches. With the invention of transistor switches [44], almost a decade after

Shanon’s work, digital logic quickly gained ground and has become the workhorse of

today’s information processing [45].

In general, the state-of-art digital processors rely heavily on Boolean gates con-

stituting the computational unit which is separate from the storage unit consisting of

numerous memory cells. This decoupled architecture wherein memory and compute

units are physically separated is named after its inventor as the von-Neumann ar-

chitecture [46]. The von-Neumann architecture forms the backbone of almost all the

available commercial processors. Despite the tremendous strides made in comput-

ing efficiency powered by the von-Neumann machines, it fails to deliver the required

speed and efficiency demanded by the recent developments in big-data, artificial in-

telligence, Internet-of-things (IoT) etc [47]. The major limitation associated with

the von-Neumann architecture is the so-called von-Neumann bottleneck [48]. This

bottleneck mainly arises from the limited data transfer rate between the physically

decoupled compute and memory units. The frequent to-and-fro data transfer be-

tween the compute and the memory units, not only limits the overall throughput but

also results in large energy overhead associated with each data transfer. In order to



14

mitigate the limitations associated with the von-Neumann bottleneck one promising

approach is to enable in-memory vector computations [49,50].

These novel computing paradigms termed as in-memory computations aim to im-

plement some (or all) aspects of Boolean logic computations as close to the memory

units as possible, thereby avoiding expensive data transfer between the compute and

memory units, resulting in higher throughput and better energy-efficiency. Such in-

memory computations using conventional silicon based complementary-metal-oxide-

semiconductor (CMOS) technology has been demonstrated in [51]. The basic idea

behind the in-memory compute mechanism proposed in [51] is to activate multiple

rows of memory-cells and read-out a voltage which is proportional to the desired logic

computations. However, silicon technology is itself facing tremendous challenges due

to aggressive scaling of the CMOS transistors [52–54]. As such, novel memory tech-

nologies like spin based magnetic random access memories (MRAMs) [6,41], resistive

RAMs [55], phase change materials based memories [56] are being actively investi-

gated for possible replacement of silicon based technologies. A key benefit of these

novel technologies is their non-volatility. The non-volatile characteristics of these

memory units make them well-suitable for ultra-low leakage applications ultimately

increasing the energy-efficiency [57].

Exploration of in-memory compute designs using such non-volatile technologies

are crucial to meet the energy and throughput requirement demanded by the emerg-

ing data intensive applications. Spin-transfer-torque MRAM (STT-MRAM) based

in-memory Boolean computations have been proposed in [8, 58]. These in-memory

architecture rely on the peripheral read circuits to implement the actual computations.

Nevertheless, the peripheral circuits being close to the memory array does provide en-

ergy and throughput benefits. The logic computation results are only available when

the data is being read from the memory array. This implies if one were to do multiple

logic operations which are dependent on the intermediate results, one would require

to do a read operation for every logic computation. Thus each in-memory logic op-
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eration is inevitably associated with a memory read operation even for intermediate

results leading to decreased memory throughput and energy-efficiency.

As opposed to the aforementioned works which use the memory peripheral circuits

to do the actual logic computations there are other classes of in-memory compute

designs that do computations ‘in-situ’ using ‘stateful’ memory devices wherein the

same device acts both as a memory element and compute unit. The well known

memristive implication (IMP) logic demonstrated in [59] is a good example of such

stateful computations. However, the limited endurance of memristors in general make

these devices unsuitable for on-chip cache or IoT applications that have extreme

longevity requirement. Out of all the non-volatile technologies, spin based devices

are the only devices that have high switching speed as well as unlimited endurance.

Few works on stateful computations using spin devices can be found in [60], [61].

Specifically, the work presented in [60] uses a three terminal device exploiting the

spin Hall effect and the voltage controlled magnetic anisotropy in spin devices to do

stateful computations. However, one of the inputs to these devices is an electrical

quantity i.e. input charge current. This in turn implies if we were to compute say the

vector AND operation on the logic states stored in two separate memory rows, one

of the memory rows will have to be read first, then converted into electrical signal

(a current in this case) before the actual logic computation can be completed. This

requirement of ‘read before compute’ would lead to degraded benefits in throughput

and energy.

In this work, we employ the very physics of voltage controlled magnetic anisotropy

to construct in-situ, in-memory, stateful computations using a two terminal spin

device. Specifically, we use the voltage asymmetry of the VCMA effect to construct

IMP (implication) logic and the precessional dynamics of the VCMA switching process

to propose a massively parallel NOT and XOR operation. The key highlights of the

work presented in this chapter and its advantages over previous works are as follows:

1. We propose in-situ, in-memory stateful IMP vector computations using the volt-

age asymmetry of the VCMA effect on two terminal magnetic tunnel junctions
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(MTJs). In addition, we propose a massively parallel NOT and XOR operation

by exploiting the precessional switching dynamics of VCMA based MTJs.

2. Further, the massively parallel behavior of the proposed NOT gate allows multi-

cycle computation of other Boolean functions including AND, OR, NAND,

NOR, NIMP(complement of IMP), thereby constructing a rich logic function-

ality embedded within the memory array in a stateful manner.

3. One of the major advantages of the proposed in-situ, in-memory stateful vector

computations is the fact that we rely on the well known 1 transistor - 1 MTJ bit-

cell without making any changes in the magnetic device or the bit-cell circuit.

This is turn makes our proposal attractive from manufacturability point of view.

Further, as opposed to [8, 58] our logic computations do not rely on complex

read operations given the fact that reading MTJ devices in general is a complex

circuit problem. In addition, as opposed to the work in [60], we do not need

to represent the logic operands by an electrical input, rather both the logic

operands can be stored in the memory array leading to higher throughput.

4. We have developed a detailed device-circuit model comprising of self-consistent

magnetization dynamics and electron transport model integrated seamlessly in

SPICE environment to study the feasibility of the proposed logic computations.

3.2 Proposed in-situ, in-memory Stateful Vector Logic Operations

3.2.1 Stateful vector IMP gates

Let us assume we have two VCMA based MTJs − ‘MTJ-1’ and ‘MTJ-2’ storing

two input data bits ‘Bit-1’ and ‘Bit-2’, respectively. We wish to compute the impli-

cation (IMP) of bits ‘Bit-1’ and ‘Bit-2’ such that the new value of the MTJ-2 would

correspond to the IMP of the original values of bits ‘Bit-1’ and ‘Bit-2’. Further, let

us assume that this logic computation has to be done in a ‘stateful’ manner such that
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Fig. 3.1. (a) The truth table for two input IMP operation. The
columns B and B’ are the same except for row 1, highlighted in red.
(b) The array configuration showing the voltages at various SLs and
WLs and the current flow during the stateful computation of the
bit-wise IMP operation. (c) A simplified circuit showing the voltage
divider configuration resulting due to the applied voltages at the SLs
and WLs. (d) A typical magnetization dynamics during the switching
of the MTJ-2 from the P to the AP state, when MTJ-1 is in the P
state. Note, this switching dynamics is a typical STT dominated
switching, VCMA effect lowers the EB for MTJ-2, thereby allowing
the small current flowing through the MTJ-2 to be able to selectively
switch the MTJ-2 as desired.

the same VCMA MTJs (that function as memory elements storing bits ‘Bit-1’ and

‘Bit-2’) also act as logic computation units.
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In order to understand the proposed stateful computations, let us consider the

truth table of a two input IMP gate shown in Fig. 3.1(a). Note, the first column

(A) would physically represent possible states of MTJ-1 and the second column (B)

would represent states of MTJ-2. The third column (B’) represents the new state of

MTJ-2 after the logic operation has been completed. Interestingly, in Fig. 3.1(a),

column B is same as B’ except for row 1 (highlighted in red). Further, we assume the

low digital level (L) is mapped to the P state of the MTJ and high digital level (H) is

mapped to the AP state. This implies in order to do the stateful computations, when

the operand ‘A’ (MTJ-1) is in the P state and operand ‘B’ (MTJ-2) is also in the P

state, the state of MTJ-2 should change from P to AP, thereby mimicking the logic

operation corresponding to row 1 of Fig. 3.1(a). Further, for all other cases since B

= B’, the state of the MTJ-2 should not change. Thus, if we can retain the state of

MTJ-2 for rows 2, 3, 4 and change the state from P to AP for row 1 we would have

effectively accomplished the IMP operation.

Fig. 3.1(b) and (c), illustrates the device-circuit technique to do the aforemen-

tioned IMP computation. Let us assume we have two vector input operands ‘A’ and

‘B’. The bits ‘A0’ to ‘AN ’ corresponding to the input ‘A’ are stored in upper row of

the memory array as shown in Fig. 3.1(b). Similarly, bits ‘B0’ to ‘BN ’ corresponding

to the input ‘B’ are stored in lower row of the memory array. In order to do the bit-

wise IMP computations for operands ‘A’ and ‘B’ we would activate the corresponding

word-lines WL-1 and WL-N. Simultaneously, a voltage VDD would be applied to SL-1,

while SL-N would be grounded resulting in a current flow as marked by the red arrow

in Fig. 3.1(b). A simplified version of the resulting circuit configuration, considering

one column consisting of one bit from the vector operand ‘A’ and corresponding bit

from the vector operand ‘B’, is shown in Fig. 3.1(c).

Fig. 3.1(c) is basically a voltage divider, the voltage at node ‘mid’ depends on

the resistance states of MTJ-1 and MTJ-2. Note, in this circuit configuration the

pinned-layer of MTJ-1 has a lower voltage than the free-layer, while for MTJ-2 the

pinned-layer is at a higher voltage than the free-layer. This in turn implies, with
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reference to Fig. 2.1(b), MTJ-1 has a higher energy barrier (EB) while MTJ-2 has

a lowered energy barrier owing to the VCMA effect. As such, it is much easier to

switch MTJ-2 while the state of MTJ-1 would remain intact due to increase in its

EB. Further, the voltage at node ‘mid’ would be higher (lower) when MTJ-1 is in the

P (AP) state due to the voltage-divider effect. By appropriate choice of VDD and the

MTJ resistances, the circuit in Fig. 3.1(c) can be designed such that MTJ-2 switches

from the P to the AP state only when MTJ-1 is in the P state. A higher voltage at

node ‘mid’ (corresponding to the P state of MTJ-1) would imply enhanced lowering

of the EB for MTJ-2 allowing the small current flowing through the MTJ-2 to be able

to deterministically switch the MTJ-2 from the P to the AP state as desired.

Note, it is due to the lowered EB of the MTJ-2, that the small current flowing

through the MTJs can switch the MTJ-2, but not the MTJ-1 (since the EB for MTJ-1

has increased due to its voltage polarity). The current flowing through the MTJ-2

switches its state due to the STT effect, given the fact that the switching current

requirement for MTJ-2 has been conditionally (only when MTJ-1 is in the P state)

reduced due to the voltage at node ‘mid’. This STT like switching behavior, as shown

in Fig. 3.1(d), is evident from the magnetization dynamics of MTJ-2, simulated using

the model described in the previous section. Note, the P to AP switching of the MTJ-

2 only when MTJ-1 is in the P state implements both the rows 1 and 3 of the Fig.

3.1(a). Specifically, when MTJ-1 is in the AP state, voltage at node ‘mid’ is not high

enough to sufficiently lower the EB of MTJ-2, thereby retaining its original state

corresponding to row 3. However, when MTJ-1 is in the P state, the voltage across

MTJ-2 is sufficient to lower the EB of MTJ-2 such that it switches to the AP state

corresponding to row 1.

The state for MTJ-2 (corresponding to the column B’ in Fig. 3.1(a)) for remaining

rows 2 and 4 is same as the column B and is the AP state. Further, the current flow

direction is such that it always tries to switch MTJ-2 to the AP state. Thus, for rows

2 and 4, MTJ-2 is initially in the AP state, moreover, the current flowing through

the MTJ-2 is also trying to switch it to the AP state, thereby the state of MTJ-2 is
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Fig. 3.2. (a) The truth table for NOT operation. (b) The array
configuration showing the voltages at various BLs and WLs and the
current flow during the stateful computation of the massively parallel
NOT operation. (c) A typical magnetization dynamics showing the
precessional switching behavior of the VCMA MTJs mimicking the
NOT operation. On application of proper voltages, irrespective of
the initial state of the magnetization direction (+z or -z), the mag-
netization vector switches by 180o thereby implementing the desired
stateful NOT operation.

retained for both rows 2 and 4. As such, by merely activating WL-1 and WL-2 and

applying appropriate voltages on lines SLs, in-situ stateful vector IMP operation can

be achieved leveraging the fact that VCMA effect selectively lowers the EB for the

MTJ-2 based on its asymmetric voltage polarity.

3.2.2 Stateful parallel NOT gates

NOT is a one variable operation, therefore, let us consider a single bit-cell con-

sisting of 1 transistor - 1 VCMA MTJ. In order to reverse the current state of the

MTJ we can use the precessional switching dynamics of the VCMA effect. As ex-

plained earlier, when sufficient voltage is applied across the VCMA MTJ, the interface

anisotropy decreases and in presence of an effective in-plane field the magnetization

starts precessing around the hard axis as shown in Fig. 2.1(c). If the input voltage
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pulse is clocked such that the magnetization has made a half cycle around the hard

axis the direction of magnetization would have been effectively reversed by 1800.

Interestingly, irrespective of whether the initial state of the magnetization vector

was pointing in the +z or the -z direction, when a sufficient positive voltage is applied

to lower the interface anisotropy, the magnetization would start precessing around the

hard-axis. This implies, when the magnetization vector would have completed a half-

cycle around the hard-axis, if it initially started from + z direction (-z direction), it

would now be pointing closer to the -z direction (+z direction). If the voltage pulse

is turned OFF when the magnetization has made a half-cycle around the hard-axis it

would effectively have switched by 180o. Therefore, irrespective of the initial state of

the MTJ, the magnetization direction would always be reversed if the input voltage

pulse is clocked such that the magnetization has only completed a half-cycle around

the hard axis.

This unipolar switching characteristic of the VCMA MTJ, wherein the magneti-

zation always switches by 180o on application of appropriate voltage pulse, can be

used to construct a massively parallel vector NOT operation as shown in Fig. 3.2(b-

c). Let us assume we have to do a NOT operation for all the bits corresponding

to rows WL-1 and WL-N. Both WL-1 and WL-N would be pulled high to activate

the access transistors and proper voltage VDD needs to be applied to BL-1 through

BL-N. This VDD would be dictated by the VCMA MTJ characteristics such that the

magnetization starts precessing around the hard-axis. Usually, the voltage required

for VCMA based precessional switching is higher than the voltage requirement for

STT-dominated switching [15]. After a predetermined time duration, corresponding

to the half cycle precession of the magnetization, the WL and VDD voltages would be

pulled low, thereby reversing the state of all the MTJs connected to both WL-1 and

WL-N.

It might be instructive to comment that the switching mechanism during the IMP

operation, described in the previous sub-section was STT dominated, the VCMA

effect during the IMP operation merely reduced the EB such that the STT current
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can switch the device. In contrast, for the NOT operation, the switching dynamics is

VCMA dominated, that results in precessional switching of the MTJs. The VCMA

dominated switching dynamics is also evident from our simulation result shown in

Fig. 3.2(c), which shows a typical magnetization trajectory during the precessional

switching based NOT operation. Note, in the upper (lower) part of Fig. 3.2(c),

the magnetization vector starts from +z -axis (-z -axis) and makes approximately

a half-cycle around the x-axis before it dampens and consequently settles down in

the -z direction (+z direction). Therefore, irrespective of its initial direction, the

magnetization vector is always reversed when it completes a half-cycle around the

hard axis. The presence of both the STT and VCMA dominated regime in the same

MTJ device has been demonstrated experimentally in many works including [15].

In principle we can activate all the WLs in the memory array, simultaneously, such

that the entire memory array can be flipped in a massively parallel manner. However,

in practice the number of WLs that can be simultaneously activated would be limited

by the peripheral circuits and the current drivability of the drivers connected to BLs

and WLs. Nevertheless, multiple rows can be easily flipped in one cycle resulting in

a massively parallel stateful NOT operation. Further, one could argue that precise

timing control of the voltage pulses are required for the proper functioning of the

NOT operation and given circuit level variations the write-error-rate (WER) for the

proposed NOT operation would be exceptionally high. It is worth mentioning, by

proper circuit techniques such errors can be mitigated. In fact, as demonstrated

in [39], authors in [39] were able to obtain WER as low as 1e-14 for precessional

switching in VCMA MTJs. A detailed description of the peripheral circuits and

write-scheme used for mitigating the WER in precessional switching of VCMA MTJs

can be found in [39]. Further, the WER for the AP to the P precessional switching is

slightly different from the P to the AP precessional switching. The difference arises

due to the existence of the small current flow through the VCMA MTJ favoring one

particular switching direction as opposed to the other. However the difference is
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IMP NOT 

AND NOR 

NAND NIMP 

OR 

Fig. 3.3. Based on the proposed stateful operations as described in
the above sub-sections an IMP and NOT operation can be completed
in one cycle, whereas a two cycle operation can implement the NAND,
NIMP and NOT logic. Similarly, a three cycle operation can be used
for the AND and NOR logic computation. For multi-cycle logic, the
part of logic highlighted in red can be computed in the first cycle,
the part in white can be computed in second cycle, while the part
highlighted in blue would be computed in the third cycle.

usually small and has been extensively studied in [33]. In summary, the precessional

switching of the VCMA MTJs can be used as a massively parallel NOT operation.

3.2.3 Other Logic Gates

It has already been demonstrated that we can accomplish vector IMP and NOT

operations in one cycle. In principle, since the IMP operation is a universal gate,

the proposed scheme can be used for mapping any arbitrary Boolean computations.

However, since NOT is a massively parallel operation, the IMP operation can be

combined with the NOT operation to achieve various other basic Boolean gates.

For example, as shown in Fig. 3.3, by using two cycles stateful NAND/OR/NIMP

logic operations can be accomplished. Further, if we assume three cycles, stateful

AND/NOR operations can be computed using the proposed techniques. Note, as

opposed to the stateful IMP logic in memristive crossbars [59], the present proposal

has significant advantages due to the fact that the NOT operation can be achieved
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in a massively parallel manner that too in the usual 1-transistor−1-MTJ bit-cell,

thereby enabling other stateful logic operation as in NAND/NOR etc.

For the sake of completeness, note that the 1-transistor−1-VCMA MTJ array can

still be used as a conventional memory block. Interested readers can refer to [39] on

how the read and write operations can be accomplished in such a memory array. The

present proposal of stateful computations augments the usual memory operations

by in-situ logic computations thereby allowing one to overcome the von-Neumann

bottleneck resulting in higher throughput and energy-efficiency.

3.2.4 Stateful XOR Gate

(a) 

A	 B	 (B’)	XOR	

1	 L	 L	 L	

2	 L	 H H	

3	 H	 L	 H	

4	 H	 H L	

AN A1 

BN B1 

VDD GND 

(b) 

WL-1 

WL-N 

BL-N BL-1 

SL-1 

SL-N 

GND 

GND 

VDD 

VDD 

Fig. 3.4. (a) A truth table for XOR gate. The logic output B’ retains
its original value when the operand A is ‘L’, whereas if the operand A
is ‘H’, the new value for B’ is the complement of its original value B.
(b) Figure shows the array structure used for implementing the XOR
operation. The voltages on BLs represent the bits corresponding to
the operand A, while the data stored in the MTJs represent the bits
corresponding to the operand B. The values in the MTJs are inverted
conditionally only if the bits corresponding to the operand A are ‘H’
i.e. only if the respective SLs are pulled high. Note, in the example
shown, the bit value for A1 is ‘L’, as such, BL-1 is kept low. Therefore,
no current flows through the column corresponding to BL-1 and hence
the bits corresponding to BL-1 consume no energy.

Here we describe how one can implement stateful XOR operation using the pre-

cessional switching dynamics of the VCMA mechanism. Unlike the IMP and NOT
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operation proposed in the manuscript, the XOR operation requires representation of

one of the operands as an electrical input i.e. one of the operands is represented by

the voltage on the bit-line (BL). This implies if we were to compute the XOR of two

vector operands stored in two different rows of the memory array, one of the rows

will have to read first, then converted into an electrical input (a voltage in this case)

and applied to the BL before the XOR operation can be completed. This results in

a requirement of ‘read before compute’ as opposed to the IMP and NOT operations.

However, an interesting possibility is the fact that the XOR operation exploits the

precessional switching dynamics and therefore, has the potential of enabling massively

parallel XOR operations similar to the NOT operation.

In order to understand the functionality of the stateful XOR operation, let us

consider the truth table of the XOR gate as shown in Fig. 3.4(a). The key observation

with respect to the truth table is that the operand B retains its original value when

the operand A is ‘L’ (highlighted in blue), whereas when the operand A is ‘H’ the

state of the operand B has to be inverted (highlighted in red). This implies the

XOR operation can be seen as conditional NOT operation, wherein the operand B is

inverted only when the operand A is ‘H’.

We have already seen that the precessional switching dynamics of the VCMA

mechanism can be used to perform the NOT operation. Based on such precessional

mechanism the proposed bit-wise, stateful, parallel XOR operation can be performed

as shown in Fig. 3.4(b). The operand A is represented as the voltages on the lines

BL. For example, if the Nth bit of the vector operand A is AN = ‘H’, BL-N would

be pulled up to VDD and if A1 = ‘L’, BL-1 would remain at 0 volts. The row WL-1

that is supposed to store the vector operand B would then be activated by pulling

WL-1 to a high voltage. By ensuring the WL-1 is ON only for a time duration such

that the pulse width corresponds to the half-cycle of the magnetization vector, the

bits of operand B can be conditionally inverted based on whether the corresponding

bit of operand A was ‘H’ or ‘L’, thereby completing the XOR operation.
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A major benefit of the proposed stateful XOR operation is the fact that we apply

a non-zero voltage to the BL only if the corresponding bit of the operand A is ‘H’.

As such, for those cases where the corresponding bit of the operand A is ‘L’, the

concerned bit-cells consume no energy as both the SL and the BL for those bits are

at zero volts. Statistically, this would reduce the energy consumption by almost 50%.

Given the extensive use of the XOR operation in many compute applications and

the fact that implementing XOR using CMOS transistors is expensive in terms of

both energy and area, the present proposal potentially paves the way for low energy

and low area XOR in-memory computations. Another benefit of the proposed XOR

operation is the possibility of doing a massively parallel operation similar to the NOT

operation. Suppose, the operand A is an encryption key that has to be XORed with

all the data stored in multiple rows of the memory array. In principle, all the WLs

can be simultaneously activated, such that all the bits in the corresponding rows

flip conditionally based on the voltages at respective SLs, thereby completing the

XOR operation for multiple rows in a single cycle. The energy consumption for the

proposed XOR operation per bit would be same as the NOT operation except the

fact that in 50% cases when the bits of operand A are zeros, no energy would be

consumed.

3.3 Results

Using the comprehensive simulation model presented in Fig. 2.3, we evaluate

the functionality and performance of the proposed in-memory vector computations.

Note, during the process of magnetization switching, the resistance of the MTJ keeps

changing which in turn would change the voltage across the MTJ. Therefore, both

the STT and the VCMA strength is a function of the instantaneous direction of

magnetization. In order to properly capture these effects a self-consistent SPICE

model like the one described in Fig. 2.3 is required as opposed to mixed mode models

that solve decoupled LLGS and resistance equations separately.
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Fig. 3.5. (a)Probability of B’s final state being ‘H’ (or digital ‘1’) for
the four initial cases of A and B (00,01,10,11) in the vector IMP oper-
ation, as a function of the voltage pulse. At a pulse width of ∼ 25ns,
the correct IMP result is obtained. (b) Probability of inverting the
state of the VCMA MTJ due to precessional switching as a function
of the pulse duration. The switching probability peaks at ∼ 2ns due
to the half-cycle rotation of the magnetization dynamics.

The vector IMP operations are performed using the STT-dominated switching of

MTJs. In performing an IMP operation on vectors A and B, the current flows from

the bit-cells storing bits corresponding to operand A to bit-cells corresponding to

operand B, eventually replacing vector B with the resulting bit-wise IMP operation

(refer to Fig. 3.1). Also, the negative-VCMA effect on bit-cells storing operand A

prevents them from switching their state. Fig. 3.5(a) shows the probability of B’s

final state - which represents the result - being ‘1’ (or ‘H’ or AP) for the four possible A

and B inputs ‘00’, ‘01’, ‘10’ and ‘11’, as a function of the applied voltage pulse width.

The simulation is done for various runs in presence of stochastic thermal variations.

It can be observed that when the initial state of B is ‘H’ or AP (for inputs ‘01’ and

‘11’), the final state is also AP, irrespective of A’s state. This is because the direction

of the current flow restricts B from switching from AP to P state. On the other

hand, for the input ‘11’, B never switches its state since the current flowing through

the bit-cells in this case is designed to be lower than the critical current required for

STT switching, given the fact that the voltage across MTJ-2 is not high enough to
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sufficiently lower its EB. However, for the input ‘00’, B switches with a probability of

∼1, for a voltage pulse width of ∼25ns, thus verifying the functionality and robustness

of the bit-wise IMP operation. The average energy consumption per-bit and latency

of the IMP operation is tabulated in Table 3.1.

While IMP uses STT-dominated switching, NOT operation is primarily VCMA-

dominated. As described earlier, the magnetization starts precessing along the hard-

axis, once a sufficient voltage is applied across the MTJ (see Fig. 3.2(c)). Note

that the VDD for the NOT operation is specifically chosen, so as to ensure VCMA-

dominated precessional dynamics. Fig. 3.5(b) shows the switching probability as

a function of voltage pulse width, in presence of thermal variations. The switching

probability shows an oscillatory behavior since the final state of the MTJ depends

on the magnetization vector direction at the instant when the voltage is turned off.

Such oscillating switching probability is typical for precessionally switched magnets.

When the magnetization makes a half-cycle of precession (∼ 2 ns) around the hard-

axis, a switching probability close to 1 is achieved, thus confirming the expected

functionality for the NOT operation. The presented figure is for the P to the AP

switching, similar oscillating probability was also obtained for the AP to P switching.

Note that the NOT operation is massively parallel. Even multiple vectors can be

inverted simultaneously, by activating the corresponding WLs and SLs of the bit-

cells. Table 3.1 enumerates the energy consumption per-bit and latency of the NOT

operation.

Table 3.1.
Average energy consumption per-bit and latency in the IMP and NOT
vector operations.

Vector operation Average Energy Latency VDD

IMP 1.22pJ 25ns 1.7V

NOT 0.067pJ 2ns 0.8V
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3.4 Summary

The conventional von-Neumann computing architecture fails to deliver the re-

quired energy and throughput efficiency for emerging data intensive applications like

artificial intelligence, IoT etc. Enabling in-memory computations is being hailed

by the research community as a promising technique with a potential to go beyond

the von-Neumann computing model. In this chapter, we have proposed in-situ, in-

memory Boolean stateful computations by leveraging the very physics of voltage con-

trolled magnetic anisotropy in MTJs. The voltage asymmetry of VCMA based MTJs

has been used to propose a stateful IMP operation, while the precessional switching

dynamics has been exploited for constructing a massively parallel NOT and XOR op-

erations. Further, various other gates including AND, OR, NAND, NOR, NIMP can

be easily computed using multi-cycle operations. Our results have been verified by

a detailed self-consistent magnetization dynamics and resistance model. In addition,

the present proposal does not require any changes in the basic magnetic device or

the the bit-cell circuit, thereby making our proposal feasible from manufacturability

point of view.
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4. MAGNETO-ELECTRIC SWITCHING MECHANISM

AND MODELING
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Fig. 4.1. (a) A graphical representation of a multi-ferroic material.
Multi-ferroic are those materials that exhibit more than one ferroic
order (ferro-electricity, ferro-magnetism and ferro-eleasticity). (b-c) A
ferro-magnet in physical contact with an ME oxide. When an electric
field is applied in the +z direction the ferro-magnet switches to the +x
direction and vice-versa (d) Schematic for an ME-MTJ. By applying
appropriate voltage across the ME oxide the state of the MTJ can be
changed from parallel (P) to anti-parallel (AP).

In this chapter, we introduce a new physics enabling pure voltage driven switch-

ing of ferro-magnets called the magneto-electric effect. In the following chapters we

would show how the ME effect can be exploited to construct neuro-mimetic as well

as cascadable Boolean logic devices.

4.1 Introduction to Magneto-electric Switching of Ferro-magnets

ME effect is the physics of generating magnetization from an applied electric

field [14], [62]. ME devices usually consists of a single phase or composite multi-ferroic

material (for example BiFeO3 [63], BaTiO3 [64]) in contact with a nano-magnet.

Application of an electric field to the multi-ferroic material results in an effective
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magnetic field experienced by the nano-magnet. If the generated magnetic field is

strong enough, the magnetization of the nano-magnet can be reversed. This electric

field driven switching of the nano-magnets shows better energy efficiency and speed

as compared to the classic current induced spin-transfer-torque switching [5].

In the case of a single phase ME oxide (like BiFeO3), the switching of the nano-

magnet due to applied electric field can be explained as follows [63]. BiFeO3 is a multi-

ferroic material. A multi-ferroic is a material that exhibits more than one ferroic-order

(ferro-electricity characterized by electric polarization (P), ferro-magnetism charac-

terized by magnetization (M) and ferro-elasticity characterized by strain (ε)). In a

multi-ferroic material more than one ferroic order can be coupled to each other, as

shown schematically in Fig. 4.1(a). Ferro-electricity in BiFeO3 arises due to the shift

of Bi+ cations owing to its hybridization with the surrounding oxygen atoms [65].

The electric polarization of BiFeO3, which is coupled to the (anti) ferromagnetism of

the constituent Fe atoms, can be switched by the application of an electric field. Fur-

ther, the (anti) ferromagnetism of BiFeO3 can be coupled to the ferro-magnetism of

an underlying nano-magnet. The magnetization of the nano-magnet can be switched

in response to the applied electric field across BiFeO3 [63]. The various coupling

mechanisms that lead to electric-field driven reversal of magnetization direction in

the underlying ferromagnet is currently a topic of intense research [63], [64].

Nevertheless, the efficiency of the ME effect is usually abstracted by the ME-

coefficient denoted as αME [63]. αME is the ratio of magnetic field generated per unit

applied electric field. Experimentally, αME of 1x10−7 s m−1 has been reported in the

literature [63]. Schematically, an ME switched nano-magnet is shown in Fig. 4.1(b-

c). When an electric field is applied in the +z direction, the nano-magnet switches

to the +x direction due to the ME effect. If the direction of the applied electric

field is reversed, the nano-magnet switches to -x direction. Thus, pure voltage driven

switching of the ferro-magnet can be achieved by using the ME effect, resulting in

highly energy-efficient write mechanism.
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Along side the ME switched magnet in Fig. 4.1(b-c), we also show a conventional

MTJ stack consisting of an oxide-spacer separating two nano-magnets grown on top

of an ME oxide in Fig 4.1(d). A parallel alignment of the magnetization directions

in both the nano-magnets results in a low resistance parallel (P) state, while an anti-

parallel (AP) alignment leads to a high resistance state. The difference in the parallel

and anti-parallel resistance is usually indicated by a term called Tunnel Magneto-

Resistance (TMR) ratio. In order to maximize the TMR, MgO is usually used as

the oxide-spacer in the MTJ stack. The use of MgO as the oxide-spacer can be

justified from first principles analysis [66], which indicates that the coupling of the

Bloch states between the nano-magnet and MgO has an important role in deciding

the overall resistance of the MTJ stack.

Thus, we are dealing with two oxides - ME oxide for switching the nano-magnet

and MgO for reading the state of the MTJ stack. A pure voltage driven MTJ can

be envisioned as shown in Fig. 4.1(d). Fig. 4.1(d) consists of an MTJ stack such

that its free-layer is in physical contact with the ME oxide. A positive voltage on the

ME oxide will result in parallel (P) state of the MTJ and a negative voltage would

result in anti-parallel (AP) state. The resulting device called the ME-MTJ exhibits

the following desirable characteristics 1) ME-MTJ is based on pure voltage driven

switching and hence results is highly energy-efficient write operations 2) ME-MTJ

has de-coupled read/write paths. In the next section we would describe the modeling

and key device characteristics of ME-MTJs.

4.2 Modeling and Simulation

Next, we describe the modeling and simulation framework that was developed to

evaluate the ME switching of ferro-magnets. The device level simulation framework

consisted of coupled magnetization dynamics and electron transport model. The

required voltage and the time taken for deterministic switching of the nano-magnet

due to the ME effect were obtained from stochastic-magnetization dynamics equations
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including thermal noise. On the other hand, the resistance of the MTJ stack in

parallel and anti-parallel state, as a function of the applied voltage was estimated

using Non-equilibrium Greens function (NEGF) formalism [67].

Under mono-domain approximation, the magnetization dynamics were modeled

using the well-know phenomenological equation called the Landau-Lifshiz-Gilbert (LLG)

equation [34]. LLG equation can be written as [35]

∂m̂

∂τ
= −m̂× ~HEFF − αm̂× m̂× ~HEFF (4.1)

where τ is |γ|
1+α2 t. In (4.1), α is the Gilbert damping constant, γ is the gyromagnetic

ratio, m̂ is the unit vector in the direction of the magnetization, t is time and HEFF

is the effective magnetic field. HEFF can be written as

HEFF = ~Hdemag + ~Hinterface + ~Hthermal + ~HME (4.2)

where ~Hdemag is the demagnetization field due to shape anisotropy. ~Hinterface is inter-

facial perpendicular anisotropy, ~Hthermal is the stochastic field due to thermal noise

and ~HME is the field due to ME effect.

~Hdemag can be written in SI units as [36]

~Hdemag = −MS(Nxxmxx̂, Nyymyŷ, Nzzmz ẑ ) (4.3)

where mx, my and mz are the magnetization moments in x, y and z directions respec-

tively. Nxx, Nyy and Nzz are the demagnetization factors for a rectangular magnet

estimated from analytical equations presented in [68]. Ms is the saturation magneti-

zation. The interfacial anisotropy can be represented as [13]

~Hinterface = ( 0x̂, 0ŷ,
2Ki

µoMStFL
mz ẑ ) (4.4)

where Ki is the effective energy density for interface perpendicular anisotropy and tFL

is thickness of the free layer. As mentioned earlier, the ME effect can be abstracted

through the parameter αME [70]

~HME = (αME(
VME

tME

)x̂, 0ŷ, 0ẑ) (4.5)
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Fig. 4.2. (a) A typical evolution of magnetization components mx,
my, mz on application of a voltage pulse. The magnet is being
switched from +x direction to -x direction. (b) The parallel and anti-
parallel resistance obtained from our NEGF model [40] and bench-
marked to experimental data from [69]. The resistance-voltage char-
acteristics of Fig 4(b), were abstracted into a behavioral model for
simulation.

where, αME is the co-efficient for ME effect, VME is the voltage applied across the

terminals of the ME capacitor and tME is thickness of the ME oxide, responsible

for induction of a magnetic field in response to an applied electric field. ~HME was

multiplied with suitable constant for unit conversion.

The thermal field was included by the following stochastic equation [37]

~Hthermal = ~ζ

√
2αkBT

|γ|MSV ol dt
(4.6)

where ~ζ is a vector with components that are zero mean Gaussian random variables

with standard deviation of 1. V ol is the volume of the nano-magnet, T is ambient

temperature, dt is simulation time step and kB is Boltzmann’s constant.

Equations (4.1)-(4.6) constitute a set of stochastic differential equations. This

system of equations was solved numerically by using the Heun’s method [71]. The

solution of the given set of equations, enable us to get the required voltage as well as

the switching time for the nano-magnets used in our simulations. The various device
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Table 4.1.
Summary of Parameters used for our simulations for analyzing the ME effect

Parameters Value

Magnet Length (Lmag) 45nm× 2.5

Magnet Width (Wmag) 45nm

Magnet Thickness (tFL) 2.5nm

ME Oxide Thickness (tME) 5nm

Saturation Magnetization (MS) 1257.3 KA/m [38]

Gilbert Damping Factor (α) 0.03

Interface Anisotropy (Ki) 1mJ/m2 [38]

ME Co-efficient (αME) 0.15/c∗ms−1

Relative Di-electric constant (εME) 500 [70]

Temperature (T ) 300K

CMOS Technology 45nm PTM [42]

∗c = Speed of light.

dimensions and material parameters used in our simulations are summarized in Table

4.1 . A typical evolution of the magnetization components in response to an voltage

pulse is shown in Fig. 4.2(a).
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It is to be noted that, multi-ferroics and ME effect is currently an active research

area [14, 62]. Although many theoretical works have proposed models for describing

the origin and the behavior of the ME effect, yet a detailed understanding of the

physics of ME effect is still under intense research investigation. Further, experimental

demonstration of ME switched ferro-magnets can be found in the literature as in [63],

yet a global magnetization reversal by ME effect has remained elusive. Due to lack

of such experimental results, the ME parameters mentioned in Table 4.1, are not

tied to any particular material system or experiment, they are more like predictive

parameters that abstract the details of the ME switching into a simple model which

can be used in conjunction with the LLG equation to predict the switching time and

energy. A more rigorous benchmarking of ME parameters for future logic devices

can be found elsewhere as in [72]. Note, the functionality of the devices proposed

in the following chapters do not depend on the exact values of the ME parameters

used for simulation. Therefore, our simple ME model serves the purpose to check the

feasibility of our present proposals from device as well as circuits perspective.

The magnetization dynamics equations were coupled with the resistance of the

MTJ stack, which was modeled using the non-equilibrium Green’s function (NEGF)

formalism. A detailed description of the NEGF model for MTJs can be found in [40].

The parallel and anti-parallel resistance obtained from our experimentally bench-

marked NEGF equations were then abstracted into a behavioral model. The results

from the NEGF based resistance model is shown in Fig. 4.2(b) The magnetization

dynamics equations along with the resistance of the MTJ stack obtained from the

NEGF equations, provided a coupled device model that can be used for characterizing

the proposed logic-device.
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4.3 Device Characteristics

Using our simulation framework presented in the previous section, we highlight

some of the key characteristics of the ME based switching of ferro-magnets viz. a)

scalability and b) switching speed.

Fig. 4.3. (a) A typical trajectory followed by the magnetization vector
when switched using STT mechanism. The STT mechanism initially
acts as an anti-damping torque and subsequently as a damping torque
thereby switching the state of the ferro-magnet. (b) A typical trajec-
tory followed by the magnetization vector when switched using the
ME mechanism. With application of an external voltage the magne-
tization tries to orient itself towards the direction of the ME field and
finally dampens, resulting in a 1800 switching of the ferro-magnet.

4.3.1 Scalability

The ME-MTJ in Fig. 4.1(d) shows good scaling in terms of voltage and energy

requirements. This desirable scaling trend can be attributed to the decrease in the

ME capacitance with the decrease in ME oxide area. In fact, the switching energy

(proportional to CV 2, C being the ME oxide capacitance and V the voltage required

to switch the nano-magnet) linearly decreases with the scaling in ME oxide area and

has a square law dependence with respect to voltage scaling.
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Additionally, the device also requires an MTJ stack for a read-out operation.

Recently, many experimental works [73], [74] have demonstrated scaling of the MTJ

structure to as small as 20nm in diameter. Thus, in terms of areal dimensions of

the ME oxide as well as the MTJ stack, the proposed device shows desirable scaling

trend.

4.3.2 Switching Speed

ME driven magnetization dynamics can lead to sub-1ns switching speed as com-

pared to the STT mechanism which typically requires 5-10ns of switching time. For

STT switching, the STT effect acts as an anti-damping torque initially and as a damp-

ing torque subsequently thereby switching the nano-magnet. A typical STT switching

curve is shown in Fig. 4.3(a). On the other hand, ME switching follows a much sim-

pler dynamics, similar to the switching process due an external magnetic field, as

shown in Fig. 4.3(b). For the material parameters shown in Table 4.1, the nano-

magnets used in our simulations could switch within 500ps. Thus, as compared to

other non-volatile logic devices based on injection of spin current and STT switching

mechanism [75], the proposed logic-device shows faster switching speed. In practice,

the total switching time would be the sum of the switching time of the ferro-electric

polarization in the ME oxide and the ferro-magnetic switching estimated from our

LLG equations. Theoretically, the ferro-electric switching time can be of the order ∼
70ps [76], which is much less than the ferro-magnetic switching time estimated from

our simulations. We have therefore, neglected the ferro-electric switching time in our

calculations.

In the next chapter, we would describe a neuro-mimetic device exhibiting the

stochastic leaky-integrat-fire dynamics of biological neurons using the ME switching

mechanism described in this chapter.
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5. A STOCHASTIC LEAKY-INTEGRATE-FIRE NEURON

USING MAGNETO-ELECTRIC SWITCHING

5.1 Introduction and Related Work

Fig. 5.1. (a) A biological neuron with interconnecting synapses. (b)
A representative model for a biological neural network. Vis are the
input spikes generated by pre-neurons.The neuron emits a spike, if
the membrane potential (Vmem) crosses a certain threshold (Vth). The
weighted summation is usually carried out by a resistive crossbar ar-
ray. Our proposed ME device aims to emulate the LIF and thresh-
olding behavior of a biological neuron.

The principles governing the functioning of the human brain have fascinated the

research community due to its computational efficiency in solving classification and

recognition problems. Numerous efforts are being made for hardware implementa-

tions of devices/ circuits/ systems that can mimic the computations of the human

brain, thereby leading to energy-efficient neuromorphic systems. The primitives of a



40

neuromorphic hardware comprises of neurons and synapses, that are inspired from

their biological counterparts.

A biological neuron is shown in Fig. 5.1(a). Based on the signals received through

the dendrites, the soma of the neuron generates action potentials or spikes which is

carried by the axon from one neuron to another through connections called synapses.

The electrical dynamics of the neuron is controlled by wide variety of ion channels

that allows ions like Na+, K+, Cl−, etc. to move in and out of the neuronal cell. The

voltage difference between the interior of a neuron and its surroundings is called the

membrane potential. When particular ion channel opens on being excited, the mem-

brane potential of the neuron increases due to inflow of positive ions. Simultaneously,

the deviation from the equilibrium potential causes diffusion of ions resulting in slow

decrease of the membrane potential constituting the so called leaky behavior. Once

the membrane potential is sufficiently built-up beyond a certain threshold, a positive

feedback process kicks in and the neuron emits a spike characterized by generation

of a sharp electrical potential for a small period of time [77].

A typical spiking neural network (SNN) is composed of a set of pre (input) and

post (output) neurons connected through synapses. Upon sufficient excitation, the

neurons generate spikes, and encode information in the timing or frequency of the

spikes. Fig. 5.1(b) shows a widely accepted simplified model for biological neural

networks. The input pre-neuronal spikes are altered by the associated weights Wi,

and summed up as shown in the figure. The resulting output alters the membrane

potential (Vmem) of the post-neuron in a typical leaky-integrate fashion [77], as shown

in inset in Fig. 5.1. The post-neuron emits a spike if the membrane potential crosses

a certain threshold (Vth). The membrane potential is subsequently reset, and the

post-neuron is prevented from spiking for a certain duration of time known as the

refractory period. Further, various neuro-science experiments and computational

models [78] have convincingly demonstrated the relevance of the stochastic firing

behavior of the biological neurons. Therefore, a simplistic yet realistic model that
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emulates the dynamics of a biological neuron should include stochasticity along with

the leaky-integrate-fire dynamics.

Hardware realizations of large-scale SNNs on general-purpose von-Neumann com-

puting machines are power inefficient compared to the human brain. Broadly, hard-

ware implementations of SNNs can be classified into two categories i) CMOS digi-

tal/analog implementations and ii) SNNs using emerging devices. Digial and analog

CMOS implementations of spiking neurons can be found in [79] and [80], respectively.

A major issue concerning CMOS SNNs is the standby leakage power consumption.

Hence, non-volatile devices mimicking neuronal and synaptic dynamics are well suited

for such a sparse system like SNNs due to negligible leakage power dissipation. Phase

change devices have recently been demonstrated to emulate the integrate-fire dynam-

ics [81], but they lack the leaky behavior. On the other hand, the magnetization

dynamics of a nano-magnet was shown to follow the the leaky-integrate behavior

of biological neurons [82]. However, since the leaky-integrate behavior stems from

the physics of the magnetization dynamics dictated by the material properties, it is

difficult to control and tune as required.

In this chapter, we propose a novel non-volatile spin based stochastic-leaky-integrate-

fire neuron using the magneto-electric (ME) switching of ferro-magnets. The dynam-

ics of the voltage across the ME capacitor exhibits the typical leaky-integrate behav-

ior, and switches the ferro-magnet underlayer. In addition, the presence of thermal

noise results in stochastic switching dynamics, which can be used to emulate the

stochastic firing behavior of the biological neurons.

5.2 Proposed Stochastic Leaky-Integrate-Fire Neuron

The proposed low-energy neuronal device is shown in Fig. 5.2. It consists of a

ferro-magnet under a thick ME oxide. The metal contact to the ME oxide and the

underlying ferro-magnet form two plates of the ME capacitor. Further, we assume
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Fig. 5.2. Schematic of the proposed LIF ME neuron. Thick ME oxide
(5nm) sandwiched between the metal contact and the ferro-magnet,
acts as a capacitor. Diode connected transistor M1 prevents back flow
of charges stored on the ME capacitor, while resistor R1 determines
the rising time constant for the capacitor. M2 constitutes the leak
path, when the voltage on the Leak/Reset terminal is zero.

that a sufficient positive voltage on the ME capacitor switches the ferro-magnet in -x

direction and vice-versa.

The ferro-magnet is extended to form the free layer for a magnetic tunnel junction

(MTJ). The MTJ stack consists of the two ferro-magnets separated by an oxide

spacer. Conventionally, when the magnetizations of the two ferro-magnets point in

the opposite directions, the resistance of the MTJ stack is high (anti-parallel state) as

compared to the case when the two ferro-magnets point in the same direction (parallel

state). In order to improve the sensing margin between the parallel and anti-parallel

resistance of the MTJ stack, MgO is widely used as the oxide spacer. Due to the

decoupled read and write path, the thickness of the ME oxide and that of the MgO

spacer can be optimized independently to improve the switching efficiency as well as

the resistance sensing margin, respectively.

The ferro-magnet under the ME oxide is initially reset to +x direction by applying

a negative pulse on the Leak/Reset terminal shown in Fig. 5.2. After the reset phase,
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the Leak/Reset terminal is set to zero volts. Therefore, transistor M2 acts as a

leak path for the ME capacitor. On the other hand, diode connected M1 and R1

constitute the charging path. Thus, the voltage on the ME capacitor follows the leak

and integrate dynamics of a biological neuron due to the co-existence of a charging

(M1-R1) and a discharging (M2) path. If the ME capacitor is sufficiently charged,

such that the generated magnetic field is greater than the anisotropy field of the

ferro-magnet, the magnet switches from its initial reset position (+x direction) to -x

direction, thus mimicking the thresholding behavior of a biological neuron. As the

ferro-magnet switches to -x direction, the MTJ stack that has its pinned layer always

pointing in -x direction, transitions from the high resistance (anti-parallel) to the low

resistance (parallel) state. The output of the inverter goes from low to high due to

the voltage divider effect, thereby generating an output spike. We would like to note

that the charging and the discharging time constants of the leak-integrate path for the

proposed neuron device can be easily tuned through the resistance R1 and transistor

M2, respectively.

As compared to a CMOS-only implementation, the non-volatility of the ferro-

magnet would help reduce the leakage power of the neuronal circuit. Moreover, for

a CMOS LIF neuron, the output spike has to be latched using additional circuits,

either to mimic the refractory period of the neuron or to wait for the peripheral hard-

ware circuit to read the output spike and perform the necessary computations. In

the proposed device, the latching operation is inherent in the ferro-magnet due to

its non-volatility. Also, as compared to the recent experimental demonstration of an

integrate-fire neuron in phase change device [81], the present proposal can potentially

be more energy-efficient due to lower operating voltages, and has the inherent benefit

of almost unlimited endurance. In addition, the proposed ME device implements a

leaky-integrate-fire neuron as opposed to the integrate-fire neuron of [81]. Addition-

ally, as elaborated later, the proposed neuronal device exhibits probabilistic switching

dynamics, which is indicative of the stochasticity exhibited by cortical neurons.
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Table 5.1.
Summary of parameters used in our simulations for analysis of ME based Neuron

Parameters Value

Magnet Length (Lmag) 45nm× 2.5

Magnet Width (Wmag) 45nm

Magnet Thickness (tFL) 2.5nm

ME Oxide Length (LME) 60nm

ME Oxide Thickness (tME) 5nm

Saturation Magnetization (MS) 1257.3 KA/m [38]

Gilbert Damping Factor (α) 0.03

Interface Anisotropy (Ki) 1mJ/m2 [38]

ME Co-efficient (αME) 0.5/c ∗ms−1 [83]

Relative Di-electric constant (εME) 500 [70]

Temperature (T ) 300K

CMOS Technology 45nm PTM [42]

∗c = Speed of light.

Fig. 5.3, shows the switching probability of the ferro-magnet as a function of the

voltage on ME capacitor obtained using our mixed mode simulation framework with

the parameters shown in Table 5.1. The stochastic behavior of the switching mecha-

nism can be attributed to the fluctuations in the initial position of the magnetization

direction due to thermal noise. The noisy characteristic of the proposed ME neu-

ron mimics the stochasticity of biological neurons. In Fig. 5.4, we show the results

from a mixed mode SPICE-MATLAB simulation of the device described in Fig. 5.2.

As expected, the voltage on the ME capacitor (Vmem in Fig. 5.4) shows the typical

leaky-integrate behavior. If the accumulated voltage is sufficient enough, the device

switches from +x to -x direction. The output of the inverter goes high to produce

a spike. The neuron (ferro-magnet) remains non-responsive to further input spikes,

unless it is reset by applying a negative pulse on the Reset/Leak terminal, as shown
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Fig. 5.3. The stochastic switching behavior of the proposed ME neu-
ron as a function of the voltage across ME capacitor. The switching
probability was obtained for 10,000 runs using magnetization dynam-
ics model with thermal noise and pulse duration of 1ns.

Fig. 5.4. Simulation results for the ME neuron, shown in Fig. 5.2.
Top panel shows the input spikes fed to the Vin terminal of the device.
Middle panel shows the voltage across the ME capacitor, exhibiting
the typical leaky-integrate dynamics. Bottom panel, illustrates the
switching of the ferro-magnet from +x to -x direction generating a
spike annotated as Spike-1. No more spikes are generated until the
device is reset to its initial position by applying a negative voltage.
After reset, device emits a second spike annotated as Spike-2.
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Fig. 5.5. (a) SNN topology for pattern recognition. The input neu-
rons are fully connected to the excitatory post-neurons, each of which
is connected to the corresponding inhibitory neuron in a one-on-one
manner. There are lateral inhibitory connections from each inhibitory
neuron to all the excitatory post-neurons except the one from which it
received a forward connection. (b) STDP learning algorithm, wherein
the change in synaptic conductance is exponentially related to the dif-
ference in the spike times of the pre- and post-neuronal pair.

in Fig. 5.4. Thus, by using the mixed mode simulation framework we demonstrate

the feasibility of the proposed stochastic LIF neuron.
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5.3 SNN Topology for pattern recognition

We evaluate the applicability of the proposed neuron on a two-layered SNN used

for pattern recognition as shown in Fig. 5.5(a). Each pixel in the input image pat-

tern constitutes an input neuron whose spike rate is proportional to the corresponding

pixel intensity. The input pre-neurons are fully connected to every ME post-neuron

in the excitatory layer. The excitatory post-neurons are further connected to the

inhibitory neurons in a one-on-one manner, each of which inhibits all the excitatory

neurons except the forward-connected one. The various synaptic connections between

the pre-neurons and the post-neurons can be implemented efficiently by memristive

crossbar arrays [84]. Lateral inhibition prevents multiple post-neurons from spiking

for similar input patterns. The excitatory post-neurons are further divided into vari-

ous groups, where the neurons belonging to a group are trained to recognize varying

representations of a particular class of input patterns fixed a priori.

5.4 Synaptic Learning Mechanism

The synapses connecting the input neurons to the post-neurons (excitatory con-

nections in Fig. 5.5 (a)) are subjected to synaptic learning, which causes the con-

nected post-neuron to spike exclusively for a specific class of input patterns. Spike

timing dependent plasticity (STDP), wherein the synaptic conductance is updated

based on the extent of temporal correlation between pre- and post-neuronal (post-

synaptic) spike trains is widely used to achieve plasticity in SNNs. The strength of

a synapse is increased/potentiated (decreased/depressed) if a pre-spike occurs prior

to (later than) the post-spike as shown in Fig. 5.5(b). The conventional STDP al-

gorithm [85] considers the correlation only between pairs of pre- and post-synaptic

spikes, while ignoring the information embedded in the post-neuronal spiking fre-

quency. Hence, we exploit an enhanced STDP algorithm, wherein the STDP-driven

synaptic updates are regulated by a low-pass filtered version of the membrane poten-

tial [85] that is a proxy for the post-neuronal spiking rate. According to the enhanced
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STDP algorithm, an STDP-driven synaptic update is carried out only if the filtered

membrane potential of the corresponding post-neuron exceeds a pre-specified thresh-

old. This ensures that synaptic learning is performed only on those synapses, where

the connected post-neuron spikes at a higher rate indicating a strong correlation with

the input pattern.

Additionally, we augmented the enhanced STDP algorithm with a reinforcement

mechanism to further improve the efficiency of synaptic learning. Each post-neuron

in the excitatory layer is designated a priori to learn a specific class of input patterns.

During the learning phase, the corresponding synapses are potentiated (depressed) if

the post-neuron spikes for an input pattern whose class matches with (differs from)

its designated class. The reinforced learning scheme enables the synapses to encode

a better representation of the input patterns.

5.5 Hardware Implementation

We present a possible crossbar arrangement of the synapses and ME neurons

(Fig. 5.6) for an energy-efficient realization of the SNN. Multilevel memristive tech-

nologies [79, 86] and spintronic devices [87] have been proposed to efficiently mimic

the synaptic dynamics. Each pre-neuronal voltage spike is modulated by the inter-

connecting synaptic conductance to generate a resultant current into the ME neuron.

The neuron integrates the current leading to an increase in its membrane potential,

which leaks until the arrival of subsequent voltage spikes at the input. The ME

neuron switches conditionally based on the membrane potential, to produce an out-

put spike. The on-chip learning circuit samples the post-neuronal spike to program

the corresponding synaptic conductances based on spike timing [79]. The energy-

efficiency of the crossbar architecture stems from the localized arrangement of the

neurons and synapses compared to von-Neumann machines with decoupled memory

and processing units.
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Fig. 5.6. A typical crossbar implementation of the SNN topology using
the proposed ME neuron. Memristive devices constitute the synapses,
while the proposed device mimics the LIF post-neurons. The on-chip
learning circuit programs the synaptic conductance based on spike
timing. Inputs to the system are spike trains corresponding to the
28×28 image pixels from the MNIST dataset.

5.6 Simulation Methodology

We developed a comprehensive device to system-level simulation methodology to

evaluate the efficacy of an SNN composed of the proposed ME neurons for a pattern

recognition application. The LIF dynamics of the ME neuron were validated using

the mixed-mode simulation framework described earlier. The crossbar architecture

of a network of such ME neurons was simulated using an open-source SNN simulator

known as BRIAN [88] for recognizing digits from the MNIST dataset [89]. The leaky-

integrate characteristics of the ME neurons were modeled using differential equations

with suitable time constants while the switching dynamics were determined from

stochastic LLG simulations. The synapses were modeled as behavioral multilevel

weights. The enhanced STDP algorithm was implemented by recording the time

instants of pre- and post-spikes, and regulating the weight updates with the averaged

membrane potential.
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Fig. 5.7. (a) Synaptic weights connecting the 28×28 input pre-neurons
to each of the 200 excitatory post-neurons towards the end of the
training phase. (b) Classification accuracy verses the number of exci-
tatory post-neurons.

Upon the completion of the training phase, digit recognition is performed by

analyzing the spiking activity of different groups of neurons in the SNN, each of which

learned to spike for a class of input patterns assigned a priori. Each input image is

predicted to represent the class (digit) associated with the neuronal group with the

highest average spike count over the duration of the simulation. The classification

accuracy is then determined from the number of images correctly recognized by the

SNN and the total number of input images. The classification performance is reported

using ten thousand images from the MNIST testing image set.

Fig. 5.7(a) shows the synaptic weights connecting the 28×28 input neurons to

each of the 200 post-neurons towards the end of the training process. It can be seen

that the synapses learned to encode the different input patterns. The LIF dynamics of

the proposed ME neuron and the reinforced STDP learning algorithm helped achieve

a classification accuracy of 81% for a network of 1600 neurons. It is evident from Fig.

5.7(b) that the classification performance can be improved by increasing the number

of excitatory post-neurons.

The proposed ME neuron consumed 17.5fJ and 1.04fJ for read and reset oper-

ations, respectively. The read energy consists of the short circuit energy dissipated

in the voltage divider formed by the reference MTJ and the ME device along with
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the energy consumed by the CMOS inverter. On the other hand, the reset energy is

much lower, since the reset operation merely involves pulling down the ME capacitor

to a negative reset voltage. The energy dissipated in charging the ME capacitor per

training iteration was estimated by averaging the charging currents for all the neurons

during a particular training iteration. The average ME capacitor charging energy was

thus estimated to be 246fJ per neuron per training iteration, which is energy-efficient

compared to CMOS neurons that were reported to consume pJ of energy [80]. A ma-

jor factor that leads to the energy-efficiency of the present proposal is the intrinsic

non-volatility of the ferromagnets. Due to the non-volatility, CMOS latches are not

required to store the output spikes. Moreover, the read path and associated CMOS

circuit needs to be activated only during the read operation, thereby saving standby

power dissipation.

5.7 Summary

Amid the quest for new device structures to mimic the neuronal dynamics, we have

proposed a spin based neuron using the voltage driven magneto-electric switching of

ferro-magnets. The proposed ME neuron emulates the stochastic firing behavior of

a biological neuron along with the characteristic leaky-integrate-fire (LIF) dynamics.

From a device perspective, the use of ME effect leads to energy-efficient as well as fast

switching dynamics of the underlying ferro-magnet. Moreover, the proposed device

structure allows independent optimization of the ME oxide and the MgO spacer to

improve the switching as well as the sensing efficiency of the ME neuron. By using a

device-to-system level simulation framework, we have demonstrated the efficacy of the

present proposal for a standard hand-written digit recognition task. We believe that

the emulation of the stochastic LIF dynamics of a biological neuron using our proposed

ME device, would open up new possibilities for efficient hardware implementations

for a wider range of computational and recognition tasks.
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6. MESL: PROPOSAL FOR A NON-VOLATILE

CASCADABLE MAGNETO-ELECTRIC SPIN LOGIC

6.1 Introduction and Related Work

CMOS technology has been the driving force behind the ever improving computing

efficiency for the past few decades [90], [91]. However, as the miniaturization of CMOS

devices continues, issues like the leakage power consumption, short channel effects,

increased variability etc. have necessitated exploration of novel devices [92], [93].

Further, with the current emphasis on smart sensors and Internet of Things (IoT),

low leakage non-volatile computing devices have became more attractive than ever

before. Such beyond-CMOS logic devices are expected to augment/complement the

existing CMOS technology [94].

Spin based logic devices are a promising candidate for beyond-CMOS technologies

due to 1) non-volatility (ability to retain data in absence of power supply) and hence

low leakage power consumption and 2) area-efficiency. As such, many proposals for

logical operations using spin devices can be found in the literature. All spin logic

(ASL) [7], [75] is one of the widely studied logic families based on non-local spin

currents. The dependence of ASL logic on non-local spin currents presents a major

drawback due to short spin-flip lengths in metallic channels. On the other hand, non-

volatile logic based on magnetic tunnel junctions (MTJs) embedded within CMOS

logic circuits were explored in [95]. In addition, ME based logic devices have been

explored in [96], [97]. The ME logic presented in [96] suffers from the requirement of

a complex DC (direct current) bridge including three resistors for cascading. In [97],

an XOR device was proposed, however details of cascading and the complexity of

the required cascading circuits is missing. Recently, a spin logic based on magneto-

electric switching and the Inverse Rashba Edelstein effect was proposed in [70]. In
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this chapter, we not only demonstrate that our proposed logic-device can function

as XNOR, NAND, IMP (implication) and NOR gate based on the configuration but

also show that easy cascadability can be achieved by using minimal number of CMOS

devices.

Specifically, we combine two scalable physics, 1) the switching of a ferro-magnet

through a multi-ferroic material using the ME effect and 2) the resistance change of an

MTJ as a function of the magnetization directions of the constituting ferro-magnets,

to propose a non-volatile cascadable Magneto-Electric Spin Logic (MESL). The key

highlights of the presented non-volatile logic are as follows:

1. We exploit the inherent coupling of multi-ferroic materials with the underlying

magnetization direction of a ferro-magnet to achieve voltage driven low energy

switching of nano-magnets. By stacking two such nano-magnets, in contact

with respective ME oxides, we form an MTJ stack. We demonstrate that the

resulting device can be used as a logic-element that can be used to implement

complex Boolean functions.

2. Using a coupled magnetization dynamics and electron transport simulation, we

show that the proposed logic-device exhibits good scalability, better robustness

with respect to the influence of thermal noise and high switching speed as

compared to the conventional current driven switching of nano-magnets.

3. Realizations of two input XNOR, NAND, IMP and NOR gates, forming a com-

plete logic family, has been demonstrated. Further, we show that the proposed

MESL gates can be easily cascaded using a global-reset operation and domino-

style clocking.

4. Typically CMOS logic family requires area expensive storage elements (for ex-

ample, a flip-flop circuit), in order to retain the output of the logic gates. Such

flip-flop circuits become redundant in the proposed MESL gates due to its in-

herent non-volatility.
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Fig. 6.1. (a) (Left) Figure illustrating the ME switching of a ferro-
magnet with applied electric field. A positive voltage on the upper
terminal switches the magnet in positive x direction and vice-versa
(Right) An MTJ stack consisting of an MgO sandwiched between two
nano-magnets. The resistance of the MTJ is a function of the voltage
and the relative orientation of the magnetization directions. (b) The
proposed four terminal logic-device. The upper (lower) nano-magnet
can be switched by application of a voltage pulse on terminal 1 (2).
The resistance of the MTJ stack can be sensed between terminals 3
and 4. The thickness of the ME oxide and the MgO spacer can be
tuned independently to improve the write-efficiency and the sensing
margin simultaneously.

In Fig. 6.1(a-b), we show the proposed device structure. The device in Fig.

6.1(b) consists of two nano-magnets in contact with respective ME oxides. Due to

their multi-ferroic nature, each of the ME oxides are coupled to the magnetization

direction of the underlying nano-magnet. When a positive voltage is applied on the

upper or the lower ME oxide, the corresponding nano-magnets switch to +x direction,

while for a negative voltage the magnets point in the -x direction. The upper and

the lower nano-magnets are separated by an MgO spacer to form an MTJ stack, thus

constituting the four-terminal device structure.

The four-terminal nature of the proposed device leads to decoupled read and

write paths. Terminals 1 and 2 can be used as the write terminals by applying proper

voltage levels to switch the underlying nano-magnets. We assume the ME oxides are

thick enough such that the tunneling current flowing through the ME oxides is small
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enough to be neglected. On the other hand, the state of the device can be read by

passing a current (or applying a voltage) between terminals 3 and 4. The proposed

logic-device thus exhibits 1) low energy consumption due to electric field switching 2)

decoupled read/write path such that respective oxides (ME oxide and MgO) can be

optimized separately for read and write operations. In the next section, we describe

how the proposed logic-device of Fig. 6.1(b) in conjunction to the ME-MTJ can be

used for constructing non-volatile XNOR, NAND, IMP and NOR gates.

6.2 ME Logic Family and Cascadability
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Fig. 6.2. (a) Proposed ME XNOR gate. Only when both the ferro-
magnets point in the same direction, the output of the inverter goes
high, thus implementing an XNOR function. Inset shows the truth ta-
ble for the XNOR function. L represents a digital 0 and H represents
a digital 1. (b) Proposed ME NAND/NOR gate. For NAND opera-
tion, the inverter is sized such that the output goes low only if both
the MTJ stacks are in anti-parallel (high-resistance) state. Whereas,
for NOR operation, the sizing of the output inverter is such that it
goes high only if both the MTJ stacks are in parallel (low-resistance)
state.

The proposed two-input XNOR gate is shown in Fig. 6.2(a). The inputs to the

XNOR gate are terminals ‘A’ and ‘B’. A positive voltage represents a digital ‘1’ and

a negative voltage represents a digital ‘0’. If, both the inputs are the same, the two

nano-magnets will either point in +x direction or in -x direction and the MTJ stack
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would be in the low resistance (parallel) state. The voltage divider consisting of the

reference MTJ and the actual MTJ stack, will drive the output of the inverter high,

if and only if the MTJ stack is in parallel (low resistance) state. Thus, an XNOR

function can be implemented using the configuration shown in Fig. 6.2(a). It is to

be noted that while the resistance of the MTJ is being sensed, the voltage divider

effect results in a non-zero voltage on the upper ferro-magnet denoted as node ‘T’ in

Fig. 6.2(a) . Since the upper ferro-magnet constitutes one of the plates of the upper

ME capacitor, the voltage at node ‘T’ might switch the direction of the upper ferro-

magnet. In order to avoid any inadvertent switching of the ferro-magnet, the sensing

voltage, the resistance of the reference MTJ and the trip-point of the inverter were

selected such that the voltage at node ‘T’ is less than the minimum voltage required

to switch the ferro-magnet.

Next, we propose an ME NAND gate as illustrated in Fig. 6.2(b). The proposed

NAND gate is composed of a series connection of two ME logic-devices. Each of

the two series connected ME logic-device consists of an ME oxide in contact with

a nano-magnet and separated by a fixed magnet using MgO spacer. The two MTJ

stacks, shown in Fig. 6.2(b), switch to the high resistance anti-parallel state, only

if the corresponding inputs are high. The output circuit forms a voltage divider as

shown on the right hand part of Fig. 6.2(b). The ratio of the widths of PMOS and

NMOS transistors in the output inverter are chosen such that the inverter output

goes low if and only if both the MTJ stacks are in the high resistance (anti-parallel)

state (or in other words both the inputs ‘A’ and ‘B’ are high). Thus, the circuit in

Fig. 6.2(b) implements a NAND function by proper selection of the transistor widths.

Interestingly, the same circuit shown in Fig. 6.2(b) can also mimic the behavior of a

NOR gate. For the NOR gate, the PMOS and NMOS transistors in the inverter are

sized such that, output of the inverter goes high if and only if both the MTJ stacks

are in low resistance state (or in other words only if both ‘A’ and ‘B’ are low).

Next, we propose an IMP logic gate based on voltage driven magneto-electric

(ME) switching of ferromagnets, as shown in Fig. 6.3. The IMP gate consists of a
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Fig. 6.3. (Left) Truth table for an IMP and NIMP logic gate. (Bot-
tom) The set of logic gates forming a complete logic basis along with
the IMP/NIMP gate. (Right) The proposed 2 input ME IMP gate.
Inset shows the state of the ME-MTJs under various inputs.

series connection of two ME-MTJs, forming a voltage divider. The node Vmid of the

voltage divider is connected to an inverter. When a positive (negative) voltage pulse

is applied on the inputs VA and VB, the respective ME-MTJs switch to low resistance

parallel (P) (high resistance anti-parallel (AP)) state. The resistance of the two ME-

MTJs and the trip-point of the inverter is chosen such that the inverter output goes

low if and only if the ME-MTJ1 is in P state and ME-MTJ2 is in AP state. Thereby,

as illustrated in the table in inset of Fig. 6.3(c), the proposed circuit mimics an IMP

gate. Transistor M1 selectively provides a ground connection when the ME-MTJ1 is

being written into.

Now that we have all the basic gates for computations, we would present the

cascadability of our proposed logic gates. As an example, let us consider, cascading

two ME-XNOR gates. As shown in Fig. 6.4, the output of the first XNOR gate

is connected directly to the input of the next XNOR gate. Initially, we do a reset

operation by application of a negative voltage pulse so that all the magnets point

in the -x direction. This can be achieved by applying a negative voltage on input

terminals ‘A’, ‘B’ and ‘C’, as shown in the timing diagram of Fig. 6.4. Simultaneously,

we pull the ‘G1’ and ‘G2’ terminals of the inverter to negative reset voltages, thus,
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Fig. 6.4. Figure illustrating cascading of two ME XNOR gates. Ini-
tially, a reset operation is carried out by applying negative voltage
pulses on terminals ‘A’, ‘B’, ‘C’, ‘G1’ and ‘G2’. On the other hand,
when data is applied the two stages are activated in a typical domino-
style, one after another. A representative timing diagram illustrates
the waveforms on various nodes.

driving the output of inverters to negative voltages. As such, a global reset can be

achieved by simply applying a negative voltage on all the input and the intermediate

terminals.

After the reset phase, terminals ‘G1’ and ‘G2’ are kept at zero volts for normal

operation. Data inputs can now be applied on terminals ‘A’, ‘B’ and ‘C’. Based on

the the inputs at ‘A’, ‘B’ and ‘C’ the input magnets would flip if required, making

the MTJ stack either high or low resistance. We then apply, voltage pulses on nodes

‘V1’ and ‘V2’ one after another, in a typical domino style [98]. When a voltage pulse

is applied on node ‘V1’, stage 1 (see Fig. 6.4) evaluates and the node ‘Out1’ goes high
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or to zero volts. If ‘Out1’ is high, the next stage magnet corresponding to terminal

‘Out1’ switches to +x-direction. If, however, the inputs are such that node ‘Out1’

remains at zero volts, the corresponding next stage magnet does not switch and stays

in the desired -x direction. Once the first stage has evaluated, we apply a pulse on

terminal ‘V2’, stage-2 evaluates and produces the desired output on ‘Out2’.

Thus, easy cascadability, is achieved by use of the reset scheme and domino style

clocking. Though, clocking is necessary for functioning of the proposed gates, it has

been used in almost all non-volatile spin logic to reduce leakage power consumption

[7], [70].

6.3 Results and Discussions

The energy associated with a single gate, for example the XNOR gate of Fig.

6.2(a), can be estimated as follows. The total switching energy would consists of

the energy to reset the two nano-magnets, the energy to switch the nano-magnets

depending on the incoming data and the energy to turn ON the transistor M1 shown

in Fig. 6.2(a).

ESwi Total = 2CMEV
2
Reset + 2CMEV

2
Data + CGV

2
G (6.1)

where CME is the capacitance of the ME capacitor, CG is the gate capacitance of

transistor M1, VReset is the reset voltage, VData is the voltage on terminals ‘A’/‘B’

and VG is the gate voltage for transistor M1. Using our simulation ESwi Total was

estimated to be 5.5fJ . Similarly, the read-out energy would consists of the energy

associated with the voltage divider and the inverter. From our simulations, the read-

out energy was estimated to be 30fJ , assuming a time duration of 500ps. The energy

of other logic gates can be similarly estimated and are in the same range.
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6.4 Summary

Non-volatile logic devices are of particular interest given the current emphasis

on low power mobile devices, event-driven sensing and Internet of Things. In the

present work, we have exploited the ability to switch a ferro-magnet using the ME

effect, to propose a non-volatile logic-device. Besides its inherent non-volatility, the

present proposal achieves significant benefits in terms of switching energy of the

ferro-magnets due to the use of ME effect. Further, the proposed MESL gates can

be easily cascaded to implement more complex Boolean functions. From a device

perspective, the proposed logic-device shows good scalability, better robustness to

thermal fluctuations and high switching speed. We envisage that the proposed MESL

gates could be a promising candidate for beyond-CMOS low leakage logic devices.
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7. VOLTAGE-DRIVEN DOMAIN-WALL MOTION BASED

NEURO-SYNAPTIC DEVICES

7.1 Introduction and Related Work

As stated in chapter 5, neuromorphic systems aim to mimic the computations

of the human brain in order to develop novel energy-efficient computing platforms.

However, there exists an inherent mismatch between the computing model for neu-

romorphic systems and the underlying CMOS transistor - which forms the building

block of the present hardware implementations. As such, novel nano-scale devices are

required that can efficiently imitate the behavior of the underlying building blocks of

a neuromorphic system - the neurons and the synapses. In chapter 5, we have pre-

sented a mono-domain magnet switched through the ME effect as a stochastic-leaky-

integrate-fire neuron primitive. In this chapter we would present a purely voltage

driven domain-wall magnet not just as a neural primitive but also a synaptic device.

Hardware implementations of spiking neurons have conventionally relied on dig-

ital [99, 100] as well as analog [101, 102] CMOS circuits. Apart from area expensive

implementations, CMOS spiking neurons suffer from high leakage power dissipation.

Such a standby power dissipation is a major concern given that the spiking neural

networks (SNNs) show large scale sparsity. Non-volatile devices that can mimic the

neuronal functionality are of particular interest for such sparse systems due to zero

standby power dissipation. Many non-volatile devices have been proposed as being

able to exhibit the neuronal behavior. For example, phase change devices have shown

to mimic the integrate-fire dynamics of biological neurons [81]. Similarly, domain

wall (DW) magnetic devices have also been reported to exhibit the integrate-fire dy-

namics [103]. However, both the phase change and the DW neuron proposals show

integrate-fire dynamics as opposed to the leaky-integrate-fire behavior of biological
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neurons. On the other hand, an LIF neuron based on the magnetization behavior of

a ferro-magnet under an input current governed by the spin transfer torque (STT)

mechanism has been presented in [82]. However, the LIF characteristic of the neuron

presented in [82] arises due to the physical mechanisms governing the magnetization

dynamics and hence, is difficult to control. Another proposal for an LIF neuron us-

ing a mono-domain ferro-magnet switched by the magneto-electric (ME) effect has

been reported in [19] and has been described in detail in chapter 5. Though local

magnetization switching through the ME effect has been demonstrated, yet a global

reversal of the magnetization vector has remained elusive [104, 105]. On the other

hand, emerging nonvolatile memory technologies have been demonstrated for energy-

efficient implementations of biological synapses including phase-change devices [106],

memristive devices [107] and spintronic devices [87, 108, 109]. With this background

in this chapter, we show that the recent experimental demonstrations [110–112] of

a ferro-magnetic DW (FM-DW) motion through voltage driven coupling with an

underlying ferro-electric DW (FE-DW) can be used to construct voltage-controlled

energy-efficient LIF neuron and non-volatile programmable synapse. The key high-

lights of the present paper are as follows:

1. We propose a neuro-mimetic LIF neuron and synaptic device based on elastic

coupling between an FM-DW and an FE-DW. The strong pinning of the FM-

DW to the underlying FE-DW allows for pure voltage driven control of the FM-

DW. The voltage driven movement of the FM-DW along with the resistance

change of a magnetic tunnel junction (MTJ), allows to mimic behaviors of

biological neurons and synapses.

2. Further, only the firing event of the neuron presented in [82] and [19] was non-

volatile, where as the membrane potential in both the cases was volatile and

would decay to zero in absence of the power supply. For the present proposal,

the membrane potential is represented by the position of the FM-DW and hence

is non-volatile.
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3. Advantageously, the same device with minimal modifications can also be used

as a low-energy synaptic device. This is in contrast to traditional domain-wall

based synaptic devices that are driven by current and hence are expensive in

terms of energy-expenditure.

4. We have developed a device to circuit level simulation framework to analyze

the behavior of the proposed neuro-synaptic devices. Our simulation framework

comprises of micromagnetic simulation of the magnetization dynamics and non-

equilibrium Green’s function (NEGF) based resistance model for the MTJ.

7.2 Magneto-Electric DW motion based on Elastic Coupling

Ferro-magnetic domain wall (FM-DW) motion has conventionally been driven by

magnetic field or through the more scalable mechanism - the current induced spin

transfer torque (STT) phenomenon [113]. However, the current based DW motion

results in relatively high energy dissipation and therefore, extensive research investiga-

tion for pure voltage driven DW motion has gained ground in recent times [110–112].

One way of achieving such voltage driven FM-DW motion is through elastic cou-

pling induced through a ferro-electric − ferro-magnetic heterostructure [112]. Our

proposal is based on the recent experimental evidence of controlled FM-DW motion

under applied electric field [110].

The mechanism driving the FM-DW under influence of an applied electric field can

be understood by referring to the heterostructure shown in Fig. 7.1(a). It consists

of a multi-ferroic ferro-electric material like BaTiO3 [110] in physical contact with

a ferro-magnet. Materials like BaTiO3 show spontaneous electric polarization at

room temperature. This polarization arises from the small atomic shift of Ti ions

with respect to the oxygen octahedron [114]. Such atomic displacement of ions with

respect to one another also results in a macroscopic strain. These materials usually

show stripe pattern of domains - where the displacement of constituting ions is in the

same direction, separated by a thin DW. In many cases these domains are separated
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Fig. 7.1. (a) The replication of the domain pattern of the FE layer
into the FM layer due to local strain coupling. An effective uniaxial
anisotropy is induced in the region of the FM above the a-domain,
while a cubic anisotropy is induced in the region over the c-domain.
(b) Due to high aspect ratio the demagnetization anisotropy of the
FM tends to align the magnetization of the FM along the length
of the magnet, thereby resulting in almost 180o angle between the
magnetizations in the two regions of the FM.

by an angle of 90o. For example, a 90o domain wall with domains pointing in-plane

(a-domains) and those pointing out-of-plane (c-domains) is shown in Fig. 7.1(a).

When a ferro-magnetic material is grown on top of such a ferro-electric material it

experiences different amount of local strain based on the underlying domain structure

of the FE material. Due to different kind of strains experienced by the FM on top of

a-domain versus c-domain, different magnetic anisotropies exist in the two regions. As

shown schematically in Fig. 7.1(a), the part of the FM over the a-domain experiences

a uniaxial anisotropy while the part of the FM over the c-domain experiences a cubic

anisotropy. Such different anisotropies in the region over the a- and the c-domains

has been experimentally measured [110]. The details of the crystal structure in the

a- and the c- domains of the FE layer that leads to the induction of the uniaxial

and the cubic anisotropy can be found in [115]. Due to these locally induced strain

anisotropy, the FM forms a domain pattern resembling the domain structure of the
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underlying FE material (see Fig. 7.1(a)). There exists a strong pinning potential

between the FE-DW and the FM-DW due to i) different amount of local anisotropies

ii) the anisotropy change is almost abrupt since the FE-DW has a typical width of few

lattice constants (which is an order of magnitude smaller than a typical DW width

of an FM [112]).

When a transverse electric field is applied to the FE material, the domain favoring

the electric field expands at the expense of the other domain. This leads to an FE-DW

motion with respect to applied electric field. Due to strong pinning, the FM-DW gets

dragged with the underlying FE-DW resulting in voltage controlled FM-DW motion.

One of the issues with the FM-DW formed due to elastic coupling to the FE-DW is

that the FM-DW shows less than 180o difference in magnetization orientations in the

two domains (refer Fig. 7.1(a)). This is because the magnetization of the FM over

the c-domain inclines itself at an angle of 45o with the FM-DW. The position of an

FM-DW can be sensed through a magnetic tunnel junction (MTJ) whose resistance

varies as a function of the average magnetization direction which switches by an angle

of 180o. In the present case, due to voltage induced FM-DW motion, the magneti-

zation can switch only by an angle less than 180o, thereby significantly reducing the

resistance sensing margin of the MTJ.

Interestingly, the FM-DW can be changed to a 180o DW by exploiting the de-

magnetization anisotropy of a high aspect ratio FM [110]. Let us assume the FM

on the top of the FE material is patterned into rectangular magnets such that the

domain walls in the FE and FM layers make an angle of 45o with the length of

the magnet, as shown in Fig. 7.1(a), thereby aligning the magnetization of the FM

over the c-domain along the length of the FM. Due to the rectangular shape of the

FM, a demagnetization anisotropy would tend to keep the magnetization of the FM

aligned with the longer dimension of the FM i.e. towards the (positive or negative)

x-axis. Thereby, for the part of FM on the a-domain, the negative x-axis direction

would be favored and the magnetization in that region would point in negative x-

direction. Thus, through proper engineering of the FM shape one can obtain almost
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180o FM-DW although the underlying FE domains exhibits a 90o separation. As we

will observe later, this 180o FM-DW will allow better resistance sensing margin for

the proposed devices.

7.3 Magneto-Electric DW motion based Neuro-Synaptic Devices

Exploiting the aforementioned 180o voltage driven FM-DW motion, we can con-

struct neuro-synaptic devices, wherein the membrane-potential of the neuron and the

weights of the synapses are represented by the position of the FM-DW.

7.3.1 LIF Neuron

The proposed LIF neuron is shown in Fig. 7.2. The device consists of a ferro-

magnet / ferro-electric heterostructure in contact with one another. The metal con-

tact to the ferro-electric layer is explicitly shown in the figure. When a positive

voltage is applied on the metal contact, the a-domain expands at the cost of the c-

domain, resulting in an FE and FM-DW motion in the positive x-direction. Similarly,

on application of a negative voltage, the c-domain expands causing a DW motion in

the negative x-direction. The motion of the FE-DW drags with it the FM-DW in

response to the applied voltage. The range of motion of the FE-DW is constrained by

the area covered under the metal contact, thus ensuring the FE-DW never disappears

in the ferro-electric material.

At the rightmost end, the ferro-magnetic layer forms an MTJ structure with a

tunneling oxide (MgO) and a fixed ferromagnetic layer called the pinned layer (PL).

When the PL and the average magnetization direction (of the region of ferro-magnet

under the MTJ cross-section) points in the same (opposite) direction the MTJ exhibits

low resistance parallel state ‘P’ (high resistance anti-parallel state ‘AP’). A reference

MTJ is used to form a voltage divider connected to a CMOS inverter. The resistance

of the reference MTJ and the trip point of the inverter is chosen such that the output

terminal denoted as spike goes high if and only if the lower MTJ is in parallel state.
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Fig. 7.2. The proposed non-volatile LIF neuron based on elastic cou-
pling between the FE-DW and FM-DW. The position of the FM-DW
represents the membrane-potential, while the switching activity of the
MTJ emulates the firing behavior of the neuron.

Note, the fact that the ferro-magnet shows 180o DW allows for maximum difference

in the parallel and anti-parallel resistance of the MTJ, thereby increasing the voltage

difference at the input of the inverter allowing robust operation.

The desirable characteristics of the proposed device can be enumerated as 1) the

voltage driven motion of the DW allows low energy consumption 2) the write path

(through the ferro-electric metal contact) and the read path (through the voltage

divider) ensures decoupled read/write operations, thereby allowing independent op-

timization of the read and write paths 3) the voltage divider circuit along with the

CMOS inverter allows for low overhead reading of the spiking event.
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The LIF characteristic of the proposed device can be understood as follows: 1)

A positive voltage on the metal contact will result in motion of the FM-DW in +x-

direction. Since the DW position is non-volatile the forward motion of the FM-DW

mimics the integrate dynamics of biological neurons. 2) A small negative voltage

on the metal contact would lead to an FM-DW motion in the negative x-direction,

thereby imitating the leaky behavior of the neuron. Note, it is required that the

membrane-potential of a neuronal device (represented by the position of FM-DW)

should keep leaking at all times except when it has received sufficient excitation in

form of input spikes. For a typical current driven FM-DW motion, such a leaky

characteristics would incur unacceptable energy consumption. This is due to the fact

that all the neurons will continuously require a negative current flow through the

device to ensure the FM-DW keeps moving slowly in the negative x-direction. In

the proposed voltage controlled neuronal device, the leaky behavior merely requires a

small negative voltage on the metal contact. Since ferro-electric materials are usually

insulators, this negative voltage would not incur any short circuit leakage current

thus allowing negligible energy overhead for mimicking the leaky behavior. 3) Finally,

when the FM-DW travels far enough in the +x-direction the average magnetization

of the FM under the MTJ switches and the output of the inverter goes high indicating

the firing event of the proposed device. Thus, the proposed device exhibits the non-

volatile leaky-integrate-fire dynamics.

7.3.2 Programmable Synapse

The proposed synaptic device under investigation is shown in Fig. 7.4. This

device is very similar to the neuronal device described above. The device consists

of a ferro-magnet / ferro-electric heterostructure elastically coupled together. When

a positive voltage is applied on the metal contact (between Terminal-2 and 3), the

FE-DW moves in the positive x-direction. The FE-DW drags along with it the FM-

DW in the positive x-direction in response to the positive voltage. Similarly, for a
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Fig. 7.3. Micromagnetic simulation showing the domain wall shape
and structure. The zoomed image shows a 90o domain wall which has
been transformed to a 180o domain wall due to shape anisotropy.

negative voltage, the FE-DW, and thus FM-DW, move in the negative x-direction.

In addition, the free ferro-magnetic layer forms an MTJ structure with a tunneling

oxide (MgO) and a pinned ferromagnetic layer (between Terminal-1 and 3). When

the FM-DW position is at one end (x = 0), the MTJ is fully in the high resistance

AP state. When the FM-DW is at the other end of the device, the MTJ is in the low

resistance P state. However, if the FM-DW is somewhere in between, the resistance

of the MTJ is a parallel combination of AP and P, as follows:

GMTJ =
x×GP + (L− x)×GAP

L
(7.1)

where GMTJ is the MTJ conductance, GP and GAP are the parallel and anti-parallel

conductances of the MTJ, respectively, x is the FM-DW position and L is the total

length of the magnet. This simplified equation holds because the length of the domain

wall is small compared to the length of the magnet. The resistance or conductance
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Fig. 7.4. The proposed non-volatile programmable synapse based on
elastic coupling between the FE-DW and FM-DW. The position of
the FM-DW modulates the conductane between Terminal-1 and 3 of
the device. The FM-DW position, and thus the conductance of the
synapse, can be modified by applying a +ve or -ve voltage across
Terminal-2 and 3.

can be sensed between Terminal-1 and 3. Thus, the conductance of this device can be

set anywhere between GP and GAP , representing the synaptic conductance in SNNs.

The synaptic behavior of the device can be understood as follows: 1) A positive

voltage on the metal contact will result in FM-DW motion in +ve x-direction, and

thereby increase the MTJ conductance. This mimics the long-term potentiation,

or strengthening of the synaptic weights in SNNs. 2) A negative voltage on the

metal contact results in FM-DW motion in -ve x-direction, and decreases the synaptic

conductance. This mimics the long-term depression, or reduction in synaptic strength

in SNNs. 3) Interestingly, the proposed device can exhibit leaky-behavior in addition

to the usual non-volatile multi-level memory characteristics that can be used to model

‘forgetting’ in synapses through short term memory mechanism. For a typical current

driven FM-DW motion, such a leaky characteristic would incur unacceptable energy
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consumption. In the envisioned voltage controlled synaptic device, the leaky behavior

merely requires a small negative voltage across the FE layer. The small negative

voltage on the metal contact recedes the FM-DW position, thereby reducing the

synaptic strength continuously over time.

7.4 Device Modeling and Simulation

A mixed-mode simulation framework was developed for the analysis of the pro-

posed device structure. The simulation framework consists of three components -

a) the exponential dependence of FE-DW velocity on the applied voltage in accor-

dance to the Merz’s Law [116], b) the micromagnetic response of the FM-DW due

to elastic coupling with the underlying FE-DW motion, c) the resistance change of

the MTJ as a function of device dimensions and magnetization directions based on

non-equilibrium Green’s function (NEGF) formalism [40].

FE-DW velocity The field driven dynamics of FE domain walls has been exten-

sively studied in the past [117], [118], and the velocity of FE-DW has been observed

to depend exponentially on the applied voltage. This exponential dependence is given

by the Merz’s Law [116]. Experimental evidence of exponential FE-DW motion in

BaTiO3 has been demonstrated in [119]. Merz’s Law can be written as

vFE = KFE × exp(a/E) (7.2)

where vFE is the FE-DW velocity, E is the electric field, given by VFE

tFE
, where VFE

is the applied voltage across the FE layer, and tFE is the thickness of the FE layer.

KFE, a are fitting parameters from experimental data adopted from [119]. As shown

later in the manuscript, the FM-DW would closely follow the motion of the FE-

DW [112]. As such, the FM-DW will also have an exponential dependence of velocity

with respect to the applied voltage.
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Table 7.1.
Parameters used for simulations adopted from [110,112] for studying
ME-DW Neuro-Synaptic Device

Parameters Value

Magnet Length (Lmag) 1.5um

Magnet Width (Wmag) 100nm

Magnet Thickness (tmag) 2.5nm

FE Oxide Thickness (tFE) 100nm

Saturation Magnetization (MS) 1.7× 106A/m

Gilbert Damping Factor (α) 0.01

Exchange Stiffness (Kex) 2.1× 10−11J/m

Cubic Anisotropy (Kc) 4× 104J/m3

Uniaxial Anisotropy (Ku) 2× 104J/m3

Simulation cell size (dx, dy, dz) 2.93, 2.93, 2.5nm

Temperature (T ) 300K

Micromagnetic FM-DW dynamics For simulating the FM-DW dynamics in

response to the underlying FE-DW motion, we used a GPU based micromagnetic

simulator called MuMax [120]. The a- and c-domains of the FE material result in

different amount of strains due to the multi-ferroic nature of materials like BaTiO3

[115]. This strain is transferred to the FM layer on top of the FE layer. Thus, the

FM layer experiences different amount of strains depending on the fact whether the

FE layer underneath has an a-domain or a c-domain. This results in local strain

anisotropy experienced by the FM layer. When the FE-DW moves (in accordance to
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the Merz’s Law), the local strain anisotropy experienced by the FM layer moves as

well. Thus, in order to mimic the different anisotropies experienced by the FM layer,

we divided the simulation region in two, each having a different strain anisotropy due

to the underlying a- and c-domains. This simulation methodology is similar to the

ones adopted in [110, 112]. A uniaxial anisotropy with a constant Ku was added for

that part of the FM layer that was supposed to be above the a-domain. Similarly,

a cubic anisotropy with a constant Kc was added for the region of the FM layer

corresponding to the c-domain. Thus, there exists an anisotropy boundary (AB) in

the FM layer wherein the anisotropy changes from uniaxial to cubic. The various

simulation parameters used in our framework are summarized in Table 7.1. Recall,

because of the demagnetization field one would expect the FM-DW to exhibit ∼ 180o

DW, even though the underlying FE layer shows a 90o DW. This can be confirmed

by the micromagnetic simulation results shown in Fig. 7.3. As seen in the figure, the

magnetizations near the DW have 90o difference in their orientations. But, as one

moves away from the DW, the magnetizations (in the ‘blue’ region) slowly tend to

orient themselves to 180o due to the effect of the demagnetization field.

In order to mimic the movement of the FE-DW on application of a voltage across

the FE layer, we shifted the AB in accordance to the Merz’s law. It was found that

the FM-DW followed the FE-DW linearly up to a certain velocity called the depinning

velocity. Beyond the depinning velocity, the FM-DW was not able to keep pace with

the fast moving FE-DW. Thus, the maximum achievable velocity constraint arises due

to the slower response of the FM-DW to the fast moving FE-DW. Note, a detailed

description of the FM-DW dynamics beyond the depinning velocity can be found

in [112]. In this work, we would only utilize the velocity regime below the depinning

velocity where the FM-DW linearly follows the FE-DW. As shown in Fig. 7.5, we plot

the FM-DW velocity (vFM) as a function of the FE-DW velocity vFE. The blue line,

represents the FM-DW velocity for a periodic boundary condition similar to [112].

On the other hand, the red line corresponds to a more realistic simulation where the

magnet dimension was taken to be 1.5um × 100nm × 2.5 nm . The simulations show



74

-400 -200 0 200 400 600 800 1000

-400

-200

0

200

400

600

800

1000

 w/ PBC
 w/o PBC

v FM
 (m

/s
)

vFE (m/s)

Fig. 7.5. Depinning velocities of the magnetic domain wall, for pos-
itive and negative velocities. The blue plot was obtained by using
periodic boundary conditions and parameters from [112]. The red
plot was obtained without periodic boundary conditions and scaled
dimensions.

a slight decrease in the depinning velocities (∼ 550 m/s and ∼ 210 m/s respectively,

for positive and negative direction), as compared to the periodic boundary case. This

can be attributed to the increased demagnetization due to shape anisotropy in the

smaller magnets. A higher demagnetization field suppresses the control of the strain

anisotropy from the underlying FE layer. For the LIF neuron, we shall use the

positive velocity for the integrate operation and the negative velocity for imitating

the leaky dynamics of the neuron. Similarly, for the synaptic device, we would use the

positive velocity for long-term potentiation and the negative velocities for long-term

depression and leaky-behavior of synaptic weights.

Resistance Model To model the resistance of the MTJ stack, non-equilibrium

Green’s function (NEGF) formalism [40] was used. The details of the NEGF model

for estimation of the resistance of the MTJ as a function of applied voltage and the

average magnetization direction was adopted from [40]. The NEGF model used for the
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analysis of the proposed neuro-synaptic device is same as the one described in context

to chapter 4. The results from the NEGF equations were abstracted into a Verilog-A

model, which was used in SPICE simulations along with predictive technology models

(PTM) [42] for CMOS transistors.

7.5 Results

7.5.1 Neuro-synaptic behavior of the proposed devices

Fig. 7.6 shows the behavior of the proposed neuron, obtained from the mixed-

mode simulation model developed for the device. The FM-DW was initially assumed

to be at x = 0 position (refer Fig. 7.2). Correspondingly, at the extreme right end

of the magnet, the MTJ is in anti-parallel resistance state. A train of voltage spikes

is applied to the metal contact, which mimics the pre-synaptic spikes received by the

neuron (Fig. 7.6(a)). In a typical neuromorphic system, the input data is encoded

in the frequency or the timing of the incoming spikes. It is to be observed that the

resting potential of the input spikes is a negative voltage (-1V) upon which the spikes

are superimposed and are represented by voltage pulses of amplitude 2V with a time

duration of 1ns.

When an incoming spike is applied to the neuron, the FE-DW and the FM-DW

move in the positive x-direction thus implementing the integrate behavior. In absence

of any incoming spike, the neuron sees a negative voltage on its input terminal and

the FE-DW as well as the FM-DW slowly move towards the negative x-direction,

thereby mimicking the leaky behavior (Fig. 7.6(b)). When the FM-DW reaches far

enough in the positive x-direction, the average x-component of the magnetization

(mx) beneath the MTJ switches from -1 to +1 (Fig. 7.6(c)). In response, the output

of the voltage divider would switch from low to high indicating that the neuron has

emitted a spike. This output spike voltage can be used to trigger the reset phase,

and a negative voltage can then be applied at the metal contact, thereby moving the

domain wall back to the initial position (x = 0). The device remains non-responsive
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Fig. 7.6. Leaky integrate and fire behavior of the proposed neuron in
response to input train of spikes. (a) Input voltage spike train received
by the neuron. (b) FM-DW position (acts as membrane potential
variable). (c) x-component of magnetization under the MTJ stack.
Once the MTJ switches, the neuron fires, and the domain wall is
reset to its initial position. The inset shows the average magnetization
under the MTJ when the domain wall traverses the MTJ.
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Fig. 7.7. Plot of MTJ conductance GMTJ of the synaptic device in re-
sponse to voltage pulses exhibits a controlled behavior of the synaptic
weights. This can be used for better learning algorithms like ‘ASP’
for precise tuning of synaptic weight values. The leaky behavior of
the synaptic weights can be implemented using a small -ve voltage
across the device.

to any more incoming spikes during this duration, mimicking the refractory period of

the neuron.

In Fig. 7.7, we show the simulation results for the synaptic device. Again, the FM-

DW was initially assumed to be at x = 0 position (refer Fig. 7.4). The conductance

of the synaptic device (GMTJ) is plotted with time in response to a positive and

negative voltage pulses. During the positive applied voltage, the FM-DW moves in

the +ve x-direction, thereby increasing the conductance, as described in Eqn 7.1. On

application of a negative voltage, the FM-DW moves in the -ve x-direction, thereby
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decreasing the conductance. Thus we obtain a voltage-controlled conductance to set

the synaptic weights as desired. Also, a small negative voltage would allow slow decay

of the synaptic conductance to account for the ‘forgetting’ mechanism in synapses.

7.6 Conclusion

Hardware implementations of neuromorphic systems are of paramount interest due

to their efficiency in solving recognition and classification tasks. Towards that end, in

this paper we propose a non-volatile leaky-integrate-fire neuron and a programmable

synapse using the voltage driven bi-directional FM-DW motion. The FM-DW motion

arises in response to the FE-DW motion of an underlying FE layer due to elastic

coupling. The energy efficiency of the present proposal results from its intrinsic

non-volatility and the pure voltage driven nature of the FM-DW movement. A mixed

mode simulation framework consisting of micromagnetic simulation for magnetization

dynamics and NEGF model for resistance of the MTJ was used to demonstrate the

feasibility of the proposed neuro-synaptic device. The use of voltage driven domain-

wall motion allows us to easily implement leaky behavior in the neuro-synaptic device

without use of constant current requirement as in the case for conventional current

drive domain-wall motion.
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8. ENERGY-EFFICIENT MEMORIES USING

MAGNETO-ELECTRIC SWITCHING OF

FERROMAGNETS

8.1 Introduction

Magneto-resistive memories based on current driven Spin Transfer Torque (STT)

[121], have attracted immense research interest due to their non-volatility, almost

unlimited endurance and area-efficiency [122]. However, STT based memories suffer

from inherent low switching speed and high write-energy consumption [13]. The

high switching energy requirement for STT based memories can be attributed to

the current driven switching of the ferromagnets. Although, novel physics like the

spin Hall effect (SHE) [123] has been used to improve the spin generation efficiency,

thereby lowering the required switching energy, the current driven nature of the SHE

results in relatively high energy consumption. As such, voltage driven reversal of the

magnetization direction has attracted considerable research interest, in an attempt

to lower the write energy of spintronic devices.

As we have noted in previous chapters, voltage induced Magneto-Electric (ME)

effect, has shown potential for fast and energy-efficient switching of ferromagnets [14].

The core of the research work on ME effect has been driven by the so called multi-

ferroic materials. Multi-ferroics inherently exhibit more than one order parameters

(for example, materials possessing ferro-magnetism as well as ferro-electricity and/or

ferro-elasticity) [62]. The coupling between such order parameters allows to control

one order parameter, for example, the ferromagnetism of a material through another

order parameter like the effect of applied voltage on ferro-electricity or ferro-elasticity

[65].
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Devices based on such multi-ferroic materials are expected not only to have low

switching energy consumption but also better switching speed than the conventional

current driven spintronic devices. Therefore, many device proposals for memory [124],

[125] and logic applications [18,70,126] of the ME effect can be found in the literature.

In this chapter, we use the ME-MTJ and ME-XNOR device to propose novel memory

configurations using some of the intrinsic characteristics exhibited by these devices.

Specifically, the key highlights of the proposed memory bit-cells are as below.

1. We analyze two voltage driven spintronic devices based on ME effect viz. ME-

MTJ [126] and ME-XNOR [18,126] device with focus on memory applications.

Specifically, we analyze these devices with respect to writability, readability and

switching speed.

2. We propose two novel non-volatile energy-efficient memories - i) a 1-Read /

1-Write dual port memory that utilizes the decoupled read and write path of

ME-MTJs and ii) a content addressable memory (CAM) based on the compact

XNOR operation enabled by ME-XNOR device.

3. Our results are based on a coupled stochastic magnetization dynamics imple-

mented through the well-known Landau-Lifshitz-Gilbert equation and a non-

equilibrium Greens function (NEGF) electron transport model.

8.2 ME devices under consideration

Out of the various possible ME switching mechanisms, we would focus on the

exchange bias coupled devices as was detailed in chapter 4. The basic phenomenon

driving the switching process is the fact that the exchange bias field can be reversed

from one direction to another by application of an electric field [127]. For the devices

shown in Fig. 8.1(a) and (b), let us assume the ferro-magnet has an in-plane easy

axis due to the shape anisotropy. When an external voltage is applied, based on

the voltage polarity, the generated exchange bias field either points in the +x or the

-x direction. If the generated ME field is strong enough to overcome the in-plane
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a) b)

Fig. 8.1. (a) Schematic of the ME-MTJ and (b) ME-XNOR. The
ferromagnets in contact with respective ME oxides can be switched
by applying appropriate voltages across the ME oxides. The direction
of switching can be reversed by changing the polarity of the applied
voltage. Due to shape anisotropy the easy axis of the ferro-magnets
lie along the ±x axis.

anisotropy, the magnetization direction switches under the influence of the exchange

bias field.

We consider two ME based devices − ME-MTJ [126] and ME-XNOR [18, 126],

with focus on memory applications. ME-MTJ consists of an MTJ in contact with an

ME oxide underlayer as shown in Fig. 8.1(a). The MTJ itself is composed of a pinned

layer (PL), a free layer (FL) and an oxide spacer (usually MgO [66]). Depending

on the orientations of the free and the pinned layer, the ME-MTJ can be in either

low resistance parallel (P) state or high resistance anti-parallel (AP) state. The

normalized difference in the resistances of the AP and P state is expressed by the

tunnel magneto-resistance (TMR) ratio of the MTJ.

In order to switch the ME-MTJ from P (AP) to AP (P) state a positive (negative)

voltage exceeding a certain threshold needs to be applied on terminal 1 in Fig. 8.1(a).

The metal contact to the ME oxide, the ME oxide itself and the free layer of the MTJ
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Fig. 8.2. (a) Switching probability versus voltage applied across the
ME capacitor. It can be seen larger the ME co-efficient lower is the
voltage required to switch the direction of magnetization. (b) The
failure probability obtained versus voltage. Each point on the graph
was obtained by 1,000 simulations of the stochastic LLG equation.
The voltage was applied for a duration of 500ps and the state of the
magnet was investigated after the application of the voltage pulse to
verify if the magnet has switched within the applied pulse duration.

can be considered as a capacitor. On the other hand, the value stored in the ME-MTJ

can be read by sensing the resistance between terminals 1 and 2.

In Fig. 8.1(b) we show the ME-XNOR device. The ME-XNOR device consists of

two free layers separated by MgO and in contact with respective ME oxides. If the

voltage polarity on the terminals 1 and 2 are the same, the MTJ stack would be in

P state (measured between terminals 3 and 4), while a different voltage polarity on

the two terminals would lead to an AP state. Thus, the proposed device emulates

an XNOR functionality. ME-XNOR device have been used for logic applications [18]

and has been described in chapter 6. In this chapter, we would show that ME-XNOR

device can be used to construct an energy efficient CAM. The device model used for

analyzing both the ME-MTJ and the ME-XNOR device has been presented earlier

in chapter 4.
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Table 8.1.
Summary of Parameters used for our simulations

Parameters Value

Magnet Length (Lmag) 45nm× 2.5

Magnet Width (Wmag) 45nm

Magnet Thickness (tFL) 2.5nm

ME Oxide Thickness (tME) 5nm

Saturation Magnetization (MS) 1257.3 KA/m [38]

Gilbert Damping Factor (α) 0.03

Interface Anisotropy (Ki) 1mJ/m2 [38]

ME Co-efficient (αME) 0.15/c∗ms−1

Relative Di-electric constant (εME) 500 [70]

Temperature (T ) 300K

CMOS Technology 45nm PTM [42]

∗c = Speed of light.

8.3 Device Characteristics

8.3.1 Writability

Writing into ME devices is accomplished by application of appropriate voltages

across the ME capacitor. An important parameter that dictates the write voltage and

hence the write energy is the magneto-electric co-efficient (αME). αME is the ratio of
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magnetic field generated per unit applied electric field [128]. Experimentally, various

ME materials have shown αME in the range 0.1/c to 1/c (c is speed of light) [72]. In

Fig. 8.2 (a) we plot the switching probability as a function of voltage across the ME

capacitor for different values of αME. It can be seen, ME materials with high αME

are desirable for achieving low write energy.

8.3.2 Readability

In a memory configuration, a CMOS transistor is used in series with the storage

device. Therefore, the bit-cell TMR i.e. the TMR of the device with the series

resistance of the CMOS transistor is a more relevant metric for the sensing margin

as opposed to the device TMR. In Fig. 8.3(a), we have shown the bit-cell TMR as a

function of MgO thickness assuming a 45nm PTM [42] transistor in series with varying

W/L (width/length) ratios. It can be seen a higher value of MgO thickness is required

to increase the bit-cell TMR and reduce the parasitic effect of the transistor series

resistance [13, 28]. For the ME devices, due to the decoupled read/write paths, the

thickness of the MgO oxide can be increased without degrading the write efficiency

(which is dictated by the ME oxide). Thus, the decoupled read/write paths for

ME devices allows for better sensing due to increased bit-cell TMR. The increase in

resistance of the MTJ also helps to reduce the read disturb failures, due to reduced

current flowing through the MTJ during the read operation [122].

The higher MTJ resistance, however, adversely affects the read access speed of the

bit-cell. This increase in read delay results from the fact that the RC time constant

(where R is effective bit-cell resistance and C is the bit-line capacitance) increases

with increase in the MgO thickness. We estimated the parasitic C for a 128x128

memory sub-array using the tool CACTI [129]. In Fig. 3(a), we have plotted the RC

time constant for the MTJ in P and AP state as a function of the oxide thickness.

It can be observed that beyond 1.5nm the RC time constant becomes greater than

500ps. Therefore, for fast read operations, the MgO thickness should be kept below

1.5nm. For the results presented later in the chapter, we have kept the MgO thickness
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Fig. 8.3. (a) (Left axis) Bit-cell TMR versus MgO thickness obtained
from our NEGF based transport model. In each case, a transistor
in series is used with Width/Length (W/L) ratio as specified in the
figure. (Right axis) The RC time constant as a function of the MgO
thickness. (b) A typical 3D switching trajectory of the magnetization
under influence of applied voltage.

to 1.4nm. The parallel resistance of the MTJ for some of the typical oxide-thickness

values are reported in Table 8.2.

Table 8.2.
Variation of MTJ Resistance with tMgO

tMgO(nm) 1 1.2 1.4 1.6

Rp(kΩ) 0.469 2.09 9.31 41.4

8.3.3 Switching Speed

Though, a detailed switching dynamics for ME devices is still under research

investigation [128], yet it is expected that ME switching would be much faster as

compared to STT switching [72]. This is because ME switching dynamics behaves as

if the magnetization direction is being switched by an external field which does not
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Fig. 8.4. 1-Read / 1-Write dual port memory using decoupled
read/write path of ME-MTJs. The top row of ME-MTJs are be-
ing written into by activating the RWL, while the bottom row of
ME-MTJs can be simultaneously read by activating WWL.

require an incubation delay [130] to initiate the switching process. In Fig. 8.3(b) we

have shown a typical 3D trajectory of the ME switching mechanism. It can be seen if

the applied electric field is strong enough, the magnetization vector starts switching

without any initial incubation delay. In our simulations for an αME of 1/c, complete

reversal was obtained within 500ps.



87

8.4 ME Memory Design

8.4.1 ME Dual Port Memory

The proposed 1-Read / 1-Write dual port memory using ME-MTJs is shown in

Fig. 8.4. Each bit-cell consists of one ME-MTJ and two transistors. The transistor

connected to WWLs are the write transistors and those connected to RWLs are the

read transistors. Data can be written into the ME-MTJs by activating the write

transistors of a particular row and applying appropriate write voltages (positive or

negative) on WBLs. Similarly, for reading out the data, the read transistors of a

given row are activated and a read voltage is applied on RBLs. The current flowing

through the bit-cell is then compared with a reference to sense the current state of

the ME-MTJ.

A dual port memory is characterized by simultaneous read and write operations

i.e. while one row of the memory array is being read simultaneously another row of

the memory array can be written into, thereby, improving the memory throughput

[131]. The dual port nature of the proposed ME-MTJ memory can be explained as

follows. Let us consider row-1 in Fig. 8.4 is being written into. The write transistors

corresponding to row-1 would be activated and by application of proper voltages on

WBLs, a P or an AP state can be written into the ME-MTJs. Simultaneously, the read

transistors corresponding to row-2 are activated and by sensing the current flowing

through the RBLs, the state of the ME-MTJs connected to row-2 can be sensed.

Thus, ME-MTJs can be used to construct dual port memories, thereby, increasing

the memory throughput. Our simulations indicate, write energy consumption per bit

of 0.072 fJ for αME = 1/c and read energy consumption of 3.6fJ for read voltage of

200mV and read time of 1ns. For the present proposal ME switching enables two

orders of magnitude improvement in write energy and 8x improvement in switching

speed as compared to STT based MTJs [132], in addition to improved TMR and

throughput.



88

8.4.2 ME CAM

The ME-XNOR based CAM cell is shown in Fig. 8.5 (a). The function of M1 is

to selectively provide the ME-oxide capacitor with a ground connection when Data

Input Line (Din) is activated. In the read circuit, a reference MTJ (RefMTJ) forms a

voltage divider with the resistance of the MTJ (RMTJ). The match signal is obtained

at the drain of p-MOS M2 (denoted by node match), where a low voltage indicates

a match is obtained and vice-versa. The node match is pre-charged to VDD. The

strengths of the n-MOS and the p-MOS transistors, connected to the match line, are

adjusted such that even one activated p-MOS in a row is enough to maintain the

output node in its pre-charged state.

The operation of the circuit can be divided into three modes: i) Write Mode, ii)

Data Input Mode and iii) Read Mode. To write data in the lower (upper) ferromagnet,

a write pulse corresponding to bit ‘1’ (positive voltage) and ‘0’ (negative voltage),

respectively, is applied on the BL (Din) with the WL (DWL) activated. If the digital

bit written in the lower ferromagnet is same as the data to be matched (stored in the

upper ferromagnet), the MTJ switches to low resistance state. Finally in the read

mode, a read pulse of 1 V (VREAD) is applied for the read process. The output of the

inverter goes ‘high’ only if the MTJ is in low resistance state indicating that the bit

written in the top magnet in mode (i) matches the bit stored in the bottom magnet.

Matching of all bits in a row turns all the p-MOS OFF and match goes low, indicating

that a match is found. Note, the NMOS and PMOS widths are chosen such that even

with one activated PMOS, the NMOS transistor would not be able to pull down the

match line. This in turn ensures the match line is discharged only when all the bits

in the word match enabling the CAM operation. The write and read energy per bit

was found to be 0.072 fJ and 15 fJ, respectively, indicating two orders of magnitude

improvement in write energy and comparable read energy as compared to previous

works as in [133](Table 8.3).
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Fig. 8.5. Proposed CAM based on ME-XNOR device. The upper and
lower ferromagnets comprising the ME-XNOR device can be used to
store the input data and the data to be matched, respectively. The
match signal goes low if and only if all the p-MOSes of a particular
row are turned OFF.

Table 8.3.
Comparison of proposed ME-XNOR CAM

Memory Type STT [134] VCMA [133] ME-XNOR

Structure 9T-2MTJ 4T-2MTJ 5T-1MeXNOR

Read/Write 1V/ 1V 1V/ 1V 1V/ 0.2V

Write Speed 2ns+ 1ns 0.5ns

Search Speed 0.1ns 0.2ns 0.8ns

Swi. Energy 100 fJ/bit+ 10 fJ/bit 0.072 fJ/bit
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8.5 Summary

The prospects of achieving voltage driven switching of magnetization has renewed

the interest for future low-power non-volatile spintronic memories. It is intuitive to

expect lower write energy as compared to current based counterparts of spintronic

devices. In this chapter we not only try to quantize the energy and speed benefits

obtained by use of ME based devices, but also propose novel memory application by

use of ME-MTJs and ME-XNOR devices. Specifically, we show that the decoupled

read-write port of ME-MTJs can be used to construct a 1-Read / 1-Write dual port

memory thereby increasing the overall memory throughput. The presented memory

array supports simultaneous read and write operations from two different rows of the

memory array. Additionally, we have also presented a CAM based on the ME-XNOR

device. The proposed CAM requires lesser number of transistors due to the compact

XNOR operation enabled by the ME XNOR device, resulting in an area-efficient as

well as energy-efficient CAM.
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9. SUMMARY AND FUTURE WORK

In the quest for energy-efficiency with respect to switching of spin devices, intensive

research exploration is being pursued for voltage driven and voltage assisted switching

mechanisms. In this research, we have focused on two such voltage effects − the

voltage controlled magnetic anisotropy effect and the magneto-electric effect. Further,

by exploiting the unique physics of the VCMA mechanism we have presented in-situ,

in-memory logic computations using ‘stateful’ devices. Our proposal does not require

any modifications either in the magnetic device or the bit-cell circuit, thereby, making

the proposal attractive from manufacturability point of view. It is worth mentioning

that, stateful logic operations are a promising technique to overcome the well-known

von-Neumann bottleneck.

In addition, the switching of a mono-domain magnet through the ME effect has

been used to construct a stochastic-leaky-integrate fire neuronal device mimicking the

dynamics of biological neurons. We believe the emulation of four characteristics of a

biological neuron viz. the stochasticity, the leaky, the integrate and the fire dynamics

in a single device would pave the way for efficient hardware implementations for wider

class of classification and recognition tasks. Finally, we have also demonstrated that

the pure voltage driven nature of the ME effect allows one to create an entire family

of logic gates including the XNOR, IMP, NAND, and NOR gates that can be easily

cascaded. Such non-volatile logic gates are becoming increasingly important with

the current emphasis on intermittently powered systems and IoT applications. We

have also leveraged the availability of the ME-XNOR device to construct an area and

energy efficient content addressable memory.

Furthermore, we have exploited pure voltage driven magnetic domain wall motion

for constructing a neuro-synaptic device. Our proposal is based on recent experimen-

tal studies that have convincingly demonstrated that by elastically coupling a ferro-
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magnetic domain wall to an underlying ferro-electric domain wall, the ferro-magnetic

domain wall can be moved by application of an electric field. The applied electric

field moves the ferro-electric domain wall which in turn drags the ferro-magnetic do-

main wall due to elastic coupling, thus allowing ultra-low-energy movement of the

ferro-magnetic domain wall. The controlled voltage driven bi-directional motion of

the domain-wall enables embedding leaky behavior in the proposed device without

resorting to energy-expensive static flow of current. Such leaky behavior have been

shown to be important in mimicking bio-plausible neuronal behavior as well as synap-

tic models for short-term memory.

Finally, we believe various proposals presented as a part of this research opens

up new possibilities for further work. For example, it has been shown mathemati-

cally that stochastic-leaky-integrate-fire neurons can be used to mimic computations

in accordance to Bayesian inference. ME based neurons mimic all the four required

behavior including the stochasticity, the leaky, the integrate and the fire dynamics in

a single device allowing one to build low-energy hardware implementations of such

inference engines. Further, the proposed CAM cell using ME-XNOR was designed to

give a binary match or no-match output. Interestingly, binary neural networks require

binary dot-products which consists of bit-wise XORs followed by counting of number

of 1’s. This can be achieved in the proposed CAM cell by sensing an analog voltage at

the match-line instead of making a binary decision. The analog voltage proportional

to number of 1’s can be converted to a digital value, thereby enabling approximate

binary dot products. As such, ME-XNOR device in the proposed CAM-like configu-

ration with suitable modifications can be used to perform in-memory acceleration of

binary neural networks.
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A. APPENDIX

A.1 Introduction

True Random Number Generators (TRNGs) are becoming increasingly popular in

cryptography and other security applications. However, conventional TRNG designs

in hardware often result in significantly high area and power consumption [135] and

hence recent research efforts have been directed to developing compact, low power

and high throughput TRNGs based on emerging technologies like the Magnetic Tun-

nel Junction (MTJ “spin-dice”) [136–138]. The random number generation process

usually takes place through the application of two current pulses, namely the “re-

set” pulse to orient the magnet to a known initial state and subsequently the “roll”

pulse to switch the magnet with probability of 0.5. The stochastic switching nature

of the MTJ arises from the inherent thermal noise present in the device. However,

the quality of the random number generated is not sufficiently high due to varia-

tions in the magnitude of current required to switch the MTJ with 50% probability

(arising from PVT variations). Hence expensive post-processing schemes are usually

required [136]. In this work, we explore the design of a Voltage Controlled Spin-Dice

(VC-SD) using the recently discovered phenomena of Voltage Controlled Magnetic

Anisotropy (VCMA) in an MTJ structure to orient the ferromagnet along a meta-

stable magnetization direction and subsequently utilizing thermal noise to produce

random switching of the magnet to either one of the stable magnetization directions.

In addition to power and reliability benefits, the proposed TRNG is able to provide

better resiliency against PVT variations.



94

Source
 Line 

WL 

Access Transistor 

M
TJ 

PL 

FL 

Bit Line 

SL BL SL BL 

WL 

WL WL

BL

SL

time

Reset Relax Read

time

time

Fig. A.1. Schematic of an STT-MRAM bit cell being utilized as VC-
SD. The bit-cell consists of the MTJ in series with an access transistor.
The proposed TRNG can be implemented using a standard STT-
MRAM array. The operation consists of “Reset”, “Relax” and “Read”
operations. The corresponding control signals WL, BL and SL have
been shown

Fig. A.2. Magnetization dynamics of the same VC-SD device for two
different simulation runs

A.2 Proposed Spin Dice

The basic spin-dice operation proposed in this work is based on the principle of

VCMA where, application of a voltage pulse across an MTJ with a “free layer” (FL)
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possessing interfacial perpendicular magnetic anisotropy, results in the reduction of

the interfacial anisotropy field. Different mechanisms like the relative occupancy of

d-orbital electrons [30] have been proposed as the physical processes that lead to the

VCMA effect. Due to the reduced anisotropy in the perpendicular direction, the FL

magnetization tries to orient in the in-plane, i.e. “hard-axis” direction (due to the

in-plane component of demagnetization/external field). For small time durations of

the voltage pulse, the FL magnetization is not oriented sufficiently along the “hard-

axis” and hence the switching probability of the MTJ possesses a bias toward one

of the stable magnetization directions, depending on whether the FL magnetization

had “up-spin” or “down-spin” magnetization component along with the “in-plane”

component. However, as the applied pulse duration increases, the major component

of the magnetization begins to orient along the “hard-axis” resulting in ∼ 50% prob-

ability of switching to either the Anti-parallel (AP) or Parallel (P) MTJ state. After

the “reset” phase (magnetization oriented along “hard-axis”), the magnetization re-

laxes to either of the two stable states by a characteristic time constant, τD = 1+α2

αγHK
,

where α is Gilbert’s damping factor, γ is gyromagnetic ratio of electron and HK is

the effective magnetic anisotropy field. The “relax” phase was taken to be 3τD in

duration followed by the “read” phase. The MTJ structure and operation of an array

of such VC-SDs have been depicted in Fig. A.1. Magnetization dynamics of the same

device for two different simulation runs have been shown in Fig. A.2. A modified

version of the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) [34] equation was utilized

in this work for modeling the MTJ dynamics in presence of the VCMA effect. Further

the LLGS simulation framework was coupled with Non-Equilibrium Green’s Function

(NEGF) [40] based transport simulation framework to model electron transport in the

MTJ. The simulation framework was calibrated to experimental results reported in

Ref. [15] for a CoFeB/MgO/CoFeB MTJ stack (Fig. A.3). The simulation parameters

have been outlined in Table A.2.
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Parameters Value

Free layer area π
4
× 100× 40nm2

Free layer thickness 0.9nm

Saturation Magnetization, MS 1257.3 KA/m [38]

Gilbert Damping Factor, α 0.075

VCMA Coefficient, ξ 350fJ/V −m
MgO Thickness, t 1.4nm

Interface anisotropy, Ki 0.9267mJ/m2

MTJ “Reset” voltage 0.75V

CMOS technology 45nm SOI CMOS

Pulse width, tPW 1− 6ns

Temperature, T 300, 400, 500K

A.3 Results

Fig. A.4 demonstrates the SD trajectory for a particular sample run. In order to

evaluate the performance of the proposed VC-SD, we performed 500 stochastic LLG

simulations with varying “reset” pulse width. As can be seen from Fig. A.5, the

switching probability achieves a value of ∼ 0.45 (10% offset from the ideal value of

0.5) for sufficiently large values of the “reset” pulse width, tPW . The offset is due

to the effect of STT induced by current flowing through the MTJ “pinned layer”

(PL). However, such an offset can be easily removed by standard post-processing

techniques like von-Neumann’s algorithm [136]. Additionally, further optimization in

material parameters can be performed to reduce the impact of STT during the “hard-

axis” orientation of the magnet. In order to assess the impact of PVT variations

on the randomness of the proposed VC-SD, we performed analysis for two extreme

cases of ±5% and ±2% variation in the FL area and thickness. As can be observed

from Fig. A.5, the randomness remains almost similar to the nominal value. The
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Fig. 3: Our benchmarked results for (a) only VCMA-induced switching, and (b) combined VCMA and STT switching. (c)
NEGF results obatined from our transport model. We have matched the parallel and anti-parallel resistance to the reported
value of 11K⌦ and 25K⌦ respectively. All the benchmarking is done with respect to the experiment [4].

Dipolar field arises due to two sources. 1) The field ex-
perienced by the free layer due to the pinned layer. 2) The
field arising due to magnets in the neighboring bit-cells. The
dipolar interaction between dipoles situated at large distance
can be estimated by [19]
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where ~⇢ is the separation vector between the dipoles, µ1 and
µ2 are the magnetic moments of the two interacting dipoles.
The effective dipolar field can then be obtained by taking the
derivative of (7) with respect to the magnetization. Equation
(7), however, is valid only when the distance between the
interacting bodies is large. In case of MTJs, the distance
between the pinned layer and the free layer is in nano-meter
range. A more rigorous analysis shows that the resultant
dipolar energy, for such small separation, is a function of the
physical dimensions of the magnets, including their shape and
the thickness [19]. The thermal field was written as [20]

~Hthermal = ~⇣

s
2↵kBT

|�|MSV ol
(8)

where ~⇣ is a vector with components that are zero mean
Gaussian random variables with standard deviation of 1. V ol
is the volume of the free layer, T is temperature and kB

is Boltzman’s constant. Equations (1)-(8) describe a system
of stochastic differential equations which was solved using
Heun’s method [20].

B. Transport Model

Our transport model is based on the NEGF formalism. In
this sub-section, we give a brief summary of the framework.
A detailed discussion on NEGF equations for an MTJ can be
found in [21], [22]. We start by setting up a 3D Hamiltonian
for a non-magnetic spacer sandwiched between two ferro-
magnets. The oxide is characterized by an effective-mass and
an energy-barrier; while the ferro-magntes by an effective
mass and a band splitting energy. The band spitting energy
is assumed for spins pointing in +z and -z directions. For
spins in arbitrary directions, a basis-transformation is needed
[22]. The resulting Hamiltonian is too large; we, therefore,
convert the Hamiltonian matrix into the space of eigenstates.

TABLE I: Summary of Parameters used for Benchmarking

Parameters Value used Experimental Value

Diameter, tFL, tOX 40nm, 0.9nm, 1.3nm 40nm, 0.9nm, 1.3nm

↵, TMR 0.075,125% -, 125%

⇠ 40 fJ/V-m 30-50 fJ/V-m

HK = 2Ki
MStF L

� 4⇡Ms 58mT 52mT

External Field 31mT 31mT

Experimental data has been taken from [4], [23]

In the eigenstate basis, the Hamiltonian is diagonal. Thus, the
complex 3D problem has been transformed in multiple 1D
problems, each with a slightly different on-site energy [21].
Next, NEGF equations are used to calculate the current voltage
characteristics by summing over relevant contributing-modes.

C. Experimental Benchmarking

We have reproduced the experimental data presented in [4]
using the model described above. The device, used in the ex-
periment, is a CoFeB/MgO/CoFeB MTJ with a circular cross-
section of 40 nm x 40nm, the free layer thickness of 0.9nm
and the oxide thickness of 1.3nm. A larger physical dimension
in particular direction, results in a smaller demagnetization
factor in the corresponding direction. For this experiment, we
have assumed Nxx = Nyy = 0 and Nzz = 1 in equation
(4), as the diameter of the free layer is much larger than its
thickness. Further, an external magnetic field of 310 Oersted
is applied at an angle of 19� to the z-direction (easy axis). Its
z-component cancels the dipolar field from the pinned layer.
Hence, we have neglected the effect of the dipolar field arising
from the pinned layer. The in-plane component of the external
field adds to the field along hard axis. We have included this
external field in our simulations. Note, a resultant field in the
in-plane direction could also be generated by fabricating an
MTJ with an elliptical cross-section as opposed to a circular
one. However, to be consistent with the experiment, we have
assumed the MTJ to be circular. A summary of various
parameters used in our model, to reproduce the results from
[4], are shown in Table. I.
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Fig. A.3. Our benchmarked results for (a) only VCMA-induced
switching, and (b) combined VCMA and STT switching. (c) NEGF
results obtained from our transport model. We have matched the
parallel and anti-parallel resistance to the reported value of 11KΩ
and 25KΩ respectively. All the benchmarking is done with respect
to the experiment [38]. The MTJ is of circular cross-sectional area
with diameter 40nm and FL thickness 0.9nm. The oxide thickness is
1.3nm. An external field of magnitude 31mT is applied to provide
the necessary in-plane magnetic field. It is worth noting here that
the external field was only considered during the benchmarking pro-
cess. For VC-SD operation, no external field was required since the
in-plane magnetic field for “hard-axis” orientation was provided by
the demagnetization field of the magnet. The MTJ operating voltage
is 0.7V .
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same discussion holds true even for variation in the temperature (Fig. A.5). In

contrast, the standard STT-MRAM SD exhibits randomness offsets of 54% and 24%

(on either side of the optimized randomness value of 0.5) for similar variations in

device dimensions and temperature respectively. Considering the cut-off “reset” cycle

duration as 3ns and the “relax” cycle duration as 1.5ns (3τD), the total throughput

of the VC-SD is evaluated to be 4.5ns. The associated “reset” energy consumption

is estimated to be 77fJ/random bit which is 36% improvement in comparison to

standard MTJ-SD [137]. To conclude, the potential benefits offered by the proposed

TRNG may be summarized as follows: (a) RN generation in the proposed SD takes

place by the application of a single voltage pulse in contrast to “reset” and “roll”

pulses in conventional SD, (b) Higher quality random numbers can be generated by

ensuring sufficient duration of the “reset” voltage pulse even in the presence of PVT

variations in comparison to standard MTJ-SD, (c) Low energy consumption and high

throughput can be achieved, (d) The voltage effect allows the usage of a thicker oxide,

thereby not only enhancing the MTJ reliability but also the robustness of the read

operation (by reducing the read disturb as well as read decision failures). (e) Due

to reduced operational current requirement, a smaller access transistor leads to lower

cell-area as compared to the conventional SD.
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Fig. A.4. A sample SD trajectory for the proposed TRNG. The mag-
netization switches to “hard-axis” and subsequently relaxes to one of
the stable magnetization states
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Fig. A.5. Switching probability (measured over 500 independent
stochastic LLG simulations) for varying “reset” pulse width (1−6ns).
The randomness offset remains limited within reasonable bounds
(< 10%) even with (a) variations in cross-sectional area (5%) and
thickness (2%), and (b) temperature
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