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Path planning is the generation of paths for the robots to navigate based on some

constraints. Coverage path planning is where the robots needs to cover an entire workspace

for various applications like sensing, inspection and so on. Though there are numerous

works on 2D coverage and also coverage using a single robot, the works on 3D coverage

and multi-agents are very limited. This thesis makes several contributions to multi-agent

path planning for 3D structures.

Motivated by the inspection of 3D structures, especially airplanes, we present a 3D

coverage path planning algorithm for a multi-UAV system. We propose a unified method,

where the viewpoints selection and path generation are done simultaneously for multiple

UAVs. The approach is scalable in terms of number of UAVs and is also robust to models

with variations in geometry. The proposed method also distributes the task uniformly

amongst the multiple UAVs involved and hence making the best use of the robotics team.

The uniform task distribution is an integral part of the path planner. Various performance

measures of the paths generated in terms of coverage, path length and time also has been

presented.
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CHAPTER 1. INTRODUCTION

In this chapter, we elaborate the motivation for performing this research and the

real world problem behind the motivation: the inspection of airplane and other structures

using an Unmanned Aerial vehicle (UAV). This problem has motivated us to look into the

development of a novel coverage path planning technique that is capable of covering the

entire structure. Motivation in Section 1.1 is followed by the significance and objectives of

this thesis. To lay a foundation for the technical argument in this thesis, a review of relevant

prior work is given in Chapter 2.

1.1 Background and Motivation

In the past decade, the easy availability of UAVs with inexpensive and lightweight

sensors have paved way for the application of aerial vehicles in various domains. UAVs

improve the efficiency and economy of the tasks, but their contributions are significant

when it comes to the speed of the task. There are numerous tasks that fall under this

category, but one of the most practical one is the inspection of airplanes, 3D structures and

building for search and rescue [1].

Figure 1.1. Human performing inspection of the airplane [2] [ c©2018 Kristoferb].
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When the airplane inspection is performed by the humans as illustrated in Figure

1.1, not only the humans are at risk of serious injury, but there is a possibility that hidden

ordinance may go unnoticed if any part of the airplane is missed in the inspection. The aim

of using autonomous UAV is to perform the task safely and to obtain complete coverage of

every exposed surface.

Figure 1.2. Ascending Technologies UAV performing inspection [3] [ c©2018 Airbus].

Efforts to automate the inspection of the airplane include works from Airbus and

Ascending Technologies [3], which uses one UAV and 42 mega-pixel high resolution

camera to identify the defects. This system was able to reduce the inspection time from

two hours to less than 15 minutes, establishing that the automation of inspection reduces

the inspection time substantially. Figure 1.2 shows an Ascending Technologies UAV

performing inspection of an Airbus 330 aircraft.

A major concern in the usage of the UAVs for the inspection tasks is the limited

battery capacity of the UAVs. From previous research [4], it evident that the UAV consumes

more energy with greater changes in the altitude of the UAV. In order to ensure that the

UAV completes the inspection task without having issues of battery getting drained, it is

necessary that the paths generated are energy efficient too.
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The goal of this thesis is to generate paths for multiple UAVs for inspection such

that we get complete coverage of the structure being inspected and also at the same time

minimize the variations in the pitch in order to conserve energy. We assume that a prior

model of the airplane or the 3D structure to be inspected is available for planning the

geometric inspection route. The model helps not only in planning the route but also

in localizing the defects on the surface. Path planning to achieve sensor coverage of a

large, complex structure, using a sensor with a limited field of view, is the central focus

of this thesis. Motivated by autonomous airplane inspection problem, we contribute new

algorithm for the solution of coverage path planning over complex 3D structures.

1.2 Significance

Inspection and maintenance of airplane and other structures is a mandatory and

important task in order to preserve the quality of the structures and also maintain the safety.

So it is necessary that these structures are inspected at regular intervals. Due to the tall and

gigantic nature of these structures, performing manual inspection is a tedious task. This is

time consuming and also dangerous. For instance, when a windmill is inspected manually,

the humans need to tie ropes to the structures at great heights. This process takes couple

of hours and involves many potential dangers. Also, the windmill cannot be operational,

when the inspection process is going on and this also crates an economic loss considering

the fact the windmill is non-operational for a long span of time.

This research automates the inspection process using UAVs. UAVs are agile and

can cover huge area in a short span of time. Also the usage of UAVs does not need any

pre-setup like setting up the harness etc. as in the case of manual inspection and hence

making the process a lot quicker. This not only makes the inspection process quick but also

gives economic benefits. For instance, automating the inspection of airplane can contribute

a lot to the airline industry in avoiding flight delays and so on. Hence, automating the

inspection process using UAVs gives significant advantages in terms of time and cost to the

overall process.
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1.3 Objectives

Based on the motivation, we focus on achieving the following objectives:

• To generate paths for the UAVs such that all the paths have almost equal coverage

and also attain complete coverage of the structure.

• To optimize the paths such that there is no huge variation in the pitch from one point

to another.

• To perform experiments (simulation) to measure the coverage achieved, when the

UAVs trace the path.

1.4 Research Question

The research plans to answer the following research question:

Can automating the inspection process using multiple UAVs yield complete coverage of the

3D structure?

1.5 Assumptions

The assumptions of the thesis include:

• We assume that the 3D model of the structures are readily available for the structures

we wish to inspect.

• It is assumed the odometry data obtained from the localization system is error free.
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1.6 Limitations

This research includes the following limitations:

• The system does not optimize the number of UAVs needed. The system generates

n trajectories, if n UAVs are available. Sometimes n can be more than the optimal

number of UAVs m needed to carry out inspection is the shortest span of time. When

n is more than the m, the system tends to over do the task which might lead to

sub-optimal performance.

1.7 Delimitation’s

This research includes the following delimitation’s:

• The research does not focus on generating trajectories with collision avoidance. The

trajectories generated by this method can have overlapping trajectories which can

cause a collision.

1.8 Thesis Layout

This thesis is organized in five chapters. The thesis starts with the motivation, goals

and objectives which marks the first chapter. Chapter 2 focuses on reviewing the current

literature on coverage path planning and state of the art methods in inspection.

Chapter 3 gives an overview of the end to end framework of the entire system,

along with the various software. The Chapter 4 explains the algorithm with the various

steps involved in it. The Chapter 5 evaluates the proposed algorithm in terms of various

parameters. Finally, the work is summarized and concluded in Chapter 5.
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CHAPTER 2. REVIEW OF LITERATURE

2.1 Coverage Path Planning

Coverage Path Planning (CPP) is a motion planning problem, which focuses on

generating paths for getting complete coverage of the workspace. In CPP, the complete

coverage path for a robot is determined in its workspace. The robot must cross every

point in the workspace which is very similar to covering salesman problem (CSP) which

is a variant of the travelling salesman problem (TSP), where every neighborhood must be

crossed instead of every city like in TSP.

CPP algorithm is primarily used in service robots like the ones used in agricultural

and harvesting, cleaning and housekeeping, lawn moving and inspection of structures. The

final goal of CPP is to achieve complete coverage of the area and also at the same time

reducing the time needed to complete the task. The authors in [5] defines the criteria for

the region filling operation as follows:

• Robot should cover the entire workspace.

• The paths generated should not overlap.

• There should not be any repetition of the paths.

• Robot needs to avoid the obstacles in the workspace.

• It is better to use simple motion trajectories.

• The path generated should be optimal.

The problem to generate coverage paths to coverage the entire workspace is a

well researched topic. The following sections review the existing works on coverage path

planning in 3D.
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2.1.1 3D Cellular Decomposition

Earlier methods in coverage path planning considered decomposing the region

around the structure into regions and then developing trajectories passing through all the

cell. Atkar et al. proposed an online method complete coverage method for 3-dimensional

orientable surfaces in [6] by extending Morese decomposition to 3D. This work mainly

focuses on trajectory generation for spray-painting robots. In this method, the coverage is

done for a virtual surface which is at a fixed distance from the actual surface. For spray

painting the end effector needs to be at a fixed offset distance from the surface. In this

method, the coverage path is generated by using slicing place a fixed interval on the virtual

surface. The intersection of the planes form a closed loop around the structure and this is

used for generating the trajectory. This loop is used by the robot in moving from one plane

to another and this process is repeated iteratively. This method acheives complete coverage

if the surface is completely convex, but if there are some concavities in the surface, this

method may not give complete coverage. Even in this approach, Reeb graph encodes the

topology of the surface similar to Morse decomposition. Now, the edges of the graph

are connected to get the path for complete coverage. Simulation was used to validate the

performance of the algorithm. Obstacles on the target surface and the dynamics of the robot

are not considered in this work.

Atkar et al. in their later works [7], [8], [9] focused on not only achieving complete

coverage, but also that the paint deposition should have certain uniformity requirements.

These methods were off line opposed to their previous work on an online method focused

on spray painting for automotive parts. In order to get uniformity in the painting task, the

method segments the surface of the input CAD model into topologically simple cells with

similar curvature. Now, coverage path are generated for each individual cell. The methods

were validated both in simulations as well as in real.
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2.1.2 3D Structure Coverage using Geometric methods

Coverage path planning is predominantly used in inspection of 3D structures. A

method for complete coverage of 3D urban structure was proposed by Cheng et al. [10].

In this method offline planning on a given model of 3D structures is done to generate

time-optimal trajectories for UAVs. The structures to be coverage like buildings are

simplified in to hemisphere and cylinders depending on the geometry of the structures.

Now, it is easy to generate trajectories for this simpler shapes compared to the complex

urban setting. This method was validated using a fixed-wing aircraft and this method had

been illustrated in Figure 2.1.

Figure 2.1. 3D model of an urban setting and the coverage path generated in [10]

[ c©2008 IEEE].

An adaptive search space coverage method was proposed in [11]. In this work

methods for generating view points for complete coverage and also trajectory passing

through those points was proposed. Exhaustive simulation based method was used for

generating the viewpoints which requires a graphical processing unit (GPU). The coverage
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was quantified by computing the ratio of the volume captured to the actual volume of the

3D structure. A multi-layer coverage path planning method has been presented in [1]. In

this method, the given 3D model is segmented into k layers and coverage path planning

is performed locally at each layer using Lin-Kernighan heuristic (LKH) solver [12]. Once

the paths are generated for covering each layer, the layer are connected and hence giving a

path to cover the entire model. A given model being segmented into layer has been shown

in Figure 2.2.

Figure 2.2. Illustration of multi-layer coverage path planning method as briefed in [1]

[ c©2018 IEEE].

A fast algorithm for the inspection of 3D structures by proposed by Bircher et al.

in [13]. The method is scalable for both fixed wing UAV as well as vertical take off UAV,

and hence giving this method an edge over other methods. The method can be used for

both high rise structures and 3D planar surfaces too.
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Figure 2.3. The path generated for a tower for the method in [13] [ c©2015 IEEE].

2.1.3 Sampling-based coverage of complex 3D structures

Sampling based methods were primarily developed to handle scenarios where there

are occlusions in the 3D structures and certain regions are visible only from few points.

In [14] sampling based global path planning strategies is used to compute collision free

paths through confined areas.

Another sampling based method has been presented in [15] where coverage paths

are generated for 3D structures especially ship hulls. In hull inspection the robot covers

the part of the hull under the water surface. Sonar is primarily used in hull inspection

for mapping. In this method 6 degree-of-freedom trajectories are generated for the AUV

equipped with bathymetry sonar for mapping and inspection. Similar the previous works,

this method also need a 3D model of the structure as input. In this approach, initially a
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path is built using randomly sampling the space around the structure until a set of nodes

giving complete coverage is attained. Using these points generated from random sampling,

shortest path covering all the nodes is computed. Then, this trajectory is smoothened while

maintaining the coverage. In this method, random sampling to reduce the computations

involved finding the nodes. The method was validated using sonar on real hulls. Figure

2.4 illustrates the method where the of paths for inspecting the ship hull before and after

smoothing has been shown.

In [15], Englot and Hover proposed a method similar to the previous one where

they first generate a set of view points that completely covers the structure. Then a path

passing through all these view points is computed using Travelling Salesman Poblem, TSP.

This might sometimes give paths which cannot achieved by the dynamics of the robot.

Papadopoulos et al. in [16] proposed a random sampling method in which they initially

generate view points randomly the surface for complete coverage. These random view

points are joined based on the feasibility of the robot to achieve the next configuration. The

view locations which are reachable are only considered for the generation of the feasible

paths.

2.1.4 Bathymetric surfaces coverage

Coverage planning has been used to map the ocean floor too. Bathymetric surface

maps are maps consisting of the elevation details of the ocean bed.Topological and

elevation information obtained from these maps are utilized for the coverage planning on

the ocean floor using autonomous underwater vehicles. A survey of the bathymetic surface

is done by the entire coverage of the surface and by capturing the elevation profile of the

terrain and also capturing pictures of the surface.
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Figure 2.4. Coverage path given by [15] - Top Image - Path for complete coverage before

smoothening which is 176 m in length and contains 121 nodes. Bottom Image - Path for

complete coverage after smoothening which is 102 m in length and contains 97 nodes

[ c©2019 AAI].

However, the rugged nature of the terrain prevents the easy and complete coverage

by moving along a 2D plane. An algorithm to generate path in 3D to cover the variations

in the terrain is needed. The authors in [17] presented a method which initially finds the

regions covered by traditional surveying methods based on the gradient of the terrain. Then,

for each of the identified region, it does 3D coverage locally. Over the remaining areas it

does traditional 2D coverage. This method is able to completely map the bathymetric

terrain and was verified in real time over a volcanic terrain.
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2.1.5 Arable farming coverage

Most of the works on agricultural coverage consider the farm as a 2D plane.

However, in [18] a coverage method for arable farms where the field is represented as

elevation maps was presented. In this methods, a speed curve is generated by incrementally

offsetting on both the sides. Factors such as number of turns taken by the UAV, soil erosion

cost and the remaining area to cover are considered in the generation of the speed curve.

This method was validated on a real farm.

2.1.6 Multi-UAV 3D Coverage

A number of works have focused on using multi-robot system for coverage path

planning. These methods usually assume that UAVs can fly without much constraints on

the height.

An integer programming based coverage path planning algorithm for multiple UAV

was proposed by Ahmadzadeh et al. in [17]. Integer programming (IP) provides an

easy and a convenient way to represent the constraints on the limited maneuverability

of the UAV. Using IP a solution for the generating path for the UAV which follows all

the constraints is obtained. For this method both simulation and field experiments were

performed.

A partitioning based methods for multi-UAV system was presented by Maza and

Ollero in [19]. Initially the terrain to be covered is partitioned into polygons. The range of

the UAV and the dynamics are considered in the creation of the polygons. The number

of polygons created depends on the number of UAVs available. Now, zigzag patterns

are generated for the UAV to cover the polygons. The number of turns are minimized

in generating the zigzag pattern. The proposed method was validated in simulation.
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In [20], a task scheduler based method was proposed. The task scheduler tries to

different regions in the terrain for the multiple UAVs to cover with a goal of trying to

maximize the area covered by each UAV unlike previous method were geometry was used

in partitioning. The scheduling under goes a negotiation process in allocating the regions.

Finally, the UAVs allocated non overlapping regions and they plan locally for each region

to attain complete coverage.

2.2 3D Reconstruction

In this section, we discuss on the existing methods used for the 3D Reconstruction

of the models. These techniques are predominantly used in inspection, surveillance,

mapping and navigation. Reconstruction is usually done with a 3D imaging sensor which

combines the 3D obtained from each from into a single map. The accuracy of the map

created greatly depends on the localization used which usually done using simultaneous

localization and mapping (SLAM) where the location of the robot estimated while the

map is being built. Reconstruction techniques are usually used for mapping a region or

structures and the following subsection focuses on the existing techniques for these.

2.2.1 3D Environment Mapping

3D Environment mapping are mainly used for exploration and surveillance

scenarios like search and rescue etc. CPP based mapping methods are used to get complete

map of the region.

Semi-direct visual odometry (SVO) based method was proposed in [21] that follows

a trajectory also at the same time maps the environment it covers. It estimates the camera

location in the map frame and uses this information to extend the map. Regularized

monocular depth algorithm is used for the reconstruction using the sensor and location data.

Another , real-time mapping system using moncular camera has been presented in [22]. It

uses a visual SLAM approach for the mapping and localization.
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The octree-based representation of the environment is a map in which encapsulates

the shape and the reflectance distribution of the objects in the environment. The two major

steps involved in the registration of the octree map are surface association i.e. finding loop

closures in the data collected and estimating the pose. Octomap and RMAP, 3D mapping

frameworks were proposed in [23] and [24]. OctoMap framework is used to build octree

of the 3D space which clearly represents the occupied, free and unknown space in terms of

probability. RMAP framework uses Rtree data structure made of rectangular cuboids. Here

the environment is represented in terms of probabilities using these rectangular cuboids and

occupancy grid. Figure 2.5 the result of Octomap.

Figure 2.5. The octree generated using Octomap [23] [ c©2019 Elsevier B.V].

Furthermore, octree-based maps were generated in [25], [26] and [27] which are an

extension of OctoMap [23]. Visual Inertial (VI) and vision sensor data were fused in [25],

where this information was used in the construction of the map and also for localization.

In [26] octree method was proposed. Here LiDARs were used for pose tracking and the

map is constructed with this reference.

OctoSLAM algorithm was proposed in [27] which is also an extension of OctoMap

where Hector SLAM [28] algorithm was used for mapping. The Data from other inertial

sensors and altimeter were also fused in map generation and localization. A novel mapping

technique which uses spatial approach was presented in [29] where occupancy grid is

represented as normal distribution function. This method was able to update the map at

a higher frequency and can also create maps at various resolution. The higher refresh rate

enables the mapping of dynamic objects in the environment with higher accuracy.
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2.2.2 3D Structures Reconstruction

For 3D structure reconstruction, a model of the structure is usually given as input.

In [30], Hover et al. proposed a method for reconstructing the ships external hull in order to

detect mines. Sonar data was used in this process and was processed into a point cloud. The

point cloud generated is then sub-sampled to estimate the normal and orientation which are

later used to detect the mines.

Image-based 3D reconstruction of structures, where the images captured by the

UAV from multiple UAVs are combined using the geospatial information was proposed by

Maureret al. in [31]. The images are combined to create semi dense 3D models which

is considered to give an approximate representation of digital surface model (DSM). Roof

Reconstruction using UAV has been presented in [32] . Here the elevation data from the

Light Detection and Ranging (LiDAR) is used for the Reconstruction. This approach does

reconstruction using parametric shapes, segmentation and DSM simplification.

In [33] an image-based modelling in which they parametrize the surface was

proposed. This approach uses structure from motion (SfM) coupled with bundle

adjustments for the reconstruction. Here, the point cloud is estimated using bundle

adjustments and geometric refinements. Finally the surface is estimated using Poisson

surface reconstruction algorithm [34]. Another camera based reconstruction was presented

in [35]. The reconstruction of the surface was done using traditional image mapping

techniques from computer vision such as SIFT or SURF. The approach has shown

reconstructed models of the Chillon Castle and Matterhorn Mountains in the Switzerland.
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2.3 Summary

In this section, we presented a comprehensive review of the relevant existing

literature in coverage path planning and 3D reconstruction. It can be observed that the

existing methods especially for UAV are affected by some form of limitation either in terms

of coverage or being extensible to multiple agents or for the coverage of 3D structures.

Also, though there are numerous good algorithms for reconstruction, they have not been

well integrated with the coverage path planning system.

Hence, it can be clearly seen that the there is enough research on coverage path

planning in 3D, but still an optimal solution has not been developed yet. So, there remains

a need for further research.
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CHAPTER 3. FRAMEWORK

This chapter describes the methodology used in generating paths for the inspection

of 3D structures. This includes the end to end framework, the software setup and the

algorithm for generating the paths. The end to end framework describes the entire flow

from processing the input model till the inspection and reconstruction of the structure.

The software setup briefs the various software’s and packages used in the implementation.

Finally, the algorithm for generating the paths for the UAVs has been presented.

3.1 End to End (E2E) framework

The proposed framework consists of two main parts i) offline planning; ii)

inspection and reconstruction of the structure. The input 3D model of the structure is

processed offline and paths for inspecting it are generated. Then, based on the path

generated the UAVs reconstruct a model of the structure which is used for the inspection.

The overall structure of the E2E architecture has been depicted in Figure 3.1.

Figure 3.1. Schematic of the E2E framework.
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3.1.1 Offline Planning

The offline planner takes the 3D model of the structure and the number of UAVs

available for the inspection process as input. The input model is processed in two steps:

i) viewpoint generation and ii) path generation; in order to get the waypoints for complete

coverage.

3.1.1.1 Viewpoint Generation The aim of this step is to generate a set of viewpoints around

the 3D structure which guides the path generation. Viewpoints are set of 3D coordinates

and the yaw angle from which the sensors can have a complete coverage over the structure.

The generation of viewpoints depends on the parameters of the sensors. During the

inspection, the UAV are mounted with 3D Cameras (e.g. XBox Kinect, Intel Realsense)

and they are used for mapping the surface of the structure. The parameters of the camera

such as field of view and the distance of view (maximum distance the 3D camera works) are

used for generating the viewpoints. In addition to these information, the 3D model of the

structure is also needed. Now, the region of view of the 3D model from an external point

can be computed based on the camera parameters. The objective of viewpoint generation

is to generate a set of view points around the structure from which the complete structure

can be covered. The viewpoints are later used to generate paths.

3.1.1.2 Path Generation Now, we intend to generate paths using the viewpoints generated.

A 4 degree of freedom (DOF) (position + yaw) path comprising of a set of waypoints will

be generated.

Paths are generated in an optimal manner taking into account the dynamics of the

UAV (e.g, avoid sharp turns) and considering maximum coverage. An exploration based

approach is used to generate the path. The number of path generated depends on the number

of UAVs available. These paths are later followed by the UAV to inspect the structure. The

path generation algorithm has been explained in detail in the following chapter.
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3.1.2 Inspection and Reconstruction

Once the offline planner generates the paths, the UAVs need to traverse the paths

and reconstruct a new model of the structure using the data collected from the LiDAR or

3D camera attached to the UAV.

The followed software packages are used in the inspection and reconstruction

process.

3.1.2.1 Robot Operating System Robot Operating System (ROS) [36] is middleware used

in robotics and also an interface between various robots. The implementation primarily

uses ROS and its topics (messaging formats) for communication. This will be enable the

easy and centralized control between the various UAVs and the centralized controller. The

packages available with ROS helps in the UAV control, mapping the structure and also in

the localization.

3.1.2.2 MAVLink MAVLink or Micro Air Vehicle Link [37] is a commonly used protocol

for communicating with micro aerial vehicle. This protocol helps in communication

between the UAV and the ground stations. This protocol helps in both controlling the

UAV as well as reading the various sensor data from the UAV.

3.1.2.3 MAVROS MAVROS [38] is an intermediator which acts an interface between the

MAVLink and ROS. This helps us to make use of the functions of MAVLink from ROS.

Using MAVROS the UAV can be made autonomous using the functionalities of ROS and

the other packages available in ROS helps us add more functionality to the UAV.

3.1.2.4 Octomap Octomap [39] is package used to map the environment as an octree. This

is used to create a map of the area inspected. This helps understanding the outcome of

the inspection both qualitatively and also quantitatively. The view inspection of the model

obtained helps in understanding the result of the scan qualitatively.
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3.1.2.5 PX4 Autopilot PX4 autopilot [40] is an open-source autopilot system used for

controlling autonomous aircraft’s. The PX4 controller includes features like stabilization,

waypoint follow and so on. It is a low level controller and MAVLink protocol is used for

interacting with it from a high level. PX4 can be used for controlling aircraft’s in both real

time and in simulation.In the experiments PX4 is preferred because of its robustness and

compatibility with ROS.

3.1.2.6 Rotors Simulator Rotors Simulator [41] is UAV simulator in ROS. It has the

capability to control the UAV in a simulated environment using high level commands like

velocity or waypoints. The simulator used Gazebo for visualization. The simulator has

number of UAV models like AscTec Hummingbird, Firefly, Pelican and so on which can

be used readily. The simulator also allows extension of the features by integrating new

sensors with the UAV.

3.2 Summary

In this chapter, an overview of the end to end framework of the entire system has

been presented along with the purpose of each component. The various software’s used

along with a brief description about them also have been presented.
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CHAPTER 4. COVERAGE PATH PLANNING

In this chapter, the methodology for generating paths for the inspection of the 3D

structure has been elaborated. The various steps in processing the input model, generating

the viewpoints and connecting the viewpoints to generate the paths have been discussed

along with the pseudo-code.

4.1 Inputs for the Path Planner

4.1.1 3D Model of Structure

The 3D mesh of the structure which needs to be inspected is given as input. A mesh

is composed of vertices, edges and faces that defines the shape of the object in 3D space.

The geometry of the structure given by the mesh model is used to generate the viewpoints

from the entire model can be inspected. The model is also used in the trajectory generation

to avoid collisions on to the structure. Figure 4.1 shows the mesh model for a cooling tower.

The cooling tower model has been used in the later steps for the purpose of illustration.

Figure 4.1. Mesh model for a cooling tower.
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4.1.2 Number of UAVs

In addition to the 3D model of the structure to be inspected, the number of UAVs

n available for the inspection is also given as input. The n UAVs used for the inspection

process has been shown in Figure 4.2.

Figure 4.2. n UAVs used for the inspection.

4.1.2.1 UAV with 3D Camera Each of the UAV used in the inspection process is mounted

with a 3D camera as shown in Figure 4.3.The data collected by these 3D camera helps in

the reconstruction of the model which aids the inspection process. The 3D cameras have a

limited field of view being of the optics of the sensors used. The blue cone in Figure 4.4

shows the field of view of camera with θ as the viewing angle (here the camera has uniform

viewing angle along the horizontal and vertical directions) and with the object at a distance

d.

Figure 4.3. UAV mounted with 3D camera.
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Figure 4.4. Field of view (blue cone) of the camera.

4.2 Viewpoints Generation

Viewpoints generation is the first step in the path planning process where a set

of viewpoints are generated around the structure. In the later steps, a subset of these

viewpoints are connected in generating the path to get complete coverage of the structures.

The input 3D mesh model of the structure is used as a reference to generate the viewpoints.

The input mesh model is discretized as an octree for the purpose of each

computation. Conversion of a sample 3D model (Stanford Bunny) into an octree has been

depicted in Figure 4.5 and for the cooling tower model in Figure 4.6.

Figure 4.5. Step by step construction of the Octree from mesh model for Stanford

bunny [42]

.
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Figure 4.6. Conversion of the cooling tower model to octree.

.

Now, for every occupied cell in the octree, a candidate viewpoint is generated.

These viewpoints are placed at a fixed distance d from the surface of the structure along

the direction of the normal at that points. For safe flight of the UAV during inspection, it

is important that the UAV maintains a safe distance from the structure so that there is not

any accidental collisions with the structure during the flight. This distance which the UAV

needs to maintain from the surface of the structure is termed as safe flight distance, d. The

value of d is not set too high considering the spatial resolution of the camera. Farther the

UAV, lower the spatial resolution of the images captures from the UAV, which can hinder

the process of finding detects on the structure. So, the safe flight distance is decided such

that the UAV maintains a safe distance from the structure, also at the same time it is not too

far away from the structure.

Consider a voxel in the octree centered at the point ~p (red voxel in Figure 4.7) and

direction of the normal at that point is ~n (orange arrow in Figure 4.7), then the viewpoint

~vp for the point ~p (green dot in Figure 4.7)is generated as (which all the coordinates are in

the world frame):

~vp = ~p+d ∗~n. (4.1)
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Figure 4.7. The viewpoint generated for the voxel highlighted in red.

.

In the same way, the viewpoints are computed for all the voxels in the octree and this

constitutes the viewpoint cloud, vps. However, this point cloud of view points generated

can be too dense and can make the later computations expensive. In order to speed up

the path generation process this point cloud of viewpoints generated is sub-sampled using

Voxel Grid filter and this produces a sub-sampled point cloud of lesser density.

For the viewpoints generated the view directions are also computed. View

directions are direction of sight for the UAV at that viewpoint. In the view angle

computation only the yaw angle is computed since the UAV is always parallel to the

xy−plane (assuming that the model is placed on the xy−plane). So the roll and pitch

angles are always fixed. The direction of the view~v is computed by projecting the normal

direction (nx,ny,nz) of the octree voxel from which the viewpoint was generated on to the

xy−plane and then reversing the direction of the vector to point it towards the surface of

the structure as

~v = (−nx,−ny,0) =−1∗ (nx,ny,nz)− (nx,ny,0). (4.2)
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There can some voxels in the octree at which the direction of the normal is

perpendicular to the xy−plane (i.e the UAV is parallel to the xy−plane) and it is not possible

for the UAV to look in the direction of the normal. For this case, the view directions are

not computed in prior and the direction of heading of the UAV at that instant is used as the

viewing direction. In Figure 4.8, the UAV is parallel to the xy−plane and hence the viewing

direction is decided based on the direction of heading of the UAV at that instant.

Figure 4.8. The UAV is parallel to the xy−plane and hence the heading direction is used as

the viewing direction (red arrow in the left figure), not the normal direction (black arrow).

Depending on the geometry of the model, there might be some viewpoints which

are inside the structure. Typically, these happen in concave regions of the model. These

viewpoints are identified using ray tracing and are eliminated. A ray from the voxels in the

octree corresponding to the points in the viewpoint point cloud is traced along its normal

direction. The rays intersection with the model is computed and the distance at which the

ray intersects the model di is computed. If this distance plus the dimension of bounding

box of the UAV is less than the safe flight distance, d, then that viewpoint is not safe for

the UAV for fly and that viewpoint is eliminated. The final viewpoint point cloud obtained

after all these process has been shown in Figure 4.9 and the pseudo-code for generating the

viewpoints have been elaborated in Algorithm 1.
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Figure 4.9. Cooling tower model with the view points generated (in red).

4.3 Path Generation

Once, the viewpoints are generated, paths are generated by connecting the

viewpoints. The paths are generated by selecting one viewpoint after and hence forming a

series of viewpoints which creates the path. The next viewpoint selection is done based

on heuristic function. The heuristics depends on the distance to next viewpoints, new

area covered (unseen area covered by the sensor), and the turn angle. Given n UAVs,

the algorithm generates n paths, one for each UAV.
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Algorithm 1 Pseudo-code for generating the viewpoint point cloud.
Input: Input Model M, Safe flight distance d
Output: Viewpoints vps

1: Initialize vps← empty list
2: voxels← convert the input model M to octree
3: for each v ∈ voxels do
4: ~n← normal at v
5: vp = p+d ∗~n
6: vps.insert(vp)
7: end for
8: vps←Voxel Grid Filter(vps)
9: for each vp ∈ vps do

10: (nx,ny,nz)← normal at vp
11: if nx 6= 0 & ny 6= 0 then
12: View Direction,~v← (−nx,−ny,0) =−1∗ (nx,ny,nz)− (nx,ny,0)
13: else
14: View Direction,~v← null
15: end if
16: di← intersection distance of~v with M
17: if di < d + sizeo fUAV then
18: vps.remove(vp)
19: end if
20: end for
21: return vps
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4.3.1 Viewing Cone Radius

Before, beginning the path generation process, the radius and the region of the

viewing cone based on the field of view of the camera is computed. The camera is assumed

to have equal field of view along the horizontal and vertical directions. Let the field of view

be θ . The camera is at a distance d (safe flight distance) from the surface. Now the radius

of the viewing cone RC is computed as

RC = d ∗atan(θ/2). (4.3)

The radius of the viewing cone computed initially since the later steps depend on

this value. The viewing cone radius RC has been illustrated in Figure 4.10.

Figure 4.10. The viewing cone of the camera with radius RC, field of view θ and safe

flight distance d.
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4.3.2 Start Point Selection

The path generation process needs some initial viewpoints to which more

viewpoints are added to generate the path. The initial start points are selected such that

the start points are as close possible to the ground plane (xy−plane), so that it is easy for

the UAV to start the inspection process as soon as it takes off from the ground. In order

to do this the viewpoints generated are sorted in the increasing order of their z− value. If

the system has only one UAV, the viewpoint with the least z− value is chosen as the start

point. The start point chosen for one UAV scenario is shown in cyan in Figure 4.11. In

the case of more than UAV, we need to multiple start points. It is ideal if the start points

of the UAVs are not too close so that when the path generation is initiated the paths tend

to cover different regions of the model. To space out the start points to different regions of

the model depending on the geometry of the model, a parameter start point separation, s

is used. The second start point should be at least at a distance of s.RC away from the first

view point and also have the least z−value. This process is iteratively repeated for getting

n start points when we have n UAVs in the system. This ensures that the start points are

not close to one another. The pseudo code for selecting the viewpoints has been briefed in

Algorithm 2.

Algorithm 2 get start positions - Function to get start positions
Input: viewpoints vps, viewing radius RC, start point separation s, number of UAV n
Output: Start points s pts

1: Initialize s pts← empty list
2: Initialize counter← 1
3: vps← sort vps in the order of z-coordinate
4: s pts.insert(vps(0))
5: for counter = 2 to n do
6: for each vp ∈ vps do
7: if distance (vp, spts(counter−1)) < s∗RC then
8: s pts.insert(vp)
9: end if

10: end for
11: end for
12: return s pts
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4.3.3 Path Expansion

Now that we have the start points, these points needs to be expanded into a path

which the UAVs can traverse to perform the inspection. The path expansion is done by

finding the next best viewpoint from the viewpoint point cloud and repeating this process

iteratively until the entire structure is covered. This process of next best viewpoint selection

is done using three heuristics:

• The distance between two viewpoints (dv)

• The angle between the two viewpoints (γ)

• The coverage (C)

4.3.3.1 Distance between the viewpoints dv When a new viewpoint is selected, it is seen to

it that the new viewpoint is close to the current viewpoint. It is ideal if the viewpoints are

closer since when the two consecutive viewpoints are closer the probability of missing out

some regions of the structure is less. In other, if the UAVs moves farther away from one

step to another, it is highly possible that the UAVs missed to cover some region in between.

Hence, in the process of selecting the next best viewpoint it is seen to it that the viewpoints

are closer.

4.3.3.2 Angle between the viewpoints γ It is well known fact that, it is easy for the UAV

to trace the path exactly if the path is less complex and does not have many turns. It is

better if the paths are more or less streamlined. In order to achieve this, it seen to it that

the new angle of heading of the UAV is close to the current angle of heading. This ensures

that the UAV keeps moving in its current direction of propagation. So, while selecting

the next best viewpoint, we minimize the angle between the line joining the previous

viewpoint with the current viewpoints and the angle between the current viewpoint and

the next viewpoint. When the UAV starts from the start point, the angle is computed with

respect to the xy−plane, since no prior information about the heading angle is available.
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4.3.3.3 Coverage C Coverage is the numerical measure of the surface area seen by the

camera in the UAV from a particular viewpoint. Coverage is measured by counting

the number of octree voxels that is visible from a viewpoint. Octree voxels seen from

some other viewpoints previously are not counted, i.e only the unseen octree voxels are

accounted. While selecting the next best viewpoint, the next viewpoint should have a good

coverage, so that the UAV moves towards the regions which are not covered. The coverage

from a viewpoint is measured using Occlusion Culling.

Now, from the starting point of the UAVs, we need to find the next best viewpoint

for each UAV based on the heuristics proposed above. The search for the next best

viewpoint is made only within a limited space. In order to define the search space around

the current viewpoint, we use another parameter named viewpoint search number, v. This

number defines the search radius within which the next viewpoint is looked for. Only

the viewpoints within a distance of v ∗RC are considered. Defining the search radius in

terms of the radius of the viewing cone helps in the easily visualization while deciding the

parameter. This parameter is decided based on the geometry of the model and the sampling

density of the viewpoints point cloud. In Figure 4.11, the search sphere is marked with a

green circle with the UAV currently being located a the viewpoint marked in green.

The three heuristics are computed for all the viewpoints within the sphere. Firstly,

all the viewpoints with zero coverage are eliminated. This eliminates the chance of the

UAV moving to point already visited by another UAV. Now, for the subset of viewpoints a

heuristic value is computed based on the heuristic function H defined as

H(dv,γ,C) =C− (2γ)−7dv. (4.4)

A linear heuristic function has been chosen since it is easy to tune to the weight

for each of the parameter and arrive at the optimal value sooner than having a non-linear

function. The coverage is added since the coverage needs to be maximized and the angle

and the distance are subtracted since they need to be minimized. The heuristic value is
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computed for all the viewpoints in the vicinity and the one with maximum value is chosen

as the next viewpoint. In Figure 4.11, the possible next viewpoints are marked in yellow,

with the selected viewpoint based on the heuristics is marked connected with an orange

line.

4.3.3.4 Tuning the heuristic function The coefficients values for the heuristic function were

generated using a sample set of connected points generated using a model of a regular

shapes. Models of cylinder, cone and cuboid were used for this purpose. These geometric

primitives were chosen based on the fact that any 3D model can be constructed just by the

union and the intersection of these geometric primitives [43]. Since the geometry is well

defined a series of connected viewpoints can be generated based on the shape properties.

Now, these points were selected by iteratively validating the function with a series of values

in iteration and the best values which maximizes the difference of the heuristic value for

the next viewpoint selection. This set of values is averaged with the current set of values

and this process is repeated until the path is completed. This process is again repeated for

all the primitive models. The coefficient values resulting in the end is chosen as the actual

coefficients. Finally the coefficients were reduced to their least integers to simplify the

function.

The line connecting the current viewpoint with the selected viewpoint, is checked

for collision with the structure. If there is an overlap, that viewpoint is not considered and

the next best is picked. This process continues for each and every UAV starting from its

start position and iteratively building its path one step at a time.

This process of path expansion is continued until there is at least one single view

point with coverage greater than 0, in the viewpoint search vicinity. For each of the path

of the UAV, this criteria is used to stop the path growing process. The path generation

process completely stops when paths of all these UAVs meet this criteria. Finally, after the

exploration process, we get n paths for n UAVs to follow.
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Figure 4.11 shows a close up view of the cooling tower model in the path generation

process. The green viewpoint is the current viewpoint and the next viewpoint should be

with in the range of the green circle. All the next possible viewpoints are marked in yellow.

It can be clearly observed that there only two viewpoints with lesser angle and out of those

2, the closest one is selected. The path selected is shown is orange.

Figure 4.11. Close up view of the cooling tower; The current location of the UAV is

marked in green and the path generated so far is marked in red. The UAV can move to any

of the viewpoints marked in yellow and the path chosen based on the heuristics is marked

in orange.

4.4 Non-Convexity of the Heuristic Function

In this section the non-convexity of the heuristic function generated is analyzed.

The convexity of the heuristic function generated is tested in order to find out whether the

path generated by the heuristic function is the optimal path or not. It is well known that if

that function used is non-convex, it is not feasible to attain the global mimima and hence

achieving the optimal solution may not be an option. In order to check the convexity, we

compute the Hessian Matrix of the function.
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The Hessian Matrix for any function can be computed as

Hess f (x,y,z) =


∂ 2 f
∂x2

∂ 2 f
∂x∂y

∂ 2 f
∂x∂ z

∂ 2 f
∂y∂x

∂ 2 f
∂y2

∂ 2 f
∂y∂ z

∂ 2 f
∂ z∂x

∂ 2 f
∂ z∂y

∂ 2 f
∂ z2

 (4.5)

The Hessian matrix for the generated heuristic function is

Hess H(dv,γ,C) =


0 0 0

0 0 0

0 0 0

 (4.6)

In this case the Hessian matrix is clearly not a positive (semi-)definite and the

heuristic function used in not convex. Since the function generated is convex it is unlikely,

that the path generated using this function is optimal. It is estimated that the path generated

are just good and neat.

4.5 Summary

This section narrated the path planning algorithm along with the pseudo code. The

procedure followed for tuning the heuristic function was also explained. Finally, convexity

analysis on the function proved that the function used in non-convex and it not feasible to

achieve optimal paths for this problem.
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CHAPTER 5. EVALUATION AND RESULTS

The results of the research are reported in this chapter. The paths generated for

the UAVs to follow given the 3D model of the structure are presented along with detailed

analysis on them. Discussions on the path lengths, coverage, scalability and the robustness

of the proposed algorithm on various complex structures are also presented. Further

analysis on distribution of the coverage amongst the UAVs shows that the paths generated

distribute the coverage equally amongst the UAVs. Analysis on how the parameters affect

the result and importance of tuning the right parameters has been explained. Finally,

the reconstruction and inspection of the structure has been carried out in a simulated

environment using the paths generated and the reconstructed models are also shown.

5.1 Results

In this section the paths generated for various structures has been presented. Paths

have been generated for models of cooling tower, Boeing 747 airplane and Big Ben. The

models are chosen such that they have a real world significance for inspection and also

the models shows variations in the geometry. Paths were generated for scenarios with 1,

3 and 5 and the paths have presented visually. In the scenarios where multiple paths are

generated, the path are highlighted in different colors.

The parameter used for generating the paths are also presented. For all the

scenarios, the sensor parameters has been chosen in accordance with Intel RealSense R200

camera. The camera has field of view of 77o and it works well in the range of 2 to 3 m. So,

the safe flight distance, d is also chosen in that range, so that UAV is always at a distance

away from the structure at which the camera performs the best in identifying the defects.
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5.1.1 Paths for Cooling Tower Model

Figure 5.1. Input model of the cooling tower used in the experiment.

5.1.1.1 Cooling Tower - 1 UAV

Figure 5.2. Path generated (in red) for 1 UAV for the cooling tower model (side view).

The orange dot marks the starting location.
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Figure 5.3. Path generated (in red) for 1 UAV for the cooling tower model. (top view)

From the Figures 5.2 and 5.3, it can be observed that the path generated (in red)

covers the entire volume of the structure in a spiral way. The path generation starts at the

bottom (orange dot) of the tower and the path slowly ascends in a spiral way, until it reaches

the top of the tower. The path initially covers the sides of the tower and then moves to the

top of the tower, hence giving a complete coverage of the structure. Since, there is only one

UAV involved start point separation parameter is not needed. The path generated was able

to cover 98.6% of the volume of the tower.

Table 5.1. Parameters used for cooling tower model with 1 UAV.

Parameter Value Parameter Value

Number of UAVs, n 1 Safe flight distance, d (m) 3

Sensor range, θ 77o Start point separation, s -

Viewpoint search number, v 1.5 Angle threshold, α 15o
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5.1.1.2 Cooling Tower - 3 UAVs

Figure 5.4. Path generated (in red, green and purple) for 3 UAVs for the cooling tower

model with the paths in different colors.

Figure 5.5. Path generated (in red, green and purple) for 3 UAVs for the cooling tower

model (top view).
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The paths generated (in red, green and purple) for the cooling tower model for 3

UAV is shown in Figures 5.4 and 5.5. In this case, start point separation is used since more

than one UAV is involved. The parameter is set such that the points are close the ground

plane (marked in orange). Though there are some void spaces between the paths, those

areas are still covered by the UAVs due to the wide coverage of the camera attached to the

UAV. The path generated was able to cover 98.2% of the volume of the tower. Each of the

UAVs had a coverage of 982, 1027 and 998. The coverage’s are almost close signifying the

equal distribution of the task.

Table 5.2. Path generated for 5 UAVs (in red, green, yellow, cyan and purple) for the
cooling tower model with the paths represented in different colors.

Parameter Value Parameter Value

Number of UAVs, n 3 Safe flight distance, d (m) 3

Sensor range, θ 77o Start point separation, s 4.3

Viewpoint search number, v 1.5 Angle threshold, α 15o

Table 5.3. Parameter used for cooling tower model with 3 UAV.

5.1.1.3 Cooling Tower - 5 UAVs
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Figure 5.6. Path generated (in red, green, yellow, cyan and purple) for 5 UAVs for the

cooling tower model (top view).

In the Figures ?? and 5.6, paths for 5 UAVs are shown (in red, yellow, green, cyan,

purple). The UAVs start the traversal at different regions in the model and covers different

regions in the structure. It can be seen that an UAV approached a region covered by another

UAV it tends to take a turn to move towards an uncovered region. Also, the UAV keeps

moving until it has uncovered regions at its reach. The large line in the green path is

because that there was not any uncovered regions close by, so it make a big jump to a

reachable uncovered region. This ensures that the least area is missed. The path generated

was able to cover 98.9% of the volume of the tower.

Table 5.4. Parameter used for cooling tower model with 5 UAV.

Parameter Value Parameter Value

Number of UAVs, n 5 Safe flight distance, d (m) 3

Sensor range, θ 77o Start point separation, s 4.3

Viewpoint search number, v 1.5 Angle threshold, α 15o
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5.2 Paths for Boeing 747 Airplane Model

Figure 5.7. Input model of the Boeing 747 airplane used in the experiment.

5.2.0.1 B747 Airplane - 1 UAV

Figure 5.8. Path generated (in red) for 1 UAV for the B747 model (side view).
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Figure 5.9. Path generated (in red) for 1 UAV for the B747 model (top view).

The path generated (in red) for inspecting the UAV using 1 UAV, has been shown

in Figures 5.8 and 5.9. The path starts close to the bottom of the airplane near one of

the engines and it grows subsequently. The path goes around the wings, the engines, the

fuselage and the rudder, and hence covering the entire airplane structure. Though the path

generation started close to the engine in the right wing, the heuristics defined was able

to take the path around the entire airplane even around the left wing and hence giving a

complete view of the airplane. The path generated was able to cover 97.8% of the volume

of the airplane.
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Table 5.5. Parameter used for B747 airplane model with 1 UAV.

Parameter Value Parameter Value

Number of UAVs, n 1 Safe flight distance, d (m) 3.5

Sensor range, θ 77o Start point separation, s -

Viewpoint search number, v 1.1 Angle threshold, α 15o

5.2.0.2 B747 Airplane - 3 UAVs

Figure 5.10. Path generated (in red, yellow and green) for 3 UAVs for the B747 airplane

model (side view).
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Figure 5.11. Path generated (in red, yellow and green) for 3 UAVs for the B747 airplane

model (top view).

In this case with 3 UAVs to inspect the B747 airplane, the start point separation has

been chosen such that the start points are close to different parts of the airplane. The 3 paths

generated for this model has been shown in Figures 5.10 and 5.11. In this case, the start

points are placed close to the nose tip, the engine and the elevators of the airplane. Also, in

this case it can be clearly seen how the UAVs cover different regions of the airplane. One

UAV covers the region close to the nose of the plane, another close to the middle and the

last one predominantly near the rudder. The path generated was able to cover 96.3% of the

volume of the airplane, some regions on the wings of the airplane were missed.
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Table 5.6. Parameter used for B747 airplane model with 3 UAVs.

Parameter Value Parameter Value

Number of UAVs, n 3 Safe flight distance, d (m) 3.5

Sensor range, θ 77o Start point separation, s 3

Viewpoint search number, v 1.1 Angle threshold, α 15o

5.2.0.3 B747 Airplane - 5 UAVs

Figure 5.12. Path generated (in red, green, yellow, cyan and purple) for 5 UAVs for the

B747 model (side View).
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Figure 5.13. Path generated (in red, green, yellow, cyan and purple) for 5 UAVs for the

B747 model (top View).

The paths generated (in red, yellow, green, cyan, purple) for 5 UAVs for inspecting

the B747 airplane model gives a total coverage of 97.4%. The start point separation

parameter has been selected with a high value of 3, since it was ideal to have the start

points for the different UAVs close to the various parts of the airplane. In the Figure 5.12

and 5.13 , it can be seen that one UAV starts close to the engine of the airplane, another

close to the wing of the plane and so on. Also, it can be seen that the many of the UAVs

in this case tends to make sharp turns since having 5 UAVs leads to the region around an

UAV being covered by other UAVs and hence the UAVs are forced to make sharp turn

approaching towards a region which was not covered earlier by other UAVs.
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Table 5.7. Parameter used for B747 airplane model with 5 UAVs.

Parameter Value Parameter Value

Number of UAVs, n 5 Safe flight distance, d (m) 3.5

Sensor Range, θ 77o Start Point separation, s 3

Viewpoint search number, v 1.1 Angle Threshold, α 15o

5.3 More Results

In this section, paths generated for some more models (Big Ben and Windmill) are

shown along with the parameters used for generating them.

5.3.1 Paths for Big Ben model

Figure 5.14. Input model of the Big Ben used in the experiment.
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5.3.1.1 Big Ben - 1 UAV

Figure 5.15. Path generated (in red) for 1 UAV for the Big Ben model. Coverage: 99.7%

Table 5.8. Parameter used for Big Ben model with 1 UAV.

Parameter Value Parameter Value

Number of UAVs, n 1 Safe flight distance, d (m) 3

Sensor Range, θ 77o Start Point separation, s -

Viewpoint search number, v 1 Angle Threshold, α 15o
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5.3.1.2 Big Ben - 3 UAVs

Figure 5.16. Path generated (in red, yellow and green) for 3 UAVs for the Big Ben model.

Coverage: 99.7%

Table 5.9. Parameter used for Big Ben model with 3 UAVs.

Parameter Value Parameter Value

Number of UAVs, n 3 Safe flight distance, d (m) 3

Sensor Range, θ 77o Start Point separation, s 2

Viewpoint search number, v 1 Angle Threshold, α 15o
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5.3.1.3 Big Ben - 5 UAVs

Figure 5.17. Path generated (in red, yellow, green, cyan and purple) for 5 UAVs for the

Big Ben model. Coverage: 99.7%

Table 5.10. Parameter used for Big Ben model with 5 UAVs.

Parameter Value Parameter Value

Number of UAVs, n 5 Safe flight distance, d (m) 3

Sensor Range, θ 77o Start Point separation, s 2

Viewpoint search number, v 1 Angle Threshold, α 15o
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5.3.2 Paths for Windmill model

Figure 5.18. Input model of the Windmill used in the experiment.
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5.3.2.1 Windmill - 1 UAV

Figure 5.19. Path generated (in red) for 1 UAV for the Windmill model. Coverage: 98.7%.

Table 5.11. Parameter used for Windmill model with 1 UAV.

Parameter Value Parameter Value

Number of UAVs, n 1 Safe flight distance, d (m) 3

Sensor Range, θ 77o Start Point separation, s -

Viewpoint search number, v 1 Angle Threshold, α 15o
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5.3.2.2 Windmill - 3 UAVs

Figure 5.20. Path generated (in red, yellow and green) for 3 UAVs for the Windmill

model. Coverage: 98.7%.

Table 5.12. Parameter used for Windmill model with 3 UAVs.

Parameter Value Parameter Value

Number of UAVs, n 3 Safe flight distance, d (m) 3

Sensor Range, θ 77o Start Point separation, s 1

Viewpoint search number, v 1 Angle Threshold, α 15o
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5.3.2.3 Windmill - 5 UAVs

Figure 5.21. Path generated (in red, yellow, green, cyan and purple) for 5 UAVs for the

Windmill model. Coverage: 99.1%.

Table 5.13. Parameter used for Windmill model with 5 UAVs.

Parameter Value Parameter Value

Number of UAVs, n 5 Safe flight distance, d (m) 3

Sensor Range, θ 77o Start Point separation, s 1

Viewpoint search number, v 1 Angle Threshold, α 15o
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5.4 Performance with multiple-UAVs

This section elaborates the performance of the algorithm for different number of

UAVs. A key requirement of a multi-agent system is that the task is distributed uniformly

amongst the agents. The proposed algorithm accommodates this requirement and UAVs

have almost equal coverage and path lengths. The following plots are based on the outputs

of the cooling tower model with 1, 3 and 5 UAVs as shown in Figures 5.2, 5.4, ??.

5.4.1 Coverage

A key feature of the algorithm is that the coverage task is distributed equally

amongst the UAVs. The coverage of each of the path generated is almost the same.

In the case of the cooling tower structure, there were 3062 voxels in the structure

and 3007 of the voxels were covered when 3 UAV were used. If the total coverage of 3062

has be divided equally to three parts, we get 1020. The three path generated had coverage

of 982, 1027, and 998. This illustrates the algorithms capability to equally divide the task.

Also, even in the case of 5 UAVs the coverage of each path should ideally be 612. The

paths generated coverage of 607, 586, 598, 637, 600. All the values are close to 612. This

equal distribution of coverage is summarized as a plot in Figure 5.22.
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Figure 5.22. Plot showing volume coverage by each UAV in a multi-UAV scenario for the

cooling tower structure.

5.4.2 Path Lengths

The algorithm not only distributes the task equally in terms of coverage but also in

terms of the path length also. Similar to the coverage, it was seen that the path lengths of

the UAVs were pretty close. For the cooling tower model with 3 UAVs the path lengths

were 47, 62, 52. Also, a trend of decrease in the total path lengths with the increase in

the number of UAVs were observed, due to the disjoint nature of the paths compared to an

unified path in single UAV case. The following plots in Figure 5.23 summarizes that the

path lengths are almost same for all the UAVs.
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Figure 5.23. Plot showing path length for each UAV in a multi-UAV scenario for the

cooling tower structure.

5.5 Effect of the Parameters

In this section, the effect of the parameters: angle threshold and start point

separation on the results has been discussed elaborately. The paths generated for various

parameters has been depicted along with a brief explanation for the results.

5.5.1 Angle Threshold, α

The angle threshold is a key parameter in generated smooth paths for the UAVs. It

helps in reducing the variations in the pitch and smoothens the paths. When the UAVs pitch

various beyond this angle threshold, the path planner corrects the direction of heading to

bring it back to the horizontal state. Experimentally it was found that the angle threshold

value of 15o yield the best result and in most of the results shown above the same angle

threshold was used.
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The cooling tower model was experimented with various angle threshold such as

15o, 25o, 35o, 45o, 55o and 65o. The paths generated for these variations in the angle

threshold are shown in Figures 5.24 and 5.25.It can be observed that the paths generated

for angles 15o and 25o are almost the same and smooth. Small threshold angle produce

neat and clean paths. When the angle was increased to 35o, it can be seen that there are

few places were the path tends to peak up. From Figure 5.25 it can be seen that, with

further increase in the threshold to 45o, 55o and 65o, the number of jumps in the paths also

increases and the paths are not smooth any more. Hence, choosing a small angle threshold

is essential for getting smooth paths.

Figure 5.24. Paths generated for the cooling tower model for 1 UAV with the angle

thresholds as 15o, 25o and 35o
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Figure 5.25. Paths generated for the cooling tower model for 1 UAV with the angle

thresholds as 45o, 55o and 65o.

5.5.2 Start Point separation, s

The Start Point separation, s is another important parameter in getting good results.

Though the results are not much affected by this parameter, a wrong parameter can spoil

the results by yielding lesser coverage. In the following experiment, various values of the

start point separation was tried for the cooling tower model with 5 UAVs.

In Figure 5.26, the start Point separation, s was set as 2 and the paths generated were

smooth and also 98.9% coverage was achieved. When the parameter was slightly increased

to 3, the paths generated were completely different from the previous scenario but still

the paths were smooth and 98.8% coverage was achieved. Figure 5.27 shows the result

generated with the start point separation as 3. Further increase in the parameter to 4 did

not yield good result and the coverage was reduced to 84.6%. This clearly shows that the

right placement of the starting points is quite essential for achieving complete coverage.

In Figure 5.28 the paths generated with start point separation as 4 is shown and many

uncovered regions can be clearly seen in the figure. Increasing the parameter to 5 again

yielded good result with 98.8% coverage and the paths generated are shown in Figure 5.29.

Again, increasing in the parameter to 6, depleted the quality of the results yielding 86.5%

coverage only.
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Figure 5.26. Paths generated for 5 UAVs for the cooling tower model with the Start point

separation as 2.

Figure 5.27. Paths generated for 5 UAVs for the cooling tower model with the Start point

separation as 3.
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Figure 5.28. Paths generated for 5 UAVs for the cooling tower model with the Start point

separation as 4.

Figure 5.29. Paths generated for 5 UAVs for the cooling tower model with the Start point

separation as 5.
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Figure 5.30. Paths generated for 5 UAVs for the cooling tower model with the Start point

separation as 6.

From the Figures above with the variation in the start point separation, it can be

clearly seen that the start point separation affects the paths generated and the coverage

achieved. Also, its not just that one single value of start point separation gives good

coverage, but multiple configuration of start points can give complete coverage. At the

same time, for some configuration of start points, the paths generated are such that they

do not yield coverage. Since the path planner uses the previous waypoint as reference

in selecting the next waypoint, selecting the right start point using the right parameter is

essential.

5.6 Saturation on number of UAVs

Though the algorithm is scalable in terms of numbers of UAVs, but the quality of

the paths generated tends to deplete when more UAVs are deployed relative to the size of

the model. In this section, paths are generated for 7, 9, 11 and 13 UAVs for the cooling

tower model and the path generated are analyzed. In Figure 5.31, the paths for 7 UAVs are
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generated and it can be seen that the paths are smooth and most of the paths looks to be

stream lined. But when the number of UAVs is increased to 9 as shown in Figure 5.32, the

paths are not as streamlined as it was before and many paths tends to just pitch up. With the

further increase in the number of UAVs to 11 as in Figure 5.33, almost all the paths pitch

up and they are ideal for the UAVs to trace them. So far for all the cases, the coverage was

equally distributed amongst the UAVs. But when the count was increased to 13, the paths

are pitch up and also few paths have lesser coverage compared to the other paths. In Figure

5.34 (left most figure), the path in grey is looks to be shorted compared to other paths.

When 13 UAVs are deployed, each UAV should ideally have around 7.6% of coverage. But

the gray path had only 4% of the volume covered, which is less than the expected. From

this it can inferred that though the path planner is scalable, it is not ideal to deploy more

UAVs relative to the size of the structure. When more UAVs are deployed for a smaller, the

planner tends to under perform and the paths pitch up and also tends to unequal distribution

of coverage amongst the paths generated. Hence, the planner saturates at a point in terms

of number of UAVs deployed since it is not feasible to deploy many UAVs when the model

does not require as many UAVs for its inspection.

Figure 5.31. Paths generated for the cooling tower model for 7 UAVs in multiple views.
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Figure 5.32. Paths generated for the cooling tower model for 9 UAVs in multiple views.

Figure 5.33. Paths generated for the cooling tower model for 11 UAVs in multiple views.
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Figure 5.34. Paths generated for the cooling tower model for 13 UAVs in multiple views.

5.7 Coverage Achieved Evaluation

The quality of the paths generated by the algorithm can be quantified by measuring

the coverage achieved when the paths generated are used. The estimated coverage for

each model for a certain number of UAVs is compared with the coverage achieved when

the UAVs trace the path generated. Covered volume is the volume of the rebuilt model

when the UAV traces the paths generated and the predicted volume is the volume of the

actual model estimated using the trajectories. Actual volume can also be referred as the

ideal volume covered by the path. The volume is estimated using the octree grids. The

ratio of covered volume and actual volume gives coverage achieved percentage as shown

in Equation 5.1.

Coverage Achieved% =
CoveredVolume

PredictedVolume
×100. (5.1)
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Experiments were performed in a simulated environment to measure the coverage

achieved. The simulation setup utilizes the packages mentioned in the Chapter 3. The

simulated environment consists of the model of the structures imported as a collada file.

Gazebo simulator is used for simulating the environment. ROS acts the basic framework

for controlling all the UAVs. The communication between ROS and Gazebo for controlling

the UAV is achieved using Rotor simulator. The input set of waypoints which the UAV

needs to trace is given as a text point with one waypoint per line. These waypoints are

given as input to the Rotors simulator and it converts these waypoints to action message

which controls the UAV. The Rotors simulator was extended to provide support for flying

more than one UAV in the simulated environment. This extension was achieved by running

multiple Rotor simulator under different namespace within one environment. MAVROS

is already integrated with the Rotors simulator and it used MAVLink protocol for its final

communication to the UAV using PX4 framework.

The UAV models given as part of Rotor simulator was extended to add an

Intel Realsense camera. AscTec Firefly model provided with the Rotors simulator was

customized with the Realsense camera and the point cloud published by it was sent to the

Octomap framework for reconstructing the model. In order to have a good tracking of the

path limits on the maximum velocity of the UAV was set to 2m/s. This ensures that the

UAV can trace the paths easily.

In the case where multiple UAVs are used, each UAV publishes a point cloud from

its camera. Data from all the UAVs are sent to the octomap along with the transform

information which are later used for building one consolidated model of the structure.

The coverage achieved and the time taken were measured and the models were

reconstructed. The reconstructed models for the various inputs with different number UAVs

are shown below.
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Figure 5.35. Octree reconstructed for the cooling tower model using 3 UAVs.

Figure 5.36. Octree reconstructed for the airplane model using 5 UAVs.
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Figure 5.37. Octree reconstructed for the Big Ben model using 3 UAVs.

Figure 5.38. Octree reconstructed for the Windmill model using 5 UAVs.
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The coverage achieved for these two models with various number of UAVs has been

depicted in Table 5.14.

Table 5.14. Coverage achieved for various models with different number of UAVs.

Number of UAVs UAV 1 UAV 3 UAV 5

Cooling Tower 99.6% 99.4% 99.4%

B747 Airplane 98.6% 99.2% 99.0%

Big Ben 99.9% 99.9% 99.8%

Windmill 99.2% 99.2% 98.9%

The time taken by the UAVs to trace the paths and reconstruct the models has been

summarized in Table 5.15.

Table 5.15. Time taken by the UAVs to trace the path for various models with different
number of UAVs.

Number of UAVs UAV 1 UAV 3 UAV 5

Cooling Tower 87s 33s 20s

B747 Airplane 106s 38s 25s

Big Ben 72s 27s 22s

Windmill 82s 34s 22s

5.8 Collision Avoidance

Collision avoidance is a key factor in multi-agent path planning since there can be

a collision between the robot while the robots trace the paths. The proposed path planner

does not handle the collision between the UAVs directly, but it handles the UAV-UAV

collision indirectly. A key factor used in the path generation the coverage of the next
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viewpoint. If another path is close by, that region would have been already covered by that

path. When another approaches that region, the natures of the algorithm tries to repel the

path in opposite direction where is more uncovered area. This repelling nature of the path

planner helps in avoiding collisions in most of the cases.

Figure 5.39. Path generated (in red, yellow and green) for 3 UAVs for the Windmill model

having multiple intersections with the likelihood of collisions.
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Though collisions are avoided to a great extent, the possibility of a UAV-UAV

collision is not completely ruled out. From the Figure 5.39, it can be clearly seen that

there many intersections in the paths generated for the UAVs to trace. If the UAVs cross

the intersection point at the same time, this can lead to collision. From the simulation it

was found that there were no collisions for these paths in Figure 5.39, but this does not

completely rule out the possibility of having collisions in all the cases. These intersections

occurs when there are many UAVs in a small region. As in this case of the windmill,

the body of the windmill has a small area and 3 UAVs are deployed. This leads to the

intersection. One easy way to fix this is to chose the start point separation appropriately, so

that the start points are spread out and each UAV covers different regions of the structure.

The approaches explained does not completely avoid collisions. In order to avoid

collisions completely, the path planner needs to be integrated with some existing collision

avoidance system, which does real time tracking [44] and prevents collisions by using time

scheduling [45].

5.9 Summary

From the results, it can be seen that the algorithm can generate paths for various

different cases and its also scalable in terms of number of UAVs. The path planner also tires

to achieve maximum and also distributed the task equally amongst the robots. The effect

of parameter on the result also has been discussed. The results generated by reconstructing

the model in simulation are also presented.
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CHAPTER 6. CONCLUSION AND FUTURE WORK

This chapter concludes the thesis presented in this document by summarizing this

research. Finally, directions for future research is also presented in this chapter.

6.1 Summary

The this presents a new scalable coverage path planning algorithm for

reconstructing and inspecting 3D structures using multiple-UAVs. Firstly, the thesis

presents a detailed review of the various coverage path planning methods along with their

advantages and disadvantages. The review of the literature clearly shows the lack of a

scalable 3D coverage path planner which can be used for any number of UAVs. A detailed

analysis of various reconstruction methods used in the mapping and inspection of various

environments and structures also has been presented.

The path planner generates path for the UAVs based on the following heuristics: i)

Coverage; ii) Change in the angle; and iii) Distance to the next waypoint. These factors

ensures that the path generated maximizes the coverage and also accounts for the dynamics

of the UAV.

The proposed method is scalable in terms of number of UAVs and it is robust

to different structures with variations in the geometry. From the analysis on using the

algorithm with different number of UAVs on the same models shows the algorithm

generates paths of almost equal lengths of the UAVs. Even the volumes covered by the

various UAVs are almost the same. This clearly shows that the algorithm divides the task

of coverage equally amongst the UAVs.

Finally, the evaluations on the coverage shows that the algorithm gives maximum

coverage on various models which are geometrically different. The models reconstructed

using the path generated are both qualitatively and quantitatively similar to the original

model, implying that the paths cover the entire model.
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6.2 Future Work

The algorithm currently works for environments which are well defined and does

not work for unknown or partially known environments. Further research on extending this

work to work for unknown environments based on proposed heuristics can be carried on.

Though the algorithm is scalable and robust, getting the ideal paths depend on

various parameters like the viewpoint search radius and so on. The parameters are

influenced by the geometry of the model and the sampling of the input model. As of

now, the algorithm needs iterations of refinement from the user by tuning the parameters

in order to get the desired path for the UAV. A relationship between the sampling of the

model and the parameters can be deduced which can make the algorithm independent of

user intervention.
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