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NOMENCLATURE 

 

2a  major axis crack length 

2b minor axis crack length 

a  lattice parameter 

Am  amplitude 

A  area of crack or cross section 

a  crack length 

A  stress proportionality constant 

a0  initial crack length 

Apl  area under plastic portion of load-

displacement curve 

APT  Atom Probe Tomography 

b  Burger’s vector 

B  offset factor 

B  thickness 

bcc  Body-Centered Cubic 

bct  Body-Centered Tetragonal 

c  flow strain 

CAES  Center for Advanced Energy 

Studies 

CCD  Charge-Coupled Device 

CL  longitudinal wave velocity 

CT  Compact Tension 

CT  transverse wave velocity 

CTOD Crack Tip Opening Displacement 

d  diameter of curved dislocation – 

characteristic length 

d  displacement 

dA  incremental crack area 

DBH  Dispersed Barrier Hardening 

DBTT  Ductile-to-Brittle Transition 

Temperature 

dg  grain diameter 

𝑑𝑜𝑏
̅̅ ̅̅̅ weighted average diameter of 

obstacles 

dpa  Displacements Per Atom 

ds  length increment along Γ path 

E  potential energy 

E  Young’s (elastic) modulus 

E’  Young’s modulus modified for 

plane stress conditions 

E0 equilibrium bond energy 

EBSD  Electron BackScatter Diffraction 

Ed  displacement energy 

EDS  Energy Dispersive x-ray 

Spectroscopy 

EELS  Electron Energy Loss 

Spectroscopy 

Ei  projectile energy 

Et  total energy 

F  force between atoms 

F/M  Ferritic/Martensitic 

fcc  Face-Centered Cubic 

FEM  Finite Element Modeling 

FIB  Focus Ion Beam 

fij  dimensionless function of θ 

fps  Frames Per Second 
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𝑓 (
𝑎

𝑤
)  dimensionless geometry factor 

G  Griffith energy release rate 

gij  dimensionless function of θ for mth 

term 

GND  Geometrically Necessary 

Dislocations 

hcp  Hexagonal Close-Packed 

HRR  Hutchinson, Rice, Rosengren 

method 

Hv  Vickers hardness 

In integration constant 

IVAS  Integrated Visualization and 

Analysis Software 

J  energy release rate in J-integral 

approach 

Jel  contribution to J-integral from 

elastic deformation 

JIC  critical J value for fracture in Mode 

I 

Jpl  contribution to J-integral from 

plastic deformation 

k  constant in HRR eqn. 

k spring constant 

k’ geometry of dislocations constant 

K  strength coefficient 

K  stress intensity factor 

KI  stress intensity factor Mode I 

KIC  fracture toughness in Mode I 

KII  stress intensity factor Mode II 

KIII  stress intensity factor Mode III 

KQ,J  fracture toughness calculated 

through J-integral approach 

kt  Inglis stress concentration factor 

l  obstacle spacing 

L  particle obstacle spacing 

l0  initial length 

Lbeam length of entire beam 

LEFM  Linear Elastic Fracture Mechanics 

li  instantaneous length 

Lnotch  length between notch and indenter 

tip 

Lob  average obstacle spacing 

Lp  length of pile-up 

M  Taylor factor 

N  dislocation number density 

n’  number of dislocations in pile-up 

n  strain hardening exponent 

n  stress exponent 

nj  unit vectors normal to Γ path  

Nob  sum number density of obstacles 

ODS  Oxide Dispersion Strengthened 

P  applied load 

Pc  cohesive strength 

PCC  Percentage of Correct 

Classification 

PED  Precession Electron Diffraction 

PKA  Primary Knock-on Atom 

r  atomic spacing 

r  polar coordinate 

r0  equilibrium bond spacing 

rc  dislocation core radius 
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rcrack  radius of crack tip 

rpart particle radius 

RIS  Radiation Induced Segregation 

SEM  Scanning Electron Microscopy 

SRIM  Stopping Range of Ions in Matter 

STEM  Scanning Transmission Electron 

Microscopy 

𝑇̅  average recoil energy 

Td  line tension 

TEM  Transmission Electron Microscopy 

Ti  traction vector components 

TIA  Tecnai Imaging Analysis 

U  stored strain energy 

ui  displacement vector components 

w  strain energy density 

W  width 

Wf  work done by external loads 

ws  average source spacing 

Ws  work required to create new 

surfaces 

x0  sample gauge length 

XFEM  Extended Finite Element Modeling 

Y  correction factor for stress intensity 

α  dimensionless constant 

α  parameter describing obstacle 

strength 

α’  geometrical constant based on 

dislocation type 

Γ  counter-clockwise path around 

crack tip 

γs  surface energy 

δ  crack tip opening displacement 

Δa  crack growth 

Δl  change in length 

Δσd  change in stress at interface 

𝛥𝜎𝑦  yield stress increment 

ε  displacement efficiency 

ε  strain 

ε0  strain at yield strength 

ε1  maximum remote normal strain 

εij  strain tensors 

𝜀𝑖̃𝑗  dimensionless function of n and θ 

in HRR eqn. 

εt true strain 

η  dimensionless constant for J-

integral calculation 

θ  polar coordinate 

λ  angle between slip direction & load 

direction  

μ  shear modulus 

ν  Poisson’s ratio 

Π  potential energy in plate with crack 

Π0  potential energy of uncracked plate 

ρ  crack curvature 

ρ  dislocation density 

ρs  source density 

σ  stress 

σ’  stress due to frictional forces 

required to move dislocation 

σ1  maximum principal stress 

σA  stress at crack tip 

σc  cohesive stress 
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σcrit  critical stress 

σf  fracture strength 

σflow flow stress 

σij  stress tensor 

𝜎̃𝑖𝑗  dimensionless function of n and θ 

in HRR eqn. 

σxx  stress in x-plane in x-direction 

σy  yield strength 

σyy  stress in y-plane in y-direction 

σ0  bulk specimen flow stress 

τ  shear stress 

τ0  friction forces to move a 

dislocation without obstacles 

τa  resolved shear stress applied by a 

dislocation 

τCRSS  critical resolved shear stress 

τOr  Orowan Stress 

φ  angle between slip normal & load 

direction  
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The objective of this dissertation is to demonstrate the use of in situ TEM mechanical testing to 

find mechanical properties of as received, self-ion, and proton irradiated Fe-9%Cr ODS. The desire 

to work at small scale in the characterization of irradiated materials to reduce costs and improve 

throughput, require the development of novel methods to assess mechanical properties in volume-

limited irradiation damage layers. Yet at these micrometer or nanometer scales, the mechanical 

properties can begin to be impacted by size effects. In this work micropillar compression, 

cantilever bending, lamellae indentation, and clamped beam fracture testing is conducted on ion-

irradiated Fe-9%Cr ODS to find yield stress, elastic modulus, flow stress, and fracture toughness. 

Micropillars in compression allow us to define a minimum sample dimension, which approaches 

the obstacle spacing of the material, at which size effects are observed. This relationship between 

sample dimension and obstacle spacing defined through micropillar compression is extended to a 

new testing geometry, cantilever bending, and material property, flow stress. Lessons learned 

during the cantilever bending informed the clamped beam design for conducting fracture testing 

on a ductile engineering alloy at micrometer scales. Finally, lamellae indentation was conducted 

to link qualitative observations of the microstructure under load with literature strength of obstacle 

values. By combining an understanding of the microstructure of irradiated Fe-9%Cr ODS and the 

in situ TEM technique, one can find the bulk-like mechanical properties of ion irradiated Fe-9%Cr 

ODS. 
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1. INTRODUCTION 

In the study of irradiated materials, there is a desire to work at reduced specimen 

dimensions. Neutron irradiation is a costly affair; both in large sums of money and in large 

amounts of time [1]. First, reactor time is precious and if smaller samples can be irradiated, more 

samples can be included in the reactor at once. Secondly, after the irradiation is complete, 

working at small dimensions reduces the radioactivity of the sample and therefore reduces the 

use restrictions on those samples. Again, this saves time and money by allowing the sample to be 

examined at institutions with a variety of different radiological safety measures.   

Ion irradiation is often used as a substitute for neutron irradiation because it reduces 

monetary costs, the time required to reach relevant dose, and the radioactivity of the materials 

[1]. While the use of ion irradiation may result in different microstructural damage than neutrons 

[1], the major constraint is the shallow penetration depth of irradiating ions as compared to 

neutrons. Fe2+ ions penetrate only to about 1 micron in depth, while protons can travel up to tens 

of microns into the material. A comparison of damage profiles is seen in Figure 1.1, where 

simulations using the Stopping Range of Ions in Matter (SRIM) program have been run in an Fe-

9%Cr alloy [2]. This results in a limited volume of irradiated material to be evaluated. Therefore, 

in both neutron and ion irradiation testing, there is a need to work at the micro- and nanoscale.  

The mechanical properties of structural materials for nuclear reactors are of major 

concern in the development of new alloys for use both in life-extension efforts of existing light 

water reactors and in advanced reactor designs [3]. These mechanical properties are driven by 

the microstructural changes induced by irradiation. In Fe-9%Cr oxide dispersion strengthened 

(ODS) the differences between neutron irradiation and charged particle irradiation manifest in 

oxide cluster size; the largest clusters seen in proton irradiation, then self-ion irradiation, and 
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finally the smallest clusters with the finest dispersion in neutron irradiation [4,5]. However, 

irradiation (self-ion, proton, and neutron), at similar dose and temperature, induce dislocation 

loops of a similar size and density in Fe-9%Cr ODS [6,7]. These changes in microstructure can 

lead to changes in mechanical properties, specifically irradiation hardening [8].  

These combined needs of reduced sample size and mechanical testing capabilities can be 

addressed through transmission electron microscopic (TEM) in situ mechanical testing. TEM 

techniques use small-scale, electron transparent samples, which can be manufactured out of 

neutron irradiated samples or from the shallow damaged layers of ion irradiated materials. A 

depth-sensing TEM in situ mechanical testing holder enables one to collect quantitative load-

displacement data, while simultaneously observing the material microstructure, lending insight 

into qualitative elastic-plastic deformation mechanisms. TEM in situ mechanical testing has 

often been used in studying mechanical properties and deformation mechanisms in unirradiated 

materials [9,10]. Some of these studies include compression testing of single and bicrystalline Cu 

micropillars to better understand twinning behavior [11], dislocation nucleation and escape in Al 

[12], fracture of stainless steel [13], and hardening of Cu through tensile testing [14]. In contrast, 

there are few in situ TEM mechanical studies on irradiated materials. This is an area ripe for 

better understanding of the effects of irradiation on mechanical properties through irradiation 

induced defects and phenomena. 

Yet, one major hurdle in utilizing in situ TEM testing is the impact of size effects on the 

mechanical properties. At such small micron or nanometer scales, materials can behave 

differently than bulk samples. Mechanical properties of materials are determined by 

microstructure [15,16]. For instance, strengthening is dependent on three main mechanisms: 

solid solution strengthening, dispersion or precipitate strengthening, and grain size refinement 
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[15]. All three mechanisms work to retard the movement of dislocations, increasing the strength 

of the material. When reducing the size of a sample, these microstructural elements begin to be 

superseded by the dimensional constraints of the sample. Essentially, the smaller the dimensions, 

the less representative of the microstructure the sample becomes [17].  

This first results in a reduction of the measured strength as compared to the bulk, but then 

as the sample dimensions reduce even further, an inflation of the mechanical properties can be 

seen in theoretical work adapted from Hosemann et al. (blue curve - Figure 1.2) [18]. The 

threshold between inflated results and bulk measurements has been shown to reach smaller 

dimensions in irradiated materials (red curve) due to the increased obstacle density from 

irradiation damage. This theoretically allows for small, nano- to micron-scale samples without 

size effects. As such, in situ TEM techniques are promising approaches for mechanical testing of 

irradiated materials. This dissertation will investigate the effectiveness and applicability of  

in situ TEM mechanical testing techniques for a model Fe-9%Cr ODS alloy subject to 

multiple irradiation conditions. 
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Figure 1.1 - Damage profiles of Fe2+ ions, protons, and neutrons as simulated by SRIM on an Fe-

9%Cr material 
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Figure 1.2 – Proposed behavior of polycrystalline materials as specimen dimension reduces in 

both irradiated and unirradiated materials – reproduced [11]  
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2. BACKGROUND 

A version of this chapter has been published in the following thesis: 

 

1.  K.H. Yano, In Situ TEM Micropillar Compression Testing in Irradiated Oxide Dispersion 

Strengthened Alloys. Boise State University, 2017.  

 Mechanical Responses in Metals 

2.1.1 Bond Stretching and Elastic Deformation 

The primary bonding type for metals is metallic bonding, where a “sea of electrons” are 

shared amongst the atoms [15]. Atoms are organized into crystal structures, with steels most 

often falling into body-centered cubic (bcc) or face-centered cubic (fcc) structures. In these 

structures, atoms have an equilibrium spacing, r0, that minimizes the energy, E0.  This potential 

energy, E, is shown as a function of atomic spacing, r, in Figure 2.1 [15]. 

 The force, F, between atoms is found by taking the derivative of potential energy with 

respect to the atomic spacing, r. This curve is shown in Figure 2.2, where strongly bonded atoms 

have a steep slope at the equilibrium spacing, whereas weakly bonded atoms have a gradual 

slope at the equilibrium spacing. This slope, or derivative of the force between bonds at the 

equilibrium spacing is the Elastic or Young’s modulus, E: the resistance to stretching (or 

compression) of the atomic bonds. Elastic deformation is nonpermanent [15]. 

2.1.2 Defects in Crystalline Materials and Plastic Deformation 

Imperfections in crystalline materials are irregularities in the lattice and are generally 

categorized by geometry. Point defects are on the order of 1 or 2 atoms and consist of vacancies, 

interstitials, or substitutional atoms. A two-dimensional representation of a crystal lattice is 

shown with the various point defects defined in Figure 2.3 [15]. 
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Linear defects are called dislocations, and these can be categorized as either edge or 

screw type, though most dislocations found in materials are of a mixed nature. Figure 2.4 shows 

dislocations in a three-dimensional crystal. Edge dislocations arise from an incomplete plane, or 

half-plane, of atoms. The edge of which forms the dislocation line. Screw dislocations occur 

where the material has been sheared, resulting in planes that have slipped or shifted with respect 

to the remaining planes [15,16]. 

 Dislocations are described by their Burger’s vector, b, which defines the magnitude and 

direction of the lattice distortion. The Burger’s vector remains the same though the dislocation 

changes from screw to mixed to edge in type. Screw dislocations have a Burger’s vector parallel 

to the line direction of the dislocation, whereas edge dislocations have a Burger’s vector 

perpendicular to the line direction [15]. 

 Two-dimensional defects, or interfacial defects, consist of external surfaces, grain 

boundaries, twin boundaries, phase boundaries, and stacking faults. In polycrystalline materials, 

grains are regions where the crystal has different orientations. Where these grains come together 

is an interfacial defect which consists of a dislocation array and can be categorized based on the 

misorientation. Twin boundaries are a special type of grain boundary where the atoms across the 

boundary mirror each other.  Phase boundaries can occur in materials with multiple phases. 

Stacking faults can occur when there is a disruption in the arrangement of the close-packed 

planes [15,16]. 

 Plastic deformation, unlike elastic deformation, is a permanent deformation in the 

material. Plastic deformation occurs when dislocations move through a material, breaking and 

reforming atomic bonds as the dislocation progresses [15]. The yield strength, σy, is the point at 

which plastic deformation begins [16]. Figure 2.5 shows the motion of an edge dislocation 
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through a crystalline material. As a shear load is applied the extra half plane of atoms moves 

from column A to B, and then to the edge of the crystal. The slip plane is where the atoms are 

breaking and reforming bonds. This is the preferred plane for dislocations to move along, and 

they move in the slip direction. Combining the slip plane and slip direction results in a slip 

system. For bcc iron there are multiple slip plane families {110}, {211}, {321} with a single slip 

direction <111>. The resulting Burger’s vector is b=a/2<111>, where a is the lattice parameter 

[15]. 

In a single crystal, plastic deformation occurs along the slip planes when the load applied 

results in a critical resolved shear stress, τCRSS, on the material. The τCRSS is related to the 

material yield strength and the orientation of the crystal with respect to the applied load as shown 

in Equation 2.1 [15].  

𝜎𝑦 =
𝜏𝐶𝑅𝑆𝑆

(𝑐𝑜𝑠𝜑𝑐𝑜𝑠𝜆)𝑚𝑎𝑥
 Equation 2.1 

φ and λ are the angles between the slip normal and slip direction, respectively, to the loading 

axis, as demonstrated in Figure 2.6a. Figure 2.6b shows the idealized macroscopic slip events in 

a single crystal [15].  

Polycrystalline materials have dislocations that move the same way as single crystals, 

however grain boundaries can hinder dislocation motion [19]. This impacts the strength of the 

material, a topic for subsequent discussion. 

2.1.3 Fracture in Metals 

 Fracture is the separation of a solid body into two or more parts on the macroscopic scale, 

meaning at the atomic level, the attractive force bonding atoms has been broken by the 

application of stresses [16,20]. There are six principle loads that can cause fracture, 1) slow 
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application of external loads, 2) rapid application of external loads, or impact, 3) cyclic loading, 

or fatigue, 4) time-dependent deformation, or creep, 5) internal stresses, and 6) environmental 

effects. The process of fracture caused by these loads can be categorized in the following: 1) 

damage accumulation, 2) nucleation of one or more cracks or voids, 3) crack growth or 

coalescence [16]. Essentially, when the energy for crack growth is sufficient to overcome the 

material resistance, a crack (two free surfaces) is formed and under continued loading the crack 

propagates until the material is split in two.  

Understanding fracture in this way is the energy criterion approach, first proposed by 

Griffith but developed to the present version by Irwin [20].  These initial efforts examine the 

behavior of fracture in materials that behave linear elastically, though some corrections for small 

amounts of plasticity have been considered. Subsequent work to account for nonlinear, plastic, 

behavior builds upon the linear elastic fracture mechanics (LEFM) models. Therefore, we will 

first derive the LEFM fundamentals, then discuss the elastic-plastic modifications, and finally 

examine the microstructural mechanisms driving fracture.  

2.1.3.1 Linear Elastic Fracture Mechanics 

 Theoretically, there is a tensile force required to overcome the cohesive force and the 

bond energy between two atoms. This was first discussed in §2.1.1 and Figure 2.1. Here we will 

build on this understanding by defining the bond energy, E0, as [20]: 

𝐸0 = ∫ 𝑃𝑑𝑟
∞

𝑟𝑜

 Equation 2.2  

Where, r0 is still the equilibrium spacing and P is the applied load. This can be seen graphically 

in Figure 2.7. Approximating the cohesive strength, Pc, as one-half the period of a sine wave 

where r is the atomic spacing, then the applied force is: 
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𝑃 = 𝑃𝑐 sin (
𝜋𝑥

𝑟
) Equation 2.3 

Assuming small displacements and therefore a linear force-displacement relationship, the spring 

constant, k, is [20]: 

𝑘 =  𝑃𝑐

𝜋

𝑟
 Equation 2.4  

Multiplying both sides by the number of bonds per unit area and the sample gage length, x0, the 

spring constant is converted to Young’s modulus, E, and the cohesive strength to the cohesive 

stress, σc  [20].  

𝜎𝑐 =  
𝐸𝜆

𝜋𝑥0
 Equation 2.5 

The surface energy, γs, is one-half the fracture energy per area due to the fact that two surfaces 

are created when a material fractures and is estimated as [20]: 

𝛾𝑠 =
1

2
∫ 𝜎𝑐

𝜆

0

𝑠𝑖𝑛 (
𝜋𝑥

𝜆
) 𝑑𝑥 =  𝜎𝑐

𝜆

𝜋
  Equation 2.6 

Then substituting equation 2.5 into 2.6, the cohesive stress is given as a function of surface 

energy, Young’s modulus, and atomic separation by  [20]: 

𝜎𝑐 = √
𝐸𝛾𝑠

𝑟0
 Equation 2.7 

 The theoretical cohesive strength of a material is therefore given by approximately E/π, 

yet brittle materials experimentally underperform by 3 to 4 orders of magnitude. Griffith and 

others suggested that the flaws in a material must lower the material strength macroscopically by 

concentrating the stress locally. This can be seen qualitatively in Figure 2.8a, where stress lines 

in the material concentrate at the crack tip. Inglis first demonstrated quantitatively the evidence 

of stress concentrations by studying elliptical flaws in flat plates as described in Figure 2.8b [20]. 



29 

 

Elliptical flaws have a major axis of length ‘2a’ and a minor axis of length ‘2b’, while the plate 

has dimensions >>2a and >>2b so as not to be influenced by the flaw.  

 

 

 The stress at the tip of the major axis is given by [20]: 

𝜎𝐴 = 𝜎 (1 +
2𝑎

𝑏
) Equation 2.8 

Here, the ratio of σA/σ is the stress concentration factor, kt. When a = b the hole is circular, and 

generally kt is 3. As a > b, the hole sharpens into a crack, with a curvature of ρ = b2/a. so that as 

a >> b Equation 2.8 becomes  [20]: 

𝜎𝐴 = 2𝜎√
𝑎

𝜌
 Equation 2.9 

However, there is a problem with this assumption. At an infinitely sharp crack, the curvature 

approaches zero, such that an infinite stress is predicted. Materials do not behave in this way. 

Instead, assuming a point where a given material reaches a critical stress and fails, we can say 

that when 𝜎𝐴 = 𝜎𝑐 the remote stress estimate for failure is: 

𝜎𝑓 = √
𝐸𝛾𝑠

4𝑎
 Equation 2.10  [20] 

Yet, even this approximation is insufficient to describe crack propagation. Anderson suggests 

that one considers a beam under load [20]. Though it may reach the critical stress at the outer 

fibers, the remainder of the beam has not reached the critical stress and the beam does not fail. A 

single high stress point does not necessarily result in fracture and failure of a material. To 

understand this further, Griffith introduced the use of an energy balance in the system, with Irwin 

refining the approach for ease of use in engineering problems.  



30 

 

 Employing the first law of thermodynamics, Griffith postulated that a crack will form (or 

an existing crack grow) if the total energy decreases or remains constant. Griffith demonstrated 

the energy balance on an infinitely wide plate, with thickness B, subjected to a constant stress, σ, 

and with a crack 2a long (Figure 2.8c). For this crack to grow, a potential energy must be 

supplied to overcome the surface energy of the material. Hence, the total energy, Et, for an 

increase in the crack area dA can be expressed as the sum of the potential energy, 𝛱, and work to 

create new surfaces, Ws, over that crack area [20]: 

𝑑𝐸𝑡

𝑑𝐴
=

𝑑𝛱

𝑑𝐴
+

𝑑𝑊𝑠

𝑑𝐴
= 0 Equation 2.11 

The potential energy is supplied by the internal strain energy and external forces. The potential 

energy in the plate is defined as a function of the potential energy of the uncracked plate, Π0, the 

plate thickness, B, stress applied, σ, crack length, a, and Young’s modulus, E [20]: 

𝛱 = 𝛱0 −
𝜋𝜎2𝒂2𝐵

𝐸
 Equation 2.12 

The work to create two surfaces is a function of the plate thickness, crack length, and the surface 

energy of the material [20]: 

𝑊𝑠 = 4𝒂𝐵𝛾𝑠 
Equation 2.13 

Therefore, 

−
𝑑𝛱

𝑑𝐴
=

𝜋𝜎2𝒂

𝐸
 Equation 2.14 

And 

𝑑𝑊𝑠

𝑑𝐴
= 2𝛾𝑠 Equation 2.15 

Finally, combining Equations 2.14 and 2.15 we can solve for the fracture stress, σf: 
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𝜎𝑓 = √
𝐸𝛾𝑠

𝜋𝒂
 Equation 2.16 

The Griffith approach can be applied to different crack geometries and while this derivation is 

for brittle materials, it can also be modified to account for materials with small amounts of 

plastic flow. 

 Irwin developed essentially the same model as Griffith but formatted his proposal in an 

engineering friendly way. He defined an energy release rate, G, as the measure of energy 

available for an increment in crack extension, or the crack driving force [20]. 

𝑮 = −
𝑑𝛱

𝑑𝐴
 Equation 2.17 

So, for a plate as modeled in Figure 2.8c, G, is 

𝑮 =
𝜋𝜎2𝒂

𝐸
 Equation 2.18 

 It is now important to discuss the various crack configurations and loading modes that 

result in closed-form expressions for stresses in the structure, assuming LEFM conditions. When 

defining a polar coordinate axis with the origin at the crack tip, the following expression defines 

the stress field in the body [20]: 

𝜎𝑖𝑗 = (
𝒌

√𝐫
) 𝑓𝑖𝑗(θ) + ∑ 𝐴𝑚𝐫

𝑚
2 𝑔𝑖𝑗

𝑚(θ)

∞

𝑚=0

 Equation 2.19 

Here, σij is the stress tensor, r and θ are the polar coordinates as defined in Figure 2.9a, k is a 

constant, fij is a dimensionless function of the θ. In the summation, Am is the amplitude and gij is 

again a dimensionless function of θ for the mth term. While the summation depends on geometry, 

the first term drives the proportionality of 
1

√𝑟
. As r →0, there is a singularity. This recalls the 

same failure of Equation 2.9 to describe the stress field at the crack tip. The three crack 
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configurations where Equation 2.19 is applicable are shown in Figure 2.9b. These can be 

described as Mode I, opening, Mode II, in-plane shear, and Mode III, out-of-plane shear.  

Due to the k and fij factors relying on geometry, it is convenient to replace k by the stress 

intensity factor, K, where 𝐾 = 𝐤√2𝜋. Then depending on the mode, K can have subscript KI, KII, 

or KIII. It is important to note that in Mode I, using cartesian coordinates for the stress tensor, and 

at θ=0, the stresses in the x and y planes are equal [20]: 

𝜎𝑥𝑥 = 𝜎𝑦𝑦 =
𝐾𝐼

√2𝜋𝑟
 Equation 2.20 

To be useful, K must be linked with the global behavior of the material. Depending on the 

geometry and loading mode, the expression for K can be adjusted with a correction factor, Y. 

𝐾(𝐼,𝐼𝐼,𝐼𝐼𝐼) = 𝑌𝜎√𝜋𝒂 Equation 2.21 

Specifically, the KI factor can be found using an expression of the form: 

𝐾𝐼 =
𝑃

𝐵√𝑊
𝑓 (

𝒂

𝑤
) Equation 2.22 

Where P is the load applied, B is the thickness, W is the width, and 𝑓 (
𝒂

𝑤
) is a dimensionless 

geometry factor. 

G, the energy release rate, is a measure of the potential energy from an increment in crack 

growth. This is a global measure. In contrast, K, the stress intensity factor, is a measure of the 

stresses, strains, and displacements near the crack tip. This is a local parameter. Combining the 

two gives a unique relationship for linear elastic materials. 

𝑮 =
𝐾𝐼

2

𝐸′
 Equation 2.23 
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Where E’ = E for plane stress, and E’ = E/(1- ν 2), where ν Poisson’s ratio, for plane strain 

conditions. This distinction between plane stress and plane strain will be discussed in later 

sections.  

 Attempts to correct for crack tip yielding fall under two methods, the Irwin approach and 

the strip-yield model. However, both cannot account for extensive yielding. In those cases, the 

nonlinear material behavior must be considered. 

2.1.3.2 Elastic-Plastic Fracture Mechanics 

For nonlinear, time-independent behavior in materials, elastic-plastic fracture mechanics 

applies. This background will cover the J-integral parameter and its use to measure fracture. The 

J-integral is both an energy parameter and a stress intensity parameter. It characterizes crack tip 

stresses and strains in a nonlinear elastic material. J is a path-independent integral. 

As in LEFM, the J-integral is a measure of the energy release rate. Indeed, the same 

definition G, in Equation 2.17 can be used here, where J replaces G [20].  

𝐽 = −
𝑑𝛱

𝑑𝐴
 Equation 2.24 

Again, 𝛱 is the potential energy and A is the area of the crack. The potential energy is given by  

𝛱 = 𝑈 − 𝑊𝑓 
Equation 2.25 

Where U is the strain energy stored in the body and Wf is the work done by external loads. In 

fact, J is a more general form of G, where in the case of linear elasticity, J = G.  

 If one were to draw an arbitrary counter-clockwise path (Γ) around a crack tip, as in 

Figure 2.10, the J-integral is given by 

𝐽 = ∫ (𝑤𝑑𝑦 − 𝑇𝑖

𝜕𝑢𝑖

𝜕𝑥
𝑑𝑠)

𝛤

 Equation 2.26 
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Here, w is the strain energy density, Ti are the traction vector components, while ui are the 

displacement vector components, and ds is a length increment along the path Γ. Strain energy, w 

is defined as the integral of the stress tensors, σij, with respect to the strain tensors, εij. 

𝑤 = ∫ 𝜎𝑖𝑗𝑑𝜀𝑖𝑗

𝜀𝑖𝑗

0

 Equation 2.27 

The traction, Ti, is essentially the stresses acting at the boundaries of the path and are given by 

the stress tensors and the unit vectors normal to the path, nj. 

𝑇𝑖 = 𝜎𝑖𝑗𝑛𝑗 
Equation 2.28 

 Independently, Hutchinson, Rice, and Rosengren (HRR) showed that the J-integral can 

define the crack tip conditions in a nonlinear elastic material by assuming a power law 

relationship between plastic stress and strain. This relationship is known as the Ramberg-Osgood 

equation, where σy is generally the yield strength, ε0 is σy/E, α is a dimensionless constant, and n 

is the strain hardening exponent [20]. 

𝜀

𝜀0
=

𝜎

𝜎𝑦
+ 𝛼 (

𝜎

𝜎0
)

𝑛

 Equation 2.29 

HRR found that in order for the J-integral to remain path-independent, the stress and strain 

needed to be proportional to 1/rcrack at the crack tip. After applying the necessary boundary 

conditions the expressions for stress and strain are as follows: 

𝜎𝑖𝑗 = 𝜎0 (
𝐸𝐽

𝛼𝜎0
2𝐼𝑛𝑟𝑐𝑟𝑎𝑐𝑘

)

1
𝑛+1

𝜎̃𝑖𝑗(𝑛, 𝜃) Equation 2.30 

And 

𝜀𝑖𝑗 =
𝛼𝜎0

𝐸
(

𝐸𝐽

𝛼𝜎0
2𝐼𝑛𝑟

)

𝑛
𝑛+1

𝜀𝑖̃𝑗(𝑛, 𝜃) Equation 2.31 
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These parameters depend on the stress state, either plane stress or plane strain. In is an integration 

constant dependent on n. 𝜎̃𝑖𝑗and 𝜀𝑖̃𝑗are also dimensionless and functions of n and θ. The J 

integral defines these equations and therefore uniquely characterizes the crack tip plasticity.  

 There is a singularity in the HRR model, where at distances less than twice the crack tip 

opening displacement, δ, the stress field is influenced by crack blunting and not modeled by the 

HRR equations. At around 6δ from the crack tip, the material begins to behave again in a linearly 

elastic manner. Here the K-field models the behavior. In between 2δ and 6δ, however, the J-field 

dominates. This is depicted in Figure 2.11 for both the area around the crack tip in 2.11a and the 

stress as a function of the distance from the crack in 2.11b. 

 Finally, when using the J-integral to characterize the crack tip, it is important to 

understand the resistance curves to the crack growth. Figure 2.12 depicts the J resistance curve as 

a function of crack growth. Initially the crack will blunt, at a critical J value, JIC, the crack begins 

to grow.  

2.1.3.3 Microstructural Mechanisms of Fracture in Metals 

This leads to a discussion of the fracture mechanisms in metals, which fall under three 

categories: ductile, cleavage, or intergranular fracture and are depicted in Figure 2.13. 

In ductile fracture there are three observed stages, 1) at a second-phase particle or 

inclusion a free surface forms by interface decohesion or particle cracking, 2) the free surface 

grows around the particle by hydrostatic stress and plastic strain into a void, 3) adjacent growing 

voids coalesce. The fracture in a metal can be either nucleation-controlled or growth-controlled. 

Yet when the voids reach a critical size, plastic instability occurs and failure results. 

There are two general categories of models describing void nucleation. The first is based 

on continuum theory, the latter describes dislocation-particle interactions and is necessary for 
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particles with a diameter <1μm.  Argon’s continuum model proposed that the interfacial stress on 

a cylindrical particle is equal to the sum of the hydrostatic and von Mises stresses. Goods’ and 

Brown’s model suggests the total maximum interfacial stress is the sum of the maximum 

principal stress, σ1, and an increase in the stress, 𝛥𝜎𝑑, at the interface of [20]: 

𝛥𝜎𝑑 =  5.4𝜶𝜇√
𝜀1𝒃

𝑟𝑝𝑎𝑟𝑡
 Equation 2.32 

Where α is a constant ranging from 0.14-0.33, μ is the shear modulus, ε1 is the maximum remote 

normal strain, b is the Burger’s vector, and rpart is the particle radius. Therefore, void nucleation 

occurs when the sum of σ1 and Δσd stresses reach a critical value, σcrit. Yet, these two models 

neglect any particle cracking contribution, which is likely to occur with nonmetallic inclusions 

like oxides. These oxides can be damaged during processing, easing the void nucleation process. 

 Once nucleated, continued application of stress and strain can cause the voids to grow. 

Figure 2.14 demonstrates the process void nucleation around inclusions, their growth, 

coalescence, and fracture. 

In a pre-existing crack, the behavior is much the same. Figure 2.15 demonstrates the void 

nucleation and growth at the tip of a crack. When the voids grow, they can coalesce with the 

initial crack, promoting ductile crack growth. 

 Cleavage fracture is the rapid propagation of a crack along a specific crystallographic 

plane. It can be brittle, but it may also be preceded by large-scale plastic flow and ductile crack 

growth that is then restricted. Generally, cleavage occurs on the lowest packing planes due to the 

reduced number of bonds that must be broken. bcc metals are particularly affected by cleavage 

fracture due to the minimal number of slip systems. In contrast, fcc metals have multiple slip 

systems for plastic flow and ductile behavior to continue. 
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 The restriction of ductile crack growth is driven by a local discontinuity ahead of a 

macroscopic crack, that elevates the stress greater than the bond strength. Discontinuities consist 

of sharp microcracks from dislocation interaction, to inclusions, and/or second-phase particles. 

Figure 2.16 plots the stress ahead of a macroscopic crack, where a small inclusion cracks due to 

the strain in the matrix. If the stress ahead of the macroscopic crack is enough, >σf, then the 

microcrack propagates into the matrix, causing cleavage failure. The interaction between the 

macroscopic crack and the discontinuity plays a role in subsequent discussion of size effects. 

 The balance between ductile crack growth and cleavage is largely controlled by 

temperature in bcc metals. The ductile-to-brittle transition temperature (DBTT) is the point at 

which a metal goes from ductile failure to brittle, rapid failure with an increase in temperature. 

Figure 2.17 shows a general example of bcc steel behavior around the DBTT.  

The final category for fracture in metals is intergranular fracture. Metals generally do not 

fail by intergranular fracture. Yet a combination of mechanisms can drive this condition. The 

main mechanisms involved are 1) precipitation of a brittle phase along grain boundaries, 2) 

environmentally assisted cracking, 3) intergranular corrosion, and 4) grain boundary cavitation 

and cracking at high temperatures.  

2.1.4 Size Effects and Strengthening/Toughening Mechanisms 

 With a basic understanding of dislocation motion and fracture, we can discuss the 

various methods used to strengthen a material. We will discuss those that increase the yield 

strength by retarding dislocation motion these include: 1) solid solution hardening, 2) dispersion 

or precipitate strengthening, and 3) grain size refinement. Then we will discuss those efforts that 

can improve fracture resistance, including extrinsic and intrinsic mechanisms.  
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While discussing these strengthening mechanisms it is important to keep in the mind the 

role that size effects play. There are two constraints on a material regarding size effects. First, is 

the set of microstructural constraints, which is defined by the microstructure of the material. The 

other is the dimensional constraints, which is determined by the specimen size; specimen sizes 

can generally be classified as either bulk samples (dimensions in the m-mm range) or micro-

mechanical (dimensions in the nm-μm range).  Size effects occur when these two sets of 

constraints, microstructural and dimensional, reach the same scales – the fundamentals of 

mechanical responses begin to change. It is essential to understand the microstructure in context 

of the dimensions of the tested specimens to utilize micro-mechanical testing validly. The three 

yield strengthening mechanisms discussed here all affect the microstructural constraints. 

Further, there are two sub-categories of microstructural constraints in metals. The first is 

the characteristic length; one of the most fundamental of types being a Burgers vector of a 

dislocation. The Burgers vector gives the magnitude and direction of the dislocation. It is a 

measure of the strength of the lattice distortion caused by the dislocation’s presence; it 

characterizes the strength of the lattice distortion [17].  The second sub-category is the size 

parameter; this could be grain size or obstacle spacing [17]. The interaction of the two, 

characteristic length and size parameter, has a direct relationship to the microstructural constraint 

on yield strength. Where applicable, these labels will be used in the following discussion of each 

strengthening mechanism. 

 Solid solution hardening consists of introducing impurity atoms into the lattice. This 

results in lattice strain around the impurity atoms: tension for smaller impurities, compression for 

larger impurities. A large impurity atom is present in the lattice in Figure 2.18a where the 

compression effect is shown. As shown in Figure 2.18b, impurity atoms tend to congregate 
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around dislocations to reduce the lattice strain from the dislocation. This strengthens a material, 

because any slip would need to move the dislocation away from the impurity atoms, increasing 

the lattice strain. In this case, the microstructural constraint is defined by the interaction between 

the edge dislocation (characteristic length) and the spacing of the impurity atoms (size 

parameter).  

Precipitation or dispersion strengthening occurs when small phases or particles, 

respectively, act as barriers to dislocation motion. A dislocation has a line tension associated 

with it; as the dislocation attempts to move past a particle, that line tension resists bending 

around the particle. The line tension, Td, is given by Equation 2.33, where μ is the shear modulus 

and b the dislocation’s Burger’s vector [17].  

                   𝑇𝑑 =
𝜇𝒃2

2
 

Equation 2.33 

The diameter of the curved dislocation, d, under a shear stress, τ, is the characteristic length and 

is given by: 

                   𝑑(𝜏) =
𝜇𝑏

𝜏
 

Equation 2.34 

The particle type or the spacing between particles is the size parameter in this case.  

 One of the simplest mechanisms to describe the interaction between the dislocation and 

the particles in an alloy is described by the Orowan mechanism. The dislocation must fully 

bypass the obstacles to result in plastic deformation. As can be seen in Figure 2.19, the size 

parameter is the particle obstacle spacing, L. As the characteristic length, d, approaches the 

obstacle spacing (2.19b), the dislocation can move past the obstacles.  

Adjusting Equation 2.34 using the Orowan stress, τOr, and the obstacle spacing the result 

is Equation 2.35 [17]. 
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                   𝜏𝑂𝑟 =
𝜇𝒃

𝐿
 

Equation 2.35 

With increased dispersion of particles throughout the alloy, a ‘dislocation forest’ develops, where 

an average obstacle spacing, Lob, can be calculated through the dislocation density, ρ. Dislocation 

density, ρ, is the product of the sum number density of all obstacles, Nob, and the weighted 

average diameter of the obstacles, 𝑑𝑜𝑏
̅̅ ̅̅̅. 

                 𝐿𝑜𝑏 =
1

√𝑁𝑜𝑏𝑑𝑜𝑏
̅̅ ̅̅̅.

 
Equation 2.36 

Combining Equations 2.35 and 2.36 results in the Taylor equation, a classical work-hardening 

description, where 𝛼 is a factor describing the penetrability of the obstacles.  

 

 

In steels, 𝛼 can be found through the following relationship [8]: 

                        𝛼 =
1

2𝜋
ln (

𝑙

2𝑟𝑐
) 

Equation 2.38 

Where rc is the dislocation core radius and l is the obstacle spacing. Listed are some general 

values for 𝛼 of different obstacle types. In precipitates and voids that cause bowing 𝛼=1, and for 

cutting 𝛼=0.3-0.5. For dislocation loops 𝛼=0.25-0.5 and for black dots 𝛼<0.2, but 𝛼 values can 

also vary with the size of these obstacles [8].  

 The final strengthening mechanism is grain size refinement. Grain boundaries act as 

obstacles (size parameters) for the dislocations (characteristic lengths) to interact with. The more 

incoherent a grain boundary, the more energy it takes to transmit a dislocation. As such, the 

number, size, and character of the grains is important to understanding dislocation motion, with 

more grains, smaller grains, or more high angle grain boundaries strengthening a material.  

                        𝜏 = 𝛼𝜇𝒃√𝑁𝑜𝑏𝑑𝑜𝑏
̅̅ ̅̅̅ 

Equation 2.37 
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 The increase in energy is due to the pile-up of dislocations along grain boundaries. The 

resolved shear stress applied by a dislocation is τa, and with n’ number of dislocations, the stress 

at the head of the pile-up is n’τa. The number of dislocations can be measured using the length of 

the pile-up, Lp, and that is proportional to the grain diameter, dg, through [16]: 

𝐿𝑝 =
α′n′μb

πτa
 

Equation 2.39 

α' is a geometrical constant equal to 1 for screw dislocations and (1-υ) for edge dislocations, 

where υ is Poisson’s ratio. If the source of the pileup is located at the center of the grain, then Lp 

= dg/2, where dg is the grain diameter. If the stress required to pass through the grain boundary is 

τc, then [16]: 

𝜏𝑐 ≤  
𝛼′𝜋𝑑𝑔𝜏𝑎

2

2𝜇𝑏
 

Equation 2.40 

The friction forces required to move a dislocation without obstacles is τ0 so that we end up with 

the Hall-Petch relationship: 

𝜏𝑎 ≥ 𝜏0 + 𝑘′𝑑𝑔

−
1
2  

Equation 2.41 

Modifying Equation 2.41 for yield strength, results in the following, with σ’ and k’ being 

constants of the material due to frictional forces required to move a dislocation and the geometry 

of the dislocations, respectively [15]: 

𝜎𝑦 = 𝜎′ + 𝑘′𝑑𝑔
−

1
2 Equation 2.42 

In grain size refinement, the characteristic length is the dislocation pile-up, while the size 

parameter is the grain size. The interaction between the two can strengthen a material. 

 Figure 2.20 shows a Hall-Petch plot for iron and low-carbon steel. The accuracy of the 

Hall-Petch model varies with the alloy system and the grain size range. It is most accurate 
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between 10-100 µm in grain diameter. Here the yield stress is that stress required to move 

already existing dislocations. Below 10 µm, the yield stress is limited, reaching the theoretical 

strength, due to the lack of dislocation source availability. This holds true for small-scale 

samples as well – fewer dislocations are available, and their population is insufficient to induce 

plasticity. Thus, the stress required is that needed to create dislocations that will subsequently 

move through the material during plastic deformation [17]. 

Each type of obstacle (precipitates, voids, dislocation loops, black dots, or grain 

boundaries) act as size parameters and, due to their interaction with dislocations, can add to the 

yield stress increment. Modifying Equation 2.37 results in the yield stress increment, 𝛥𝜎𝑦, 

instead of the shear stress, 𝜏, for any type of obstacle [8]. 

                      𝛥𝜎𝑦 = 𝛼𝑀𝜇𝒃√𝑁𝑑 Equation 2.43 

Where N is the dislocation number density, d is the dislocation size (obstacle size parameter), 

and M is an upper limit for the ratio of uniaxial yield strength to resolved shear strength. M is 

3.06 for bcc lattices [8]. 

Altogether the total yield stress increment due to the dispersed obstacles in the 

microstructure is generally a linear superposition for obstacles with dissimilar strengths shown 

below: 

𝛥𝜎𝑦 = ∑ 𝛥𝜎𝑦,𝑖

𝑖

 
Equation 2.44 

Or a root-sum-square superposition for obstacles with similar strength. 

𝛥𝜎𝑦 = √(∑ 𝛥𝜎𝑦,𝑖

𝑖

)

2

 

Equation 2.45 
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Where the subscript i denotes each type of obstacle. Again, Equation 2.45 ultimately describes 

the relationship between a characteristic length (of the dislocation forest) and the size parameter 

(of the obstacles inhibiting the dislocation motion). This is the dispersed barrier hardening 

(DBH) model and will be used to quantify microstructurally predicted changes in the yield 

strength of the irradiated ODS alloys studied in this dissertation.  

 While it may sound like strengthening and toughening are causes driving in the same 

direction, it is often the case that efforts used to strengthen a material reduce the toughness, or 

resistance to fracture [16,21]. As discussed above, strengthening efforts focus on creating a fine 

microstructure of grains and inclusions such as precipitates or oxides to hinder dislocation 

motion. Yet this resistance to dislocation motion often leads to brittle alloys with poor toughness. 

Hence, a compromise between strengthening and toughening must be made when designing or 

choosing an alloy for critical applications.  

Toughening mechanisms fall into two categories, extrinsic and intrinsic toughening. For 

metals, and other ductile materials, the main mechanisms for toughening are intrinsic in nature. 

Brittle materials, such as ceramics, rely on extrinsic mechanisms [21]. Intrinsic mechanisms act 

ahead of a crack tip, increasing the microstructural resistance by suppressing microcrack and 

void formation. They include efforts to reduce crack initiation and crack growth. Extrinsic 

mechanisms act behind the crack tip to reduce the crack driving force. These focus primarily on 

reducing the crack growth. Figure 2.21 demonstrates mechanisms that fall into these two 

categories. 

 In metals, the crack-tip plasticity dominates the toughness. Though usually ductile, 

metals can fail in a brittle fashion below the DBTT. When brittle fracture is operating, smaller 

grain sizes and second-phase particles can improve intrinsic toughness by limiting strain 
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hardening, which in turn limits the stress elevation at the crack tip [15,21]. Conversely, when 

ductile fracture is in operation, higher strain hardening suppresses strain localization, distributing 

the damage more widely. With more plastic deformation, the stress intensification at the tip can 

dissipate through emission of dislocations (ductile fracture) rather than bond breaking (brittle 

fracture). Though, again, a finer dispersion of second-phase particles can provide resistance to 

fracture [21]. 

 As with strengthening mechanisms, toughening mechanisms also rely on the 

microstructure of a material. Again, size effects can dominate the material properties if there is 

not a representative distribution of the microstructure in small-scale samples.  

2.1.5 Mechanical Properties 

 Now that we have an understanding of elastic deformation, plastic deformation, and 

fracture in materials we need a discussion of how these behaviors are quantified and measured in 

engineering terms. For each type of deformation there is a measure of either resistance to that 

deformation or a point at which that deformation begins. Elastic Modulus is a measure of a 

material’s resistance to bond stretching between atoms. Yield strength is the stress at onset of 

plastic deformation. Fracture toughness is the material’s resistance to crack growth. In this 

section we will define the engineering equations used to calculate these three material properties. 

 To understand all three properties, first we must define the stress and strain experienced 

in a material. Engineering stress, σ, is the force, F, exerted along the initial cross-sectional area, 

A. 

                      𝜎 =
𝐹

𝐴
 

Equation 2.46 
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Engineering strain, ε, is the change in length Δl, over the initial length, l0, and where li is the 

instantaneous length. 

                     𝜀 =
𝑙𝑖 − 𝑙0

𝑙0
=

𝛥𝑙

𝑙0
 

Equation 2.47 

Stress and strain are related through the elastic modulus, E, in the elastic region of deformation 

through Hooke’s Law. This region is linear under both loading and unloading and often applies 

only to small strains in the materials. 

                     𝜎 = 𝐸𝜀  Equation 2.48 

Yield strength, σy, then signifies the onset of plastic deformation and for engineering 

applications is often measured at a strain offset of 0.002. A stress-strain curve with the 0.002 

offset yield strength is indicated in Figure 2.22. 

 To calculate stress-strain in a more complicated geometry, such as cantilevers. The 

following equations can be used to relate the cantilever geometry and load (P) displacement (d) 

data to stress and strain. Here, Lnotch is the length between the indenter tip and the notch, while 

Lbeam is the entire length of the beam. 

 𝜎 =
6𝑃𝐿𝑛𝑜𝑡𝑐ℎ

𝐵𝑊
  

Equation 2.49 

𝜀 =
3𝐿𝑛𝑜𝑡𝑐ℎ𝐵𝒅

2𝐿𝑏𝑒𝑎𝑚
3  Equation 2.50 

Flow stress, σflow, is the instantaneous stress required to keep plasticly deforming a 

material. It is a function of the true strain, εt, strength coefficient, K, and a strain hardening 

exponent, n.  

                     𝜎𝑓𝑙𝑜𝑤 = 𝑲𝜀𝑛  Equation 2.51 

True strain, εt, is the rate of increase in the instantaneous gauge length. It requires active 

measurement of the change in gauge in length as a stress-strain test is being conducted. 
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                     𝜀𝑡 = ∫
𝑑𝑙

𝑙
= ln (

𝑙

𝑙0
) = ln(1 + 𝜀) 

Equation 2.52 

The strain hardening exponent, n, is dependent on the material.  

Quantifying fracture is a more complicated affair. As the field of fracture mechanics has 

developed over the past 60 years, the agreed upon testing method, plane strain Mode I opening, 

with a resulting parameter, fracture toughness KIC, has been deemed the appropriate measure for 

comparison across materials. When conducted in plane strain and with small crack-tip plasticity, 

KIC is a material property, independent of loading and specimen volume. As stress is to strength, 

so the generic stress intensity, K, is to the fracture toughness, KIC. While yield strength is the 

point at which plastic deformation occurs, KIC is the critical stress intensity required for unstable 

crack propagation [16]. It is important to note that the subscripts, I, II, or III, refer to the opening 

mode. For a linearly elastic material, KIC can be found in straightforward manner. With elastic-

plastic materials a JIC can be found and converted to a KIC-like value for purposes of comparison. 

The generic stress intensity is dependent on the remotely applied stress and the 

characteristic crack length, a: 

𝐾 = 𝑌𝜎√𝜋𝒂 𝑜𝑟 𝐾𝐼 =
𝑃

𝐵√𝑊
𝑓 (

𝒂

𝑤
) 

Equation 2.53 

For different geometries, the geometry factor, Y, has been derived. These geometries include a 

plate with a center crack in tension, single edge-notched beam in tension or in bending, double-

edge notched beam in tension, and a compact tension geometry. These equations can be found in 

fracture mechanics texts such as one by Anderson [20] and more general mechanical behavior 

texts, such as work by Meyers and Chawla [16], or taken directly from the Cracks Handbook by 

Tada et al [22]. As this dissertation concerns itself with a geometry based on the single edge 
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notched bending beams, a diagram and the accompanying geometry factor, 𝑓 (
𝒂

𝑤
), are included 

here. 

 

     𝑓 (
𝑎

𝑤
) =

3 (
𝑆
𝑊) √

𝑎
𝑊

2(1 + 2 (
𝑎
𝑊) (1 − (

𝑎
𝑊)

3
2

[1.99 −
𝑎

𝑊
(1 −

𝑎

𝑊
) {2.15

− 3.93 (
𝑎

𝑊
) + 2.7 (

𝑎

𝑊
)

2

] 
Equation 2.54 

 For elastic-plastic materials, the amount of crack-tip plasticity must be accounted for. 

This can be done through either measuring the crack tip opening displacement (CTOD) or 

measuring the crack growth, Δa, and calculating a J-integral value at increments during the 

testing. This dissertation utilizes the crack growth approach and therefore this method will be 

discussed in detail here. 

 The J-integral is comprised of two parts: the elastic contribution, Jel, and the plastic 

contribution, Jpl [20].  

𝐽 = 𝐽𝑒𝑙 + 𝐽𝑝𝑙 Equation 2.55 

The elastic portion is calculated from the stress intensity at the notch, K, the elastic modulus, E, 

and the Poisson ratio of the material, ν. 

𝐽𝑒𝑙 =
𝐾2(1 − 𝜈2)

𝐸
 

Equation 2.56 

If the geometry of the specimen is one of the standard testing arrangements, K can be found 

using Equation 2.53, if it is not, it must be modified. The use of finite element modeling can 

assist with this effort. The plastic J is calculated as a function of the plastic area under the load-

displacement curve, Apl: 
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𝐽𝑝𝑙 =
𝜂𝐴𝑝𝑙

𝐵𝑎0
 

Equation 2.57 

As well as the specimen thickness, B, the initial crack length, a0, and η, a dimensionless 

constant, where in a single edge notched bend specimen, η = 2. 

 The J-values are plotted as a function of the crack extension, Δa, as in Figure 2.12. When 

the crack extension changes from a crack blunting regime to a crack growth regime, the J value 

at this point is the critical J-integral value and is defined as JIC. JIC signifies the onset of unstable 

crack propagation. JIC can then be converted to an approximate critical KQ,J value through [23]: 

𝐾𝑄,𝐽 = √
𝐽𝐼𝐶𝐸

1 − 𝜈2
 

Equation 2.58 

KQ,J can then be used as a comparison to other materials through their KIC values. 

 Irradiation Effects in Metals 

Irradiation induces a variety of defects in metals. These defects can impact the mechanical 

properties. Hence, it is important to understand 1) how these defects form, 2) the nature of the 

defects formed, and finally, 3) their impact on mechanical properties. As such, we will start with 

a brief description of the initial radiation damage event.  

The energized particle (radiation particle) first interacts with a lattice atom, transferring 

kinetic energy and creating the primary knock-on atom (PKA). The PKA is displaced from its 

lattice site and moves through the lattice. It can displace other lattice atoms and this chain effect 

results in a displacement cascade of point defects. Finally, the PKA will settle into an interstitial 

site. A diagram of the damage cascade is demonstrated in Figure 2.24. The damage cascade 

consists of multiple interstitial-vacancy pairs, or Frenkel pairs. During the damage event, these 
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pairs can combine and anneal. The remaining defects that survive are quantified by the 

displacement efficiency, ε. 

Due to differences in the average recoil energy, 𝑇̅, and displacement efficiency, different 

irradiating particles will result in different damage cascade morphology. Electrons have a small 

recoil energy, enough to displace one atom. Protons have slightly higher energy and result in 

multiple, small, damage regions. Heavy ions leave a single, larger damage region. Finally, 

neutrons have a high recoil energy and result in large, single damage cascade. This is diagramed 

in Figure 2.25. Additionally, the recoil energies of each particle are charted in comparison with 

the projectile energy, Ei, and the displacement energy, Ed.  

 The remaining defects can cluster or remain isolated. Of the clustered defects, some 

remain immobile, others mobile with the additional influence of radiation enhanced diffusion. At 

this point the defects fall into the categories discussed previously: point, line, planar, and 

volumetric defects. This results in phenomena such as radiation induced segregation (RIS), 

irradiation induced precipitates, dislocation loops, and voids [8]. 

 Radiation induced segregation occurs from the spatial redistribution of solute and 

impurity elements due to the elevated temperature irradiation. These solute and impurity atoms 

can flock to or leave regions such as grain boundaries, surfaces, dislocations, voids, and phase 

boundaries. This enrichment or depletion can make these boundaries more brittle, resulting in a 

reduced fracture toughness or strength of the material, due to local microstructural changes. 

 Irradiation induced precipitates, dislocation loops, and voids act in the same way as the 

strengthening mechanisms introduced above. Namely, they act as obstacles to dislocation 

motion. This hardens the material, increasing strength, while reducing ductility, and potentially 
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reducing toughness. This can affect the fracture toughness and change the DBTT of a metal 

(Figure 2.26).  

The standard of damage quantification to be used in this work is the measure of 

displacements per atom (dpa). This quantifies the number of times, each atom in the lattice has 

been displaced during the irradiation. For example, 1 dpa would mean that each lattice atom has 

been displaced once. At 100 dpa, each lattice atom would have been displaced 100 times. Hence, 

any material that can retain its properties while undergoing this irradiation, would be desirable in 

nuclear energy applications.  

 Understanding ODS 

Nuclear-relevant ODS alloys are often based on an Fe-Cr alloy matrix, which takes a 

ferrite, martensite, or a duplex ferritic/martensitic (F/M) structure. The two major groupings of 

Fe-Cr ODS steels are the 9Cr variety which specifically target radiation resistance and the 12-

14Cr steels which prioritize corrosion resistance [24]. The material of interest in this work is a 

model Fe-9%Cr ODS alloy. This section will look at a brief history of the material, then discuss 

the mechanical properties and irradiation effects specific to the 9Cr and 14Cr classes of Fe-Cr 

ODS materials, and finally look specifically at the microstructure of the as-received and 

irradiated conditions of the model Fe-9%Cr ODS used in this study.  

Initially, Fe alloys with 9-12 wt% Cr were used in power-generation as boiler and turbine 

materials. During the 1970’s, however, the idea to use this material in nuclear applications, such 

as fuel cladding and structural materials was introduced. Since then, development of these alloys 

for nuclear applications is ongoing in the major geographical nuclear energy drivers: Japan, 

Korea, the European Union, and the United States [25] . 
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Using strengthening mechanisms, Fe-Cr ODS alloys have been tailored to perform with 

minimal microstructural change within fast fission and fusion environments. They perform well 

at high temperature and high dose due to the uniform oxide dispersion, small grain size, and high 

dislocation density [26].  

2.3.1 Fe-Cr ODS 

The 9%Cr ODS alloys are generally martensitic, produced through phase transformation, 

while the 12-14%Cr alloys are ferritic, produced through recrystallization processing [24]. To 

produce martensite, austenite (γ iron) must be quenched rapidly such that diffusion does not 

occur. The atoms in the austenite fcc structure quickly shift to body-centered tetragonal (bct) 

positions. This is a non-equilibrium condition and carbon atoms sit in interstitial locations [15]. 

Martensite is often tempered below 650˚C to relax internal stresses formed during the transition 

from fcc to bct. Under these conditions, the resulting microstructure is a mix of residual fine 

ferrite (α) grains and austenite (γ) converted martensite phase [27,28]. Increasing Cr content 

(>11-12 wt%) reduces the amount of resulting martensite, hence why the 12-14%Cr class of Fe-

Cr alloys are considered ferritic [29].  

The alloying elements, C, N, Ni, and Mn extend the γ-phase field, while the elements Cr, 

W, Si, and Ti contract it [25]. The latter elements also form more δ-ferrite. C is the cheapest 

austenite former, but reduces the toughness of the alloy and results in coarser grain sizes [25]. A 

balance must be made between the two groups of alloying elements and their accompanying 

resultant phases. 

By adding in elements above their solution limits and uniformly dispersing the Y2O3 

oxides within the matrix, dislocation motion is retarded, and the material is strengthened.  The 

Y2O3 oxides provide high-temperature stability of the alloy because it exhibits little to no 
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dissolution or growth under increased temperature [24,30,31]. Yet it is important to remember 

that the mechanical properties in Fe-Cr ODS alloys depend on the distribution and size of these 

oxides in the matrix [29,32].  

As Fe-Cr ODS alloys began to be more widely considered as candidate alloys for nuclear 

reactor applications, the importance of the oxide distribution within the material on the 

mechanical performance was recognized. Efforts to understand the processing steps that 

controlled oxide size, number, and dispersion were undertaken. Ukai et al. first noticed the 

importance of Ti concentration in ferritic 13Cr ODS steels in creep performance [33]. Then work 

by Ohtsuka et al. on martensitic 9Cr ODS demonstrated that Ti concentrations >0.2 mass% 

reduced oxygen contamination and resulted in an ultra-fine dispersion of oxide particles that lead 

to creep strength improvements [28]. Later, work by Alinger et al. found that increasing 

consolidation temperature in a 14Cr ODS resulted in larger sized oxides and reduced number 

densities [34]. Finally, work on 14-Cr ODS by Hoelzer et al. found that increasing number 

density of oxides resulted in higher yield and ultimate tensile strengths, while ductility was 

reduced [32]. All of this is to say, that because oxide particles play such an important 

strengthening role in Fe-Cr ODS alloys, smaller oxide sizes, larger number densities, and more 

dispersion tend to improve mechanical properties. The next following paragraphs will discuss 

how these oxide particles contribute to the mechanical properties through α-ferrite content and 

interaction with dislocations. 

Due to the α-ferrite to γ-austenite conversion, α-ferrite has finer oxide particles than the 

martensite phase [35]. Therefore, the α-ferrite is harder than the martensite and the amount of 

residual α-ferrite contributes to the yield strength and ductility of Fe-Cr ODS alloys. In a study 

by Miyata et al. tensile strength is measured as a fraction of residual ferrite from 0 to 47 vol.% in 
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an Fe-9%Cr ODS [36]. At 0 vol% the tensile strength is 330 MPa while it increases to 450 MPa 

at 47 vol.%. In contrast, percent elongation drops from 32% at 0 vol.% to 17% elongation at 47 

vol.% [36]. 

Two studies were conducted to understand the impact of temperature on microstructure, 

deformation mechanisms, and mechanical properties of a 9Cr ODS [37] and a 14Cr ODS [38]. 

Temperature values ranged from 25°C to 800°C in the former, while temperatures ranged from   

-196°C to 1000°C in the latter. Both studies found that at low temperatures (< room temperature) 

the strength was high and ductility low. While at high temperatures (>400°C), strength was low 

and ductility high.  

At temperatures between 25°C - 400°C yield stress remained constant in the 14Cr ODS 

study. TEM micrographs at these temperatures showed large amounts of dislocation bowing. 

Authors concluded that the leveling of yield stress at these temperatures was due to the athermal 

strengthening mechanisms of dislocation-oxide interactions [38]. In contrast, at high 

temperatures, dislocation lines were straight, suggesting the oxide strengthening here was not 

due to dislocation interactions.  

In the 9Cr ODS study, however, there was a strong oxide-dislocation interaction observed 

at all temperatures (25°C - 800°C). At moderate temperatures, the same dislocation bowing 

phenomena was observed as in the 14Cr ODS. However, at higher temperatures the mechanism 

was different; dislocations were being pinned at the oxide particle/matrix interfaces [37].  

Studies on irradiation effects in Fe-Cr alloys are concerned with the precipitate evolution, 

dislocation loop creation, and radiation induced segregation. Each irradiation induced 

phenomena can impact the strengthening and therefore the mechanical performance of the Fe-Cr 

ODS alloys. The next few paragraphs will summarize the literature for each phenomenon. 
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As oxides play an essential role in strengthening, understanding their evolution under 

irradiation is essential. Yet studies demonstrate a complex interdependence based on the 

irradiating particle, dose, and temperature of the irradiation on the precipitate evolution. Neutron 

irradiation studies on 9Cr and 12Cr ODS at doses of 2.5-15 dpa at 600-773K show little to no 

changes in oxide size and distribution [39], while doses > 30.5 dpa show some dissolution [40]. 

Electron irradiations show a large amount of dissolution in 9Cr [41] and 13Cr [40]. Heavy ion 

irradiation results in a wide variety of oxide particle trends. Using Ni2+ Certain found at low 

temperatures 14Cr ODS underwent solute dissolution, but was stable above 300°C [42].  

Dislocation loops can contribute to the hardening in irradiated materials and can also act 

as sinks for irradiation defects. Loops in bcc Fe-based alloys such as these Fe-Cr ODS alloys 

consist of two different types: <100>{200} and ½<111>{111} [43]. Loops have diameters 

ranging from 3 nm to 9 nm in a 12Cr and a 14Cr ODS steel irradiated with He2+ at 300°C [44]. 

In 9Cr ODS, loop diameters of 8-9 nm were found in neutron and proton irradiated samples to 3 

dpa at 500°C [7].  

RIS can also be found in F/M alloys, though there is limited literature on the ODS 

specific varieties. Work by Was et al. finds Cr enrichment at grain boundaries for alloys with 

lower Cr content (~9wt%) and at lower temperatures (400°C) [45]. Alternately, in higher Cr 

content (~12 wt%) alloys and at higher temperatures (500°C) Cr depletion occurs. Further work, 

where the inverse Kirkendall model was used, demonstrated the dependence of RIS on 

temperature in F/M alloys [46]. At low temperature, Cr enriched. At high temperatures, Cr 

depleted.  

Due to the small impact on the oxide particle distribution, mechanical properties of 

irradiated 9Cr and 12Cr ODS also show little change under neutron irradiation at doses of 15-33 
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dpa and temperatures of 683K - 1108K [47]. Most of the irradiation damage is accommodated at 

the pre-existing sink sites around dislocations and oxide interfaces. However, work on a Eurofer 

(9Cr ODS) alloy at dose of 1.73 dpa at 300°C saw a drop in upper shelf energy of 18% [48]. This 

could potentially be consistent with the RIS seen at lower temperatures in irradiated F/M alloys, 

where Cr enrichment drives α’ precipitation – a brittle phase [49]. 

 

2.3.2 As-received Fe-9%Cr ODS 

The model Fe-9%Cr ODS used in this study was previously characterized by Swenson et 

al. [4,6,7]. As such this information is provided in detail in the background. The matrix element 

is iron (Fe). It is mechanically alloyed with other elements, chromium (Cr), carbon (C), tungsten 

(W), titanium (Ti), yttrium oxide (Y2O3), iron-yttrium intermetallic compound (Fe2Y), and iron 

oxide (Fe2O3) powders through ball milling for 48h in an argon gas atmosphere. The resulting 

powder is sealed in cans and degassed at 673K in a vacuum of 0.1 Pa. This was then hot-

extruded at 1423 K and air-cooled [28]. The detailed composition of this model Fe-9%Cr ODS 

alloy is listed in Table 2.1. This results in a fully martensitic Fe-Cr alloy. The calculated phase 

diagram for this alloy is shown in Figure 2.27, reproduced from [28]. 

Using TEM, approximately 100 grains and 36 carbide precipitates were measured. The 

effective grain diameter is 0.23 μm. Carbide precipitate effective diameter was 0.11 μm with a 

density of 0.20 × 1020 m-3. The density of dislocation lines was measured to be 19.1 × 1014 m-2. 

Using atom probe tomography (APT) analysis, 486 oxide nanoclusters were measured in an 

analysis volume of 856,053 nm3 resulting in a density of 568 × 1021 m-3 [50]. From these 

measurements, an average obstacle spacing can be calculated using Equation 2.36. Doing the 
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calculation, the average obstacle spacing for the as received material is Lob = 17.2 nm. This data 

is included in Table 2.2. 

A TEM micrograph of the as received material is shown in Figure 2.28. Notice the 

variety of microstructure adding to the strength and toughness of the alloy: oxide nanoparticles 

(black small dots), grain boundaries, and dense dislocation regions.   

2.3.3 Irradiated Fe-9%Cr ODS 

Using the same TEM and APT techniques as used for the as received material, the 

irradiation induced precipitates, dislocation loops, and voids can be quantified for each irradiated 

condition of Fe-9%Cr ODS. The irradiation conditions tested in this dissertation include Fe2+ 

ions at 3 dpa and 100 dpa and proton irradiation at 3 dpa. All irradiations were conducted at 

500°C.  

For the Fe2+ at 3 dpa 500°C irradiation, 104 grains were measured with an effective 

diameter of 0.28 μm. 48 carbides were measured with an effective diameter of 0.08 μm a density 

of 0.76 × 1020 m-3. Dislocation line density was 22.6  × 1014 m-2. 48 dislocation loops were 

measured with a density of 2.1  × 1021 m-3. No voids were seen. Oxide nanocluster density was 

measured to be 171 × 1021 m-3. This resulted in an average obstacle spacing of 33.7 nm [6]. 

The Fe2+ at 100 dpa 500°C irradiation used 105 grains. These had a larger effective 

diameter of 0.37 μm. Carbide density went down to 0.29 × 1020 m-3. Dislocation line density 

reduced at 18.4 × 1014 m-2, while dislocation loop density increased to 4.3 × 1021 m-3. 

Nanocluster density was near as received density at 513 × 1021 m-3. The average obstacle 

spacing was calculated to be 18.9 nm [6]. 

The proton irradiation at 3 dpa, 500°C measured 104 grains with an effective diameter of 

0.31 μm. 51 carbides were counted with effective diameter 0.07 μm and a density of 0.46 × 1020 
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m-3. Dislocation line density was 17.6  × 1014 m-2. 688 dislocation loops were measured with an 

average diameter of 8.4 nm and a density of 10.2  × 1021 m-3. There were 8 voids measured with 

an average diameter of 4 nm and a density of 0.34  × 1021 m-3. Finally, 964 oxide nanoclusters 

were counted with a density of 560  × 1021 m-3. The average obstacle spacing was calculated to 

be 21.2 nm [7]. The microstructural data for the as received and irradiated conditions are 

summarized in Table 2.2. 

 Using the DBH model as described in §2.1.4 the microstructurally predicted change in 

hardening can be calculated for each of the irradiated Fe-9%Cr ODS as compared to the as 

received condition. Here the Taylor factor, M, is 3.06 for bcc Fe-Cr alloys [8], the shear 

modulus, µ, is 82 GPa, and the Burger’s vector is 0.248 nm. The values of α used are 0.05 for 

nanoclusters, 0.44 for loops, and 0.65 for voids. The Δσys for Fe2+ irradiated at 3 dpa 500°C is     

-108 MPa and -10 MPa for Fe2+ irradiated at 100 dpa 500°C.   Proton irradiation at 3 dpa 500°C 

predicts a slight hardening of 25 MPa [50]. These values are included in Table 2.2. 

 Mechanical Testing 

This section will provide background information on conventional testing and the various 

small-scale testing methods. As well as address the literature concerning size effects in each 

geometry.  

2.4.1 Conventional Mechanical Testing and Nanoindentation 

Conventional mechanical testing occurs on length scales of meters to millimeters. Testing 

methods consist of uniaxial tension and compression to find yield strengths and elastic modulus 

properties, a variety of hardness tests based on the indenter tip geometry, and Charpy or compact 
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tension (CT) testing for fracture toughness. Additionally, nanoindentation can be used as an 

alternative to other small-scale testing methods and will be briefly reviewed.  

Uniaxial tension is amongst the most straightforward of tests. Generally, a dog-bone 

shaped sample is prepared and installed in a tensile tester. The cross-section can be circular or 

rectangular, but by using a reduced area, plastic deformation can be constrained to the gauge 

length. These dimensions are identified in Figure 2.29 of a tensile sample. Load is measured with 

a load cell and the elongation with an extensometer. Compression testing is conducted in a 

similar manner and the data is analyzed likewise, yet the point of failure can be harder to define 

in a compression sample due. 

After collecting the load and displacement data, the engineering stress and strain can be 

calculated. The general shape of a tensile specimen tested to failure for a bcc steel is shown in 

Figure 2.30. Figure 2.30 also demonstrates the impact of irradiation; with increasing dose, the 

yield strength increases and ductility decreases. The material becomes brittle and unsafe to use. 

A desirable material for use in reactors is one that can absorb the irradiation induced phenomena 

without drastically changing its properties.  

 Bulk mechanical property testing on Fe-Cr alloys have been conducted in the literature in 

both the as received [28,29,36,37,51–58] and irradiated [48,59,60] conditions. In general, the 

response of an irradiated Fe-9%Cr alloy is to increase both the yield strength and ultimate tensile 

strength, while reducing ductility as shown in the figure above.  

Tensile testing has been conducted on a variety of different Fe-Cr alloys. Two Fe-14%Cr 

alloys tested by Fournier resulted in yield strengths of ~1100 MPa [56]. Auger et al. also looked 

at an Fe-14Cr-0.3Y2O3 alloy finding a yield strength of 1250 MPa at room temperature [52]. 

Dade et al. found a yield strength of 1085 MPa in a room temperature Fe-14Cr ODS [51].  
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Work by Chauhan studied the temperature dependency of Fe-9%Cr ODS finding a 

reduction in yield strength with increase in temperature from 929 MPa at room temperature to 

160 MPa at 800°C [37]. Toualbi found yield strengths between 1000 and 1200 MPa for an Fe-

9%Cr-1%W-0.2%Ti-0.3%Y2O3 alloy [57]. Using an Fe-9%Cr with varying Y2O3 wt.%, Shi 

found a range of yield strengths between 1000-1200 MPa at room temperature [55]. Hary tested 

an Fe-9%Cr ODS steel tube finding a yield strength of 1020 MPa [58]. Ohtsuka, using the same 

Fe-9%Cr-0.2%Ti as in this study, found a yield strength of ~300 MPa [28].  

Tensile tests on irradiated alloys show an increase in yield strength. Lucon tested an Fe-

9%Cr-1%W-0.2%V-0.1%Ta alloy and found an increase in yield strength of ~400 MPa after 

irradiating with neutrons to 1.73 dpa [48]. Henry tested a variety of Fe-Cr alloys all showing an 

increase in yield strength with irradiation dose [60]. Zinkle collected literature data on Fe-8%Cr 

and Fe-9%Cr finding a range of elastic moduli of 192-216 GPa between room temperature and 

450˚C [59]. Toualbi’s measurements resulted in a range of between 190-220 GPa [57].   

While tension and compression tests are destructive, hardness testing is nondestructive, 

though just as simple and inexpensive. As such, it is frequently used to measure a material’s 

local resistance to plastic deformation. Hardness testing is inherently a comparison of one 

material with other known material’s hardness and there are multiple scales that can be used; 

including Rockwell, Vickers, Knoop, and Brinell. Each scale uses its own indentation tip 

material and shape. Hardness values can be converted to yield strength and elastic modulus for 

well-studied materials using empirical data [15].  

 Ohtsuka [28], Miyata [36], and Toualbi [57] all used a Vickers hardness testing method 

for their respective unirradiated Fe-Cr alloys. Toualbi found Vickers hardness values between 
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300-400 Hv. Miyata, varying the ferrite wt.%, found a range of 4.2-5 GPa. Ohtuska found a range 

of Vickers hardness values of 340-370 Hv.  

 Nanoindentation is conducted on small length scales and is often used due to its simple 

sample preparation requirements, polishing, and the relative simplicity of conducting the tests. 

However, it does have a more complicated analysis than other uniaxial small-scale testing. 

Berkovich and spherical [18,50,61–64] tips are the two indenter tips used. Berkovich tips directly 

result in hardness values and the unloading curve of an indent can be used to find elastic 

modulus. Yield stress can be related to the hardness measurements using empirical data, while 

spherical tips allow for a direct analysis of yield strength as shown in ref. [65].  

There are two typical configurations for nanoindentation testing of ion irradiated 

materials. The first is “top-down” indentation on the irradiated surface, with indent directions 

parallel to the irradiation direction. This requires an understanding of the deformation volume 

under the indent to separate the unirradiated substrate contribution from that of the irradiated 

material. The second method is to indent the cross section of an ion-irradiated sample. Here, a 

hardness profile can be measured as a function of the ion irradiation damage profile [18]. This 

allows for a direct comparison between the bulk material properties and the irradiated material. 

An example of this method is shown in Figure 2.31. 

In the study shown in Figure 2.31, Hosemann, et al, tested HT-9, an Fe-12%Cr alloy, 

irradiated with protons and helium ions at varying dose and temperature [66].  Hardness values 

increased with irradiation, while the magnitude of increase reduced with increased temperature 

[66]. Hosemann conducted a similar study on 304 stainless steel (SS) using 2 MeV protons to a 

dose of 10 dpa, with similar results – increase in hardness with irradiation [18].  



61 

 

Dolph, et al, conducted nanoindentation tests on an Fe-9%Cr alloy using 5 MeV Fe2+ ions 

at 400˚C. At a dose of 100 dpa, Dolph found strengthening of ~110-130 MPa [27]. This is half 

the strengthening mentioned previously in §2.2 for a similar alloy as predicted by microstructural 

changes. This difference in yield strength change can be accounted for in the higher temperature, 

500˚C, in the material used in this thesis versus 400 ˚C used in ref [27]. New work by Heintze et 

al. on Fe2+ irradiated Fe-9%Cr alloys showed an increase in hardness (and subsequently 

calculated yield strength change of ~200 MPa) at an irradiation temperature of room temperature 

and 300°C, but no change in hardness at 500°C [67,68]. This is also consistent with the DBH 

prediction from §2.2. 

 Conventional fracture testing generally is conducted either through a Charpy impact test 

or a compact tension (CT) test [20]. Examples of specimens from each type of test is shown in 

Figure 2.32a-b and 2.32c, respectively. Testing temperature is often varied to understand the 

DBTT and upper and lower shelf energies. Additionally, after testing, fracture surfaces are 

micrographed to understand the fracture mechanism(s). Images of the three main categories are 

provided in Figure 2.33. 2.33a demonstrates brittle, cleavage fracture; smooth surfaces with 

grooves running in the direction of crack growth. 2.33b demonstrates ductile fracture; dimples 

where decohesion occurred around inclusions or grain boundaries can be seen. Finally, 2.33c 

shows intergranular fracture with well-defined grain surfaces left where decohesion occurred. 

 Fracture studies of Fe-9%Cr alloys in the literature are often focused on the DBTT, 

though new work reports the KQ,J values of various Fe-Cr nanostructured alloys. Cannon and 

Gelles conducted Charpy impact testing on Fe-9%Cr-1W and Fe-9%Cr-1%V alloys irradiated 

with neutrons to 10 dpa at 365°C. They found drops in upper shelf energies between unirradiated 

and irradiated conditions of Fe-9%Cr-1%W and Fe-9%Cr-1%V alloys of 60 J/cm2 and 40 J/cm2, 



62 

 

respectively [69]. Work by Abe et al, found a large influence of specimen size on upper shelf 

energy in a 9%Cr-2%W-0.1%C steel with full sized specimens reaching 310 J/cm2. In 

comparison half-sized specimens and third-sized specimens reached only 180 J/cm2 and 100 

J/cm2 [70].  

 An extensive review of Fe-9%Cr and Fe-14%Cr nanostructured alloys was conducted by 

Byun et al. in ref. [71]. Figure 2.34 is a reproduction from this reference where fracture 

toughness, KQ,J (MPa m1/2) is plotted as a function of yield stress (MPa) for many different alloys 

[71]. It shows that the inverse relationship between strength and fracture toughness holds true for 

this material system. It also demonstrates a rather large range for fracture toughness values. 

Focusing solely on the 9Cr alloys KQ,J values can range from 20 MPa m1/2 to 280 MPa m1/2 [71].   

2.4.2 Micropillar Compression 

Micropillar compression is one of the most widely used in situ mechanical testing 

geometries [72]. The geometry is simple to mill compared to beams or tensile dog bone samples 

while still allowing for measurements of yield stress and Young’s modulus.  

Micropillar compression consists of testing either cylindrical [73–77] or rectangular 

[11,74] micropillars, mostly focus ion beam (FIB) milled from a bulk sample. Figure 2.35 shows 

both in situ SEM (a) cylindrical and (b) rectangular micropillars [74] as well as in situ TEM (c) 

cylindrical [78] and (d) rectangular [11] samples from the existing literature. While cylindrical 

micropillars are more straightforward to mill, they do increase the taper angle and as found in 

work by Shin, larger taper angles correspond with a wider variation in measured yield stresses 

[74].  

A variety of pure materials have been tested, including Mg [75], Ti [79], Cu [78,80], Fe 

[81], Cr [82], Au [83], and Mo [83,84]. Single crystals can be compared to either bi-crystalline 
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or polycrystalline versions of themselves. Again, this relates the microstructure to the dimensions 

tested. By using simple systems, the basic size-effect mechanisms due to twinning [80] or 

individual slip events [79] can be qualitatively matched with the quantitative load-displacement 

curves obtained during the compression. Other studies observe the effect of grain orientation on 

the resulting yield stress or the impact of loading and strain rate [83,84]. 

In comparison to pure materials, compression of various alloys introduces more 

microstructural complexity. Studies have found that alloyed materials are able to reach smaller 

dimensions before exhibiting size effects due to the increased obstacle density from their alloyed 

microstructures. Experiments include various ODS alloys [74] including MA6000 [85], PM2000 

[86], stainless steels T91 and HT9 [87], a nickel based super alloy [73], and a NiTi alloy [88].  

Finally, many studies have been done on irradiated materials [18,74,77,78,86,89]. These 

are of significance because irradiation changes the microstructural obstacles in a material. This 

can both increase or decrease obstacle size and number in a material. For example, dislocation 

loops and precipitates can form. Or if the irradiation is conducted at temperature, the dissolution 

of precipitates, oxides, and/or grain growth can occur. This change in microstructural obstacles 

directly impacts the microstructure-sample dimension relationship controlling the size effects.  

An example of the impact irradiation can cause is demonstrated by the work of Kiener 

and Hosemann et al. Where they observe the relationship between microstructural and 

dimensional constraints in Cu [78]. They compare unirradiated and proton irradiated Cu in the 

(100) orientation. Lamellae were first FIB milled from bulk Cu then subjected to 1.1 MeV 

protons at 80˚C. Cylindrical micropillars were FIB milled from both the unirradiated and 

irradiated lamellae. The irradiated micropillars experienced a dose of 0.8 displacements per atom 

(dpa). To understand the relationship between the microstructural and dimensional constraints, 
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the micropillar diameters were varied between 80 nm and 1500 nm and then loaded in situ TEM 

compression. 

Load-displacement data was collected and stress-strain curves were generated. Yield 

stress values for each micropillar were calculated and plotted against the micropillar diameter 

(Figure 2.36). The yield stress for the unirradiated Cu behaved logarithmically with the diameter 

of the sample. As the sample decreased in size, the yield stress increased. In contrast, the 

irradiated copper, with a higher defect density than the unirradiated material, reaches a size-

independent regime above a micropillar diameter of 400 nm. These samples exhibit yield stresses 

between 220-280 MPa, consistent with the prediction for bulk proton irradiated Cu [78].  

There are two main phenomena to understand here. The first is the general increase in 

yield stress as the sample size reduces. The authors attribute this to the dislocation source size. In 

smaller samples, dislocation sources are small, and these sources do not interact with the defects, 

even in the defect denser irradiated Cu. The second behavior is the size-independence of the 

irradiated material above the 400 nm threshold. Past this threshold, the dislocation sources reach 

a size large enough to interact with the defects in the irradiated material, hence the ‘leveling-off’ 

of the yield stresses above 400 nm [78].  

This study of a simple material demonstrates the interaction between sample size 

(dimensional constraints) and the microstructure (irradiated vs unirradiated). It demonstrates that 

size-independent sample dimension thresholds can be identified for specific materials and 

irradiation conditions in micropillar compression. Though this fundamental model is 

demonstrated here in micropillars, the lessons learned can be applied to other geometries. This 

relationship between microstructural constraints and sample dimensions provides a foundation 

that other geometries can build upon.  
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2.4.3 Lamellae Indentation 

One of the simplest TEM in situ mechanical testing experiments to conduct is that of 

indentation on a thin (i.e. electron-transparent) foil. However, the subsequent analysis and 

interpretation of the experiment is difficult and presents numerous quantitative and qualitative 

challenges [90–96]. Quantitatively, the geometry gives rise to a complex stress distribution that 

is difficult to precisely represent in a finite element-type mesh. But qualitatively, video 

interpretation is further challenged by several factors, including microstructural complexity, non-

optimal imaging conditions, drift and vibrations, and human error. 

First, discerning individual slip events or dislocation movements becomes increasingly 

difficult as the material’s compositional and microstructural complexity increases. Materials with 

simple microstructures, such as pure Al, Cu, Mg, or Zn, allow for relatively easy observation of 

dislocation motion and obstacle interaction. Individual dislocation nucleation and motion has 

been clearly observed [12,78,79,90,93,97–102] along with grain boundary coarsening and 

migration [90–92,101,103–109]. Twin boundary formation can also be observed [75,110–114]. 

But as material complexity increases, including by way of irradiation, the ability to observe 

distinct events becomes more difficult and more susceptible to interpretation. There are only 

limited studies in which individual dislocation motion is seen during in situ TEM straining of 

microstructurally complex materials [115–117].  

Next, because most TEM in situ mechanical testing holders do not allow for double-

tilting (both α and β tilt), the experimenter cannot easily guarantee proper crystallographic 

orientation with respect to the electron beam so as to set up ideal imaging conditions for 

observation of dislocation motion. In such a case, one can only conduct detailed microstructural 

characterization of the sample pre- or post-mortem. Even with this pre or post imaging step, it 
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can be difficult to compare the indentation video to the still microstructure images collected at 

different tilt angles.  

Additionally, once the indenter tip contacts the specimen, mechanical vibrations of the 

motor driving the tip are transferred to the specimen. This can result in an appearance of 

“shaking” in the TEM video recorded during the test, which makes it impossible to observe 

changes from one frame to the next. 

Finally, identification of fine features such as dislocation loops or lines in 

microstructurally complex alloys is subject to interpretation [1].  So even if one is able to see or 

count features in TEM indentation videos, two different researchers will likely arrive at different 

results. While some of this subjectivity can be eliminated by using computer-based software to 

help identify or count microstructural features, these types of software are also less effective for 

interpreting the images from microstructurally complex materials, such as ion irradiated 

engineering alloys currently used or under consideration for nuclear reactor structural and 

cladding components. 

2.4.4 Cantilever Bending 

The cantilever beam can be utilized to find a variety of mechanical properties including 

flow stress [118–121], Young’s modulus [122], and fracture toughness [23,123–125], though 

fracture toughness will be discussed in the following section. Again, samples can be FIB milled 

at both SEM and TEM scales (Figure 2.37) [119,126]. 

Like the micropillars for compression, many different materials have been tested in this 

configuration. Systems range from the simple, Cu [118,122,127,128], Ti [121,129], Zr [129], Si 

[130] and Fe [131], to Au and SiO2 thin films [132], up to the more complex Fe-12%Cr alloy in 

a study by Armstrong [119].   
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The work on pure Fe microcantilevers by Halliday [131] compared the flow stress 

behavior of unirradiated with self-ion irradiation at two different doses. Waisted and uniform 

cross-section cantilevers (Figure 2.38) were tested in all three conditions. Irradiation hardening 

was measured in the waisted cantilevers but not the uniform beams. The authors attribute this 

difference to size effects. The maximum stress is occurring on the underside of the cantilevers 

and in the uniform cross-sections the volume of material, due to the triangular cross-section, is 

smaller than that in the rectangular cross-section waisted cantilevers. Hence, the waisted 

cantilevers experience a size-independence like the large Cu micropillars in the study by Kiener 

[78], discussed in §2.4.2.  

This work by Armstrong demonstrates that the same relationship between microstructure 

and dimensional constraints exist in irradiated beams. But it also suggests that the added 

complexity of cantilever geometry must be accounted. Work by Kiener on Cu beams and 

micropillars compares the size effect in these two geometries. Figure 2.39 shows the results of 

this study. The horizontally dashed line at 210 MPa is the result from a tensile test on 10 µm 

grain Cu and can be assumed to be the upper limit of a bulk test on Cu. While both cantilevers 

and micropillars see an inflated flow stress at smaller dimensions, the cantilevers approach this 

bulk flow stress at a smaller beam thickness than the micropillars.  

While both micropillars and cantilever beams experience the fundamental relationship 

between microstructure and dimensional constraints, they are impacted differently due to the 

difference in geometry. Since the impact irradiation has on the microstructure has been 

discussed, the deep dive into size-effect modeling will be conducted on a study of unirradiated 

cantilevers.   
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A power law relationship is used by Kiener to describe the flow stress-sample dimension 

dependence in the study above [127]. In this section we’ll review work by Tarleton on Ti and Zr 

cantilever beams that looks at this power law relationship closer and the dislocation behavior 

needed to explain the observations [129].  

 Tarleton et al. uses a discrete dislocation plasticity model to compare with experimental 

results. They conduct their experiments on commercially pure Ti and Zr. Using electron 

backscatter diffraction, they identify and mill their cantilever samples from the same hexagonal 

close-packed (hcp) orientation they use in the model. This is not the first time a discrete 

dislocation plasticity study was developed to explain the dislocation pile-up and size-effect seen 

in the flow stress of bending beams. Cleveringa also looked at this same phenomena, however in 

that case the study was conducted on a pure bending moment geometry [133]. Tarleton, 

however, specifically models the cantilever geometry, using a 6:1 length to thickness ratio for the 

beams. Beam widths, w, were varied between 1 and 10 µm. Tests were conducted in situ SEM, 

loading samples at a constant displacement rate [129]. 

 The model was quasi-static and plain strain, with an assumed elastic isotropy. Dislocation 

glide was allowed only on the <a> prismatic slip systems with {1010} slip plane normal and 

<1120> slip directions. Figure 2.40 shows a comparison of the model with experimental beam 

bending tests. As the beam width increases, the stress reduces, showing less of an inflated size-

effect.  

There are two main ways to understand the size-effect seen in micro-cantilevers in Figure 

2.40. The first is the soft pile-up behavior experienced in bending beams. The second is the 

geometrically necessary dislocations (GNDs) required to exhibit plastic strain. When bent, 

cantilever beams experience compression at the bottom surface and tension at the top surface, 
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with a neutral axis running along the center of the beam. Figure 2.41 shows that dislocations on 

slip planes with an acute counter-clockwise angle to the neutral axis have a positive burgers 

vector (+b, blue). These +b dislocations are driven to the neutral axis where there is zero 

resolved shear stress. Dislocations on slip planes that are at an obtuse angle to the neutral axis 

have a negative burgers vector (-b, red) and escape to the free surface. The +b dislocations create 

a soft pile-up. In turn, this soft pile-up creates a stress that acts backwards, increasing the stress 

needed to reactivate the originating source, hardening the material. This leads to dislocation 

nucleation on nearby slip planes, creating a plastic strain gradient in the cantilever. The soft pile-

up length scales with beam size so that smaller beams display larger hardening and higher flow 

stresses.  

To accommodate the plastic strain gradient, GNDs must also be present and they nucleate 

from available sources. Hence, if the source density, 𝜌𝑠, in the material is the same no matter the 

size of the sample volume, smaller samples have less sources for GND’s to nucleate from. This 

inflates the stress in the material. In combination these two mechanisms attribute to the size 

effect seen in the small beams in Figure 2.40. 

Ultimately, Tarleton runs a variety of simulations showing the flow stress, 𝜎𝑓, as a 

function of the normalized beam size. The normalized beam size is the size of the beam over the 

average source spacing in the material, 𝑤𝑠. Where 𝑤𝑠 =
1

√𝜌𝑠
. The results of these simulations are 

shown in Figure 2.42. As the normalized sample dimension increased, a limit, or bulk flow 

stress, of 133 MPa was observed. This flow stress can be compared back with the experimental 

results shown in Figure 2.40, where indeed, the 10 μm sample reached approximately the same 

flow stress, suggesting a size-effect threshold of 10 μm for pure Ti. 
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Tarleton was able to relate the fundamental dislocation behavior (the microstructure) with 

the dimensional constraints (beam size) using a discrete dislocation model of an in situ SEM 

cantilever bending experiment on Ti. While the experimental sample was not irradiated, this 

model adequately captures the relationship between the microstructure and the dimensions of the 

sample. Therefore, if the irradiated microstructure of the material of interest is understood, this 

model can be used to predict and understand the size effects seen in cantilever bend testing.  

2.4.5 Fracture in Cantilevers and Clamped Beams 

The final in situ testing method to be covered in this review includes two types of beam 

fracture testing, the cantilever and clamped beam geometries. Both geometries are shown in 

Figure 2.43 at the SEM scale [134,135]. The cantilever style of fracture testing is used more 

often because the geometry is easier to analyze through simple beam theory. However, there are 

advantages to the clamped beam design that make it worth reviewing: 1) the ability to control the 

crack growth and 2) for in situ TEM testing, avoids losing the fractured sample in the 

microscope. In most of the literature, the samples are notched to induce a stress intensity. The 

notching geometry [136] and milling ion [137] can influence the fracture measurements and 

must be kept in mind when preparing samples. Additionally, ductile small-scale material testing 

adds complexity. 

Most studies utilize finite element modeling (FEM) to generate geometry factors and 

understand the stress intensities induced. All must consider possible size effects whether using 

LEFM in the case of brittle materials or using elastic-plastic fracture mechanics models like the 

J-integral for ductile materials [23,138]. A few studies look at the anisotropy of the fracture 

behavior [139–141] and others theorize atomistic fracture models only [142–144].  
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Fracture testing of brittle materials like Si [145–147], alumina [148], fused quartz [148], 

spinel [139], and various coatings [135,149,150] have been conducted as well as on more ductile 

materials like W [23,124,134], Fe [138,140,151], and NiAl [125,152]. Single studies on carbon 

fibers [153], Bi embrittled Cu grains [123], and a Ni-Cr austenitic stainless steel [13] also exist. 

Many of these studies utilize FEM to generate geometry factors and understand the stress 

intensities induced. All must consider possible size effects whether using linear elastic fracture 

mechanics (LEFM) in the case of brittle materials or using elastic-plastic fracture mechanics 

models like the J-integral for ductile materials [23,138]. A few studies look at the anisotropy of 

the fracture behavior [139–141] and others theorize atomistic fracture models only [142–144].  

Ductile small-scale material testing adds complexity. To get the broad picture, a study by 

Ritchie will be reviewed first. Here, the samples tested are not SEM or TEM scale, but the 

relationship between the microstructure and the macroscale continuum fracture mechanics is 

essential to understanding the types of toughness measurements [154]. The second study uses 

these continuum fracture mechanics principles and applies them to small-scale tungsten 

cantilevers. Here, Wurster shows the possibility for small-scale, in situ fracture testing of ductile 

materials [23].  

 Ritchie’s work compares two measures of toughness in AISI 4340 alloy steel at two 

different austenizing temperatures, 870˚C and 1200˚C [154]. These two material conditions will 

be referred to as the 870˚C and the 1200˚C materials, where each temperature results in different 

grain sizes, which, in turn impacts toughness. Both fail in a stress-controlled manner (quasi-

cleavage and intergranular cracking), however Ritchie suggests that these results would also hold 

for a strain-controlled ductile failure [154,155]. The two measures of toughness used by Ritchie 

are traditional fracture toughness, KIC, and the Charpy test where JIC is obtained.  
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The 1200˚C condition results in KIC twice as large as the 870˚C material. However, the 

JIC is lower in the 1200˚C than the 870˚C. This discrepancy could not be explained through a 

difference in shear lip energy or strain rate, so Ritchie looked to the microstructure. The 1200˚C 

material has grains on the order of 250-350 μm, while the 870˚C material grains are an order of 

magnitude smaller at 25-30 μm in diameter [154]. Due to grain boundary irradiation 

embrittlement, the grain boundaries are the fracture sites and act as the critical microstructural 

feature, the characteristic length, l. 

Figure 2.44 highlights the difference in the two materials’ microstructures in relation to 

the two different toughness tests. The critical stress for fracture, 𝜎𝑓, is less in the 1200˚C material 

than in the 870˚C material in both testing cases. The Charpy testing captures this fact because it 

evaluates a large volume of material, much larger than the grain size. In comparison, the KIC test 

acts in a local manner, on the order of a single grain in the 870˚C material. When, 𝜎𝑓 acts at the 

grain boundary, the material fails. This results in the smaller grain material (870˚C) giving a 

smaller KIC result than the larger grain material (1200˚C). The 1200˚C material doesn’t increase 

toughness, it simply increases the characteristic length over which 𝜎𝑓 must act to induce failure. 

This gives a false impression of the toughness in the 1200˚C material. Both the KIC and JIC 

values must be understood in relation to the microstructure for a complete picture. 

 In this work, we can see that microstructure can drastically impact the toughness 

measurements obtained. When sample dimensions are reduced, to a few grains or even a single 

grain, it is even more critical to understand the relationship between the microstructure and the 

sample dimensions. Any model attempting to capture this fracture behavior will need to 

incorporate the learnings from studies such as this. In the next section, we’ll look at an 
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experiment by Wurster, where continuum scale fracture mechanics, the J-integral approach, is 

applied to small-scale ductile fracture samples.   

Wurster FIB mills single crystal W cantilevers 10 μm long and in situ SEM fracture tests 

them, utilizing a J-integral model to analyze the results [23]. The cantilevers are notched and the 

stress intensity, KQ, at the notch tip can be found using LEFM for the cantilever geometry. 

Wurster then applies the J-integral model, using the following equation to quantify the absorbed 

energy [23].  

𝐽𝑖 =
𝐾𝑖

2(1 − 𝜈)2

𝐸
+

𝜂𝐴𝑃𝑙(𝑖)

𝑤(ℎ − 𝑎0)
 Equation 2.59 

The first term is the elastic energy and the second is the plastic energy, where ν is Poisson’s 

ratio, E the elastic modulus, η a constant, Apl the area under the plastic portion of the load-

displacement curve, B the thickness, W the width of the beam, and ao the initial crack length.  

 Wurster loads and unloads the cantilevers multiple times to capture the crack growth 

behavior and after each unloading measures the crack growth, Δa. Plotting the J-integral versus 

the change in crack length, the critical, JIC, value can be obtained. JIC is the point at which the 

crack transitions from the blunting regime to the crack growth regime. Wurster’s data and this 

transition point are identified in Figure 2.45.  

 Using the JIC value, Wurster can calculate an apparent fracture toughness value, KQ,J, 

using the following equation [23].  

𝐾𝑄,𝐽 = √
𝐽𝐼𝐶𝐸

1 − 𝜈2
 Equation 2.60 

This allows for a comparison with a traditional KIC measurement as calculated from LEFM. 

Wurster finds that this KQ,J is significantly larger than the LEFM result, 20 MPa m1/2
 vs 3 MPa 

m1/2 [23]. The authors suggest that the KIC value from LEFM can be used as a lower bound with 
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the KQ,J being an upper bound of values. Compared to the literature bulk values (4-8 MPa m1/2), 

the KQ,J values are inflated. The authors attribute this to the small sample size, however they 

make no assertions about the specific microstructural mechanism driving this size-effect [23]. 

This leaves a gap in the literature where small scale fracture testing has yet to delve into the 

microstructure-sample dimension relationship for semi-brittle and ductile material fracture.  
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Table 2.1 - Chemical composition of model Fe-9%Cr ODS alloy 

Chemical Composition (wt.%, balance Fe) 

C Si Mn P S Ni Cr W Ti Y O N Ar Y2O3 
Ex. 

O 

0.14 0.048 0.05 <0.005 0.004 0.06 8.67 1.96 0.23 0.27 0.14 0.017 0.004 0.34 0.07 

[Y2O3] = 1.27 x [Y] 

[Ex.O] = [Total O] – [O in Y2O3 powder] = [O] – 0.27 x [Y] 
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Table 2.2 - Microstructural characterization of Fe-9%Cr ODS alloy for as-received and irradiated conditions- [6,50] 

Feature Measurement As-received 
Fe2+ irradiated 

(3 dpa,  500°C) 

Fe2+ irradiated 

(100 dpa, 500°C) 

Proton-irradiated 

(3 dpa, 500˚C) 

Grains/Laths # of grains measured 104 104 105 104 

Effective diameter (×10-6 m) 0.23 ± 0.12 0.28 ± 0.08 0.37 ± 0.19 0.31 ± 0.11 

Dislocation lines # of measurements 17 21 35 46 

Density (×1014 m-2) 19.1 ± 3.8 22.6 ± 4.8 18.4 ± 6.9 17.6 ± 5.3 

Carbide 

Precipitates 

# of carbides measured 36 48 34 51 

Effective diameter (×10-6 m) 0.11 ± 0.07 0.08 ± 0.04 0.08 ± 0.03 0.07 ± 0.03 

Density (×1020 m-3) 0.20 0.76 0.29 0.46 

Voids # of voids measured 0 0 0 8 

Diameter (×10-9 m) - - - 4.00 ± 1.51 

Density (×1021 m-3) - - - 0.34 ± 0.44 

Dislocation loops # of loops measured 0 48 182 688 

Diameter (×10-9 m) - 8.5 ± 2.2 10.7 ± 4.2 8.4 ± 1.7 

Density (×1021 m-3) - 2.1 ± 0.1 4.3 ± 0.8 10.2 ± 8.0 

Oxide nanoclusters # of clusters measured 413 188 1474 975 

Average diameter (nm) 5.71 ± 0.09 5.74 ± 0.11 5.58 ± 0.06 5.15 ± 0.04 

Density (×1021 m-3) 443 120 433 414 

Average Obstacle Spacing on Glide Plane (nm) 19.9 37.6 20.2 21.2 

Δσys calculated from microstructure (MPa) - -108 -10 25 
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Figure 2.1 – Potential energy vs atomic spacing – adapted from [8] 
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Figure 2.2 – Force vs atomic spacing – adapted from [8] 
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Figure 2.3 – Point defects in a crystal lattice – adapted from [8] 
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Figure 2.4 – Dislocations in a crystal lattice – adapted from [8] 
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Figure 2.5 – Dislocation motion in a crystal lattice – adapted from [8]  
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Figure 2.6 – (a) Normal to slip plane, φ, and slip direction, λ, angles from uniaxial tensile load 

(b) idealized macroscopic slip events in a single crystal – adapted from [8] 
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Figure 2.7 – Description of bond energy with applied tension and equilibrium spacing between 

atoms depicted to overcome cohesive force between atoms – adapted from [12] 
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Figure 2.8 – (a) Stress line concentrations in an edge-notched specimen (b) elliptical flaw with 

major axis, 2a, minor axis 2b, and applied stress, σ. Stress distribution depicted with highest 

stress at edges of major axis perpendicular to the applied stress direction reaching approximately 

3 times the applied stress. (c) Infinitely wide plate subjected to remote tensile stress used in 

Griffith energy criterion derivation – adapted from [16,20] 
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Figure 2.9 – (a) Polar coordinate system defined with origin at crack tip (b) modes of loading 

around a crack – adapted from [12] 
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Figure 2.10 – Arbitrary path drawn around the crack tip. Illustrates the path-independent nature 

of the J-integral – adapted from [12] 
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Figure 2.11– (a) Depiction of large plastic strain, plastic J-field, and elastic K-field regions 

around the crack tip as a function of the crack tip opening displacement, δ. (b) Stress as a 

function of distance from crack tip with HRR and LEFM models region of influence defined – 

adapted from [20] 
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Figure 2.12 – J resistance curve as a function of crack growth. Initially crack blunts, but at 

critical J value, JIC, the crack begins to grow – adapted from [12] 
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Figure 2.13 – Mechanisms of fracture in metals: (a) ductile fracture from void nucleation and 

growth, (b) cleavage, and (c) intergranular fracture– adapted from [12]  
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Figure 2.14 – Schematic images showing (a) particles in a matrix, (b) void nucleation, (c) void 

growth, (d) strain localization between voids, (e) necking between voids and, finally, (f) 

coalescence and fracture – adapted from [12] 
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Figure 2.15 – Schematic images showing ductile crack growth (a) particles in a matrix at the 

crack tip (b) void nucleation and growth, (c) void coalescence results in crack growth – adapted 

from [12] 
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Figure 2.16 – Stress field ahead of macroscopic crack, where an inclusion with a microcrack 

feels the strain in the matrix due to the macroscopic crack, and propagates into the matrix 

causing cleavage fracture – adapted from [12] 
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Figure 2.17 – The ductile-to-brittle transition temperature occurs over a narrow band of 

temperatures in bcc metals; at low temperatures the material cleaves, at higher temperatures the 

material exhibits ductile microvoid coalescence– adapted from [12] 
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Figure 2.18 – (a) Large impurity atom introducing compressive field in lattice (b) two impurity 

atoms congregated around an edge dislocation to reduce lattice strain – adapted from [8] 
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Figure 2.19 – Orowan mechanism relating characteristic length, d, with the obstacle spacing, L 

(a) d > L blocks dislocation motion, (b) d = L dislocation motion is uninhibited – adapted from 

[8] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



96 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.20 – Hall-Petch plot for iron and low-carbon steel across grain sizes ranging from 100 

µm to 1 nm – adapted from [9] 
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Figure 2.21 – Extrinsic (behind crack tip) and intrinsic (ahead of crack tip) toughening 

mechanisms - adapted from [13] 
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Figure 2.22 – Stress-strain curve showing yield strength at 0.002 strain offset - adapted from [8] 
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Figure 2.23 – Single edge notched bend (SE(B)) diagram with load, P, width, W, loading 

separation, S, and crack length, a - adapted from [12] 
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Figure 2.24 – Diagram of damage cascade with irradiating particle, vacancies and interstitials 

formed, and depleted zone - adapted from [7] 
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Figure 2.25 – Diagram of damage cascades for different irradiating particles, with average recoil 

energy, 𝑇̅, and displacement efficiency, ε, adapted from [7] 
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Figure 2.26 – Shift in DBTT with irradiation due to hardening in material from irradiation 

defects - adapted from [7]  
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Figure 2.27 – Fe-9%Cr phase diagram predicting a fully martensitic alloy – reproduced from 

[16] 
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Figure 2.28 – TEM micrograph of as received Fe-9%Cr ODS – reproduced from [6] 
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Figure 2.29 – Tensile sample with gauge length, diameter, and cross-sectional area defined. 
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Figure 2.30 – General behavior of irradiated ferritic (bcc) steel undergoing uniaxial tensile 

loading - adapted from [7] . 
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Figure 2.31 - (a) Nanoindentation schematic on HT-9 alloy (b) nanoindentation results as a 

function of depth on proton irradiated HT-9 at room temperature with damage profile overlayed  

– adapted from [39] 
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Figure 2.32 – Examples of specimens for (a) compact tension (b) spherical compact tension and 

(c) charpy impact testing – adapted from [12] 
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Figure 2.33 – Fractographs of (a) brittle, cleavage fracture, (b) ductile fracture, (c) intergranular 

fracture – adapted from [12] 
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Figure 2.34 – Fracture toughness, KQ,J (MPa m1/2) is plotted as a function of yield strength 

(MPa) for a variety of Fe-9%Cr and Fe-14%Cr nanostructured alloys – reproduced from [48] 
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Figure 2.35 – Images from literature showing in situ SEM (a) cylindrical and (b) rectangular 

micropillars as well as in situ TEM (c) cylindrical and (d) rectangular micropillars for 

compression – adapted from [42,46,47] 
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Figure 2.36 – Results of irradiated Cu micropillar compression test conducted by Kiener, et al. – 

reproduced from [47] 
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Figure 2.37 – Examples of cantilevers FIB milled at (a) SEM scale and (b) TEM scale – adapted 

from [90,91]. 
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Figure 2.38 – Work by Armstrong et al. displaying the (a) uniform and (b) waisted cross-section 

cantilever beams – adapted from [90] 
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Figure 2.39 – Results from Kiener comparing the true stress (flow stress at 20% strain) measured 

in micropillar compression and cantilever bending as a function of micropillar diameter or beam 

thickness. A difference in size-effect is seen for each geometry – reproduced from [127] 
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Figure 2.40 – Tarleton model and experimental stress-strain results compared for Ti beams with 

increasing widths – reproduced from [95] 
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Figure 2.41 – Dislocation structure overlaid on stress finite element model of (a) w = 9 µm and 

(b) w = 3 µm at a strain of 0.01 – adapted from [95] 
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Figure 2.42 – Tarleton model relating the flow stress with the normalized beam size showing a 

power law relationship, with a bulk flow stress, σ_o, of approximately 133 MPa. 
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Figure 2.43 – In situ SEM (a) cantilever and (b) clamped beam fracture designs – reproduced 

from [101,102] 
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Figure 2.44 – Role microstructure plays in toughness measurements, KIC and JIC – adapted from 

[125] 
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Figure 2.45 – Wurster J- Δa data for W cantilevers, showing blunting and growth line, with the 

critical JIC at the intersection of these lines – adapted from [15] 
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3. OBJECTIVE 

The objective of this thesis is to demonstrate the use of in situ TEM mechanical testing to 

find mechanical properties of as received, self-ion, and proton irradiated Fe-9%Cr ODS. The 

objective will be accomplished with an experimental approach supplemented with finite element 

modeling to calculate material properties from measured load-displacement. The measure of 

success in using the in situ TEM mechanical testing techniques has two parts: 1) to build an 

understanding of how the microstructure and specimen dimensions interact to influence 

mechanical properties and 2) the application of this understanding to collect small-scale 

mechanical property data that is consistent with bulk-scale values.  

The reviewed literature shows that in small-scale mechanical testing there is a threshold 

between the intrinsic and extrinsic dimensions where size effects begin to be observed. 

Therefore, it is hypothesized that by combining an understanding of the microstructure and the in 

situ TEM mechanical testing techniques, one can find the bulk-like mechanical properties of as 

received and irradiated Fe-9%Cr ODS alloy. 

To accomplish the overall objective, experiments on four different mechanical testing 

geometries will be conducted; micropillar compression, cantilever bending, lamellae indentation, 

and clamped beam fracture. The corresponding mechanical properties to be measured are yield 

stress and elastic modulus, flow stress, strength of obstacles, and fracture toughness, 

respectively. As such, each geometry has its own sub-objectives. 

Micropillar compression:  

1) Find yield stress 

2) Combine finite element modeling with results to find elastic modulus 
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3) Define the threshold where the interaction between the extrinsic (minimum sample 

dimension) with the intrinsic (obstacle spacing) begins to initiate size effects in Fe-9%Cr 

ODS 

Cantilever bending:  

1) Find flow stress 

2) Confirm threshold between intrinsic and extrinsic dimensions holds true for cantilever 

geometry 

Clamped beam fracture:  

1) Demonstrate in situ TEM fracture on Fe-9%Cr ODS 

2) Combine with extended finite element modeling and J-integral approach to calculate 

fracture toughness values  

Lamellae indentation:  

1) Demonstrate use of lamellae indentation for qualitative analysis 

2) Use MicroViBe to better visualize and understand obstacles in Fe-9%Cr ODS 

 

  



124 

 

4. EXPERIMENTAL 

A version of this chapter has been published in the following journals: 

 

2.  K.H. Yano, Y. Wu, J.P. Wharry. Size Effects in TEM in situ Cantilever Flow Stress 

Measurements in Irradiated Fe-9%Cr ODS. Submitted. Materials Science and Engineering: 

A. (2019).  

 

3. K.H. Yano, S. Thomas, M.J. Swenson, Y. Lu, and J.P. Wharry. TEM in situ cube-corner 

indentation analysis using ViBe motion detection algorithm. Journal of Nuclear Materials 

502 (2018) 201-212. doi:10.1016/j.jnucmat.2018.02.003  

 

4. K.H. Yano, M.J. Swenson, Y. Wu, and J.P. Wharry. TEM in situ micropillar compression 

tests of ion irradiated oxide dispersion strengthened alloy. Journal of Nuclear Materials 483 

(2017) 107. doi:10.1016/j.jnucmat.2016.10.049 and doi:10.1016/j.jnucmat.2017.04.054  

 

In this section the material, irradiation, sample preparation techniques, characterization, and 

indentation settings will be described in detail. The software and settings for finite element 

analysis are discussed, as well as a description of the MicroViBe algorithm and its use in 

lamellae indentation. 

 Material and Irradiation 

A rod of Fe-9%Cr ODS martensitic steel material from the Japan Atomic Energy Agency 

(composition in Table 2.1) was processed by mechanically alloying ferritic steel with Y2O3 

powders. It was then hot extruded at 1150°C. The heat treatment consisted of 1 hour at 1050°C, 

air cooling, tempering at 800°C, with a final air cooling step. Further details regarding the 

processing and fabrication of the rod are available in ref. [28] 

Specimens were prepared for bulk ion irradiation by electrical discharge machining into 

1.5 mm × 1.5 mm × 16 mm bars. The bars were then mechanically polished through 4000 grit 
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SiC paper, followed by electropolishing for 20 seconds in a 10% perchloric acid + 90% methanol 

solution maintained between -30°C and -40°C, with a 35 V applied potential between the 

specimen (anode) and platinum mesh cathode.  

The specimens are then irradiated. Three irradiating conditions were used. All three 

irradiations were conducted using a 1.7 MV General Ionex Tandetron accelerator at Michigan 

Ion Beam Laboratory. The first two irradiating conditions used 5.0 MeV Fe2+ ions to doses of 3 

dpa or 100 dpa at 500° The beam was rastered at 255 Hz. The irradiation dose rate is ~10-4 dpa/s. 

The third irradiating condition used 2.0 MeV protons to a dose of 3 dpa at 500°C with rastering 

at 2061 Hz in the vertical and horizontal direction. The irradiation dose rate is ~10-5 dpa/s. In all 

irradiations a combination of resistance heating and air cooling were used to maintain the 

irradiation temperature at 500±10°C at high vacuum pressures below 1.3 × 10-5 Pa (10-7 torr). 

Beam current is measured throughout the duration of the experiment to ensure accurate dose 

accumulation. 

 The displacement damage profile for the 5.0 MeV Fe2+ ion and 2.0 MeV protons 

normally incident on Fe-9%Cr is calculated using the Stopping and Range of Ions in Matter 

(SRIM) 2013 program in “Quick Calculation” (Kinchin-Pease) mode and displacements are 

obtained from the vacancy.txt file. The damage profile of the Fe2+ irradiation (Figure 4.1a) 

exhibits a steep gradient between the surface and the damage peak, located approximately 1.2 

μm from the surface. The target irradiation doses of 3 and 100 dpa are achieved at a depth of 550 

nm from the surface, avoiding both the surface sink and the Fe implantation peak. The surface 

and peak doses for the 3 dpa condition are approximately 2 dpa and 8.5 dpa, respectively. For the 

100 dpa condition the surface dose is 66 dpa and the peak is 2800 dpa. Samples were taken 

between 200 nm and 800 nm in depth. The proton damage profile (Figure 4.1b) first exhibits a 
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flat profile from the surface until approximately 15 μm, where a steep gradient results in a peak 

at 19 μm from the surface. Samples were taken from depths of 200 nm – 2 μm. In this region, the 

dose ranges from 0.1-0.8 dpa at dose rates of 0.4-4×10-6 dpa/sec. In this irradiation, the target 

dose of 3 dpa is reached at 16 µm in depth. 

 Microstructure Characterization 

Microstructural characterization was conducted using TEM and APT. TEM lamellae were 

prepared using the FIB lift-out technique [156] on an FEI Quanta 3D FEG FIB at the Center for 

Advanced Energy Studies (CAES). Lamellae were oriented perpendicular to the irradiated 

surfaces, resulting in a cross-section of the irradiation damage profile within the lamella. 

Lamellae dimensions were approximately 15 μm × 7 μm × 100 nm. TEM analysis consisted of 

characterizing the size and number density of grains, dislocations, carbide precipitates, voids, 

and dislocation loops. The analyzed regions consisted of 300-700 nm from the surface for the 

Fe2+. Material characterization of the proton irradiated material (published first in [4]) was 

conducted at depths of 1-7 µm, where the dose ranges 0.6-1.1 dpa at a dose rate of 3-5×10-6 

dpa/sec. The data is averaged over this entire depth. The TEM used was a FEI Tecnai TF30-FEG 

scanning transmission electron microscope (STEM), also at CAES.  

Using bright field mode, grains and carbides were imaged. Voids were also imaged in 

bright field mode using the through-focus technique. Dislocation line density was determined 

from measuring the linear density of dislocations in perpendicular directions and calculating an 

effective area density. Dislocation loops were imaged using a bright field STEM technique 

[157]. Further details are provided in refs. [4,6,50]. 

To resolve the < 2 nm in diameter oxide nanoclusters APT was used. APT enables atomic 

resolution. The needles for APT were also FIB milled and analyzed at CAES using a Cameca 
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LEAP 4000X HR. The data sets were then reconstructed using the Integrated Visualization and 

Analysis Software (IVAS) Version 3.6.2. Further details are provided in refs. [4,6,50]. 

 Focused Ion Beam Sample Preparation 

Samples for in situ TEM mechanical testing were all prepared from bulk as received and 

ion irradiated bars. Using FIB milling, different specimen geometries can be manufactured. A 

sample preparation technique published by Imrich [11] and Legros [10] was modified to 

fabricate a TEM lamella containing multiple compression micropillar specimens. This general 

technique can be modified and used to create micropillars, thin lamellas, cantilevers, and 

clamped beams. First, we will detail the steps for micropillar creation, then discuss the 

modifications necessary for the other three geometries. All FIB specimen work has been 

conducted on two FEI Quanta 3D FEG FIB: one at CAES and one at the Purdue Life Sciences 

Microscopy Lab.  

First, we adhere a three-pillar copper TEM half grid to the copper sample mount using 

conductive silver epoxy (Figure 4.2). The nano-sized dimensions of the ODS and small loads 

limits the amount of stress in the copper grid and epoxy to < 0.015% of the stress seen in the 

ODS. Hence, we assume no deformation is occurring in the copper grid and silver epoxy.  

A lamella having approximate dimensions 40 µm × 20 µm × 3 µm is lifted normal to the 

irradiated surface using FIB. Throughout this procedure, the FIB operating voltage is maintained 

at 30 kV, while the current is varied at each step to control the precision of each cut. The 

irradiated surface is first protected depositing a 40 µm × 3 µm × 0.8 µm platinum strip over the 

area of interest using a 0.3 nA beam current. The lamella is then lifted following the 

conventional FIB lift-out technique for TEM specimens [156], using trenching around the 
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platinum strip, freeing the lamella from the bulk, and finally, lifting the lamella using an 

Omniprobe needle. 

The lamella is then affixed to the TEM half-grid on the center post, which simplifies 

alignment of the indenter tip to the compression micropillar or indentation window. Before 

attaching the lamella to the grid, the center grid post is milled to create a straight edge >40 μm 

wide. The lamella is then aligned such that its lower third overlaps the post before it is brought 

into slight contact with the post.  Subsequently, a platinum weld is made across the bottom 

length of the lamella (Figure 4.3a), after which the lamella is detached from the Omniprobe. 

Next, the stage is rotated ±45° and fillet welds are placed along each side of the lamella (Figure 

4.3b). A top-down view of all three welds is shown in Figure 4.3c. After the lamella is securely 

welded to the grid, the entire sample mount is installed onto a pre-tilted 45° stage to allow for 

perpendicular milling of the lamella surface to shape the compression micropillars. 

Micropillars are fabricated with rectangular (as opposed to circular) cross-sections to 

reduce the extent of taper along the micropillar height, simplifying the evaluation of mechanical 

properties [127,158]. Indentation windows, if made, should be electron transparent to enable 

observation of dislocation movement during indentation. Ideal geometries of both thinned 

lamellae and micropillars are shown in Figure 4.4a.  

Each micropillar is shaped to position its top surface ~300 nm below the original irradiated 

surface such that the entire testing volume is located within the ion irradiated region. This 

configuration also avoids any surface oxidation and sputtering effects of irradiation. The sample 

preparation technique presented here accommodates 6-8 micropillars on a single TEM lamella, 

spaced 2-2.5 µm apart.  Sites of interest are now ready for thinning. Thinning proceeds after 

tilting such that the ion beam is parallel to the lamella (incident on the irradiated surface). 
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Cleaning cuts are made with progressively decreasing ion beam currents, beginning with 0.3 nA 

and decrementing to 10 pA for final thinning. Samples can be thinned to the desired thickness. 

For lamella indentation samples, <100 nm thickness is required to ensure electron transparency. 

Targeted micropillar thicknesses vary from 150 nm to 600 nm at the nominal dimensions with 

the quantity tested shown in Table 4.1.  

After thinning, lamellae are ready for indentation. Micropillars, however, require further 

shaping by using cleaning cross-section cuts at 10 pA. The sample is rotated incident on face A 

(as identified in Figure 4.4a) of the micropillar. These shaping cuts remove what remains of the 

protecting platinum layer. For cuts milled in the direction of irradiated surface (Figure 4.4b), the 

sample is over-tilted by +1.5° to account for taper. When shaping from the B faces of the 

micropillar, the sample is also rotated ±1.5° to keep the micropillars as square as possible (Figure 

4.4c). Completed micropillars and windows are shown in Figure 4.5. Heights and lengths were 

confirmed using TEM images to measure the dimensions with ImageJ and thickness was 

measured using electron energy loss spectroscopy (EELS). 

Adjustments for cantilevers consist of the following steps. Approximately 6 cantilevers can 

be made on the same 40 µm × 20 µm × 3 µm sized lamella. Each beam is designated a 5-6 µm 

region from which to be shaped. Each of these regions is thinned to 200-350 nm in thickness 

(Figure 4.6a). Also included in Figure 4.6a is the proton damage profile overlaid on the 

cantilever sites. Because the alloy contains nanostructure grains and cantilevers would be 

polycrystalline, the cantilever positions were selected based on ease of milling. 

The cantilever shape was milled (Figure 4.6b) using the same steps as shaping for the 

micropillars. Cantilever shapes varied in length, thickness and height. Existing stress-strain 

calculations exist for simple beams, where aspect ratio (i.e. ratio of cantilever beam length to 
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height) is a critical parameter in determining whether a beam is simple [122]. Suggested aspect 

ratios range from 2-10 [122]. Twenty cantilevers were made using this recommendation based on 

200 or 500 nm nominal cantilever heights. Lengths of 1, 1.5, and 2 μm were used. Figure 4.6c 

labels the dimensions corresponding to length and height, while thickness of the sample is the 

dimension into the page (or the direction of the electron column in the TEM). Notches were 

milled using the ‘line’ pattern in the FIB using a voltage of 10-30 keV at 10 pA current. Notch 

lengths were nominally 100 nm long in the 500 nm tall samples and 50 nm tall in the 200 nm tall 

samples. Table 4.2 shows the number and nominal dimensions of cantilevers tested.  

The last geometry to be discussed is that of the clamped beam. Again, the same 40 µm × 

20 µm × 3 µm sized lamella as in the micropillars and the cantilevers was taken from the bulk 

sample and attached to the copper grid. Here though, only 3 – 4 clamped beams can be made 

from each lamella, as clamped beams required 8 µm sections with 2 µm between. Beams with 

dimensions labeled are shown in Figure 4.7a before and (b) during indentation. Targeted beam 

height was 500 nm, length was 4 μm, and thickness was 200 nm. Table 4.3 shows the number of 

beams tested per material condition and number fractured. 

 Transmission Electron Microscopy 

4.4.1 EDS, ASTAR, EELS 

Before in-TEM testing, samples were characterized using a variety of (S)TEM 

techniques. Each sample’s thickness, no matter the geometry, was measured using EELS. This 

measurement was conducted using the log-ratio absolute calculation with a beam energy of 300 

keV, a convergence angle of 3.58 mrad, and a collection angle of 11.47 mrad. As all samples 

were Fe-9%Cr, an effective atomic number of 26 was used.   
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Automatic TEM phase orientation mapping (NanoMEGAS ASTAR) was conducted on 

lamella’s after indentation and clamped beams before indentation to determine grain orientations. 

The ASTAR system uses in-TEM precession electron diffraction (PED) to identify the crystal 

orientation of a grain contained within an electron-transparent lamella by collection the electron 

diffraction patterns during a scan of the selected region. The diffraction patterns are then 

matched with known patterns, revealing the grain orientations within the subject lamellae. This is 

advantageous for fine-grained to nanocrystalline materials (e.g. the subject Fe-9%Cr ODs, which 

has 200-300 nm diameter grains), as it provides superior spatial resolution as compared to 

traditional SEM electron backscatter diffraction (EBSD) [159]. In this study a spot size of 6, a 

camera length of 135 mm, and a precession angle of 0.48° is used. Scans were taken across the 

width and height of the lamellae. For the clamped beams, scans were taken around the notch.  

Finally, energy dispersive x-ray spectroscopy (EDS) line scans were taken across grain 

boundaries in the clamped beam geometries to understand if their mechanical properties 

depended on grain boundary chemistry. Lines scans were taken before bending in the clamped 

beams. The EDS scans were taken in the FEI Tecnai TF30-FEG STEM at CAES. Tecnai 

Imaging Analysis (TIA) software was used to analyze the data profiles. 

A 600-800 nm line scan, with 10 nm spacing between measurements and a 10 second 

dwell time was used. This resulted in 50,000-60,000 total counts per point, representing <1% 

counting statistics error. TIA software was used to extract counts from the Kα Fe and Cr peaks in 

the collected spectra. The Cliff-Lorimer equations were used to calculate composition from 

counts. 
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4.4.2 TEM Mechanical Testing and Video Capture Settings 

To conduct the indentation testing, a Hysitron/Bruker PI95 Picoindenter TEM holder was 

used. The main mechanical testing settings to define include the indentation as either 

displacement or load controlled, the indentation limit (either depth or load), and the rate of 

indentation. All indentations conducted in this work were displacement controlled. Depending on 

the geometry, indentation depths and rates were adjusted. Two indentation tips were used: cube-

corner for the lamellae indentation and a 1 μm diameter flat punch tip for the other geometries. 

 Using the flat punch, micropillar compression indentation depths were set to half the 

height of the micropillar. For example, if the micropillar was 400 nm tall, the indentation depth 

was 200 nm. For each test, the load time was 20 seconds, with a 5 second hold time and 10 

second unload time. For lamellae indentation a depth of 100 nm was used with a load time of 25 

seconds and unload time of 10 seconds. Cantilever bending consisted of using the flat punch to 

make contact with the free end of the cantilever (Figure 4.6b). Each indent was displacement 

controlled to the near-maximum bending, i.e. to the point where the cantilever would be bent into 

their base with further displacement. Load time ranged from 20-30 seconds with unload time of 

10 seconds. Finally, for clamped beams, 2-3 indents were made on each beam to induce fracture. 

Due to the depth limitations of the PI95, each indent was held to 500-600 nm in depth. 

Indentation rate was kept at 10 nm/s with a 5 second hold time and 10 nm/s unload rate.  

 The PI95 control software records the displacement and load of the indentation tip, along 

with the TEM charge-couple device (CCD) output as a video file. In all tests, the output was 

recorded at 30 frames per second (fps) and stored using MJPEG compression. Subsequent 

analysis of the quantitative data was conducted through a Microsoft Excel import of the data text 

files. Qualitative image analysis was conducted using ImageJ software. 
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 Finite Element Modeling 

FEM was used to aid in the quantitative analysis of the micropillars and clamped beams. In 

the micropillars, plastic deformation below the micropillar, in the base, needed to be accounted 

for. Due to the unique clamped beam geometry, the model was necessary to find a stress 

intensity at the notch. Two different FEM software packages were used for each geometry. 

A two-dimensional FEM was constructed in ANSYS® Workbench, Academic Research 

release 15.0 [160], with the micropillar and base supported solely along the bottom surface, 

restricted in the ‘Z-direction’, and using a quadrilateral mesh.  Representative FEM simulations 

are shown in Figure 4.8 (Figure 4.8a for a micropillar on a 1 μm base, and Figure 4.8b for a 

micropillar on a 5 μm base). In these simulations, displacement has been normalized, with 

maximum displacement occurring at the top of the micropillar. The deformation in the base of 

each needed to be quantified to adjust the measured elastic modulus values. This is further 

discussed in the results, §5.1.2. 

A three-dimensional FEM was constructed in ABAQUS® version 6.13. This model 

followed the design of Jaya in [145]. A stationary crack was modeled using the extended finite 

element modeling (XFEM) feature, from which a corresponding stress intensity was calculated. 

This stress intensity was then used to calculate a J-integral for each beam. This calculation is 

further discussed in §5.3. The ABAQUS reference manual [161] outlines the stress intensity 

factor determination. Each beam was individually modeled, but a representative model is shown 

in Figure 4.9 after indentation. The maximum principal strain (MAXPE) of 0.035 was used as 

the failure criterion for the Fe-9%Cr material. This was chosen as it was the average strain seen 

before fracture across clamped beams. The elements were 8-node linear bricks in 3D (C3D8R). 

Input files for both the micropillar ANSYS model and the clamped beam ABAQUS model are 

included in Appendix A. 
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 MicroViBe 

Given the microstructural and geometric complexities of these experiments, there is a 

critical need for a consistent, non-subjective approach to more definitively discern plasticity in 

the microstructure. As such, we utilized a motion detection and background subtraction-based 

post-processing approach to carry out an unbiased qualitative interpretation of TEM lamellae 

indentation videos. Given that the background subtraction algorithms used in the macroscale are 

reasonably mature [162,163], evaluating them as tools for analyzing TEM scale videos is well 

motivated. 

The image processing algorithm developed in this work, hereafter referred to as 

“MicroViBe”, uses as its first step the widely accepted ViBe [164] algorithm for foreground 

detection, due to its reliability and computational performance [165]. The MicroViBe algorithm 

will generate a “heatmap” of the indentation region, which will identify areas having the highest 

degree of foreground motion. This heatmap, in combination with post-mortem TEM images, was 

subsequently used to qualitatively assess the relative strengths of microstructural features in the 

lamellae. 

The underlying principle of motion detection is to identify the foreground pixels 

(associated with moving objects) and differentiate them from the background pixels (associated 

with stationary objects). The approach used here is known as the “background subtraction” 

technique [166], wherein each pixel is compared with either a background frame or a 

background model. The background frame consists of a single “control” frame to which all 

subsequent frames are compared, whereas the background model considers the evolution of the 

background frames over time. Because the background subtraction method considers time 

evolution, it is not fully reliant on knowledge about the video subjects [166]. Consequently, the 

background subtraction method parameters are generally more transferrable between 
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applications for motion detection, thus why we choose to utilize the pixel-based background 

subtraction technique with a background model in this work. 

ViBe [164], is used for its motion detection features as one sub-step in the heatmap 

generation algorithm. Owing to the μm sized lamellae, this algorithm is called “MicroViBe.” 

MicroViBe relies on several key input parameters, which have been determined to be ideal at the 

macroscale [164]  based on Percentage of Correct Classification (PCCs); i.e. the algorithm 

identifies changes that a human observer would recognize at the macroscale. These parameters 

are R=20, 𝜙=16, N=20, and #𝑚𝑖𝑛 =2 where R is a threshold value for determining the match 

between pixel from the current frame and the background model, 𝜙 is a time subsampling factor, 

N is the number of samples stored for each pixel in the background model, and #𝑚𝑖𝑛 is the 

number of close pixels needed to classify a new pixel as background. Since there are no existing 

optimized parameter sets at the μm scale, we utilize the macroscale parameters in MicroViBe.  

The application of MicroViBe to an indentation video is a five-step process illustrated in 

Figure 4.10. The first step in the workflow is to load the first frame from the indentation video 

and assign it as the background model. This frame is referred to as the “background reference” in 

Figure 4.10. Next, a binary segmented image is obtained from the next frame using the existing 

ViBe [164] algorithm. In this segmented image, white pixels represent the foreground and black 

pixels represent the background; pixels are detected as foreground when they differ from their 

appearance in the background model, indicating movement from frame to frame.  

The third step in MicroViBe builds a heatmap histogram by incrementing each white 

pixel from the segmented image, by a tally of one in the heatmap. “Heatmap” is a term used in 

motion detection science to connote areas of movement; here, “heat” refers to accumulation of 

motion, not to be confused with thermal “heat”. A corresponding heatmap image having the 
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same dimensions as the background reference image is also created, where each pixel stores 16 

bits of data. The pixel values are initialized with the value 0. The data stored in the heatmap 

image are the count of frames in which the corresponding pixel is detected as foreground. Hence, 

MicroViBe in its current form is limited to a maximum movie length of 65536 frames (for 

example, 36 minutes of video footage at 30 frames per second (fps)); i.e. if the same pixel 

changes in every frame, the algorithm reaches its size limit after 65536 frames. The histogram 

inset in the heatmap image in Figure 4.10 shows that some pixels detect motion as many as 331 

times out of the 1080 frames in the given video. 

The fourth step in MicroViBe involves data normalization. Since the heatmaps are 16-bit 

images, the data must be normalized to the maximum value of 65536 to provide sufficient 

contrast for visualization on computer displays (which usually have an 8-bit color depth). This 

normalized image is labelled as the saturated image in Figure 4.10. Finally, in the fifth step of 

MicroViBe, the grey levels of the saturated image are converted to a false color heatmap for 

more intuitive visualization. The tones within the heatmap are scaled so that the pixels tallying 

the largest number of changes throughout the video are colored red, while pixels with zero 

change throughout the video are colored dark blue. The saturated image and false color heatmap 

are only necessary for visualization purposes; any further image analyses need only use the 

original heatmap image. 

This five-step cycle is repeated for each subsequent frame of the video, comparing one 

frame to the previous, until all frames have been processed. At this juncture, the false color 

heatmaps can be compiled into a video for direct comparison with the original TEM indentation 

video and/or taken as still frames for image analysis; these compiled false color heatmaps will be 

the format of MicroViBe output discussed and presented in the lamellae indentation results §5.4. 
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Table 4.1 - Quantity tested of targeted nominal micropillar dimensions 

Width and Height 

(nm) 

Thickness (nm) 

100 150 200 250 300 350 400 500 600 

A
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ec
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ed
 

150 – 1 – – – – – – – 

200 1 – 1 – – – – – – 

250 – – – 1 – – – – – 

300 1 – – – 1 – – – – 

350 – – – – – 1 – – – 

400 2 – 1 – 1 – 2 – – 

500 1 – – – – – – 1 – 

600 – – 1 – – – – – 1 
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150 – 1 – – – – – – – 

200 1 – – – – – – – – 

250 – – – 1 – – – – – 

300 – – – – 2 – – – – 

350 – – – – – – – – – 

400 2 – 1 – – – 1 – – 

500 1 – – – – – – 1 – 

600 – – – – – – – – 2 

Width and Height 
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Thickness (nm) 
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150 – 1 – – – – – – – 

200 – – 1 – – – – – – 

250 – – – 1 – – – – – 

300 – – – – 1 – – – – 

350 – – – – – – – – – 

400 5 – – – 1 – 1 – – 

500 – – – – – – – – – 

600 – – – – – – – – 1 

 



138 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4.2 – Quantity tested of targeted nominal cantilever dimensions 

Beam Length 

(nm) 

Beam Height 

(nm) 

Notch Length 

(nm) 
As Received 

Proton Irradiated 

(3 dpa 500°C) 

1000 
200 50 2 2 

500 100 2 2 

1500 
200 50 2 1 

500 100 1 2 

2000 
200 50 2 2 

500 100 1 1 
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Table 4.3 – Clamped beam quantity tested and fractured by material condition 

 As Received Fe2+ 3 dpa 500°C Fe2+ 100 dpa 500°C Proton 3 dpa 500°C 

Tested 6 9 9 9 

Fractured 4 5 1 5 
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Figure 4.1 – Damage and implantation profiles of (a) Fe2+ ions and (b) protons on Fe-9%Cr 
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Figure 4.2 – Diagram of PI95 copper sample mount with silver epoxy and three pillar copper 

grid attached 
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Figure 4.3 – SEM images showing (a) overlap of the lamella on the TEM half-grid post with 

weld across the bottomedge of the lamella, (b) fillet weld along sides of lamella at 45°, and (c) 

the three welds used to attach the lamella to the TEM half-grid post 
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Figure 4.4 – (a) Ideal micropillar and window geometries with SRIM damage profile for 5 MeV 

Fe2+ overlaid; (b) first three cuts to shape micropillar, with milling direction indicated; (c) the 

fourth and fifth cuts clean up B faces of the micropillar to final desired dimensions 
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Figure 4.5 – Four (of each) completed micropillars (left) and lamellae (right) 
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Figure 4.6 – Cantilever manufacturing process: (a) thinned cantilever sites with damage profile 

overlayed, (b) milled cantilever in bright field TEM with flat punch and notch labeled 
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Figure 4.7 – Clamped beam (a) before indentation and (b) during indentation, prior to fracture 
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Figure 4.8 – FEM showing normalized displacement of (a) pillar with 1 μm base and (b) pillar 

with 5 μm base 
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Figure 4.9 – FEM of clamped beam. Stress seen in notch area and at left and right portions where 

the beam is ‘clamped’ 
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Figure 4.10 – Schematic representation of the MicroViBe software flowchart. Thick green 

arrows represent direction of workflow. Thin arrows indicate the histogram “legend” to the 

heatmap 
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5. RESULTS 

A version of this chapter has been published in the following journals: 

 

1.  K.H. Yano, Y. Wu, J.P. Wharry. Size Effects in TEM in situ Cantilever Flow Stress 

Measurements in Irradiated Fe-9%Cr ODS. Submitted. Materials Science and Engineering: 

A. (2019).  

 

2. K.H. Yano, S. Thomas, M.J. Swenson, Y. Lu, and J.P. Wharry. TEM in situ cube-corner 

indentation analysis using ViBe motion detection algorithm. Journal of Nuclear Materials 

502 (2018) 201-212. doi:10.1016/j.jnucmat.2018.02.003  

 

3. K.H. Yano, M.J. Swenson, Y. Wu, and J.P. Wharry. TEM in situ micropillar compression 

tests of ion irradiated oxide dispersion strengthened alloy. Journal of Nuclear Materials 483 

(2017) 107. doi:10.1016/j.jnucmat.2016.10.049 and doi:10.1016/j.jnucmat.2017.04.054  

 

The results section is organized such that each geometry and its associated mechanical 

property is presented individually. First, the micropillar compression results with yield stress and 

elastic modulus values are presented. Next the cantilever bending flow stress results are provided 

along with EDS measurements at the notch. Third are the clamped beam fracture results with 

calculated apparent fracture toughness values. Finally, the lamellae indentation will be presented. 

Videos of all results are included in the supplementary material in Appendix B. Though size 

effects play a major role in all of these results, their role will not be discussed until §6. As the 

author did not conduct the microstructural characterization, that information has been provided 

in the background, §2.3.  

 Micropillar Compression 

Three material conditions are studied (as received, Fe2+ at 3 dpa 500°C, Fe2+ at 100 dpa 

500°C) and in each condition, micropillars are fabricated such that dimensions are varied to 

evaluate dependencies on thickness, width/height, and total volume. Micropillars range from 50 
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nm – 600 nm in thickness, 100 nm – 600 nm in width and height, and total volumes ranging 2.5 

μm3 – 246 μm3 (Table 4.1).  

Micropillar dimensions are measured from EELS and using Digital Micrograph software. 

A stress-strain curve is generated from the load-displacement data collected during each 

micropillar test. As there is deflection in the base material of the micropillar, the maximum 

deflection (acquired from the real-time video of the compress tests) is subtracted from the 

transducer displacement data before calculating the strain. Yield strength and elastic modulus are 

extracted from these stress-strain curves. Representative curves are shown in Figure 5.1 for each 

material condition. The nominal dimensions of these samples are as follows: as received – 500 

nm × 500 nm × 500 nm, Fe2+ 3 dpa 500°C – 600 nm × 600 nm × 600 nm, Fe2+ 100 dpa 500°C – 

400 nm × 400 nm × 400 nm. Each micropillar tested is tabulated in Table 5.1 with dimensions, 

yield stress, and elastic modulus values listed. 

Frames from a single compression test of a 400 nm × 400 nm × 100 nm micropillar in the 

as received condition have been extracted from the video recording and are shown in Figure 5.2. 

Corresponding points on the stress-strain curve are identified for each image. Before 

compression (Figure 5.2a), the micropillar contains no grain boundaries but does contain 

characteristic ODS oxides and dislocations interspersed. After yielding, plasticity occurs in large 

dislocation burst events (5.2c and 5.2d). The test concludes with a highly deformed micropillar 

containing a dense network of dislocations (5.2e). 

5.1.1 Yield Strength 

As evaluations on dimensional dependency is key to our work, yield stress values are 

plotted in Figure 5.3 as a function of either sample volume or sample minimum dimension 

(either thickness or height/width). Average values are also provided in Table 5.2. Moving 
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forward, sample minimum dimension is determined as the key extrinsic parameter and will be 

solely used. This is discussed in §6. 

The expected yield strength for as received Fe-9%Cr ODS is 1000-1200 MPa [57]. 

Within the 95% confidence interval, 9 of 15 micropillars tested exhibit yield strengths in this 

expected range. We measure an average reduction in yield stress of ~129 ± 321 MPa in the 3 dpa 

condition and ~217 ± 264 MPa in the 100 dpa condition (Figure 5.3). These differences were 

calculated using the average yield strength of micropillars with a minimum dimension greater 

than 100 nm and propagating the uncertainty in quadrature. The standard deviations being on the 

same order as the yield stresses suggests statistical invariance between conditions. Dolph, et al. 

[63] observed minimal strengthening (~110-130 MPa) in the same alloy irradiated to 100 dpa at 

400°C, which is reasonable given the higher irradiation temperature of the specimens studied 

herein. A possible size effect is also observed for micropillar thicknesses below ~100 nm (Figure 

5.3), which are identified by open symbols, while micropillars having minimum dimension >100 

nm are depicted with closed symbols.  

5.1.2 Elastic Modulus 

As with the yield stress, elastic modulus values are plotted as a function of sample volume 

(Figure 5.4a) or sample minimum dimension (Figure 5.4b). The expected elastic modulus for as 

received ODS ranges 190-220 GPa [27,57,63]. Yet the values measured by in situ TEM 

compression micropillars (Figure 5.4, Table 5.3) are an order of magnitude lower. This 

discrepancy is attributed to two factors. First, deformation is not isolated in the micropillar; the 

base also deforms [11]. The acquired load-displacement curve does not adjust for the 

deformation in the base, resulting in lower elastic modulus measurements. It also follows that as 

the micropillar volume increases (here highlighted by the thick vs thin samples), more of the 
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deformation can be accommodated in the micropillar than in the base, resulting in more 

consistent modulus measurements (Figure 5.4b). Secondly, in such small volumes, the elastic 

modulus can be significantly affected by microstructural inhomogeneities such as varying grain 

orientations and distribution of oxide nanoclusters.  

To account for the first factor, deformation in the base, two steps were taken. First, as 

mentioned in the stress-strain calculations, we subtract the maximum deflection of the base, 

which is visible in the real-time video of the compression tests, from the maximum displacement 

measured by the flat punch during the compression test. This is a basic and necessary step to 

analyzing any of the data. To show the difference, we have quantified the change in the results. 

Depending on the material condition, measured elastic modulus increases by a factor of 1.2-2.7, 

resulting in a range of elastic moduli from 42-112 GPa (Figure 5.5 or Table 5.3, “Deflection 

adjusted”).  However, the modulus generally remains below expected values, especially for the 

irradiated conditions. The second step, then, is to account for plastic deformation occurring in the 

base using the FEM as described in §4.5. According to FEM calculations, the micropillar base 

height has a strong influence on the percent of the displacement occurring in the base relative to 

in the micropillar (Table 5.4). 

For the irradiated conditions, a base height of 5 μm is representative of our micropillar 

fabrication technique, and at this height, 76% of the deformation occurs in the base (and thus 

only 24% of the deformation occurs in the micropillar). Normalizing the measured displacement 

by this fraction, the irradiated elastic modulus values now fall into closer agreement with bulk 

values and range from 130 GPa to 309 GPa (Figure 5.5, “Deformation adjusted”).  For the as 

received ODS micropillars, some of the deflection adjusted modulus values fall within the 

expected range (190-220 GPa), even before deformation adjustments are applied. It then follows 
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that the deformation adjusted modulus values exceed the expected range (Figure 5.5). The 

average difference between deflection adjusted and measured moduli is ~3 times greater for the 

as received material than for the irradiated conditions, suggesting that the base of the as received 

material deforms more than the base of the irradiated material.  

Even after adjusting irradiated elastic moduli to account for deformation in the base, 

modulus values span a wide range (130-309 GPa). Microstructural inhomogeneities could 

explain these variations, especially for the <100 nm micropillars. Since the average grain 

diameter of this material is ~300 nm, only ~14% of a single grain could be contained within a 

micropillar of dimensions of 400 nm × 400 nm × 100 nm. Considering the directionality of 

elastic modulus, the crystal orientation relative to the compressive direction then becomes a 

significant factor influencing the measured elastic modulus. For bcc iron, elastic modulus 

calculations can range from 131 GPa in the [100] orientation, to 284 GPa in the [111] direction 

and have been confirmed experimentally [16,167]. This directionality provides a large enough 

variation in moduli to explain the range measured in the irradiated moduli (Figure 5.5).  

 Cantilever Bending 

Two material conditions were tested in the cantilever geometry, as received and proton 

irradiated to 3 dpa at 500°C. This section presents the flow stress and microstructure 

sequentially. Videos of the as received and irradiated cantilever beams are provided in Appendix 

B. 

For each cantilever, load and displacement data are collected and video recorded of the TEM 

CCD screen during the bending test. With this combination of data frame-by-frame analysis is 

conducted and linked to points along the load-displacement curve. Frames of a proton irradiated 
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cantilever with dimensions of 1500nm long × 500 nm tall × 320 nm thick are provided in Figure 

5.6. The accompanying load-displacement curve is marked where the still frames were taken in 

Figure 5.6J. Because this cantilever sample is ⪆200 nm thick, fine resolution of the 

microstructure is limited. Hence, there are no obvious microstructural features in 5.6A-I that link 

directly to features of 5.6J. But there is a visible grain in the center of the beam (light contrast 

Figure 3C). A dislocation line can be observed in 3D and 3E. Contour banding occurs readily 

and is evidenced in the quick contrast change of the center grain between Figures 3D and 3E and 

then Figure 3G and 3H. Figures 3H, 3F, and 3I show a precipitate of some sort near the tip of the 

beam. Extensive plasticity occurs in the beam. With a displacement of 900 nm, the beam bends 

and the notch broadens, but the notch does not grow into a crack, nor does the beam fracture. 

This is consistent with the super plasticity seen in other materials at comparable length scales 

[98,134,168]. 

Stress-strain (σ-ε) curves are generated for each of the cantilevers tested using the load and 

displacement data collected by the Hysitron PI95, based on beam dimensions. Equations 2.49 

and 2.50 are used to calculate the stress and strain, respectively, from the measured load, P, and 

displacement, d. Representative stress-strain curves are shown for as received and proton 

irradiated cantilevers in Figure 5.7a and Figure 5.7b, respectively. From the stress-strain curves, 

the flow stress is taken as the average stress after the onset of plastic yielding. The data averaged 

to determine flow stress is marked by a double-headed arrow in both the as received (Figure 

5.7a) and proton irradiated (Figure 5.7b) conditions.  

Flow stress measurements are summarized in Table 5.5 for all as received and proton 

irradiated beams. Beam dimensions range 1000-2000 nm in length, 200-500 nm in height, and 

250-390 nm in thickness. Flow stress values vary 2004 – 5658 MPa for the as received material, 
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and 2059-4592 MPa for the proton irradiated material. The corresponding total strain at the notch 

ranges 0.06-0.36 for the as received cantilevers, and 0.10-0.53 for the irradiated cantilevers. 

Flow stress values vary 2000 – 3130 MPa within samples unaffected by size effects. In contrast, 

size effected flow stress values vary 2700-5600 MPa (highlighted rows in Table 5.5). Generally, 

size effected samples are those with strain < 0.15 nm/nm and flow stress > 3100 MPa. But 

extrinsic dimension is not determinative and as discussed in §3.2, the dimensions are normalized 

in our analysis of size effects. The representative stress-strain curves in Figure 5.7A and B also 

differentiate cantilevers experiencing size effect and those without size effects.  

Considering only the non-size effected samples, the average flow stress for the proton 

irradiated beams is 2864 ± 360 MPa. This is nominally a 200 MPa increase over the average 

flow stress for as received beams, 2680 ± 410 MPa (Table 5.5). Yet accounting for the error, this 

200 MPa difference is negligible. The absence of hardening at irradiation temperatures of 500°C 

is demonstrated in the literature by Hosemann et al. on tempered martensitic HT-9 irradiated to 2 

dpa with protons at 500°C [66], Ando et al. on F82H with Fe3+ at 500°C to 5 dpa [169], and 

Heintze et al. on an Fe-9%Cr alloy self-ion irradiated to 1 dpa at 500°C [67]. 

It is unsurprising that the cantilevers would experience extreme plasticity (as opposed to 

fracture) because ODS and their related bcc Fe-Cr F/M alloys are ductile and do not tend to 

exhibit intergranular fracture [25,170]. Further, the archival literature suggests a tendency for 

super plasticity to occur as mechanical testing samples are miniaturized [98,134,168]. This 

finding is consistent with the work of Armstrong et al. [119] on self-ion irradiated tungsten 

cantilever beams tested in situ in a SEM with beam lengths >10 µm. In that study, W beams 

were unable to achieve fracture without simultaneous helium implantation, which sufficiently 

embrittles the material to induce intragranular fracture [119]. 
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 Clamped Beam Fracture 

Four material conditions were tested for in situ clamped beam fracture testing: as received, 

Fe2+ at 3 dpa 500°C, Fe2+ at 100 dpa 500°C, and proton at 3 dpa 500°C. The number of each 

condition tested and fractured are included in Table 4.3. As discussed in §4, beams were bent 

using displacement controlled ‘hits’ of 500 nm. Beams took 2-3 hits to reach fracture between 

600-1400 nm total displacement. Beams that did not fracture through the center often fractured at 

the high stress regions at the clamped corners (Figure 4.9). Still images of an as received 

clamped beam during testing are shown sequentially in Figure 5.8A-I with a corresponding load-

displacement curve (Figure 5.8J) where the still frame locations are identified. Figure 5.8A-F are 

from the initial 500 nm displacement hit. Figure 5.8G-I are from the second hit, with fracture at 

716 nm displacement. This beam has a thickness of 140 nm with a single grain located in the 

center. Contour bands are prevalent in the clamped beam bend tests (C-F - particularly to the left 

of the notch). Yet the crack propagation at the notch can be readily seen in still frames C-H. 

Final fracture surfaces (I) appear ductile in nature.  

To calculate the apparent fracture toughness of each fractured beam, a J-integral approach 

demonstrated on tungsten beams by Wurster et al [23] and described in §2.1.5 was employed. 

First, to understand the stress intensity at the notch, XFEM simulations were run for each beam 

geometry tested. A representative stress intensity (KI) vs displacement depth (in nm) plot is 

provided in Figure 5.9. As it is a linear set of points, a linear extrapolation is used to calculate the 

stress intensity factor. This stress intensity was used to calculate the elastic energy contribution 

of the J-integral for each beam, every 50 nm, using Equation 2.56. 

Load-displacement curves were collected and the area under each load curve was 

measured. This value was used to calculate the plastic contribution using Equation. 2.57. 
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Combining the elastic and plastic portions, a J-integral value was calculated for each beam at 

increments of 50 nm displacement. Crack length was measured from still images of the bend 

videos, and the crack growth, Δa was calculated at each 50 nm segment. Figure 5.10 is the 

representative J-Δa curves for each material condition. Appendix C shows all J-Δa curves.  

J-Δa curves show crack growths ranging from 100 nm (Fe2+ 3 dpa) up to 200 nm (Fe2+ 100 

dpa). J-integral values reach maximum in the as received condition at approximately 1000 N/m. 

To determine where the crack behavior changed from a blunting to a growth regime, the first of 

three points where the combined crack growth was visually larger than the combined J-integral 

growth was used as the cross-over point. This crossover point is the critical J-integral (JIC) value. 

The JIC is then used to calculate the apparent fracture toughness, KQ,J through Equation 2.58. 

Each beam with dimensions and KQ,J value (if it fractured) are tabulated – Table 5.6. 

Rather than trending with material condition, fracture toughness results hewed to three 

broad categories based on broad microstructure trends around notches: single grain, multiple 

grains, or precipitate along notch axis. EDS and ASTAR results for each beam are included in 

Appendix C while Figure 5.11 is provided to demonstrate representative results of these three 

prevailing trends. Line scans were centered below and perpendicular to the notch. Line scans 

taken across single grains (as received) show consistent Fe and Cr content at expected levels, 

90% and 8-9%, respectively. Crack growth and fracture along the notch axis was most prevalent 

in single crystal beams. Eleven of fifteen successful fractures occurred in single crystal beams. In 

contrast, beams that spanned multiple grains (proton 3 dpa example in Figure 5.11) had only 2 of 

the 15 fractures. Finally, in the Fe2+ 3 dpa example, the line scan passes through a carbide along 

the notch axis. Here fracture toughness was lower than the average. Two beams had precipitates 

along the notch axis and both successfully fractured. This is tabulated in Table 5.7. 
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Figure 5.12a shows the calculated apparent fracture toughness values for each beam, while 

Figure 5.12b demonstrates the averages for each material condition. As received and proton 

averages are nearly identical at 16.9 and 16.7 MPa m1/2, respectively. There is a wide range of 

values for the Fe2+ at 3 dpa, though the average (13.68 MPa m1/2) is less than the as received.  

It is important to note that while it appears the Fe2+ at 100 dpa shows a significant decrease 

in fracture toughness, only one of the 9 samples at this condition tested, fractured at the notch. Of 

the remaining 8 samples, 6 fractured at the clamped corners and 2 were punched through. While 

some of the beams from the other material conditions also fractured at the corners, the punching 

through was unique to the 100 dpa material.  

The bulk literature values for unirradiated Fe-Cr nanostructured ferritic alloys (NFA) and 

ODS alloys range widely. Work by Byun et al. (Figure 5.13), surveyed a variety of Fe-9%Cr and 

Fe-14%Cr NFA alloys finding KQ,J values from 18 MPa m1/2 to 280 MPa m1/2 [71]. Work by 

Fournier on Fe-14%Cr ODS steels found a range of KIC values between 12-30 MPa m1/2 [56]. 

The KQ,J values calculated for the Fe-9%Cr ODS clamped beams tested in this study fall on the 

lower end of these ranges (included in Figure 5.13), suggesting an underestimation, yet still 

within realistic bounds. This is further discussed in §6.2.  

 Lamellae Indentation 

The only material condition tested for in situ lamellae indentation was the Fe2+ irradiated at 

3 dpa 500°C. Two lamellae were indented. The chronological steps involved with the lamellae 

indentation in this work is as follows: 1) Indentation, 2) subsequent MicroViBe processing of 

recorded indentations, 3) post-mortem ASTAR analysis and STEM loop imaging, and finally, 4) 

loop analysis and strength. For the purposes of this dissertation, steps 1 and 2 will be presented 
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here in §5.4, while steps 3 and 4 will be part of §6.3. However, it is important to note, that all 4 

steps are required to connect the observed microstructural changes in the original lamella 

indentation with irradiation induced obstacles. 

Still frames from the indentation video and MicroViBe false color heatmap, coupled with a 

grain orientation map, provide an overview of the changes occurring during the indentation. Still 

frames taken at ~6 second intervals during the indentation videos are provided in Figures 5.14a-f 

and 5.15a-f for Lamella 1 and Lamella 2, respectively. The ASTAR grain orientation map 

corresponding to each lamella is shown in Figures 5.14g and 5.15g. Finally, still frames from the 

MicroViBe false color heatmaps, also taken at ~6 second intervals, are shown in Figures 5.14h-l 

and 5.15h-l. Since the false color heatmap shows the accumulation of foreground changes in 

each pixel in the frame, the first image of the series (time 0) is entirely blue, since no change in 

the contrast has yet occurred; hence, we do not show this heatmap. Videos of each indentation 

and the corresponding MicroViBe videos are provided as supplementary material. 

In the indentations shown in Figures 5.14 and 5.15, the indenter tip moves upward from the 

original irradiated surface (at the bottom of the images), into the Fe-9%Cr ODS lamella. As the 

indenter tip moves into the lamella, plastic deformation occurs and changes in the microstructure 

can be observed. We organize the following paragraphs chronologically, discussing the time 

evolution of Lamella 1 and Lamella 2 together, as both lamellae exhibit similar behaviors.  

Time 0 – Lamella 1 (Figure 5.14) contains a single, nearly vertical, grain boundary that 

extends from the original irradiated surface to ~200 nm into the lamella, separating grains 1 and 

2. Correlating the stills with the ASTAR grain map suggests grain 1 is near the [001] orientation, 

grain 2 is near the [111] orientation, and grain 3 is a mix of [111] and [013]. Lamella 2 has a 

carbide to the left of the indenter (indicated as ‘C’ in Figure 5.15a) as well as two main grain 
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boundaries. The first runs along the bottom of grains 1 and 3, separating them from grain 4. The 

second boundary separates grain 2 from grains 1 and 3. The region directly below the indenter 

tip (marked grain 4) is relatively unresolvable in ASTAR after indentation. Thus, we focus on 

the three grains (grains 1, 2, and 3) comprising most of the lamella; these three grains meet near 

the center of the lamella. From the ASTAR image, grains 1 and 3 are both oriented near [113], 

while grain 2 is oriented near [001].  

Time 0-6 seconds – When the indenter first contacts the lamella, the darkest contrasted area 

changes to a lighter contrast. These changes are circled in Figures 5.14h-i and 5.15h-i. As a result 

of this initial contact, MicroViBe immediately marks these initially dark-contrasting spots as 

hotspots. The reader can notice that the grains in Lamella 2 which are initially darkly contrasted 

(grains 1 and 3) contain more hotspots than the initially light contrasted grain 2.   

Time 6-12 seconds – During loading of Lamella 1, a dark contrasting band moves from the 

center of the lamella, through the [001] grain in the direction of the lower right side of the 

lamella (marked with an arrow in Figure 5.14c). This band corresponds to pixel changes in the 

heatmap (Figure 5.15i). It is unknown whether this band is comprised of a group of dislocations 

or is simply a bend contour. In both lamellae, toward the bottom of the image, “hotspots” from 

the motion of the indenter tip overwhelm any microstructural changes; so this region is rendered 

unfeasible for heatmap analysis. The boundaries between dark and light contrasting grains show 

a large accumulation of pixel changes in the heatmap; one grain and one carbide-to-grain 

boundary is shown by arrows in Figure 5.15i. 

Time 18-24 seconds – In Lamella 2, a dark contrasting band moves from grains 1 and 3, 

into grain 2, as indicated by an arrow in Figure 5.15. There is a corresponding accumulation of 
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pixel changes in the heatmap, Figure 5.15k. Again, it is unknown whether this is a band of 

dislocations or a bend contour. 

Time 30 seconds – Hotspots that form in the first 5-6 seconds of indentation, remain “hot” 

throughout the indentation test, because the algorithm accumulates change. In both lamellae, the 

dark contrast band (initially indicated in Figures 5.14c and 5.15e) remains in the grain after 

unloading (Figure 5.14f, 5.14l, 5.15f, and 5.15l). Also, in both lamellae, the ~50-100 nm region 

in closest proximity to the indenter tip (i.e. grain 1 in Lamella 1, grain 4 in Lamella 2) initially 

begins as a single grain (Figures 5.14a and 5.15a) but is comprised of several smaller grains after 

indentation (Figures 5.14g and 5.15g). Indentation-induced grain size reduction has been 

observed in the same alloy in the region immediately below nanoindentations [27]. In Lamella 2, 

the junction between grains 1, 2, and 3 remains unchanged throughout the indentation (circled in 

Figure 5.15f). The carbide remains unchanged throughout the indentation, only changing contrast 

with the flexing of the lamella due to the indentation and plastic deformation nearby. 
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Table 5.1 - Each micropillar tested with dimensions and mechanical properties 

 
Sample 

# 

Thickness 

(nm) 

Width 

(nm) 

Height 

(nm) 

Yield Stress 

(MPa) 

Elastic 

Modulus (GPa) 

Deflection Adjusted 

Modulus (GPa) 

FEM Adjusted 

Modulus (GPa) 

As 

Received 

1 247 266 258 1351 48.2 74.9 170.3 

2 386 309 361 1383 52.1 209.1 475.3 

3 180 431 469 1485 44.5 100.5 228.3 

4 323 429 479 1750 59.7 302.8 688.3 

5 562 405 524 1740 53.8 193.7 440.3 

6 565 527 623 1348 50.7 98.5 223.8 

7 274 638 686 1323 53.4 114.7 260.6 

8 185 189 143 1156 30.8 292.1 663.8 

9 321 398 378 1035 58.6 70.1 159.3 

10 374 451 443 1412 48.6 81.5 185.3 

11 579 688 620 995 41.5 60.1 136.6 

12 71 203 242 1124 16.4 24.2 55.0 

13 87 355 336 1062 11.5 11.1 25.3 

14 87 457 455 954 16.3 21.3 48.4 

15 102 572 532 915 19.4 17.5 39.8 

Fe2+         

3 dpa 

500°C 

1 83 152 185 1512 21.5 32.9 137.1 

2 165 292 294 1022 35.9 59.9 249.7 

3 204 307 283 1418 34.7 47.6 198.5 

4 206 303 292 1332 35.7 19.9 82.9 
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5 311 480 392 1399 34.9 35.8 149.3 

6 396 585 535 898 34.7 61.1 254.4 

7 471 665 615 1580 32.6 48.0 200.0 

8 566 710 617 1039 28.0 35.6 148.3 

9 59 203 223 899 7.8 9.2 38.3 

10 67 529 513 1011 18.4 32.7 136.2 

11 76 517 435 1902 72.5 82.0 341.7 

12 77 505 412 1004 36.0 39.2 163.5 

13 171 443 478 1174 55.0 37.7 157.3 

Fe2+     

100 dpa 

500°C 

1 170 207 231 1015 27.8 54.4 226.7 

2 188 291 238 1375 29.5 40.9 170.2 

3 254 266 294 1151 26.9 74.2 309.1 

4 203 351 332 1082 42.9 61.8 257.5 

5 453 426 391 978 25.7 37.0 154.2 

6 617 692 579 1212 24.8 49.5 206.5 

7 63 433 413 1203 17.7 44.6 185.9 

8 75 443 428 949 18.6 50.4 209.9 

9 65 430 394 1784 25.8 37.8 157.4 

10 69 436 439 1029 18.5 74.0 308.3 

11 65 404 422 1285 18.1 48.9 203.9 

12 311 438 400 1202 29.0 39.6 165.2 
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Table 5.2 – Yield strength measurements from compression micropillars 

 As 

Received 

Fe2+ Irradiated  

3 dpa, 500°C 

Fe2+ Irradiated  

100 dpa, 500°C 

All 

Average yield strength 

(MPa) 
 1269 ± 256 1245 ± 294 1188 ± 217 

# of micropillars 15 13 12 

Minimum 

dimension 

<100 nm 

Average yield strength 

(MPa) 
1014 ± 83 1266 ± 383 1250 ± 293 

# of micropillars 4 5 5 

Minimum 

dimension 

>100 nm 

Average yield strength 

(MPa) 
1362 ± 233 1233 ± 221 1145 ± 125 

# of micropillars 11 8 7 
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Table 5.3 – Elastic modulus measurements and adjustments from compression micropillars 

 As 

Received 

Fe2+ Irradiated  

3 dpa, 500°C 

Fe2+ Irradiated  

100 dpa 500°C 

Number of micropillars 15 13 12 

Measured elastic modulus (GPa) 40.8 ± 15.3 34.4 ± 15.3 25.4 ± 6.8 

Deflection adjusted elastic modulus (GPa)  112 ± 92.0 41.7 ± 18.0 51.1 ± 12.4 

Deformation adjusted elastic modulus (GPa) 253 ± 209 174 ± 74.8 213 ± 51.6 
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Table 5.4 – Finite element results of percent deformation occurring in micropillar and base for 

varying base heights 

Base height 

(μm) 

% deformation 

in micropillar 

% deformation 

in base 

1 43 57 

3 30 70 

5 24 76 

6 21 79 
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Table 5.5 – Nominal dimensions and flow stress of tested as received and proton irradiated 

cantilever beams. Highlighted rows indicate beams experiencing size effect 

As 

Received 

Length 

(nm) 
Height (nm) 

Thickness 

(nm) 

Notch 

Length 

(nm) 

Flow Stress 

(MPa) 

Test 1 1000 200 300 50 2004 

Test 2 1000 200 260 50 3060 

Test 3 1000 500 380 100 3064 

Test 4 1000 500 290 100 2571 

Test 5 1500 200 320 50 3685 

Test 6 1500 200 250 50 2705 

Test 7 1500 500 390 100 2339 

Test 8 2000 200 380 50 4718 

Test 9 2000 200 240 50 5658 

Test 10 2000 500 380 100 3052 

Average - No Size Effects      2682 ± 410 

   
 

  

Proton 

Irradiated 

Length 

(nm) 
Height (nm) 

Thickness 

(nm) 

Notch 

Length 

(nm) 

Flow Stress 

(MPa) 

Test 1 1000 200 350 50 2805 

Test 2 1000 200 270 50 3208 

Test 3 1000 500 380 100 2820 

Test 4 1000 500 290 100 3063 

Test 5 1500 200 340 50 2759 

Test 6 1500 500 320 100 3136 

Test 7 1500 500 410 100 2059 

Test 8 2000 200 360 50 4592 

Test 9 2000 200 340 50 3135 

Test 10 2000 500 320 100 3105 

Average - No Size Effects      2885 ± 360 
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Table 5.6 – Each tested clamped beam with dimensions and fracture toughness if fractured. Also includes notes on grain and 

precipitate information around notch. 

Material 

Condition 
Beam # 

Length 

(nm) 

Height 

(nm) 

Thickness 

(nm) 

Notch 

Length (nm) 

KQ,J  

(MPa m1/2) 

Grain  

(Single/ Multiple) 
Precipitate Note 

As 

Received 

1 4200 550 140 110 15.33 S    

2 4300 410 100 130 17.70 S    

3 4080 480 130 120 15.60 S    

4 4370 490 250 110 15.75 S    

5 4200 650 250 110 - M    

6 4270 590 220 140 - M    

Fe2+  

3 dpa 

500°C 

1 4060 450 130 90 8.63 S  
 

2 4140 380 60 70  -  S    

3 4090 430 100 80 10.18 S C 
 

4 4170 550 70 120  -  M    

5 3920 600 110 120  -  M    

6 
3800 490 100 140  -  

M  
Fractured - 

large notch 

7 4750 520 360 90  -  M    

8 3950 520 300 110 13.98 M    

9 4110 530 310 100 15.56 S    

10 3980 450 250 70 20.06 S    

1 4100 470 220 110  -  S    
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Fe2+  

100 dpa 

500°C 

2 3970 470 210 110  -  M    

3 4070 470 220 110  -  S    

4 4100 430 260 90  -  S    

5 4000 370 230 60  -  M    

6 3950 400 240 60  -  M  left punch 

7 4010 570 210 110 7.03 S    

8 4180 530 190 130  -  M  right punch 

9 4030 550 210 120  -  M  left punch 

Proton     

3 dpa 

500°C 

1 4150 660 210 120 19.55 S    

2 4300 710 190 110  -  M    

3 4310 650 170 120 19.46 S    

4 4210 610 220 150 19.98 M    

5 4180 650 210 100  -  M    

6 4240 470 190 100 11.12 M Cr   

7 4210 420 240 90  -  M    

8 4200 380 210 110  -  M    

9 4370 420 220 120 13.32 S    
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Table 5.7 – Clamped beam quantity tested and fractured by material condition 

 
As Received Fe2+ 3 dpa 500°C 

Fe2+ 100 dpa 

500°C 

Proton 3 dpa 

500°C 

 Fractured Tested Fractured Tested Fractured Tested Fractured Tested 

Total 4 6 5 10 1 9 5 9 

Single 

Crystal 
4 4 3 4 1 4 3 3 

Polycrystal 0 2 1 5 0 5 1 5 

Precipitate 0 0 1 1 0 0 1 1 

 

 

 

 

 

 

 

 



172 

 

 

 

 

 

 

 

 

Figure 5.1 – Representative stress-strain curves of three micropillars with nominal dimensions: 

as received – 500 nm × 500 nm × 500 nm, Fe2+ 3 dpa 500°C – 600 nm × 600 nm × 600 nm, 

Fe2+ 100 dpa 500°C – 400 nm × 400 nm × 400 nm 
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Figure 5.2 – In situ compression test of as received ODS 400 nm × 400 nm × 100 nm 

micropillar. (a-e) show micropillar condition at each labeled point in stress-strain curve. 

Dislocation bursts are observed at (c) and (d), representing load drops observed on stress-strain 

curve 
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Figure 5.3 – In situ compression test of as received ODS 400 nm × 400 nm × 100 nm 

micropillar. (a-e) show micropillar condition at each labeled point in stress-strain curve. 

Dislocation bursts are observed at (c) and (d), representing load drops observed on stress-strain 

curve 
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Figure 5.4 – Measured elastic modulus as a function of (a) micropillar volume or (b) minimum 

micropillar dimension. Open symbols represent micropillars having minimum dimension <100 

nm; closed symbols represent micropillars having minimum dimension >100 nm. Dashed line 

represents the average of measurements 
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Figure 5.5 – Measured and adjusted elastic modulus values for all micropillars. Gray shaded 

band shows expected range (190-220 GPa). Dotted line shows average of the deformation 

adjusted values in a given condition. 
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Figure 5.6 – (A-I) Still frames taken from bend test of proton irradiated cantilever with 

dimensions 1500nm long × 500 nm tall × 300 nm tick. (J) Load-displacement curve for tested 

cantilever with locations of still frames identified 
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Figure 5.7 – Representative stress-strain curves for (a) as received and (b) proton irradiated 

cantilevers 
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Figure 5.8 – (A-I) still frames taken from initial ‘hit’ (A-F) and second hit (G-I) until fracture (I). 

(J) is the corresponding load-displacement curve for both hits with still frame locations identified 
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Figure 5.9 – Representative stress intensity factor vs displacment for XFEM simulation of 

clamped beam 
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Figure 5.10 – Representative J-Δa curves for each material condition tested 
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Figure 5.11 - Representative ASTAR and EDS plots for each material condition 
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Figure 5.12 - (a) KQ,J values for each tested beam (b) average KQ,J values by material condition 

with number of samples 
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Figure 5.13 – Fracture toughness vs yield strength for Fe-9%Cr and Fe-14%Cr NFA and ODS 

bulk alloys. Original work by Byun et al [49]. Added in results from clamped beam in situ TEM 

fracture testing. Results are on the low range of bulk values. 

 

 

 

 

 



185 

 

 

 

 

Figure 5.14 - Lamella 1 (a-f) still images collected at ~6 second intervals from the original TEM 

video, grains are numbered 1-3 with a dark contrast region of interest circled and a dark contrast 

band identified with an arrow, (g) ASTAR grain orientation map of indented lamella with grains 

numbered, and (h-l) still images from the MicroViBe algorithm at same time intervals as in 

figures 3(b-f), and the same region of dark contrast spots circled. Indent is displacement 

controlled to a depth of 100 nm. Time stamps are included on the images in the lower right-hand 

corner 
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Figure 5.15 – Lamella 2 (a-f) still images collected at ~6 second intervals from the original TEM 

video, with grains numbered 1-4 and a carbide identified with ‘C’, circled spots of dark contrast 

are of interest and an arrow is used to mark dark contrast bands moving, (g) ASTAR grain 

orientation map of indented lamella, with corresponding labels of grains and the carbide, and (h-

l) still images from the MicroViBe algorithm at same time intervals as in figures 4(a-f), with 

corresponding circled regions, here, however the arrows identify grain boundaries accumulating 

pixel changes in the MicroViBe algorithm. Indent is displacement controlled to a depth of 100 

nm. Time stamps are included on the images in the lower right-hand corner 
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6. DISCUSSION 

A version of this chapter has been published in the following journals: 

 

1.  K.H. Yano, Y. Wu, J.P. Wharry. Size Effects in TEM in situ Cantilever Flow Stress 

Measurements in Irradiated Fe-9%Cr ODS. Submitted. Materials Science and Engineering: 

A. (2019).  

 

2. K.H. Yano, S. Thomas, M.J. Swenson, Y. Lu, and J.P. Wharry. TEM in situ cube-corner 

indentation analysis using ViBe motion detection algorithm. Journal of Nuclear Materials 

502 (2018) 201-212. doi:10.1016/j.jnucmat.2018.02.003  

 

3. K.H. Yano, M.J. Swenson, Y. Wu, and J.P. Wharry. TEM in situ micropillar compression 

tests of ion irradiated oxide dispersion strengthened alloy. Journal of Nuclear Materials 483 

(2017) 107. doi:10.1016/j.jnucmat.2016.10.049 and doi:10.1016/j.jnucmat.2017.04.054  

 

The discussion will be split into three subsections. The first is the size effect in both the 

micropillar and cantilever geometries. As will be discussed, these two geometries begin to 

exhibit inflated yield/flow stress as the extrinsic dimensions approach intrinsic dimensions. The 

second section will study fracture at in situ TEM scales on elastic-plastic materials. Finally, a 

discussion of obstacle strength determination from the use of MicroViBe and in situ lamellae 

indentation will be undertaken. 

 Size Effects in Micropillar Compression & Cantilever Bending 

As discussed in §2.1.4, as sample dimensions (extrinsic) approach the material obstacle 

spacing (intrinsic), size effects begin to manifest as inflated mechanical properties. By varying 

the dimensions in the micropillars experiment, an extrinsic threshold at which size effects begin 

can be found for Fe-9%Cr ODS. This threshold is discussed in §6.1.1.  

Yet, micropillar compression is not the only mechanical testing geometry through which 

the relationship between intrinsic and extrinsic parameters impact size effects can be understood. 
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The second subsection will discuss the size effect relationship found in the cantilever geometry. 

This can be modeled using a logarithmic relationship between the flow stress and the ratio 

between the extrinsic and intrinsic parameters of the material tested. This logarithmic approach is 

discussed in §6.1.2.  

Finally, a brief summary of size effects in small-scale testing is discussed in §6.1.3. Here, 

the results of the micropillar and cantilever testing on the Fe-9%Cr ODS are put into context 

with other literature results and summarized. 

6.1.1 Size Effect in Micropillars 

It has been suggested [78] that there is a threshold micropillar diameter above which yield 

strength measured by TEM in situ methods is independent of size.  This threshold is lower for 

irradiated materials than for unirradiated materials due to the high density of irradiation-induced 

obstacles [78]. Since the study herein uses a square or rectangular micropillar cross-section, the 

minimum micropillar dimension will be used in place of diameter. By plotting the yield strength 

as a function of the minimum micropillar dimension (Figure 5.3b), the size effect is apparent. In 

both irradiated conditions, thinner micropillars (i.e. those having minimum dimension ≤100 nm) 

exhibit a wide spread in yield strength (Figure 5.3b, Table 5.1). Although some of these 

micropillars fall within the expected range (highlighted bands, Figure 5.3b), some of these 

micropillars also result in excessively high yield strength measurements. Larger micropillars (i.e. 

those having minimum dimension >100 nm) produce a narrower distribution of yield strengths 

closer to expected values. These results suggest a potential size effect for irradiated materials 

similar to that observed by Kiener [78]: measured yield strength plateaus to bulk values with an 

increasing micropillar minimum dimension above >100 nm.  
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Calculated obstacle spacing (Table 2.2 and Equation 2.36) ranges between 19.9 and 33.7 

nm and is influenced primarily by the high density of oxide nanoclusters.  These values are well 

below the minimum dimension of each micropillar sample studied herein, so it follows that the 

obstacles – not the micropillar dimensions – will be the limiting factor in determining the 

dislocation source size, which is consistent with references [78,85].  However, as the minimum 

dimension of micropillars approach 100 nm and below (closer to the average obstacle spacing), 

the influence of the micropillar size on the dislocation source size becomes more relevant, 

leading to a likely size effect for smaller micropillars (i.e. < 100 nm). A plausible explanation for 

why the as-received material exhibits no size effect is that its Lob is smaller than the irradiated 

steels. 

6.1.2 Size Effect in Cantilever Bending 

For yield stress, size effects have been understood by directly relating the minimum 

specimen dimension to the measured yield stress. But for flow stress, one must consider that an 

increasing dislocation density implies more extensive dislocation interactions during plasticity, 

which requires higher flow stress to sustain. This consideration manifests as a logarithmic 

relationship between dislocation density and flow stress, and has been observed in simulations of 

single crystal Ni micropillars [171], and experimental studies on Au nanopillars [172] and Fe 

pillars [81]. A model developed by Tarleton [129] formalizes this relationship for Ti and Zr 

cantilevers; the model relates flow stress (𝜎𝑓𝑙𝑜𝑤) with the minimum sample dimension (w) and 

the average dislocation source spacing (𝑤𝑠),  Equation 6.1. The bulk flow stress, 𝜎0, is the flow 

stress for large w. 

𝜎𝑓𝑙𝑜𝑤 = 𝐴 (
𝑤

𝑤𝑠
)

−𝑛

+ 𝜎0 Equation 6.1 
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where the dislocation source density, 𝜌𝑠, is used to calculate the dislocation source spacing, ws, 

according to: 

 

 

Because this model is based on the normalized minimum dimension (i.e. ratio of w to ws), 

increasing the dislocation source density has the same effect on flow stress as decreasing the 

cantilever size. Hence, Tarleton’s model is based on source limitation in the existing volume.  

This model has been used effectively for Ti and Zr [129] and also fits the flow stresses 

measured from pure Fe micropillars having an even lower source density of 1 μm-2 with 

corresponding source spacing of 1000 nm [81]. Here, we apply the model to the Fe-9%Cr ODS 

cantilevers.  Figure 6.1 shows flow stress as a function of normalized specimen dimension for 

both the pure Fe from ref. [81] and the as received and irradiated Fe-9%Cr ODS from the present 

study. For the pure Fe, the normalized specimen dimension is determined by taking the ratio of 

minimum dimension to the dislocation source spacing, which is 1000 nm. But for the Fe-9%Cr 

ODS, the total obstacle spacing is utilized instead of the dislocation source spacing.  

The obstacle spacing is determined from microstructure characterization of the as 

received and irradiated materials, and is primarily adopted from Swenson and Wharry [4,7]. 

Unirradiated Fe-9%Cr ODS consists of dense dislocation regions, a fine dispersion of oxide 

nanoclusters, and 200-300 nm diameter grains. After irradiation, voids and dislocation loops 

nucleate at number densities 0.34×1021 m-3 and 10.2×1021 m-3, with diameters of 4 nm and 8.4 

nm, respectively. Grain diameter and dislocation line density remain statistically unchanged with 

irradiation, at 230-310 nm and 17.6-19.1×1014 m-2, respectively. Nanocluster diameter reduces 

𝑤𝑠 =
1

√𝜌𝑠

 Equation 6.2 
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(5.96 nm to 4.77 nm), while their overall number density remains constant (560×1021 as 

compared to 568×1021 m-3). The microstructure quantification from ref. [7] for both the as 

received and proton irradiated conditions are summarized in Table 2.2. Considering all of these 

microstructural features, the obstacle spacing is calculated for both the as received and irradiated 

ODS through a diameter-weighted number density approach as outlined in ref. [50]. There is 

little difference in obstacle spacing between the as received and proton irradiated conditions: 

19.9 nm as compared to 21.2 nm (§5.2.1). This calculated obstacle spacing is also included in 

Table 2.2 for easy comparison.  

The as received and irradiated ODS both exhibit the expected decaying exponential 

relationship between the flow stress and the normalized minimum dimension, Figure 6.1. These 

trends reveal that elevated flow stress values occur at normalized dimensions <9 nm/nm for the 

Fe-9%Cr ODS; whereas the flow stress reaches a constant value of ~3000 MPa at normalized 

dimensions > 9 nm/nm. The Fe-9%Cr ODS flow stress results are consistent with the specimen 

size effect as reported for yield strength [72,118,173], and the normalization of the minimum 

dimension to the microstructure highlights the role of source or obstacle spacing within an 

existing specimen volume. 

The power law can be fit to the flow stresses of the as received and proton irradiated 

ODS, but an additional factor, B, is necessary for the fit: 

𝜎𝑓𝑙𝑜𝑤 = 𝑨 (
𝑤

𝑤𝑠
− 𝐵)

−𝒏

+ 𝜎0 Equation 6.3 

where A and n are the stress proportionality constant and stress exponent, respectively. In the 

following paragraphs, each of the three key variables (A, n, B) is determined for the experiments 

performed herein, and their meaning and implications on plasticity are subsequently discussed. 

The values of each variable used to fit the ODS and pure Fe data are summarized in Table 6.1.  
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Stress proportionality constant – The stress proportionality constant, A, for the as 

received and proton irradiated ODS are 3324 and 3546, respectively. In comparison, the pure Fe 

has a stress proportionality constant of 720. This constant is tied to the bulk flow stress. The 

difference between the ODS and pure Fe can be primarily understood through the addition of 

solid solution strengthening to the ODS [15,16]. Hence a larger flow stress is required to 

continually plastically deform the ODS than the pure Fe. 

Stress exponent – The stress exponent n, has values 0.12 and 0.06 for as received and 

proton irradiated ODS, respectively. Direct empirical measurements in the literature show n 

varying 0.2-0.5 for bcc metals depending on orientation and loading conditions [84], which is 

notably higher than the values determined here. However, Dunstan and Bushby [174] argue that 

the stress exponent is an arbitrary value, controlled by the sample dimension and the flow strain, 

rather than any fundamental mechanism. Rather than compare stress exponents across 

experiments in the archival literature, they suggest relating the sample dimensions (w) and flow 

strain (c) from the experimental conditions to calculate an expected stress exponent range: 

𝒏 =
1.5/𝑤

(𝑐 + 1.5)/𝑤
 Equation 6.4 

In this study, the flow strain measured at the notch varies from 0.06 to 0.53 for both as received 

and proton irradiated cantilevers. Using the minimum and maximum values for beam heights of 

140 and 515 nm for w, Equation 6.4 predicts a stress exponent range of 0.01-0.15, which is 

consistent with n values fit to our empirical data in Figure 6.1.  

Offset factor – The pure Fe and ODS exhibit the most notable difference in behavior 

when considering the offset factor B. Specifically, B can be taken to be 0 in pure Fe (i.e. per 

Equation 6.3), 8.5 nm/nm for the as received ODS, and 9 nm/nm for the proton irradiated ODS. 

This difference in B values is likely attributed to differences in deformation mechanisms 
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between pure Fe and ODS, which are associated with the influence of the varying obstacle and 

source spacings on dislocation motion. For instance, pure Fe has a low dislocation source density 

(i.e. high dislocation source spacing), and dislocation-dislocation interaction is minimal. The 

grain size is such that Rogne’s pillars [81] are often fully contained within a single grain. The 

material plasticity is limited by dislocation glide on available slip planes without grain boundary 

interactions or constraints from neighboring grains [16]. In contrast, the Fe-9%Cr ODS has a 

considerably lower obstacle spacing than pure Fe; as such, dislocation-dislocation interactions as 

well as dislocation interactions with oxide nanoclusters and irradiation-induced dislocation loops 

and voids are plentiful. In the Fe-9%Cr ODS microstructure, dislocations must bow around 

obstacles and/or cross-slip in order for plasticity (i.e. flow) to continue, and the plastic zone is 

increasingly confined. Further, since the ODS grain size is on the order of 200-300 nm, the 

studied cantilever beams can contain multiple grains. This suggests that the resolved shear stress 

and dislocation mobility at the notch could be affected by adjacent grains having high Schmid or 

Taylor factors. This argument can be visualized by considering a fixed nano/microscale 

specimen volume but containing low (B~0-1) or high (B>8) source/obstacle spacing; the reader 

is referred to the cartoons overlaid on Figure 6.1 for a pictorial representation. The offset factor B 

must be considered in flow stress testing of more complex materials, to account for the increased 

complexity of dislocation slip, constraints, and the associated consequences of these 

complexities on the deformation mechanisms. 

6.1.3 Size Effect Summary 

A summary of size effects in small-scale testing is provided in Figure 6.2. Here minimum 

dimension is plotted against obstacle spacing for a variety of materials and testing geometries. 

These include irradiated Cu [78], Cu-10Ta [175], MA6000 [85], Ni [176,177], Fe [81], and LiF 
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[178] micropillars. Other geometries include work on pure Cu cantilevers [118] and Ni films 

[179]. This plot demonstrates that as obstacle spacing reduces, the allowable minimum 

dimension to avoid size effects also reduces. As obstacle spacing increases (towards perfect 

crystallinity) the minimum allowable dimension becomes increasingly large. Included is the 

micropillar and cantilever work conducted on the Fe9%Cr ODS. This phenomena holds with 

existing literature, where materials with increased obstacle density enable smaller sized samples 

to be tested [174,180]. The data in Figure 6.2 demonstrates that electron transparent extrinsic 

dimensions require intrinsic dimensions on the order of nanocrystalline and/or irradiated 

material. Therefore, using in situ TEM mechanical testing on as received and irradiated Fe-9%Cr 

ODS results in meaningful measurements of mechanical properties. 

This relationship is further elucidated when we look specifically at the context of the B 

factor in the cantilever power law relationship (Equation 6.3). Because of their differences in B 

values, the size effect threshold occurs at a larger normalized minimum dimension for the ODS 

than for pure Fe. This normalized minimum dimension is essentially the slope of a line on a plot 

of the minimum allowable specimen dimension (i.e. extrinsic size) versus obstacle spacing (i.e. 

internal microstructural size), as shown in Figure 6.2, after ref. [180]. Specifically, two lines 

having slopes 1 and 10 are shown on Figure 6.2 as an attempt to bound the observed B values for 

pure Fe (B~0) and Fe-9%Cr ODS (B = 8.5-9). These lines show that as obstacle spacing is 

reduced, the allowable minimum dimension to avoid size effects also reduces; likewise, as 

obstacle spacing increases (towards perfect crystallinity) the minimum allowable dimension 

becomes increasingly large. This is consistent with observations in the archival literature that 

suggest that progressively smaller specimen geometries can be used to obtain meaningful 

mechanical properties in materials having increased obstacle density [78,81,180,85,118,174–
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179]. Notably, size effect threshold data points from pure materials fall closer to the line having 

slope of 1, whereas materials of increasing complexity fall closer to the line having slope 10. 

This observation corroborates the idea that the shift in B from 0 to ~9 with increasing material 

complexity is due to fundamental differences in deformation mechanisms inherent to more 

complex materials. These complexities are not fully captured with the parameters of Equation 

6.1 (original power law), thus requiring the offset factor B to fit the size effect power law for 

more complex materials, i.e. Equation 6.3. Consequently, the non-normalized minimum 

dimension for meaningful flow stress measurements in Fe-9%Cr ODS is 180-190 nm, whereas 

that for pure Fe is a factor of five larger at 900 nm. This can be visualized in Figure 6.2, where 

minimum dimension (non-normalized) is plotted against obstacle spacing. Normalized allowable 

minimum dimension is the slope of a line drawn on Figure 7 – we show slopes of 1and 10 to 

approximately bound the behaviors of pure Fe and ODS, respectively. 

 Clamped Beam Fracture 

While fracture toughness values for the clamped beams generally fall within bulk literature 

values (§5.3), two questions arise. First, what is the nature of the size effect and its impact? 

Secondly, does this technique afford fine enough resolution to describe differences in the fracture 

behavior of the irradiated conditions? To answer the first question, this section will consider the 

impact of large-scale plasticity at the notch and notch radius on fracture toughness. Then to 

understand the resolution of this technique, fracture toughness results will be compared to the 

microstructurally predicted changes in material toughness. 

Generally small-scale testing finds elevated measurements of properties like yield strength 

and flow stress due to the interaction of intrinsic and extrinsic material dimensions [17]. In the 
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case of fracture toughness, however, the results herein, fall on the low side of literature results, 

suggesting an underestimation in the material property. We attribute this to the impact of large 

scale plasticity in the sample. ASTM standards for fracture toughness require dimensions such 

that the width to thickness ratio (W/B) falls between 1 and 4 for single edge-notched beams 

[181]. This is to ensure that the plastic zone size around the crack is very small, relative to an 

infinite-sized plate (Figure 2.11). This allows for linear elastic fracture mechanics to be used. For 

in situ TEM fracture testing, samples do not meet this criterion. The W/B ratio for the beams in 

this study is 5. As such, we use the J-integral approach to account for some plasticity. Even still, 

there may be large scale factors that are unaccounted for in the J-integral approach. As such the 

large plastic zone size results in a more brittle material, with a lower calculated fracture 

toughness than that from bulk-scale testing. 

An additional concern is the notch tip radius. As the notch tip radius governs the stress 

intensity, it can impact the fracture toughness, especially in small-scale testing [125].   Due to 

variability in the FIB notching, the notches on the clamped beams were not of a purely uniform 

size. Figure 6.3 plots the KQ,J values for each fractured beam as a function of notch tip radius. 

Generally, large notch tip radii had correspondingly large fracture toughness values. Yet the 

trend did not hold across all material conditions, specifically the Fe2+ 3 dpa; these beams had a 

fairly consistent notch tip radii centered on 40 nm ± 10 nm, but resulted in a wide range of KQ,J 

values ranging between 8-21 MPa m1/2. 

Another concern regarding the notches, as discussed in work by Best et al [137] relates to 

the FIB ion damage. In the work, Best compares Ga+ FIB notches with Xe+ and He+ FIB notches, 

finding higher KIC
 values for the Ga+ FIB notches. They speculate that this increase could be due 

to residual stresses due to the ion implantation [137]. This dissertation solely used Ga+ to create 
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the notches. Yet the resulting KQ,J values are on the low end of the expected bulk fracture 

toughness values. This, along with the non-determinative results of notch tip radius (Figure 6.3), 

lead the authors to suggest that any impact from FIB damage on the notch, and the size of the 

notch, is superseded by the small specimen dimensions; where the plastic zone is large, as 

compared to ASTM standards [181]. 

As discussed in §4.2, a study of the microstructure was conducted. This data will be used 

to understand the impact of dislocation loop size and density or oxide nanocluster density on the 

fracture properties of the four material conditions. Figure 6.4A contains a summary of the oxide 

nanocluster distribution in the materials, while 6.4B contains the dislocation loop data. The data 

is split into number, diameter, and density categories first, and then by material condition. 

Diameters for both oxide nanoclusters and dislocation loops remain consistent across material 

conditions. As such, the detailed look at each will focus on the number and density within each 

material. 

Oxides contribute to the temperature stability of the material, but literature values for their 

dispersed barrier obstacle strength, α, are an order smaller than those of dislocation loops (0.03-

0.06 vs 0.17-0.33) [50,182]. As such, they are not the major contributor to retarding dislocation 

motion and play a minor role in making the material more brittle. Yet, with mechanical alloying, 

there is some thought that the oxide nanoparticles can contribute to porosity and degrade the 

impact properties of a material by acting as sites for crack nucleation [183,184]. The two 

material conditions with a considerable increase in oxide number over as received conditions are 

Fe2+ 100 dpa and proton irradiated; and they behave in two different ways. The proton irradiated 

condition results in KQ,J values similar to the as received condition. In contrast, the single Fe2+ 

100 dpa fracture has the lowest KQ,J value, an order of magnitude less than the as received 
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material. This contradictory data could be a result of the uneven dispersion of the oxides within 

each beam at such small specimen volume. Work by Hoelzer et al. finds a reduction in 

mechanical properties with a less fine distribution of the oxides within various Fe-Cr alloys [32]. 

Ultimately, it is hard to determine if the oxide nanoclusters play a role, if any, in the fracture 

properties due to limited sample size.  

The dislocation loop diameter remains consistent across material conditions. Dislocation 

loop number and density increase from the Fe2+ at 3 dpa to the 100 dpa by ~125 and 2×1021 m-3, 

respectively. The proton irradiated condition has a large increase in number (~200 to 700) and in 

density (~3×1021 m-3 to 10×1021 m-3). Dislocation loops play a significant role in retarding 

dislocation motion and can contribute significantly to the DBH prediction. Yet at the 500°C 

irradiating temperature, the DBH model predicts a small increase in yield strength of 21 MPa for 

the proton irradiated condition and softening of 131 MPa and 33 MPa for the Fe2+ 3dpa and 100 

dpa conditions, respectively. All these values are of negligible change, considering a bulk yield 

strength of 1200 MPa, yet generally, the fracture toughness has an inverse relationship to yield 

strength [20]. As such, if we saw a change in the fracture toughness corresponding inversely to 

the change in irradiation hardening, we would expect the proton irradiated beams to exhibit 

lower fracture toughness values, with the Fe2+ irradiated conditions having higher fracture 

toughness than the as received. This is not what is observed.  

 Finally, as the ASTAR and EDS results show in Figure 5.12 and Appendix C, the gross 

microstructure – number of grains or the presence of a precipitate at the notch dominate the 

fracture behavior of each beam.  Beams with grain junctions near the notch can accommodate 

more plastic strain than single crystals and crack growth is slowed or halted in these beams 

[151,185–187]. At this point the stress intensities at the clamped edges drive crack growth or 
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shearing due to the applied load. Additionally, precipitates along the notch axis of beams 

contribute to a more brittle fracture than single crystals. This is observed in the 2 beams (one 

Fe2+ to 3 dpa and one proton 3 dpa) which have two of the lowest KQ,J values.  

Though these gross microstructural features drive fracture behavior, it must be stated that 

the sample size of this clamped beam work is too small to quantitatively understand the changes 

in fracture properties due to irradiation. This is supported by literature results suggesting 

hundreds of samples must be tested to fully characterize the mechanical properties at small-scale 

[188]. Yet 16 clamped beams were successfully fractured in situ TEM for the ductile Fe-9%Cr 

ODS, with results approaching the bulk literature values (12 – 30 MPa m1/2) for Fe-Cr ODS [56]. 

As such, this component of the dissertation is a foundation and proof of concept for future in situ 

TEM fracture work on engineering materials.  

 Lamellae Indentation 

6.3.1 Irradiated Microstructure and Expected Visibility 

The Fe2+ 3 dpa at 500°C irradiated microstructure for the Fe-9%Cr ODS is reported in 

§2.3.3and summarized in Table 2.2. Whether dislocation motion can be observed in both the 

original TEM videos and/or the heatmap videos is dependent on the material strain and the frame 

rate of the camera. At high strain rate (>105 s-1), dislocation motion is known to be supersonic 

[16,189]. Given that the indentation performed in this study is at a strain rate of 0.04 s-1, a 

medium strain rate (10-4 s-1 < 𝜀̇ < 10-2 s-1) as defined by Chawla and Meyers [16], we can assume 

that the dislocations move slower than the longitudinal wave velocity (𝐶𝐿). The longitudinal and 

transverse (𝐶𝑇) wave velocities in steel are ~5700 m/s and ~3200 m/s, respectively [190,191]. 

The videos used in this study are captured at a frame rate of 30 frames per second, resulting in a 
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time delay of 0.033 seconds between frames. The maximum distance that dislocations traveling 

at the wave velocity can travel between two frames is 188 m, which is much larger than the size 

of a lamella. However, by visual inspection of the videos, foreground objects move <50 nm in 

one second, suggesting that the moving objects in the video are more likely the result of moving 

dislocation aggregates or changes in grain orientation due to bending, rather than individual 

dislocation emissions. 

The expected behavior of other microstructural features under loading can be ascertained 

from the literature, based on how they are known to interact with dislocations (regardless of 

whether those dislocations can individually be discerned). Oxide particles, carbides, and 

dislocation loops will act as barriers to dislocation motion and can either be sheared or overcome 

through dislocation climb depending on their strength [15]. For oxide particles, the dispersed 

barrier obstacle strength, α, is expected to be low (0.03-0.06) [50,182], hence it is expected that 

dislocations will shear through them [117,182,192,193]. Oxide particles have limited Z-contrast 

against the alloy matrix [157]; this generally precludes the visibility of oxide particles by 

conventional bright field TEM in materials such as this Fe-9%Cr ODS which has an abundance 

of irradiation damage defects and dislocation loops, dislocation lines, and nanoscale grains that 

create a highly-contrasting, complex microstructure. Hence, the oxide shearing process is not 

likely to be identified by MicroViBe. 

Dislocation loops, on the other hand, are stronger barriers to dislocation motion, with α 

ranging 0.17-0.33 [50,182]. In bcc Fe-Cr, dislocation loops generally have one of two burgers 

vectors, b= ½ <111> or b=<100>, and they reside on the {111} or {200} habit planes, 

respectively [47]. The slip direction in bcc Fe is along the <111> direction. Studies simulating 

the interaction between dislocations and dislocation loops demonstrate differences in the strength 
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of the interaction depending on the loop burgers vector [195–197]. Loops of b= ½ <111> 

provide a stronger barrier to dislocations than loops of b=<100> [195]. Of the total loop 

population in the subject ODS alloy, 55-70% are of the b= ½ <111> type [50].  

The MicroViBe algorithm identifies changes in the Laue contrast of features visible in the 

bright field TEM video. For loops, visibility is a function of the grain orientation relative to the 

electron beam. These loops are visible on the [111] and [001] zone axes in two beam conditions, 

and while using the STEM technique discussed in §4.2 [43]. Their visibility is variably limited in 

the conventional bright field imaging conditions with sub-optimal tilt, as utilized during the 

indentation testing. While loop visibility is secondarily a function of their size, the average loop 

size in the subject ODS is within TEM resolution limits. Hence, the MicroViBe foreground is 

likely to include some combination of aggregate dislocation interactions with dislocation loops, 

whereas the background will likely include the unaltered lattice and oxide particles.  

6.3.2 Post-Mortem TEM Analysis 

In the original TEM indentation video, lamellae are not tilted prior to imaging or 

indentation, so grains are not necessarily oriented at their optimal imaging conditions. For 

example, g∙b criteria are favorable for dislocation loop visibility in the [111] grain in Lamella 1 

and the [001] grain in Lamella 2, especially in a two-beam condition. On the other hand, all other 

grains in these lamellae are oriented such that dislocation loops cannot be seen (or can be seen 

only weakly) due to the g∙b invisibility criterion. By loading the indented sample into a double 

tilt holder, the lamella can be oriented such that the zone axes, either [111] or [001] can be 

imaged using the STEM technique outlined in §4.2, providing the most unobstructed image of 

the dislocation loops within the grains of interest.  
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Using the grain orientations from ASTAR as a map, on-zone axis STEM imaging can 

provide improved understanding of the MicroViBe hotspots and the dislocation loops strengths. 

STEM images of dislocation loops are taken in grains already near the favorable axes (i.e. [111] 

and [001] zone axes); these grains are grain 3 in Lamella 1 and grains 2 and 3 in Lamella 2. 

While grain 2 in Lamella 1 is near the [111] zone axis, it is too darkly contrasting to effectively 

image loops, even in STEM mode; the same is true for the left region of grain 1 in Lamella 2. 

Figures 6.5 and 6.6 show for Lamellae 1 and 2, respectively: the (a) final heatmap from each 

lamella; (b) an original TEM video frame from the conclusion of the indentation, with boxes 

denoting the locations of subsequent STEM images shown in (c) and (d); and (e) the ASTAR 

grain orientation map of the lamellae after indentation. In each of the STEM images (Figures 

6.5c-d and 6.6c-d), dislocation loops are identified with circles and numerical labels. Positions 

on the MicroViBe heatmap that are coincident with STEM-observed loops are indicated in 

Figures 6.5a and 6.6a with the corresponding numerical labels. 

In Lamella 1, two STEM images are taken of grain 3 on the [111] zone axis. The five loops 

identified (Figures 6.5c-d and 6.6c-d) are circular in shape. Loop orientation maps for Fe-Cr 

alloys [43] can be used to determine the loop habit planes: in Figure 6.5d, the [111] zone axis 

loop orientation map is overlaid and indicates that the circular loop is of the (111) habit plane 

[43]. All five loops in the STEM images for Lamella 1 have b=½ <111>, which is coincident 

with the <111> slip direction in bcc crystals. Dislocations will interact with loops along this slip 

direction, driving changes in Laue contrast that can then be detected by the MicroVibe algorithm 

[195]. All five loops therefore correspond to a hotspot position on the heatmap (Figure 6.5a).  

In Lamella 2, STEM images are taken of grains 2 and 3 on the [001] zone axis. Again, the 

loop orientation map is overlaid in Figure 6.6d.  Here, loops 1 and 2 (Figure 6c) appear circular, 
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suggesting their habit plane is (200) with b=<100>. These loops have a weak interaction with 

dislocations on the slip plane, and therefore may not create any detectable Laue contrast changes 

[195]. Indeed, the positions of these loops do not correspond to any hotspots in Figure 6.6a. The 

remaining loops (Figures 6.6c-d) can be characterized as residing on the (111) habit plane for 

loops 3-6, or on the (111̅) habit plane for loops 7-9. Both of these habit planes have b= ½ <111>, 

so these loops all interact with dislocations and are detected by MicroViBe. It follows that loops 

3-9 all correspond to a hotspot position on the heatmap (Figure 6.6a).  

In summary, the MicroViBe heatmap is capable of detecting dislocation loops residing on 

the (111) habit plane with b= ½ <111> in the subject ODS alloy. The interaction between these 

loops and dislocations slipping in the <111> direction, produce Laue contrast that is detected by 

the MicroViBe algorithm. By comparison, the loops on the (100) habit plane do not correspond 

with the bcc <111> slip direction, so there is no detectable Laue contrast change during 

indentation [195]. The b= ½ <111> loops correspond to MicroViBe hotspots as long as they 

have some degree of visibility (i.e. not entirely invisible based on g∙b criteria) in the original 

TEM video due to their interaction with dislocations. While these dislocation loops may not 

always be readily discernible in the TEM original video, due to the grain orientations and 

surrounding Laue contrast from the surrounding microstructure, the MicroViBe algorithm clearly 

identifies these loops. 

6.3.3 Loop Analysis and Strength 

Because dislocation loop counting is known to be a subjective task and results can vary 

between experimenters [198], we now attempt to utilize the MicroViBe algorithm to provide a 

more objective and consistent method to identify dislocation loops. We compare the number 

density of dislocation loops as previously characterized by STEM (on an unindented lamella) [6] 
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with the number density of hotspots on the indented lamellae. For the purpose of this exercise, 

we assume all hotspots correspond to mobile dislocation loops or obstacles with similar strengths 

to these loops (e.g. stronger oxide particles [117,192]).  

Using the heatmap histogram of pixel changes, a threshold of the top 2% of those heatmap 

pixels exhibiting the greatest amount of change throughout the video gives a hotspot number 

density of 7.8x1021 m-3 in Lamella 1, and 4.72x1021 m-3 in Lamella 2. These values are of the 

same order of magnitude, though 2-4 times larger, than the STEM dislocation loop number 

densities (Figures 6.5c-d and 6.6c-d) of 1.04x1021 m-3 and 1.98x1021 m-3 for Lamella 1 and 

Lamella 2, respectively. These STEM loop number densities are consistent with the value of 

2.1x1021 m-3 previously measured in the same alloy/condition on an un-indented lamella [6]. 

Differences in heatmap number density and loop number density arise because not all 

hotspots in the heatmap necessarily correspond to a dislocation loop – some of the hotspots may 

be associated with dislocation lines, subgrain boundaries, or bend contours that are not clearly 

resolvable in the post-mortem STEM images. It is also plausible that some of the hotspots not 

associated with loops may be attributed to oxide particles. However, the dispersed barrier 

obstacle strength, α, of dislocation loops (0.17-0.33) is much larger than that of the oxides (0.03-

0.06), particularly in the subject ODS alloy [50,182]. Hence, the oxides will likely be sheared by 

dislocations [117,182,192,193] and not identified by the MicroViBe algorithm. Thus, the hotspot 

number density can provide a reasonable estimate of the magnitude of the dislocation loop 

density, although it may also include other obstacles or features with similar strengths as loops. 
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Table 6.1 – Values for the stress proportionality constant, A, minimum dimension/obstacle 

spacing offset, B, and the stress exponential, n, from power law fits of the pure Fe And ODS data 

 Stress Proportionality 

Constant (A) 

Minimum Dimension/ 

Obstacle Spacing Offset 

(B) 

Stress Exponential 

(n) 

Pure Fe 720 0 0.6 

As Received ODS 3546 8.5 0.12 

Proton Irr. ODS 3324 9 0.09 

 

 

 

 

 

 

 

 

 

 

 

 



206 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1 – Flow stress as a function of normalized minimum dimension for (a) pure Fe 

micropillars [81] and (b) as received and (c) proton irradiated Fe-9%Cr ODS cantilevers. The as 

received and proton irradiated charts include the logarithmic relationship for both 
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Figure 6.2 – Minimum dimensions vs obstacle spacing for a variety of literature materials  

[78,81,85,118,175–179] and this study’s Fe-9%Cr ODS micropillars and cantilevers. Pure 

materials designated with an open symbol, complex materials with a filled symbol 
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Figure 6.3– Fracture toughness of clamped beams as a function of the notch tip radius. Though 

larger notch tips had higher KQ,J values, this impact was not observed across material conditions 
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Figure 6.4 – Microstructural data for each material condition for the (a) oxides and (b) 

dislocation loops 
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Figure 6.5 – Lamella 1 indentation shown in (a) final heatmap, (b) final image after indentation, 

(c-d) STEM images of respective areas identified in 5b showing dislocation loops, and (e) 

ASTAR image of entire lamella area above indentation 
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Figure 6.6 – Lamella 2 indentation shown in (a) final heatmap, (b) final image after indentation, 

(c-d) STEM images of respective areas identified in 5b showing dislocation loops, and (e) 

ASTAR image of entire lamella area above indentation 



212 

 

7. CONCLUSIONS AND RECOMMENDATIONS 

This thesis has reached the following conclusion: 

For as received and irradiated Fe-9%Cr ODS, the relationship between extrinsic and 

intrinsic dimensions can be defined such that size effect can be precluded during in situ TEM 

mechanical testing.  

This conclusion is supported by the following sub-conclusions: 

1) The yield strength and elastic modulus of Fe-9%Cr ODS micropillars can be 

determined using in situ TEM compression with supplementary finite element modeling. 

Micropillars of dimensions varying between 100-600 nm in width, height, and thickness of as 

received and Fe2+ irradiated to 3 dpa and 100 dpa at 500°C Fe-9%Cr ODS were compressed in 

situ TEM. Load-displacement curves were collected and converted to stress-strain using in situ 

dimensional measurements. From the stress-strain curves, yield strength was acquired. Finite 

element modeling accounted for the deformation in the base of the micropillars, resulting in 

elastic modulus values. Both yield strength and elastic modulus values were within expected 

bulk literature values. 

The obstacle spacing in the 3 material conditions of Fe-9%Cr ODS was determined 

through prior TEM and APT characterization work. The obstacle spacing ranged from 19.9-37.6 

nm. By testing at varying dimensions, a threshold, where yield strength and elastic modulus 

values began to inflate due to the interaction between extrinsic and intrinsic dimensions was 

determined. This began to occur in specimens with minimum dimension <100 nm. Hence, this 

work supports our main conclusion. 

2) Flow stress can be determined of cantilevers in bending. Cantilevers with varying 

dimensions ranging between 1-2 μm in length, with height of 200-500 nm, and thickness values 
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of 200-300 nm, were manufactured and bent in situ TEM. Load-displacement data was collected 

and converted to stress-strain values using measurements of the cantilever dimensions. Flow 

stress values were taken from these stress-strain curves.  

A logarithmic relationship was seen in the literature between flow stress and minimum 

dimension. This approach was applied to the cantilever flow stress where a power-law 

description was fitted to the data. Again, a threshold where minimum dimension and material 

obstacle spacing began to interact was found through varying the beam dimensions and 

calculating values of inflated flow stress. This threshold confirmed the micropillar results, with 

the minimum (extrinsic) dimension being approximately 150 nm and the obstacle spacing for as 

received and proton irradiated Fe-9%Cr ODS being ~20 nm.  

3) Fracture properties of Fe-9%Cr ODS can be determined using a clamped beam 

geometry and extended finite element modeling. Four material conditions were tested: as 

received Fe2+ irradiated to 3 and 100 dpa at 500°C, and proton irradiated to 3 dpa at 500°C. 

Beams were fractured in situ TEM. Using a model by Wurster and extended finite element 

analysis to determine the stress intensity at the notch, fracture toughness values were calculated. 

These ranged from 8-20 MPa m1/2 falling at the low end of bulk literature values. This 

underestimation can be attributed to the large plastic zone size in the small-scale samples. 

Variability in fracture toughness from material condition to material condition and from 

beam to beam, could not be accounted for through fine differences in microstructure. Yet the 

presence of grain junctions or precipitates did predict fracture behavior. Notch radius did not 

contribute significantly to the resulting fracture properties. Future work will need to be 

conducted to increase sample size to better understand the variables contributing to the fracture 

toughness measurements. 
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4) Using in situ lamella indentation and MicroViBe image analysis, one can determine 

the strength and location of obstacles in Fe-9%Cr ODS. Two lamellae were indented and the 

TEM video was treated to the MicroViBe analysis. Subsequent STEM BF imaging was 

conducted on two grains of interest. Dislocation loops on the {111} habit plane with Burger’s 

vector b=1/2 <111> corresponded to hot spots on the MicroViBe analysis.  Suggesting these 

dislocations were strong obstacles to dislocation motion on the bcc {111} slip plane. In 

comparison dislocation loops on the {100} habit plane with b=<100> did not correspond to hot 

spots and therefore were not strong obstacles to dislocation motion. Correspondingly, oxide 

nanoclusters with small obstacle strength did not appear on the MicroViBe analysis.  

This work is a beginning for doing in situ TEM analysis on complex materials, where the 

microstructure is not easily observed with the human eye during mechanical deformation. 

Further refinement on the MicroViBe analysis and its use on other materials is needed to fully 

understand its limitations and opportunities to better understand deformation mechanisms in 

engineering and irradiated materials. 
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APPENDIX A. INPUT FILES FOR ANSYS AND ABAQUS MODELS 

Micropillar Compression - ANSYS 

 

Mechanical Properties 

E = 220000 MPa 

Yield strength = 1200 MPa 

Poisson’s ratio = 0.3 

 

Geometry input file (.txt): 

“fini 

/clear 

/prep7   

blc4,-0.0103,-0.002304,0.00241,0.003,0   

blc4,-0.00929,0.000696,0.0004,0.000404,0 

 

cdwrite,solid,,,,geom,iges” 
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Clamped Beam - ABAQUS 

 

Mechanical Properties 

E = 220000 MPa 

Max Principal Strain = 0.033 

Poisson’s ratio = 0.3 

Part and assembly text files: https://doi.org/10.4231/SWHB-WD33  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://doi.org/10.4231/SWHB-WD33
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APPENDIX B. IN SITU TEM VIDEOS 

In situ TEM videos are stored in online repositories. DOI numbers are provided for each set of specimens. The series is published 

in: https://doi.org/10.4231/100X-1R88  

 

Micropillar Videos 

As Received: https://doi.org/10.18122/B2VM5G 

Fe2+ 3 dpa 500°C: https://doi.org/10.18122/B2QX4Z 

Fe2+ 100 dpa 500°C: https://doi.org/10.18122/B2M41Z 

 

Cantilever Bending 

https://doi.org/10.4231/6899-GK44 

 

Clamped Beam Fracture 

https://doi.org/10.4231/M543-8C24  

 

Lamellae Indentation 

https://doi.org/10.4231/NGCG-PG03  

  

https://doi.org/10.4231/100X-1R88
https://doi.org/10.18122/B2VM5G
https://doi.org/10.18122/B2QX4Z
https://doi.org/10.18122/B2M41Z
https://doi.org/10.4231/6899-GK44
https://doi.org/10.4231/M543-8C24
https://doi.org/10.4231/NGCG-PG03


 

 

 

2
1
8
 

APPENDIX C. J-Δa CURVES, ASTAR, & EDS DATA OF CLAMPED BEAMS 

All J- Δa Curves 
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As Received – Grid 1 

 

  

  

Did Not Capture EDS 

KQ,J = 15.3 MPa m1/2 KQ,J = 17.7 MPa m1/2 KQ,J = 15.6 MPa m1/2 
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As Received – Grid 2 

  

 

  

Did Not Capture EDS 

KQ,J = 15.8 MPa m1/2 Did Not Fracture Did Not Fracture 
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Fe2+ 3 dpa 500°C – Grid 1 

   

   

KQ,J = 8.6 MPa m1/2 Did Not Fracture KQ,J = 10.2 MPa m1/2 
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Fe2+ 3 dpa 500°C – Grid 2 

   

   

Did Not Fracture Did Not Fracture Fractured – Did not use due to large notch 
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Fe2+ 3 dpa 500°C – Grid 3 

 
  

 

    

Did Not Fracture KQ,J = 14.0 MPa m1/2 KQ,J = 15.6 MPa m1/2 KQ,J = 20.1 MPa m1/2 
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Fe2+ 100 dpa 500°C – Grid 1 

   

   

Fractured Left Edge Fractured Left Edge Fractured Right Edge 
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Fe2+ 100 dpa 500°C – Grid 2 

   

 
  

Fractured Left Edge Fractured Right Edge Sheared on Left 
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Fe2+ 100 dpa 500°C – Grid 3 

   

 
  

KQ,J = 7.0 MPa m1/2 Did Not Fracture Sheared on Left 
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Proton 3 dpa 500°C – Grid 1 

 
  

   

KQ,J = 19.5 MPa m1/2 Did Not Fracture KQ,J = 19.4 MPa m1/2 
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Proton 3 dpa 500°C – Grid 2 

  

 

   

KQ,J = 20.0 MPa m1/2 Did Not Fracture KQ,J = 11.1 MPa m1/2 
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Proton 3 dpa 500°C – Grid 3 

   

   

Did Not Fracture Did Not Fracture KQ,J = 13.3 MPa m1/2 
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