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ABSTRACT

Jang, Ikbeom Ph.D., Purdue University, May 2019. Diffusion Tensor Imaging Anal-
ysis for Subconcussive Trauma in Football and Convolutional Neural Network-Based
Image Quality Control That Does Not Require a Big Dataset. Major Professor:
Thomas M. Talavage.

Diffusion Tensor Imaging (DTI) is a magnetic resonance imaging (MRI)-based

technique that has frequently been used for the identification of brain biomarkers of

neurodevelopmental and neurodegenerative disorders because of its ability to assess

the structural organization of brain tissue. In this work, I present (1) preclinical find-

ings of a longitudinal DTI study that investigated asymptomatic high school football

athletes who experienced repetitive head impact and (2) an automated pipeline for

assessing the quality of DTI images that uses a convolutional neural network (CNN)

and transfer learning. The first section addresses the effects of repetitive subconcus-

sive head trauma on the white matter of adolescent brains. Significant concerns exist

regarding sub-concussive injury in football since many studies have reported that

repetitive blows to the head may change the microstructure of white matter. This is

more problematic in youth-aged athletes whose white matter is still developing. Using

DTI and head impact monitoring sensors, regions of significantly altered white mat-

ter were identified and within-season effects of impact exposure were characterized by

identifying the volume of regions showing significant changes for each individual. The

second section presents a novel pipeline for DTI quality control (QC). The complex

nature and long acquisition time associated with DTI make it susceptible to arti-

facts that often result in inferior diagnostic image quality. We propose an automated

QC algorithm based on a deep convolutional neural network (DCNN). Adaptation of

transfer learning makes it possible to train a DCNN with a relatively small dataset

in a short time. The QA algorithm detects not only motion- or gradient-related ar-
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tifacts, but also various erroneous acquisitions, including images with regional signal

loss or those that have been incorrectly imaged or reconstructed.
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1. INTRODUCTION

1.1 Neurotrauma Study Using Diffusion Tensor Imaging

This work is part of the larger Purdue Neurotrauma Group (PNG) study, which

aims to examine the connection between mild traumatic brain injury (mTBI) biome-

chanics and the underlying pathophysiology as well as methods for the prevention

of mTBI, especially in the context of youth athletics. The long-term goal of PNG

is to ensure that youths can more safely participate in collision-based sports (e.g.,

American football, soccer).

In 2017, 2.5-million high school students in the United States reported having

at least one sport-related concussion and 1-million reported having more than one

concussion in that year [1]. However, the underlying mechanism that governs the

development of sports-related concussions or the effects of accumulated subconcussive

head impacts are largely unknown. A major cause for concern is that approximately

half of all concussions go undiagnosed [2–4] and failure to identify a concussion or

any form of damage may result in long-term neurodegeneration [5–8]. Multiple on-site

healthcare professionals are present at games and practices to watch for symptoms

of concussion following any severe collisions. Commonly identified signs are somatic

symptoms such as headache, feeling dazed, and emotional instability; physical signs

such as loss of consciousness or amnesia; balance impairment; behavioral changes;

cognitive impairment; and sleep-wake disturbance [9]. However, symptoms may not

present or may not be noticed right after trauma [10] and damage may accumulate

over time [11]. The standard-of-care diagnostic procedures associated with mTBI

or concussion often fail to identify certain forms of damage; additionally, a set of

biomarkers for predicting long-term damage or recovery has yet to be established.
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Furthermore, impacts that do not immediately cause symptoms of a concus-

sion (termed subconcussive head impact exposures) can alter neural integrity. Be-

cause these incidents do not elicit identifiable symptoms, athletes continue to partic-

ipate with unclear consequences. Neuroimaging studies have found that neurological

changes are associated with repetitive head impact exposures, including alterations

of functional connectivity in gray matter [12–15], microstructural changes in white

matter [16–20], and increased susceptibility to concussion [10, 21, 22]. Studies have

also revealed that, in the long-term, retired football athletes who were exposed to

a massive number of subconcussive impacts tend to have a higher risk of develop-

ing neurodegenerative disorders such as chronic traumatic encephalopathy (CTE),

Alzheimers disease, and Parkinsons disease [7, 8, 11,23,24].

This work focuses on clinically asymptomatic high school football athletes, since

football accounts for a large proportion of sports-related concussions [25]. I use

diffusion-weighted imaging (DWI) data acquired in our prospective study of high

school-aged American football athletes to identify the nature and extent of the struc-

tural changes in white matter associated with the accumulation of exposure to head

acceleration events (HAEs). Diffusion tensor imaging (DTI) data are acquired by

processing DWI data. Compared to other neuroimaging methods, DTI is known to

be more sensitive to subtle changes in white matter integrity. DTI provides direc-

tional and diffusivity information of water molecules at each voxel in endogenous

tissue. The two major estimates most commonly used in DTI studies are fractional

anisotropy (FA) and mean diffusivity (MD), where FA represents coherence of fibers

and MD quantifies averaged diffusivity. To assess relative mechanical loading, HAEs

were monitored using telemetry systems equipped with accelerometer and gyroscope

sensors. Athletes were monitored throughout all team practices and games. An

important advantage of this work and of the PNG study is the availability of longi-

tudinal measurements, including baseline data, which are acquired prior to the start

of the playing season. This benefit offers the rare opportunity to monitor changes in

individuals during and after a football season.
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While many TBI studies adopt region of interest (ROI)-based analysis in which

measurements taken from regions of interest or throughout the whole brain are av-

eraged, this may not provide sufficient information concerning the structure of white

matter since the measurements of each voxel do not necessarily react to HAEs in

the same manner across different locations. As such, this study focuses more on

voxel-level analyses. Starting from more basic analyses such as comparisons of FA

and MD at the whole brain level, the group-level regions of alteration was identified

relative to the baseline through voxel-wise comparisons, and the individual-level ex-

tent of alteration was found at each follow-up imaging session, which was then passed

to regression analyses to investigate the effects of cumulative HAE exposure. These

in-depth analyses allowed deeper understanding of mechanisms of longitudinal white

matter changes due to repetitive subconcussive trauma.

1.2 Automated Quality Control of Diffusion Tensor Imaging

DTI is a well-established and powerful technique that can non-invasively probe

the composition, integrity, and orientation of white matter fibers in the brain [26,27]

. Due to inherent limitations of acquisition, however, DTI suffers from artifacts

introduced by motion (e.g., body movement, cardiac pulsation), eddy currents, and

susceptibility effects [27]. DTI further suffers from a relatively low signal-to-noise ratio

(SNR), which hinders accurate estimation of diffusion parameters, interpretation, and

reproducibility [28,29].

For application of DTI analysis to large-scale studies particularly those involving

longitudinal assessment of DTI quality control (QC) or quality assessment (QA) are

critical. Many QC approaches focus on reducing specific artifacts, including geometric

distortion artifacts induced by the combination of eddy currents [30] and motion

[28, 31], and general noise reduction [29]. These approaches have been applied to

both the acquisition and post-processing stages [28]. Given the number of correction

stages in a typical DTI processing pipeline, and the large number of slices associated
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with an acquisition, it is desirable to have an automated QC process. Several tools are

presently available for this [31–34]; however, in practice, these tools require significant

effort on part of investigators.

One approach for developing an automated QA process for a large number of

images would be to use a supervised learning approach based on machine learning

[35, 36] or deep learning algorithms, such as a convolutional neural network (CNN)

[37]. A CNN is a class of deep neural network, which has been successfully used in

various computer vision problems such as object detection, image segmentation, and

video classification. A CNN that contains many layers is referred to as a deep CNN

(DCNN). While offering high classification accuracy, DCNNs can be time-consuming

and are expensive to train (possibly several weeks, even with a high-performance

GPU); thus, Transfer Learning [38] is often used to reduce learning time through use

of weights from a network that was trained for a different, but related, domain or

task.

I present a QC algorithm based on a DCNN transferred from a heterogeneous

domain, which enables fully automated QC of DTI. Base networks used for trans-

fer learning are Inception-ResNet-v2, Inception-v3, ResNet-50, and VGG-19. More

conventional algorithms (e.g., support vector machine, random forest) are also con-

sidered for comparison. I evaluate the performance of these models and provide a

receiver-operating characteristic (ROC) that can enable users to determine a task

specific threshold to optimize performance. The strengths of the proposed method

include high detection accuracy, the ability to detect numerous types of artifacts, and

the ability to be customized and generalized.
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2. WHITE MATTER DIFFUSIVITY CHANGES IN HIGH

SCHOOL ATHLETES ARE CORRELATED WITH

REPETITIVE HEAD ACCELERATION EVENT

EXPOSURE

2.1 Abstract

Recent evidence of short-term alterations in brain physiology associated with re-

peated exposure to moderate intensity subconcussive head acceleration events (HAEs),

prompts the question whether these alterations represent an underlying neural in-

jury. A retrospective analysis combining counts of experienced HAEs and longitudi-

nal diffusion-weighted imaging (DWI) explored whether greater exposure to incident

mechanical forces was associated with traditional DWI measures of neural injury—

reduced fractional anisotropy (FA) and increased mean diffusivity (MD). Brains of

high school athletes (N=61) participating in American football exhibited greater vol-

umes experiencing significant changes (increases and decreases) in both FA and MD

than brains of peers who do not participate in collision-based sports (N=15). Fur-

ther, the football athlete brain volumes exhibiting traditional DWI markers of neural

injury were found to be significantly correlated with the cumulative exposure to HAEs

having peak translational acceleration exceeding 20g. This finding demonstrates that

subconcussive HAEs induce low-level neurotrauma, with prolonged exposure produc-

ing greater accumulation of neuronal damage. The duration and extent of recovery

associated with periods in which athletes do not experience subconcussive HAEs now

represents a priority for future study, such that appropriate participation and training

schedules may be developed to minimize the risk of long-term neurological dysfunc-

tion.
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2.2 Keywords

Subconcussive Injury; Traumatic Brain Injury; Magnetic Resonance Imaging; Diffu-

sion Tensor Imaging; Football



7

2.3 Introduction

Previous neuroimaging work has demonstrated changes in brain function and

chemistry to be associated with the accumulation of exposure to head acceleration

events (HAEs), even in the absence of a diagnosis of concussion. Exposure to these

“subconcussive” HAEs has been observed to be associated with alterations in the

brain’s response to task demands [13,39,40], functional connectivity [12,14,41], cere-

brovascular reactivity [15,42,43], biochemical concentrations [44–46], and resting per-

fusion [47]. Such alterations in function have been suggested as precursors to the

symptoms normally resulting in the diagnosis of a concussion, with accumulation of

HAEs put forth as a likely mechanism for symptom development [48].

Alterations in physiologic behavior, like those reported above, are anticipated

to arise from underlying structural damage to the cells within the nervous system.

Neural injury of this nature is typically assessed in MRI using diffusion-weighted

imaging (DWI), with approaches focusing on white matter integrity using tensor-

based analysis to achieve diffusion-tensor imaging (DTI). In DTI the diffusion of water

molecules is expected to be anisotropic—specifically, stronger along the length of an

axon than outward through the cellular membrane and myelin sheath. Changes in this

fractional anisotropy (FA) and the associated mean diffusivity (MD) are commonly

used as a method for detection or confirmation of changes to white matter health

(e.g., [49–52]), but some evaluation has also been made of changes in axial diffusivity

(AD) and radial diffusivity (RD) (e.g., [53–56]).

In the context of sport-related concussion and subconcussive trauma, measures of

white matter health have been used to document changes associated with participa-

tion in a season of American football and soccer [16, 17, 20, 57–60]. In these studies,

alterations in white matter health have been quantified through comparison of pre-

and post-participation measures, with average alterations in fractional anisotropy or

associated measures interpreted as evidence of the effect of the intervening (and only

sometimes quantified) HAEs. However, while these studies have revealed a number of
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changes in white matter health resulting from said participation, the results have been

highly variable. Some studies in athletes have reported reduced FA and/or elevated

MD [50,51,58,61–63] while others have provided evidence for increased FA and/or de-

creased MD [19,52,64–70]. While interesting, this body of findings is problematic as

increases in FA and decreases in MD are typically attributed to inflammation [19,71]

while decreases in FA and increases in MD are typically attributed to injury [50,72].

Therefore, the critical question whether exposure to repeated HAEs produces what

would be readily recognized as “injury” to the underlying brain structure remains

open. Further the literature has not effectively addressed whether these reported

changes—whether linked to injury or inflammation—are predominantly driven by

natural growth, participation in intensive exercise, or are direct consequences of ex-

posure to repeated subconcussive trauma.

This retrospective study uses diffusion-weighted imaging (DWI) data acquired in

our prospective study of high school-aged American football athletes to identify the

nature and extent of the changes in white matter health and structure associated with

the accumulation of exposure to HAEs. While assessments at the whole-brain level

can reasonably be expected to reflect severe injuries, such as those associated with ve-

hicular accidents or falls (e.g., [58,73]), the progression of damage to a symptom level

likely requires a finer scale assessment. Confirmation that white matter alterations

likely to reflect that one or both of inflammation or injury are correlated with known

mechanical exposures will provide key insight into long-term risks associated with,

but also potential short-term solutions to, accumulation of repeated subconcussive

events.

2.4 Methods

2.4.1 Participants

Previously-collected data from 181 high school-aged (i.e., ages 14-18) male ath-

letes participating in American football (N =162) or noncollision sports (N =19) were
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evaluated for this study. Noncollision athletes indicated participation in track (N =9),

swimming (N =6), cross-country (N =7), or basketball (N =2), with some participat-

ing in more than one sport. None of the included subjects reported having been

diagnosed with a concussion within the three months prior to the period of study, nor

were any diagnosed with a concussion by their team healthcare professionals during

the study.

2.4.2 Participation Schedule

Football Athletes (FBA): 150 of the 162 football athletes participated in at least

four MRI sessions encompassing one competition season: one acquired in the two

months preceding onset of contact practices (Pre); one each within the first (In1 )

and second (In2 ) six-week segments of the competition season, corresponding to an

average of six (In1 ) and twelve (In2 ) weeks after Pre; and one 4–6 months after the

end of the competition season (Post), at an average of 34 weeks after Pre (see Fig.

2.1).

Pre

(Before 

season)

In1

(1st half of 

season)

In2

(2nd half of 

season)

Post

(4–6 months after 

season end)

FBA (N=150)

NCA (N=19)

Season (team practices and games)

Test

(Period of 

activity)

Retest

(Period of 

activity)

Season (practices and games)

6 weeks (avg) 6 weeks (avg) 22 weeks (avg)

8 weeks (avg)

Fig. 2.1. Participation schedule for football athletes (FBA) and peer
non-collision-sport athletes (NCA).
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Noncollision-sport Athletes (NCA): The 19 noncollision-sport athletes were scanned

twice (Test and Retest), at an interval of 5–18 weeks (average: eight weeks), while

actively engaged in training or competition (see Fig. 2.1).

2.4.3 Head Acceleration Event Monitoring

All football athletes were monitored for head acceleration events (HAEs) to assess

relative mechanical loading across the population. Athletes were monitored through-

out all team practices and games—for details, see [74] and [75]. Sensors used were ei-

ther the HIT System (Simbex, LLC), a helmet-based telemetry system; or the xPatch

(X2 Biosystems, Inc), a head-mounted sensor.

Both devices were set to record all events exceeding 10g, but analysis was con-

ducted only on those events exceeding 20g. Our previous work [76] suggests that

20g currently represents the lowest reasonable threshold for which the HIT System

and xPatch are each reliable and consistent indicators of the presence of HAEs, as

event counts exceeding this minimum threshold were found to be similar across both

devices. It is critical to note that, based on laboratory testing, the (specific) magni-

tudes and locations provided for each HAE were not used in this work, as the errors

associated with each individual measurement are substantial for these sensors [76,77].

However, given that both sensor systems have been found to be relatively unbiased

on average (less than 25% error in most cases; see [76]), counts of events exceeding

a given threshold may be expected to underestimate the true total of such events,

but in a systematic manner over time within a population that permits regression

analysis.

2.4.4 MRI Data Acquisition

All MRI sessions were performed at the Purdue MRI Facility, on a 3-T General

Electric Signa HDx (Waukesha, WI), using a 16-channel brain array (Nova Medical;

Wilmington, MA). Head motion was minimized with restraining foam pads. DWI



11

acquisitions used a two-dimensional spin-echo echo-planar imaging (EPI) sequence

(repetition time [TR]=12,000, echo time [TE]=83.6ms, flip angle=90 degrees, field of

view=240mm × 240mm, spatial resolution=2.5mm×2.5mm, slice thickness=2.5mm,

slice gap=0mm, 46 contiguous axial slices, frequency readout=R/L) with 30 diffusion

encoding directions at b=1000 s/mm2 and one volume acquired at b=0 s/mm2. Raw

images were reconstructed by the GE machine to have resolution of 0.938mm ×

0.938mm × 2.5mm (256 × 256 × 46 voxels).

2.4.5 Data Processing and Quality Assessment

Pre-Processing: DWI data were processed using FSL [78–80]. For each image,

a brain mask was generated on the non-diffusion-weighted volume (i.e., b=0) by

segmenting brain from non-brain tissues (BET [81]). Corrections were then applied

for head movements and eddy current-induced distortions (Eddy [82]) while detecting

slices with signal dropout and replacing them with Gaussian process predictions (–

repol option in Eddy [83]). A dropout-slice was defined as a slice having average

intensity four or more standard deviations lower than the expected intensity, based

on the Gaussian Process prediction. Scalar diffusion tensor maps were then estimated

by fitting the diffusion tensor model at each voxel (FDT [84]). Fractional anisotropy

(FA) and mean diffusivity (MD) were subsequently calculated from the three primary

eigenvalues.

Quality Assurance: Prior to voxel-wise analysis, quality assessment was per-

formed on the images output from the preceding process, to ensure that acquisi-

tions were not significantly corrupted. The following criteria for exclusion were sim-

ilar to, but more stringent than, [85]. First, a computational assessment was con-

ducted. Head movements during imaging were estimated between every consecutively-

acquired diffusion angle, based on each volume’s registration parameters [86]. Sub-

jects with at least one relative displacement exceeding 2.5 mm per unit measurement

time were excluded from the study. Those subjects who exceeded three standard devi-
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ations in any translation/rotation along/around the x, y, or z-axis were also ruled out.

Next a visual assessment was conducted, discarding any remaining data in which arti-

facts could be observed, or for which reconstruction had been improper. After quality

assessment, the resulting dataset comprised complete sets of imaging data from 61

FBA (i.e., four valid imaging sessions) and 15 NCA (i.e., both valid imaging sessions).

See Table 2.1 for demographics of participants whose data passed screening and were

included in analyses.

Table 2.1.
Demographics of participants with complete set of valid imaging data.

FBA (N =61) NCA (N =15)

Age (years)

Mean ± StdDev 16.6 ± 0.9 16.5 ± 1.2

[Min, Max] [15, 18] [14, 18]

Years of current sport (high school)

Mean ± StdDev 2.2 ± 0.8 2.1 ± 1.0

[Min, Max] [0, 3] [0, 3]

Number of previously diagnosed concussions

Mean ± StdDev 0.6 ± 1.0 0.5 ± 0.8

[Min, Max] [0, 5] [0, 2]

Racial and Ethnic Categories

White 43 13

Black or African American 14 0

Hispanic or Latino 1 0

Asian 1 2

More than one 2 0
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Image Registration: Datasets that passed quality assessment were input to the

Tract-Based Spatial Statistics (TBSS) pipeline [87–90]. All FA images were nonlin-

early registered to the 1mm isotropic FMRIB58-FA standard-space image, yielding

a transformation for each subject. A mean FA image was calculated from the regis-

tered images from all subjects, and thresholded at 0.2 to create a mean white matter

(WM) skeleton, ROIWM. The aligned FA image of the j-th subject obtained at the

i-th session was then projected onto the corresponding mean WM skeleton to form an

individual- and session-specific WM FA skeleton (FAWM,j,i). MD skeletons (MDWM,j,i)

were similarly created by applying the subject’s transformation to the raw MD images

followed by projection to the mean WM skeleton.

2.4.6 Analysis

A range of analyses was conducted to detect and characterize consequences of

exposure to repetitive subconcussive HAEs associated with a single competition sea-

son of American football. Statistical analyses were performed using FMRIB Software

Library (FSL) 5.0 and STATA 14.0 (StataCorp LP; College Station, TX).

Group-level longitudinal changes in mean FA and MD: A one-way re-

peated measures ANOVA assessed whether longitudinal accumulation of HAEs al-

tered the average value of FA or MD, as computed for each subject over the WM

skeleton at each acquired session—i.e., FAWM,j,i and MDWM,j,i, where for j ∈ FBA:

i ∈ {Pre, In1, In2,Post}; and for j ∈ NCA: i ∈ {Test,Retest}. Additionally, based

on the prior assumption that DWI measures for FBA might recover toward baseline

(i.e., Pre) once exposure to HAEs ceases at the end of the season, a repeated mea-

sures ANOVA was conducted only on the “in-season” sessions—those acquired while

HAE exposure was expected to be increasing from zero (i.e., Pre, In1, and In2 ). In

all relevant cases, the Shapiro-Wilk test for normality (at each session) and Bartlett

test of sphericity were conducted to ensure the validity of using a repeated measures

ANOVA. The non-parametric Kruskal-Wallis one-way ANOVA was used if the nor-
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mality assumption was violated, and the Huynh-Feldt correction method was used if

the sphericity assumption was violated. When significant differences were observed,

pairwise comparison post hoc tests were conducted on the (subject-level) average val-

ues of FA (or MD) in the corresponding population to identify those sessions that

significantly differed in mean (i.e., estimated marginal mean). Note that we consider

data outside 2.5 times the interquartile range—i.e., the difference between the 75th

and 25th percentiles—as outliers and excluded such data from these analyses.

Group-level regions of WM alteration: To evaluate the spatial extent of the

brain in which alterations in FA or MD were observed at each session, the subset

of ROIWM exhibiting significant alteration in the members of the FBA group was

identified as a primary region of interest for subsequent analyses—ROIALT. This

group-level region was generated as follows. First those voxels were identified at each

follow-up session (i.e., In1, In2, Post) that were significantly changed from Pre, as

determined by a voxel-wise permutation paired t-test (50,000 permutations). Second,

threshold-free cluster enhancement (TFCE) was applied on the statistics, and results

were family-wise error (FWE)-corrected [91]. Finally, the subsequent union, over all

follow-up sessions, of those voxels that exhibited pFWE < 0.05, defined the group-level

altered WM region, ROIALT. See Fig. 2.2 for the diagram of this process. WM tracts

comprising ROIALT were identified through matching with the JHU ICBM-DTI-81

White-Matter Labels [92]. To confirm that this approach had identified a subvolume

of the white matter skeleton that exhibited significant changes in mean FA and mean

MD, the repeated measures ANOVA and post hoc pairwise comparison of sessions

outlined above were repeated, but now focusing only on the voxels in ROIALT.

Subject-specific extent of WM alteration – change masks for FA and

MD: Individual subject changes during and after exposure to HAEs were obtained

through subject-specific quantification of extent of significantly-altered FA (or MD)

values. First, for those voxels in ROIWM in which the distribution of changes in FA

(or MD) passed the Shapiro-Wilk test for normality, a 95% confidence interval (CI)

was constructed from the NCA pool based on FA (or MD) changes observed at Retest
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Fig. 2.2. The Diagram shows the procedures to identify the group-
level extent of WM alteration in FBA relative to baseline.

relative to Test. Second, a “change mask” was created for each athlete (FBA and

NCA) at each follow-up session (FBA: In1, In2, and Post ; NCA: Retest), through

identification of those voxels in ROIWM for which the change in FA (or MD), relative

to Pre, fell outside the corresponding voxel-specific NCA 95% CI. We have considered

voxels for which the observed FA (or MD) change fell outside the 99.9% CI likely to

be erroneous, and have excluded such voxels when creating subject-specific masks.

The resulting change masks (roi ∆FAWM,j,i, roi ∆MDWM,j,i) represent subject-specific

volumes of significant change for the corresponding measure. See Fig. 2.3 for the

flowchart of this process.
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Fig. 2.3. The Diagram shows the procedures to generate the voxel-
wise confidence interval map of FA and MD change and subject-
specific change masks for FA and MD subsequently.

The individual-level masks generated from ROIWM were intersected with ROIALT,

to determine subject-specific volumes of changes in FA and MD (roi ∆FAALT,j,i,

roi ∆MDALT,j,i) that are co-located with group-level alterations.

Subject-specific extent of WM alteration – signed change masks for

FA and MD: Eight additional “signed change masks” were generated for each FBA

and NCA subject, at each follow-up session, by identifying in each of ROIWM and

ROIALT the subset of FA or MD change mask voxels exhibiting a substantial increase
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(i.e., accepted changes from Pre above the upper 95% CI bound; roi ∆FA+
WM,j,i,

roi ∆MD+
WM,j,i, roi ∆FA+

ALT,j,i, roi ∆MD+
ALT,j,i), or decrease (i.e., accepted changes

from Pre below the lower 95% CI bound; roi ∆FA−
WM,j,i, roi ∆MD−

WM,j,i, roi ∆FA−
ALT,j,i,

roi ∆MD−
ALT,j,i). See Fig. 2.3 for the flowchart.

For each of the change masks (signed or not) created above, the percentage

volumes—i.e., the ratio of the count of voxels in the change mask relative to the

total voxel count in the reference mask (either ROIWM or ROIALT)—were compared

across the FBA and NCA pools. An unpaired t-test was conducted when within-

group normality was assured, and a non-parametric Wilcoxon rank-sum test used

otherwise.

Regression analysis of volume of WM alteration relative to HAE expo-

sure in FBA: For all change masks created in each of ROIWM and ROIALT, linear

regression analyses were conducted on the volume of change at each FBA follow-up

session (In1, In2, Post) relative to the number of HAEs exceeding a given peak linear

acceleration threshold, Th ∈ {20g, 30g, 40g, 50g, 60g, 70g}, experienced in practices

and games up to the time of the session. For each regression, the confidence intervals

for the true regression lines (i.e., confidence bands) were determined, and both Pear-

son (linear relationship) and Spearman (monotonic relationship) correlation analyses

conducted. Regressions for which the confidence bands do not contain a slope of

zero, and for which correlation achieves a significance of p < 0.05 are suggestive

of a causal relationship between white matter alterations and exposure to repeated

(sub-concussive) HAEs.

2.5 Results

HAE exposures: Table 2.2 summarizes the distribution (median, 1st and 3rd

quartile) of counts of HAEs experienced by the corpus of 61 FBA in practices and

games, from the beginning of the scholastic season to the time of the corresponding

follow-up sessions (In1, In2, Post).
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Table 2.2.
Distributions of “to-date” HAE exposures exceeding 20g as of each
follow-up session for the 61 FBA subjects.

Median 25th percentile 75th percentile

In1 69 38 108

In2 225 137 355

Post 298 160 467

Group-level longitudinal changes in mean FA and MD: The repeated

measures ANOVA conducted on FBA through the “in-season” sessions (i.e., Pre, In1,

and In2 ) revealed a statistically-significant effect of session both for average FA and

average MD (Table 2.3). Post hoc pairwise analysis of the in-season sessions revealed

significant changes in both mean FA and mean MD, relative to the Pre session, at

both In1 and In2 (Table 2.4). No statistically-significant effect of session on average

FA or MD was found for NCA or for FBA when considering all follow-up sessions

(i.e., Post for FBA).

Table 2.3.
Repeated measures ANOVA for mean FA and MD in ROIWM across
the indicated sessions. The p-values were corrected with Huynh-
Feldt’s method if the sphericity assumption was violated.

Group FA/MD Sessions F -statistic p Corrected-p

NCA FA All sessions F(1, 14)=0.08 0.785 N/A

MD All sessions F(1, 14)=0.23 0.642 N/A

FBA FA All sessions F(3, 180)=2.44 0.066 0.070

MD All sessions F(3, 179)=2.59 0.055 0.057

FA In-season F(2, 120)=3.92 0.022 0.0220.0220.022

MD In-season F(2, 119)=3.51 0.033 0.0330.0330.033
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Table 2.4.
Post hoc pairwise t-test comparisons of in-season session measure-
ments of mean FA and mean MD in ROIWM for FBA (see Table 2.3).
Duncan’s method was used to correct for multiple comparisons.

Group FA/MD Pairwise comparisons t-statistic Corrected-p

FBA FA Pre vs. In1 -2.64 0.0130.0130.013

FA Pre vs. In2 -2.13 0.0350.0350.035

FA In1 vs. In2 0.51 0.611

MD Pre vs. In1 2.11 0.0370.0370.037

MD Pre vs. In2 2.44 0.0210.0210.021

MD In1 vs. In2 0.32 0.750

Distributions of individual-subject changes in mean FA and MD for FBA and

NCA at each follow-up session (∆FAWM,j,i, ∆MDWM,j,i) are shown in Fig. 2.4. Note

that FBA consistently exhibit a higher rate of extreme changes (both increases and

decreases) relative to NCA.

Group-level regions of WM alteration: The altered skeleton, ROIALT, ob-

tained from analysis of FBA is depicted in Fig. 2.5. This group-level region represents

3.95% of the white matter skeleton (ROIWM) and intersects with 14 WM tracts. Pri-

mary WM tracts involved in ROIALT are corpus callosum (body, splenium, and genu;

27% of ROIALT), superior longitudinal fasciculus (both left and right; 26%), limb of

the internal capsule (left; 18%), corona radiata (left anterior, right posterior, and

superior in both left and right; 18%), and cingulum (right cingulate gyrus; 9%). Ad-

ditional involvement was found for left superior fronto-occipital fasciculus and right

posterior thalamic radiation.
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Fig. 2.4. Changes in mean FA and mean MD in ROIWM for FBA
(N =61) and NCA (N =15) at each follow-up session compared to
baseline (Pre for FBA; Test for NCA). No statistically-significant ef-
fect of session on change in mean FA or change in mean MD was
found.
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• Color coding

White: WM skeleton (ROIWM)

Red: Altered WM region (ROIALT)

• Images

A: Coronal (front) view

B: Sagittal (left) view

C: Axial (bottom) view

A B

C

Fig. 2.5. 3D visualization (MATLAB) of ROIALT depicted on a frac-
tional anisotropy (FA) skeleton isosurface. 3.95% (comprising 14 WM
tracts) of the tested volume was found to be significantly changed
from the initial FA level. The detected region (ROIALT) was primar-
ily found in corpus callosum (body, splenium, and genu), superior
longitudinal fasciculus (left and right), limb of internal capsule (left
anterior and left posterior), corona radiata (left anterior, right supe-
rior, left superior, and right posterior), and cingulum (right cingulate
gyrus).
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Repeated measures ANOVA and post hoc pairwise analysis of sessions, for both

in-season analysis and analysis involving all follow-up sessions, confirmed that this

volume was associated with statistically-significant changes in both mean FA and

mean MD for FBA, but not NCA (see Tables 2.5 and 2.6).

Table 2.5.
Repeated measures ANOVA for mean FA and MD in ROIALT across
sessions. Huynh-Feldt’s method was used to correct p-values if the
sphericity assumption was violated.

Group FA/MD Sessions F -statistic p Corrected–p

NCA FA All sessions F(1, 14)= 0.21 0.651 N/A

MD All sessions F(1, 14)= 0.48 0.504 N/A

FBA FA All sessions F(3, 180)=20.82 < 10−4 < 10−4< 10−4< 10−4

MD All sessions F(3, 180)= 7.91 < 10−4 < 10−4< 10−4< 10−4

FA In-season F(2, 120)=31.37 < 10−4 < 10−4< 10−4< 10−4

MD In-season F(2, 119)=10.89 < 10−4 < 10−4< 10−4< 10−4

Subject-specific extent of WM alteration – change masks for FA and

MD: The volumes of significant changes in FA or MD—roi ∆FAWM,j,i, roi ∆MDWM,j,i,

roi ∆FAALT,j,i, and roi ∆MDALT,j,i—were significantly larger (p < 0.0001; t-test or

Wilcoxon rank-sum test) at each follow-up session for FBA relative to NCA (Fig.

2.6).

Subject-specific extent of WM alteration – signed change masks for FA

and MD: Consistent with the difference observed above, all signed change masks—

for both ROIWM and ROIALT—were found to be significantly larger (p < 0.001; t-test

or Wilcoxon rank-sum test) at each follow-up session for FBA relative to NCA (Figs.

2.7 and 2.8).
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Table 2.6.
Post hoc pairwise t-test comparisons of measurements of mean FA and
mean MD in ROIALT for FBA using (top) all follow-up sessions, and
(bottom) only in-season sessions (see Table 2.5). Duncan’s method
was used to correct for multiple comparisons.

Sessions FA/MD Pairwise comparisons t-statistic Corrected–p

All sessions FA Pre vs. In1 -7.84 < 10−4< 10−4< 10−4

FA Pre vs. In2 -4.10 < 10−4< 10−4< 10−4

FA Pre vs. Post -3.19 0.0020.0020.002

FA In1 vs. In2 3.75 < 10−3< 10−3< 10−3

FA In1 vs. Post 4.65 < 10−4< 10−4< 10−4

FA In2 vs. Post 0.90 0.367

MD Pre vs. In1 4.83 < 10−4< 10−4< 10−4

MD Pre vs. In2 2.60 0.0140.0140.014

MD Pre vs. Post 1.97 0.050

MD In1 vs. In2 -2.23 0.0270.0270.027

MD In1 vs. Post -2.86 0.0070.0070.007

MD In2 vs. Post -0.63 0.532

Sessions FA/MD Pairwise comparisons t-statistic Corrected–p

In-season FA Pre vs. In1 -7.92 < 10−4< 10−4< 10−4

FA Pre vs. In2 -4.14 < 10−4< 10−4< 10−4

FA In1 vs. In2 3.78 < 10−3< 10−3< 10−3

MD Pre vs. In1 4.66 < 10−4< 10−4< 10−4

MD Pre vs. In2 2.51 0.0130.0130.013

MD In1 vs. In2 -2.15 0.0330.0330.033
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Fig. 2.6. At all follow-up sessions, football athletes (FBA) exhibited
significantly (p < 0.001) greater volumes of significant changes in FA
and MD, in both ROIWM and ROIALT, than did noncollision athletes
(NCA). Box-and-whisker plots are presented at each follow-up session
for (A) ∆FAWM,j,i; (B) ∆MDWM,j,i; (C) ∆FAALT,j,i; (D) ∆MDALT,j,i.

Regression analysis of volume of WM alteration relative to HAE ex-

posure in FBA: The most significant correlations (both Spearman and Pearson;
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Fig. 2.7. At all follow-up sessions, football athletes (FBA) ex-
hibited significantly (p < 0.001) greater volumes of significant in-
crease/decrease in FA and MD, within ROIWM, than did noncollision
athletes (NCA). Box-and-whisker plots are presented at each follow-
up session for (A) ∆FA+

WM,j,i; (B) ∆MD+
WM,j,i; (C) ∆FA−

WM,j,i; (D)

∆MD−
WM,j,i.
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Fig. 2.8. At all follow-up sessions, football athletes (FBA) ex-
hibited significantly (p < 0.001) greater volumes of significant in-
crease/decrease in FA and MD, within ROIALT, than did noncollision
athletes (NCA). Box-and-whisker plots are presented at each follow-
up session for (A) ∆FA+

ALT,j,i; (B) ∆MD+
ALT,j,i; (C) ∆FA−

ALT,j,i; (D)

∆MD−
ALT,j,i.
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see Table 2.7) were observed when comparing the to-date count of HAEs, exceeding

the floor threshold of 20g, to the signed change mask volumes for both ROIWM (Fig.

2.9) and ROIALT (Fig. 2.10). For both ROIs, significant correlations with accrued

HAE exposure above this best threshold were observed for increasing MD (Fig. 2.9B

and 2.10B) and decreasing FA (Fig. 2.9C and 2.10C). Spearman correlation analysis

also indicated a significant decrease in change volume with accrued HAE exposure

for roi ∆MD−
ALT,j,i (Fig. 2.10D; not indicated on plot).
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Table 2.7.
Pearson’s and Spearman’s correlation coefficients relating cumulative
HAE counts exceeding the indicated linear acceleration threshold (20–
70g), across all follow-up imaging sessions (i.e., In1, In2, Post ; using
the end-of-season HAE count for Post), to the signed change mask
volumes at the corresponding times, for (top) ROIWM and (bottom)
ROIALT. Coefficient values achieving statistical significance are in
boldface.

ROIWM ∆FA+
WM ∆FA−

WM ∆MD+
WM ∆MD−

WM

Thresh. Pearson Spearman Pearson Spearman Pearson Spearman Pearson Spearman

20g 0.0955 0.0868 0.23610.23610.2361∗∗ 0.1707 0.16980.16980.1698∗ 0.15790.15790.1579∗ 0.0891 0.0033

30g 0.0997 0.0692 0.20070.20070.2007∗ 0.1537 0.1303 0.1377 0.1114 -0.0147

40g 0.1253 0.0743 0.16440.16440.1644∗ 0.1420 0.0959 0.1295 0.1429 -0.0131

50g 0.1221 0.0582 0.1221 0.1089 0.0573 0.0907 0.1268 -0.0210

60g 0.1299 0.0822 0.0846 0.0638 0.0256 0.0397 0.1214 0.0119

70g 0.1305 0.1029 0.1024 0.1132 0.0332 0.0763 0.1127 0.0175

ROIALT ∆FA+
ALT ∆FA−

ALT ∆MD+
ALT ∆MD−

ALT

Thresh. Pearson Spearman Pearson Spearman Pearson Spearman Pearson Spearman

20g -0.0882 -0.1021 0.29090.29090.2909∗∗ 0.24630.24630.2463∗∗ 0.26050.26050.2605∗∗ 0.24220.24220.2422∗∗ -0.0876 -0.1590-0.1590-0.1590∗

30g -0.0764 -0.1120 0.25180.25180.2518∗∗ 0.22240.22240.2224∗∗ 0.22370.22370.2237∗∗ 0.22670.22670.2267∗∗ -0.0651 -0.1718-0.1718-0.1718∗

40g -0.0487 -0.1064 0.20440.20440.2044∗ 0.19480.19480.1948∗ 0.17930.17930.1793∗ 0.21000.21000.2100∗∗ -0.0332 -0.1682-0.1682-0.1682∗

50g -0.0432 -0.1134 0.14580.14580.1458∗ 0.15310.15310.1531∗ 0.1272 0.17100.17100.1710∗ -0.0353 -0.1705-0.1705-0.1705∗

60g -0.0210 -0.0711 0.0804 0.0833 0.2948 0.1099 -0.0196 -0.1227

70g -0.0184 -0.0574 0.0819 0.1001 0.0727 0.1372 -0.0211 -0.1124

∗ Correlation significant at the p < 0.05 level

∗∗ Correlation significant at the p < 0.005 level
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Fig. 2.9. Significant linear regressions were found for ROIWM signed
change volumes exhibiting significant increase/decrease in FA and
MD in football athletes (FBA) as a function of the cumulative count
of head acceleration events (HAEs) exceeding 20g. Linear predic-
tions and associated confidence bands are superimposed on 183 FBA
samples (61 subjects at each of three follow-up sessions) for (A)
∆FA+

WM; (B) ∆MD+
WM; (C) ∆FA−

WM; (D) ∆MD−
WM. The white

matter changes with which statistically-significant regressions were
observed—increased MD and decreased FA—are typically associated
with neural injury (e.g., [50, 72,93]).
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Fig. 2.10. Significant linear regressions were found for ROIALT signed
change volumes exhibiting significant increase/decrease in FA and
MD in football athletes (FBA) as a function of the cumulative count
of head acceleration events (HAEs) exceeding 20g. Linear predic-
tions and associated confidence bands are superimposed on 183 FBA
samples (61 subjects at each of three follow-up sessions) for (A)
∆FA+

ALT; (B) ∆MD+
ALT; (C) ∆FA−

ALT; (D) ∆MD−
ALT. The white

matter changes with which statistically-significant regressions were
observed—increased MD and decreased FA—are typically associated
with neural injury (e.g., [50, 72,93]).
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2.6 Discussion

Retrospective examination of DWI data collected longitudinally over a single sea-

son from male high school athletes was used to test the hypothesis that athletes who

experience repetitive HAEs will exhibit greater changes in white matter diffusivity

than athletes who do not experience repetitive HAEs. Examination of brain volumes

exhibiting changes in fractional anisotropy (FA) and mean diffusivity (MD) during

and after a competition season of American football, relative to pre-participation

measures, revealed appreciably greater volumes of changed FA and MD than were ob-

served for like-aged athletes who did not experience HAEs as a core activity in their

athletic competition (e.g., cross-country, golf). A novel regional analysis of signed

changes in diffusion measures provided enhanced granularity of detection of patho-

physiology beyond that achieved through traditional whole-brain or regional averages,

and facilitated identification of volumes in which FA and/or MD either increased or

decreased to lie outside the “normal” range. These change volumes developed within

the first six weeks of collision activity and became larger throughout the course of

the season. Critically, the extents of diffusivity changes normally associated with

brain injury were found to exhibit statistically-significant correlations with cumula-

tive HAE exposure. Such longitudinal changes, arising during, and correlated with,

exposure to HAEs, support heightened public concern for athletes who participate in

collision-based sports during periods of rapid brain development [94, 95]. Critically,

this is the first study to document that injury-associated changes in diffusivity are

correlated with accumulation of HAEs throughout the season.

FBA and NCA group-level changes in FA and MD. Statistically-significant effects

were observed to exist in the whole-brain white matter mean FA and mean MD for

FBA (Tables 2.3 and 2.4) only during the period of exposure to repetitive HAEs

(i.e., when Post was omitted), suggesting that mechanically-induced neural or axonal

damage is arising from this exposure. The accumulation of this damage appears

to occur relatively early in the season, and subsequently asymptote—no differences



32

were observed between measurements acquired in the first half (In1 ) and second half

(In2 ) of the season. A similar trend exists for the observed changes, relative to Pre,

in mean FA and mean MD for FBA. Of particular interest, these mean measures

exhibit larger ranges for FBA than NCA (Fig. 2.4)—consistent with the observation

of [20]—but appear to arise by In1, and arguably stabilize, or even shrink, through the

Post session. This apparent in-season stability may represent a steady-state balance

between the accumulation of damage from continued exposure to HAEs and natural

repair processes. Such an hypothesis is partly supported by the lack of an effect of

session when the Post assessment is included, which could readily be explained by

variable rates of recovery across individuals.

FBA group-level volume of changed FA and MD. The white matter structures that

were observed to be the most affected by exposure to repetitive HAEs were largely

central in nature. White matter regions exhibiting significant alteration in FA and/or

MD (ROIALT) at the group level were predominantly (53% of the volume) located in

the corpus callosum and superior longitudinal fasciculus. These locations have pre-

viously been identified as “at risk” for diffusion changes in collision-sport athletes—

corpus callosum: [16,57,59]; superior longitudinal fasciculus : [57,96]. These structures

represent large fiber bundles involved in integration of the cerebral hemispheres, and

are frequently implicated in higher-level processes, including motor and sensory inte-

gration, memory, attention, auditory, and general cognitive functioning [97–107].

From a biomechanical perspective, these central regions would be a priori ex-

pected to accumulate strain from repeated head accelerations resulting from blows to

the head or body. For example, both direct blows to the head and whiplash events (as-

sociated with a blow elsewhere on the body) would be anticipated to stretch/compress

white matter tracts in this region. Further, blows that are directly incident on the

head would be expected to generate elastic waves that will pass through the brain,

with the intersection of such paths likely to be centrally located.

Additional regions in which alterations were observed in FA and/or MD included

the limb of internal capsule, corona radiata, and cingulum/cingulate gyrus. The
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limb of internal capsule connects the medial and anterior nuclei of the thalamus to

the frontal lobes and is associated with sensory, motor, and acoustic functions [108].

The corona radiata is known as a motor pathway [109] and contains various fibers

traveling to and from the cerebral cortex [108], and the cingulum/cingulate gyrus is

important to brain structure connectivity and the integration of information that it

receives [110,111] as well as is associated with behavioral, emotional, and autonomic

motor functions [112–114]. The other associated tracts were superior fronto-occipital

fasciculus and posterior thalamic radiation. Many of the listed tracts were also re-

ported as changed by [57] or [96].

FBA and NCA group-level changes in volume of altered FA and MD. Low-level

damage to neurons/axons in the white matter tracts appears to initiate at relatively

modest levels of exposure to HAEs. FBA exhibit significantly larger volumes of white

matter with altered (both increased and decreased) FA and MD, relative to NCA, by

the time of the first in-season monitoring session (In1 ; see Figs. 2.7 and 2.8), with

these change volumes persisting in being significantly larger than in NCA through and

beyond the competition season. Given that the average interval (8 weeks) between

imaging sessions for the NCA was appreciably longer than the gap between Pre and

In1 (upper bound: 6 weeks), we may readily rule out factors such as the effects of

natural maturation of white matter and changes induced by intensive exercise.

FBA regression analysis of volumetric changes with accumulated HAE count. The

regression analysis conducted here strongly suggests that all athletes in collision-

based activities are repeatedly experiencing low-level neural/axonal injury as a normal

consequence of participation. Critically, the low-level cellular damage, observed above

to arise early in the season, was found to persistently grow with continued exposure

to HAEs, with a best fit achieved for the lowest acceptable HAE threshold used

herein (20g; see Table 2.7). The volumes of white matter in which (a) FA was

found to decrease over time, and (b) MD was found to increase over time, were

both observed to exhibit a statistically-significant growth across in-season sessions.

These trends are visually apparent (see Fig. 2.10) when focusing on ROIALT—those
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regions of the brain that were found to differ at follow-up sessions (In1, In2, Post)

relative to the pre-participation measurement (Pre)—but remained apparent even

when the entirety of the white matter skeleton (ROIWM; Fig. 2.10) was considered.

Some additional evidence exists for decreases in MD to become more prevalent with

increasing exposure to subconcussive blows, at least within the region of the white

matter skeleton that exhibits significant differences at follow-up sessions (In1, In2,

Post), relative to before participation (Pre). This indicates that essentially every hit

matters with regard to producing damage to axons or their associated myelin sheaths.

On the nature of HAE-induced subconcussive brain injury. While none of these

FBA were diagnosed as having experienced a “concussion”, it would seem inappropri-

ate to claim that these subconcussive blows have not resulted in injury. Rather, we

again see support for an accumulation mechanism, whereby small amounts of dam-

age accrue with every experienced HAE and natural repair processes are sufficient for

effective recovery of these injuries until the incident HAEs include sequences of larger

events for which the greater structural damage may be too much to be overcome,

resulting in observation of symptoms.

It is fair to speak of damage being associated with every HAE, as the observed

decreases in FA and increases in MD have been well-documented to reflect myelin

damage (including demyelination) or disruption of tissue structure (including axonal

damage) in the white matter. Depending on the severity of the injuries, axons may be

torn, or their projections may be damaged, resulting in network disconnection. Due

to the differential densities of gray and white matter, it is feasible that the incident

forces will create a plane of cleavage in which axonal damage may be focused, and

which would be expected to be comparably hard to repair. Note that while it is

possible for microhemorrhage to occur if the small arterial branches in the gray and

white matter are damaged, this outcome does not here seem likely [115].

Observation over the exposure period of increasing volumes of reduced FA and

increased MD suggests that axonal and/or myelin damage is accumulating—an ob-

servation in agreement with previous reports by [72] and [11]. Critically, this ex-
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pansion of the damage volume could represent the onset of less-reparable injury, as

diverse forms of injury and stress-induced damage to axons (both myelinated and

unmyelinated) may lead to Wallerian degeneration [116,117].

Implications for concussion. These findings may help to clarify how concussions

arise, arguing in favor of the “networking” model [48, 118] wherein focal accumula-

tion of otherwise diffuse injury is sufficient to produce impairment in neural trans-

mission, resulting in observable symptoms. Specifically, the diffuse accumulation of

neuronal/axonal injuries may impede, but not not necessarily interrupt, the flow of

information within and between any two networks. It would only be when the trans-

fer of information through a given region of the brain (e.g., fiber tract) has become

sufficiently ineffective that either the transmission or the subsequent processing are

incomplete, or even precluded, leading to observable symptoms and a diagnosis of

“concussion”.

On the existence of a pathophysiologic injury threshold. Therefore, evidence now

exists that even modest accelerations can produce damage to the brain tissue, but

dysfunction is not a likely outcome until experienced accelerations exceed a notably

greater, possibly accumulated, threshold (linear or rotational). This work has demon-

strated that slow accumulation of changes associated with repeated exposure to HAEs

that exceed 20g need not necessarily produce symptoms. From a circumstantial per-

spective, researchers have also found that retired American football athletes (who

have extended histories of exposure to subconcussive impacts) may have a higher risk

of developing neurodegenerative disorders such as chronic traumatic encephalopathy,

Alzheimer’s disease, and Parkinson’s disease [7, 8, 11, 23, 24]. Conversely, it is well-

documented in the traumatic brain injury literature that even single, appreciably

larger acceleration events (e.g., hundreds of g) can produce readily-observable dys-

function [73, 119, 120]. Somewhere in between, then, would seem to lie the threshold

at which the strains associated with an acceleration event transition from damaging

the cellular membrane to rapidly, even instantaneously, affecting cellular behavior.
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Our present work suggests that this pathophysiologic injury threshold is consistent

with HAEs having a linear acceleration of approximately 50g. Specifically, we have

observed correlation with total exposure to events exceeding 50g for reductions in

cerebrovascular reactivity [43], or alterations in brain chemistry, as assessed by MR

spectroscopy [46].

Knowledge of a pathophysiologic injury threshold is of significant interest, as it

provides a design criterion against which the development of protective and preven-

tative measures may be assessed. Conceptually, the successful design of protective

equipment, changes to rules (e.g., [121]), or improvement of athlete technique such

that the number of experienced HAEs exceeding this threshold is reduced to near

zero, should largely eliminate the development of symptoms within the confines of a

competition season, and potentially across multiple seasons.

On the nature of changes observed in mTBI diffusion studies. These findings may

also provide some insight into existing controversies on the direction of diffusivity

change in white matter, caused by head trauma. Most studies that investigated

severe TBI have reported that FA is decreased in major fiber tracts (e.g., corpus

callosum). However, in the realm of mild TBI, observations have been more variable,

with some studies observing reduced FA (and elevated MD) and some—including

many sports-related studies—reporting increased FA (and decreased MD). Increased

FA and decreased MD in the presence of impact-acceleration forces to the head may

be explained by axonal swelling due to the injury outside the axon [19,71] or cytotoxic

edema and inflammation [65, 69, 122] possibly resulting from ion homeostasis failure

and membrane dysfunction [65].

Critically, the majority of studies have focused on identifying the direction of

diffusivity change through averaging over large volumes of white matter. However,

considering that the tissue encompassed by the thousands of voxels in a given re-

gion neither experience the same mechanical forces nor have the same underlying

microstructure, we would expect that the severity or even nature of the injury within

a given region or tract could vary. This finding is supported by our observation of mul-
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tiple, sparsely-distributed locations in the white matter that exhibit either increases

or decreases in FA and MD. When examined on a regional basis, these distribu-

tions generally led to changes in FA and MD that fluctuated between increases and

decreases across sessions. Therefore, we hypothesize that the variation in reported

results partly reflects the predominant state of injury or recovery of tissue in each

region at the time of assessment.

Limitations of the present study. We must keep in mind that the exact relationship

between diffusion MR markers of white matter and underlying tissue structure is still

a matter of debate. Myelin and cellular membranes each play a role in restricting

water diffusion in the nervous system [123–125], with cellular membranes creating

boundaries between water pools of different mobility. Thus, there may not exist a

strict one-to-one relationship between a given structural alteration and a particular

MR measure. For example, FA may increase as a result of restricted axial diffusivity,

facilitated parallel diffusivity, or some combination of the two.

Although the study incorporates an age-appropriate and gender-matched non-

collision sport control population that adjusts for confounds such as environmental

factors [126–128] and exercise [129], several additional extensions of the study would

improve the findings. First, it would be ethically desirable to achieve a greater bal-

ance of racial and ethnic categories across the subject populations. While the FBA

population was reflective of the underlying demographics of the participating schools,

the acquired NCA population was skewed. This complication arose from multiple-

sport participation by the underrepresented minority population at the participating

schools (e.g., many track athletes also participate in football or soccer). Drawing

from a broader number of schools, or schools having larger underrepresented minor-

ity populations should reduce this overlap and diversify the NCA source pool. Second,

individuals in this age bracket are experiencing many biological changes, including

rapid growth of the brain [130–133]. Collection of a longer-term longitudinal dataset

for the NCA population, comparable to that of the FBA population, would facilitate

more powerful parallel comparisons.



38

In a study of athletes involved in collision-based sports, it must also be acknowl-

edged that participants may be exposed to HAEs outside the known times of practices

and games, possibly through non-sanctioned play or involvement in other collision-

based activities (e.g., club sports). Coupled with such additional potential exposure,

complete knowledge of the use of anti-inflammatory drugs (e.g., aspirin, ibuprofen,

naproxen) is unknown, and such medications could affect measurements of diffusion,

particularly if the associated control of inflammation is variable across measurement

sessions.

Finally, the use of traditional, single b-value diffusion weighted imaging is partially

limiting, as complex white matter structures (e.g., crossing fibers) will potentially

invalidate the assumption of a primary orientation of fibers, as assumed to be repre-

sented by the diffusion tensor’s main eigenvector [134]. A longitudinal approach that

applies a more powerful technique such as diffusion kurtosis imaging could provide

additional insight.

2.7 Conclusion

This is the first study to document that changes in diffusivity of white matter

associated with neuronal injury are correlated with accumulation of head accelera-

tion events throughout the course of a season of participation in a collision-based

sport. High school-aged athletes participating in American football were found, in all

sessions acquired during and after their competition seasons, to have greater volumes

of white matter exhibiting decreases in fractional anisotropy (and increases in mean

diffusivity) than their peers who compete in non-collision-based varsity sports. Com-

bined with prior work studying when abnormal physiologic responses arise, this work

strongly suggests that every experienced head acceleration event causes some level

of injury, with the accumulation of larger head acceleration events being necessary

for natural repair processes to be overwhelmed. Future effort should be directed at

reducing the number and magnitude of events experienced by collision-sport athletes,
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whether through enhanced protective equipment, improved technique instruction, or

modification of rules.
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3. CONVOLUTIONAL NEURAL NETWORK-BASED

QUALITY CONTROL OF DIFFUSION TENSOR

IMAGING THAT DOES NOT REQUIRE A BIG DATASET

3.1 Abstract

Diffusion tensor imaging (DTI) is a versatile imaging modality, which allows pre-

cise and non-invasive assessment of the microstructure in white matter. However, the

complex nature and long acquisition time associated with DTI make it susceptible to

artifacts that may result in inferior diagnostic image quality. Despite many efforts

to detect and correct artifacts, there is still a need for experts to identify corrupted

images through visual inspection. We present an automated quality control (QC)

pipeline that uses transfer learning of a deep convolutional neural network. The QC

pipeline detects not only motion- or gradient-related artifacts but also many kinds

of abnormal acquisitions, such as images with regional signal loss or that were in-

correctly imaged or reconstructed. The greatest benefit of the proposed QC method

is that it provides high detection accuracy without the need for a large dataset to

train the model. Other advantages include a high speed of image testing, an ability

to detect various artifacts, and the potential to be generalized across multiple sites.

3.2 Keywords

Image Quality Assessment, Diffusion Tensor Imaging, Convolutional Neural Network,

Transfer Learning, Quality Control
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3.3 Introduction

Diffusion Tensor Imaging (DTI), which is acquired by processing diffusion-weighted

imaging (DWI) data, is a well-established and powerful imaging technique that can

non-invasively probe the integrity and orientation of white matter fibers in the brain

[26, 27]. However, one major challenge of DTI studies is the acquisition of high-

quality images. Due to inherent limitations of acquisition, DTI suffers from inter-slice

and/or intra-slice intensity artifacts typically due to interaction between a subjects

motion (e.g., body movement, cardiac pulsation) and diffusion encoding as well as

from checkerboard artifact, ghosting artifact, and susceptibility effects [27]. DTI also

suffers from a regional signal loss, erroneous imaging or reconstruction, and a rel-

atively low signal-to-noise ratio (SNR), which hinders accurate estimation of DTI

parameters, interpretation, and reproducibility [28, 29]. Images containing one or

more of these artifacts need to be identified and either considered for further process-

ing or excluded from the analysis. This identification procedure that is used to ensure

that only quality data are included in subsequent analyses is called quality control

(QC) or quality assessment (QA); these two terms are used interchangeably in this

work.

The current QC gold standard involves a visual and manual inspection of the data.

However, visual inspection is quite difficult and time-consuming, especially for DTI

in which many volumes are acquired for each subject. Given the number of correction

stages in a typical DTI processing pipeline, and the large number of slices associated

with an acquisition, it is desirable to have an automated and quantitative QA process.

Quantitative QC approaches have been established that focus on identifying and

reducing specific artifacts, including geometric distortion artifacts induced by the

combination of eddy currents [30] and motion [28,31], and general noise reduction [29].

These efforts have been applied to both acquisition and post-processing stages [28]

and relevant tools are publicly available [31–34, 135]. Although promising, these

approaches still require significant effort on the part of investigators, are capable of
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detecting only a specific type of artifact, or report lower performance than visual

inspection. For these reasons, the primary method of QC in many hospitals and

research groups still consists of a manual and visual inspection.

One approach for developing an automated QC process for a large number of im-

ages would be to use a supervised learning approach based on machine learning [35,36]

or deep learning algorithms, such as a convolutional neural network (CNN) [37]. The

CNN is a class of neural network, which has been successfully used in various com-

puter vision problems such as object detection, image segmentation, and video clas-

sification as well as in identifying motion artifacts in structural [136] and diffusion

MRI [137, 138]. Different from other learning approaches, CNNs learn features from

the data (typically image) during training, rather than requiring features to be hand-

crafted and supplied by a human. A CNN containing many layers is referred to as a

deep CNN (DCNN). While offering high classification accuracy, DCNNs can be time-

consuming and are expensive to train (possibly several weeks or days, even with a

high-performance GPU). The Transfer Learning [38] technique is often used to reduce

learning time and to achieve better performance and is particularly useful when the

size of a dataset is small relative to the complexity of a model to be trained. Transfer

learning uses weights from a network that was trained for a different, but related,

domain or task.

This work presents an algorithm based on a DCNN transferred from a hetero-

geneous domain, which enables fully automated QA of DTI. DTI data from only 90

subjects are needed to train the neural network. Considering that there is a relatively

small dataset, that computational resources are limited, and to take advantages of a

2-D DCNN that was well-designed and trained, 2D slice images were extracted from

each DTI volume that were then labeled (whether they contain an artifact or not)

by two analysts. We decided to reject a DTI volume if it has more than two slices

exhibiting an artifact. Data augmentation was performed by shifting and flipping the

images and the augmented data was supplied as input to the DCNN. We evaluated the
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performance of this DCNN and provided a receiver-operating characteristic (ROC)

that can enable users to determine a task-specific threshold to optimize performance.

3.4 Methods

3.4.1 Data Collection

Data previously collected from 90 adolescents (age 14-18 years; average = 16.6

years) were evaluated in this study. The cohort was comprised of both males and

females who participated in a variety of sports. Each subject underwent one MRI

session on a 3T General Electric Signa HDx using a 16-channel brain array. Diffu-

sion weighted images were acquired using a two-dimensional single-shot spin-echo

echo-planar imaging sequence with the following imaging parameters: repetition

time (TR)=12000ms, echo time (TE)=83.6ms, flip angle=90 degrees, field of view

(FOV)=240mm×240mm, spatial resolution=2.5mm×2.5mm, slice thickness=2.5mm,

slice gap=0mm, 46 contiguous axial slices, frequency readout=R/L. 30 diffusion-

weighted directions were acquired with b=1000 s/mm2, and one volume acquired

with b=0 s/mm2. Raw images were reconstructed by the GE machine with 0.938 ×

0.938× 2.5mm3 resolution for each direction, yielding 256× 256× 46× 31 voxels for

each scan.

3.4.2 DTI Image Processing

Raw DICOM images were converted to the NIfTI format using dcm2nii [139] and

b-vectors and b-values were extracted from the DICOM headers. FSL 5.0 [78,79] was

primarily used for processing the images. Brain segmentation was performed based

on the non-diffusion-weighted (b=0s/mm2) volume. By fitting the diffusion tensor
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model at each voxel, scalar diffusion tensor maps, including three eigenvalues, were

obtained. Fractional anisotropy (FA) was computed by:

FA =

√
3

2
·

√
(λ1 − λ̄)2 + (λ2 − λ̄)2 + (λ3 − λ̄)2

λ21 + λ22 + λ23

where λ̄ = (λ1 + λ2 + λ3)/3 and each eigenvalue represents the length of an axis in

the tensor; i.e., the displacement or diffusion along each corresponding eigenvector.

The resultant FA volume has 256× 256× 46 voxels for each scan.

3.4.3 Ground Truth Annotation

Supervised learning was adapted where data needed to be labeled to form input-

output pairs for training. All scans were visually inspected by two trained analysts.

Images that appeared to contain artifact(s) were recorded. Such artifacts included

striping caused by motion, defective gradient performance, inter-slice or intra-slice

signal dropouts, severe signal loss, metallic object-induced artifacts, and checkerboard

artifacts. The number of images in each volume with artifact(s) was recorded. A 3–D

volume was considered “poor” if more than two slices contained an artifact or “good”

otherwise. Volumes for which labeling did not match between the two analysts were

not used in the study.

3.4.4 Dataset Configuration

Given that FA is considered to be a summary measurement of microstructural

integrity and is sensitive to changes therein, FA volumes were used for QA. In the

NIfTI format, an FA has 16-bit channels with intensity ranging from 0 to 1. Rather

than directly using 3–D FA volumes for QC, we decided to supply the QC model

with multiple 2–D slice images for the following reasons: 1) to increase the num-

ber of elements available for training the DCNN and 2) due to limited availability

of computational resources. Forty 2–D sagittal slices from around the center were

extracted from each volume. It is important to collect 2–D slices perpendicular to
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the imaging direction. Considering that the imaging volumes were prescribed in the

axial orientation, either sagittal or coronal slices are desired for extraction because it

is relatively easier to find artifacts from them. Example 2–D slices of an FA volume

with artifacts can be seen in three different orientations in Fig. 3.1.

Fig. 3.1. Images of an FA volume with artifacts that can be seen in
three different orientations. Artifacts can be more easily found in the
sagittal or coronal slices as compared to the axial slices.

The images were zero-padded along the shorter dimension to make them square,

resulting in 256× 256 pixels for each image. For training pre-trained DCNNs, these

2–D slices were replicated three times to form three-channel images, which is required

by the pre-trained DCNNs used in the study.

Data augmentation was performed on each 2–D slice via translations and flips. A

total of 21,600 images were used to train, validate, and test QC models.
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A total of 16,800 images corresponding to seventy volumes were used for training;

2,400 images corresponding to ten volumes for validation; and the other 2,400 images

corresponding to ten volumes were used for testing QC models. Here, the train-

validation-test split was conducted based on volume (or subject) rather than image;

i.e., if an image from a volume was used for training, images from that volume were

not used for validation or testing.

3.4.5 Convolutional Neural Network-Based QC

Models used in the study: Four modern DCNNs with different architectures—

ResNet50, VGG19, Inception-v3, and Inception-ResNet-v2–were considered for super-

vised learning to perform QC on DTI. These networks have achieved state-of-the-art

performance in the classification of more than 1-million natural images taken with

standard cameras (e.g., flamingos, dogs, airplanes, cars) into 1,000 classes [140]. The

classification of the ImageNet dataset is now a standard task in computer vision. More

conventional algorithms—i.e., random forest and support vector machine—were also

considered for comparison.

Transfer Learning Procedures: In order to prevent overfitting of the training

data, the DCNNs that were pre-trained with the ImageNet dataset were used and

retrained using the transfer learning technique, rather than training the neural net-

works from a random initialization. In this way, the pre-trained DCNNs were used

as a baseline image feature extractor. The current work performed more subtle fine-

tuning of the networks as compared to a typical transfer learning approach where

only a few top layers are re-trained. In this study, the top layers of the networks,

which do not involve convolution, were removed and replaced by a few layers—i.e.,

average pooling, dropout, fully-connected, fully-connected, and sigmoid (Fig. 3.2)—

to account for the transferred task. The dropout regularization was used to reduce

overfitting and the sigmoid activation function to perform binary classification. The

neural networks were re-trained with the DTI data while freezing the weights on the
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original layers, which is called “retraining-top-layers”. This step trains only the top

layers, which were randomly initialized. Then, fine-tuning of a wider range of upper

layers was performed, where the first K layers were frozen and the rest were unfrozen,

which is called “fine-tuning”. The learning procedures are illustrated in Fig. 3.2 using

the layout of Inception-v3.

Hyperparameters for Training: K is an important hyperparameter for opti-

mization because fine-tuning of too many layers may cause overfitting. We used a

dropout rate of 0.4 and 1,024 neurons for the fully connected layer and training and

validation was done with a shuffled mini-batch size of 64. Training was performed

to minimize the cross entropy between the estimated class probabilities and the true

distribution. A stochastic gradient descent with the adaptive learning rate method

(Adadelta) was used, which dynamically adapts the learning rate over time based on

a moving window of gradient updates and requires minimal computation over gra-

dient descent [141]. The maximum number of epochs for retraining-top-layers and

the fine-tuning were both set to 30. Validation loss was monitored at each batch and

training was stopped when the lowest validation loss for an epoch did not improve

for five epochs.

The support vector machine classifier used a 4th order polynomial kernel with a

coefficient (i.e., gamma) calculated as 1/(256 × 256× variance of pixel intensities),

the maximum number of iterations of 400 and tolerance for stopping criterion of

0.005, kernel cache size of 5 GB, and a penalty parameter of the error term (i.e., C),

which set the amount of regularization, of 1.0. The random forest classifier used 11

trees with a maximum depth of 3 for each tree, the maximum number of features to

consider when looking at each split of 256, the minimum number of samples required

to split an internal node of 2, and bootstrap samples were used to build trees.
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Fig. 3.2. The transfer learning procedures of DCNNs that are illus-
trated using the layout of Inception-v3.
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3.4.6 Computational Resources and Software Frameworks

For training the neural networks, a workstation equipped with one NVIDIA Titan

Xp and two Intel Xeon E5-2680 were used. The implementations were conducted

using Keras-v2 [142] and TensorFlow-v1.12 distributed machine learning system [143]

frameworks with CUDA-v9.0 [144] and cuDNN-v7.1 [145] as back-end. Scikit-learn-

v0.20 machine learning library [146] was used for implementing the random forest

and support vector machine classifiers.

3.4.7 Analysis

Validation loss and accuracy were monitored after training each batch. At the

end of training, the model weights from the epoch with the lowest validation loss

were restored and used for testing. The resulting fine-tuned DCNNs were then tested

on the holdout test set to evaluate performance. A receiver-operating characteristics

(ROC) analysis was performed and the area under the ROC curve (ROC AUC) and

accuracy were computed for all six models.

3.5 Results

ROC curves at the image level classification are shown in Fig. 3.3 using the

holdout test set for each of the four DCNN-based classifiers (i.e., ResNet50, VGG19,

Inceptionv3, Inception-ResNet-v2), random forest, and support vector machine clas-

sifiers by shifting the decision threshold for the “poor” classification at the image

level.

The summarized classification results of the four DCNNs, random forest, and

support vector machine models at the image level are presented in Table 3.1, in-

cluding the area under the ROC curves and accuracy. The AUC was the highest in

the Inception-ResNet-v2-based classifier (99.98%), followed by the Inception-v3 and

VGG-19. Accuracy was highest in the Inception-v3-based classifier (99.10%), followed
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Fig. 3.3. ROC curves for the detection achieved by the six classifiers
are shown. Note that true positive refers to classifying a “good” DTI
image as “good”.

by the Inception-ResNet-v2 and VGG-19. The last column of the table shows the

relative model complexity by rank based on the total number of parameters, which

can be a useful factor when two or more models exhibit similar performance. All

tested volumes were classified correctly.

Selected major hyperparameters for the two highest performing models are de-

scribed in this paragraph. The Inception-v3-based model has 314 layers including

all activation layers. The best validation results were achieved when fine-tuning was

applied to the layers above the 196th. The layers below the 632nd were frozen when

fine-tuning the Inception-ResNet-v2based model, which has 783 layers. With the

early stopping applied for training, none of the DCNN models exceeded 18 epochs

for the retraining-top-layers and none exceeded 13 epochs for the fine-tuning. The
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Table 3.1.
Classification performance of the four fine-tuned DCNNs, random for-
est, and support vector machine models are presented. ROC AUC and
accuracy of the detection achieved by each model are provided.

AUC [%] Accuracy [%] Model Complexity [rank]

Random Forest 98.98 95.46 666

Support Vector Machine 99.11 96.29 5

ResNet-50 99.51 96.71 3

VGG-19 99.74 97.00 1

Inception-v3 99.91 99.1099.1099.10 4

Inception-ResNet-v2 99.9899.9899.98 99.08 2

Inception-v3-based model was trained for 10 epochs for the retraining-top-layers and

7 epochs for the fine-tuning. The Inception-ResNet-v2-based model was trained for

10 epochs for the retraining-top-layers and 5 epochs for the fine-tuning. Training

required approximately 30 minutes for both models on a workstation equipped with

a Titan Xp. Less than 40 ms were required to test each DTI image.

Both of the DCNN-based classifiers successfully detected different poor images

that have one or more of the following artifacts: inter-slice and/or intra-slice intensity

artifacts (typically due to interaction between subject motion and diffusion encoding),

severe regional signal loss (e.g., due to braces), erroneous imaging or reconstruction

parameters, checkerboard artifacts, high noise level, and ghosting artifact. See Fig.

3.4 for examples.
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Fig. 3.4. Example of poor DTI images detected with the DCNN-
based classifiers. There were images with striping, severe signal loss,
inter-slice and intra-slice signal dropout, erroneous imaging or recon-
struction.

3.6 Discussion and Conclusion

A pre-trained DCNN was used as a baseline feature extractor and retraining of

top layers and fine-tuning of upper layers (Fig. 3.2) was performed with a DTI

dataset. Predictions were made based on a subset of sagittal slices extracted from

3–D volumes. There were two rationales for this approach. First, we wanted to

increase the amount of data (or element) for training by converting a 3–D volume to

forty 2–D slices. Second, computational resources, particularly GPU memory size,

were limited for processing 3–D volumes in very deep neural networks comprising tens

(or hundreds) of millions of parameters. It is critical to collect 2–D slices that are

perpendicular to the imaging direction. If the imaging volumes were prescribed in the
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axial orientation, either sagittal or coronal slices are desired for extraction because

image features associated with artifacts are more easily learned from them.

All four of the DCNNs (i.e., ResNet50, VGG19, Inception-v3, Inception-ResNet-

v2), random forest, and support vector machine classifiers achieved an accuracy of

95% or greater. The highest performance (99% accuracy and 99.9% AUC) was

achieved by the Inception-ResNet-v2- and Inception-v3-based models. These QC

models were able to detect not only images with motion or gradient-related artifacts

but also images with regional signal loss and erroneous imaging such as scans that

were terminated before the end. Beyond high performance and the ability to detect

various types of artifacts, the strength of the proposed method lies in its short infer-

ence time (less than 40 ms to test a 2–D DTI slice), reasonable duration of training

time (average of 30 minutes to train the entire model with 16,800 slices and to validate

with 2,400 slices), the ability to adjust the decision threshold for the “poor” classifica-

tion, and the ability to be customized and generalized. The current algorithm can be

further generalized by collecting images from multiple sites with a range of imaging

parameters. On the other hand, the proposed method would be more powerful as a

site-specific QC tool, which can be done by fine-tuning the model with data from a

specific site.

The current study had several advantageous terms for classification. First, all

DTI images were collected with a single scanner using the same parameters. Second,

volumes in which their labeling did not match between the two analysts were not

used in the study, which may have excluded volumes of moderate quality that are

often hard to classify.

Even if the proposed method achieved high performance, this is not yet a gener-

alizable score because of the small size of the test set. More data need to be collected

and tested to perform additional analyses in order to prove reproducibility.

Future work will explore augmentation of the training set with more images; a

more diverse pool of corrupted images would be desired. Focusing on the synthetic

augmentation of images with rare artifacts would be helpful and the use of generative
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adversarial networks may be considered. Furthermore, extensive efforts will be made

to establish a gold standard for “good” images with different radiologists who have

expertise in diffusion MRI.
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4. FUTURE DIRECTIONS

4.1 Neurotrauma Study Using Diffusion Tensor Imaging

DTI has several advantages over conventional MRI and other neuroimaging tech-

niques. Because of the ability of DTI to measure spatial organization of brain tissue

with high sensitivity, it has been used to identify brain biomarkers of various neu-

rodevelopmental and neurodegenerative disorders. In the near future, extensive effort

will be placed on tracking youth football athletes for a longer term to verify the con-

clusions made in this study as well as to track non-collision sport athletes for multiple

years.

Significantly altered white matter regions were found in the football athletes at

both the group level and individual level in this work. The next step will be to verify

if the detected structural changes in white matter tracts are involved with functional

and/or biochemical alterations. A multi-modal MRI analysis will be performed that

integrates data from resting state functional MRI, which measures changes in func-

tional organization and regional interactions, and magnetic resonance spectroscopy,

which quantifies biochemical (i.e., neurometabolites) changes, that have been col-

lected for the same cohort with DTI data. Moreover, outcomes of previously col-

lected neurocognitive testing could be used to find connections between functional

connectivity in gray matter and cognitive functions.

PNG began collecting MRI data using a newer MRI machine, which is more re-

liable than previous hardware [147]. Data collected in the newer machine could be

merged with the current datasets to facilitate a long-term study involving multiple

football seasons and to achieve a larger sample size. The inter-site analyses performed

by Jang and colleagues reported outcomes that support multisite diffusion-based stud-

ies, pending confirmation of stable distributions of diffusion measurements. Future
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work will validate whether measurements from the two sites can be used interchange-

ably and a scaling algorithm will be developed if needed.

Although not included in this document, I have put effort into investigating longer-

term effects of head impact exposure in football athletes [148] as well as identifying

predictors of integrity changes in white matter [149]. The results indicated that age

and ethnicity as well as history of concussion were strong predictors of persistent

changes in white matter. Such findings would be reflected in the design of statistical

models in future studies.

4.2 Automated Quality Control of Diffusion Tensor Imaging

An automated QC algorithm by transfer learning a deep convolutional neural

network was proposed. A pre-trained DCNN was used as a baseline feature extractor

and retraining of top layers and fine-tuning of wider range of layers were performed

with a DTI dataset, which resulted in very high accuracy of poor image detection.

Additional efforts will be made to collect images with more diverse artifacts. Hav-

ing a larger sample size will facilitate fine-tuning down to middle or lower layers in

the deep neural network. Retraining from a very low layer may cause overfitting of

training data, therefore, determination of which layer to retrain will be crucial to

achieve an accurate and reproducible model.

The second step will be to establish a trustworthy gold standard for “good” images.

The images can be first examined by the author and then validated by colleagues.

As a final check, a radiologist who has expertise in DTI can examine the results and

confirm labeling.

The third step will be to develop a multi-class classifier to categorize images

according to artifact type. This work will allow images to be considered for further

processing before an exclusion from subsequent analyses. A more diverse pool of

corrupted images needs to be acquired, as mentioned above, to develop the multi-

class classifier.
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Lastly, it will be valuable to develop two versions of quality control tools and

release them for public use. One version would be a generalized tool where the model

is trained with data from different sites with different imaging parameters, so users

can download the program and simply run it to test their diffusion images. The other

version would be a site-specific tool, which generates higher detection accuracy for

data from a specific site or center (similar to this work). Before assessing, users would

need to download a pre-trained model and fine-tune it with their own dataset.

Eventually, the aforementioned DTI-based QC approaches will be extended to

assessing 4-D raw DWI data. Considering that fitting a diffusion tensor does not

necessarily require volumes with every diffusion-encoded direction (e.g., 30, 60), a

few “poor” volumes (possibly due to a subject motion at a certain time) can be

excluded, whereas the majority “good” volumes are kept.
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