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ABSTRACT

Zhang, Robert Z. PhD, Purdue University, August 2019. Analysis Techniques for
Characterizing High Power Turbulent Swirl Flames. Major Professors: Carson D.
Slabaugh and Robert P. Lucht.

High speed laser diagnostics are performed in two vastly differing swirl combus-

tors at conditions relevant for industrial gas turbines. This high quality data can not

only be used to elucidate key features of the flow field but also for validation of com-

putational models simulating turbulence, chemistry, and their interactions. The first

combustor is a piloted lean premixed prevaporized arrangement common in aviation

applications. Fueling parameters are varied and sensitivity towards the pilot flame is

observed. Conditioning to the stagnation line demonstrates increased fluctuations of

shear and rotation in the inner shear layer when the pilot fueling is reduced.

The second flame has a simpler configuration with a single swirler and combusting

natural gas. Thermoacoustic instability coupled to a helical precessing vortex core

is found at certain conditions. Sparse Dynamic Mode Decomposition and phase

averaging is applied to the velocity fields to create a three dimensional reconstruction

of the helical vortex core in a non-precessing reference frame. Heat release is found to

be correlated to the interaction strength of the central recirculation bubble and the

helical vortex core.

Finally, intermittent phenomena within a thermoacoustic instability are exam-

ined. The most prominent deviation is that the flame is observed to randomly lift

and reattach. In addition, a convolutional neural network is employed to extract the

morphology from otherwise qualitative OH species imaging. The average characteris-

tics of the lifted and attached flame are compared and dramatic differences are found.

All of the flow structures have been altered such as the precessing vortex core being

greatly intensified during flame lift-off. Evaluating the average events before flame
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lift-off revealed the importance of conditions at the combustor inlet. However, evi-

dence for a future reattachment event was only found with a less spatially confined

perspective. In addition, transition to lift-off was very sudden while reattachment

was far slower.
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1. INTRODUCTION

The focus on renewable energy sources such as solar and wind has been in the public

spotlight for the past few years. Energy production from coal and oil is projected

to substantially decrease. Figure 1.1 shows the estimated split of world energy pro-

duction through 2050 for an 2◦C increase in global average temperature. Gasoline

demands for transportation will fall if the rise of electric vehicles is sustained. How-

ever, combustion is still the dominant energy conversion mechanism as it accounts

for natural gas and biofuels, which are projected to hold steady or grow through

2050. Increased demand for turbofans is evident in the civilian and military aviation

markets as engine backlogs grow [3]. Just like the automotive and power generation

industries, there is an overwhelming need to increase thermal efficiency and reduce

harmful emissions [4]. To achieve these goals, there has been no shortage of research

and development to advance gas turbine technology and maintain it as a viable solu-

tion for propulsion and power generation in the future.

Full scale engine testing is an extremely expensive endeavor and even component

level tests are non-trivial. Large investments of capital are required for the necessary

facilities and personnel. Reducing the amount of hardware failures and subsequent

design/validation iterations is highly attractive. A competitor gains cost and time-

to-market reductions. Therefore, improving design tools is a key priority for the any

engine OEM. The physics involved in simulating an aviation combustor are as vast as

the operating range that is required of it. A finalized design must take into account

all aspects shown in figure 1.2.

Computational fluid dynamics (CFD) is a powerful design tool, but requires ex-

perimental data for validation of any modeled aspects. Direct numerical simula-

tion (DNS) involves no modeling but is computationally impractical for the high

Reynolds number flows of a industrial combustor. Large Eddy Simulations (LES) has
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Figure 1.1. Projected Energy Production by Sources. 2015 IEA 2DS Scenario.

Figure 1.2. Combustor Design Requirements. Courtesy of Dr. Hukam Mongia.

shown increased use in simulating gas turbine combustors, but model development is

still required for sub-grid scales and turbulence-chemistry interactions. In addition,
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thermoacoustic instability is incredibly damaging and expensive to fix in real-world

testing. Ideally, these issues are resolved during the design stage, but they have his-

torically only shown themselves during actual hot-firing. Multiple studies using LES

have been able to capture thermoacoustic instabilities mimicking their experimental

counterparts but at great computational expense.

Geometrical complexity must also be held back in the interest of fast design it-

erations. This is an issue for experiments as well due to the complexity of full scale

engine testing. Measurements from single element injectors contain all of the funda-

mental physics from a annular combustor but in an environment that is conducive to

non-intrusive optical measurements. However, certain phenomena such as azimuthal

thermoacoustic modes are not represented as well as flame-flame interactions be-

tween adjacent injectors. Also, inlet and exit boundary conditions are typically not

mimicked to an actual gas turbine. The presence of a compressor and turbine can

dramatically alter the acoustics within the combustor.

Heat transfer to the liner can affect pollutant formation and thermoacoustics.

This is another aspect that is only beginning to be intensely investigated. Reduced

temperatures at near-wall conditions can lead to increased CO production. Modeling

of the combustor with adiabatic walls can misrepresent the operating window for

thermoacoustic stability. These issues are obviously particularly important for flames

attached to solid bodies, where perturbations of the flame root can have severe effects.

A key point is that combustion experiments at atmospheric conditions are insuffi-

cient to understand the behavior of industrial combustors operating at high temper-

ature, pressure, and Reynolds numbers. A fully representative depiction of an indus-

trial combustor cannot be realized by scaling size, velocity, and equivalence ratio at

atmospheric temperature and pressure. Certain reactions show significant pressure

dependence such as NOx and soot formation [5, 6]. Laminar and turbulent flame

speed also vary greatly with chamber pressure [7,8]. Reaction rates are exponentially

dependent on temperature as seen in the Arrhenius equation that is typically used

for combustion modeling.
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The aviation industry has seen a trend towards higher pressure ratios in a search

for thermal efficiency [9]. With large enough inlet temperature and pressure, at-

omization of liquid fuel injection undergoes major transformations. Fuel injection

transitions from subcritical spray with droplets to a transcritical regime where the

spray acts like a dense gas [10–12]. This fundamental change in mixing of fuel and air

highlights the need for experimentation at these conditions and the added complexity

of liquid versus gaseous fuels.

Moving towards higher Reynolds numbers broadens the spatial-temporal scales

to ever finer levels. Longitudinal velocity spectra from multiple experiments demon-

strating the turbulence cascade is shown in figure 1.3. The horizontal axis represents

the spatial length scales while the vertical corresponds to a scaled energy. Higher

Reynolds number flows are observed to have a wider range of length scales. One

effect of particular importance to combustion is that a broader range of eddy lengths

are formed. This enhances mixing of reactants and causes a flame speed acceleration

at high turbulence intensities [13, 14]. Thermoacoustic instability can also become

more likely as there are more eddy time scales to lock onto small pressure oscillations

and initiate growth to higher amplitudes in a positive feedback cycle.

One could imagine that a different fuel and oxidizer combination could be substi-

tuted to mimic flame speeds at high pressure conditions, but that would fundamen-

tally change the chemistry. In addition, increasing pressure increases the Reynolds

number, which have consequences to the turbulent flow field. One could then increase

the bulk velocity, which might cause the flame to extinguish or lower combustion effi-

ciency. Alternatively, the combustor could be enlarged, but this changes the resonant

frequency of the chamber affecting the acoustics. This thought experiment illustrates

how certain dependencies of a combustor can be isolated for study, but the value of

experimentation at industrial combustor conditions is paramount.

Laser diagnostics can unobtrusively probe temperature, species concentration, and

velocity fields with high fidelity. Like any measurement, uncertainty or resolution

limitations are present, which are exacerbated at the extreme operating conditions
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Figure 1.3. 1D longitudinal velocity spectra from many experimental
investigations. Figure originally published by Saddoughi and Veer-
avalli [15].

of industrial combustors. The presented work analyzes such measurements in gas

turbine combustors at industry relevant conditions. Such experimental undertakings

are heavily time and money consuming, so novel data analysis techniques are utilized
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to further enhance our understanding of turbulent combustion in these devices. Flow

field sensitivities to fueling in an aviation combustor are first elucidated by tracking

along a highly dynamic stagnation line instead of staying static. Turbulence is nothing

if not chaotic, so there may be aspects that are hidden at first glance. Chapters 3

and 4 demonstrate this by first presenting a flame with limit-cycle thermoacoustic

instability. Then the perspective changes to reveal that the flame was also undergoing

intermittent lift-off.
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2. STRUCTURE CONDITIONED VELOCITY

STATISTICS IN A HIGH PRESSURE SWIRL FLAME

2.1 Introduction

Aerodynamic swirl stabilization is used in the majority of gas turbine combustors.

Swirl keeps the combustor short thus saving weight and reducing overall engine size.

The key feature of high swirl flows is a toroidal central recirculation zone (CRZ).

The swirling flow eventually encounters vortex breakdown and is redirected upstream

back towards the injector. These combusted gases transfer heat and radicals to the

incoming reactant flow to sustain ignition [16]. Large mass flows of fuel and oxidizer

must be mixed and reacted to create a compact and energy dense flame. With a deep

spectrum of length scales produced at high Reynolds number, the reactants can be

rapidly mixed. For example, a volume with high fuel mass fraction will encounter

eddies of multiple sizes. The fuel volume will be fragmented into smaller clusters,

drastically increasing its surface area. Molecular diffusion can now effectively bring

species together for reaction [13]. This along with secondary recirculation zones to

increase residence time has enabled a reduction in combustor size.

Laser based techniques can provide quantitative measurements of physical proper-

ties in reacting flows, including temperature, species concentration, and gas velocity.

With the advances in the quantity and depth of information that can be acquired

with high-speed measurements, there has been significant interest in the extension of

these capabilities from canonical, laboratory-scale flames to large-scale facilities. High

speed cameras and lasers are necessary to capture complex flow-flame interactions.

Increasing pressure to simulate industrial engine operation results in high Reynolds

number flows, creating a spectrum that extends to ever smaller spatial and temporal

scales. For example, the Princeton Superpipe operates at over 22 MPa and has eddies
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the size of typical PIV seeding particles for reacting flows [17]. Therefore significantly

more resolution is needed to describe the flow field in a high pressure combustor at

all scales. Nevertheless, high speed laser diagnostics have been successfully utilized

to investigate the larger scales. Experimental efforts are focused on understanding

parameters that affect combustor performance such as thermo-acoustics and coherent

flow structures.

High pressure swirl flames have been investigated by a few groups with kHz rate

laser diagnostics. Slabaugh et al. demonstrated 5 kHz PIV/OH-PLIF measurements

in a liquid-fueled aeropropulsion combustor at up to 1.4 MPa. They achieved suitable

resolution to image large-scale turbulent structures and used conditioned statistics to

observe a bias towards lower velocity magnitudes normal to the flame front [18]. The

well characterized dual-swirl burner was elevated to 500 kPa, and simultaneous 3 kHz

PIV and OH-PLIF measurements were taken. The location of the recirculation zone

was found to be consistent with the reaction fronts. The combustor also displayed

thermo-acoustic pulsation, but no precessing vortex core was present, a dominating

feature at atmospheric pressure [19]. Another swirl-stabilized liquid-fueled flame at

520 kPa was studied with 5 kHz stereoscopic PIV and PLIF. The authors showed

how the flame shape and position changes with inlet temperature and equivalence

ratio [20].

The intent of this work is to elucidate sensitivities in an aviation combustor to

operating conditions. Stereoscopic-PIV (SPIV) is performed at various fuel flow rates

with constant inlet conditions. Conclusions from unconditioned statistical moments

can be found wanting. Results presented in this article involve conditioning veloc-

ity and spatial gradient derived measures based on the instantaneous position of a

stagnation line, a coherent flow structure, at three operating conditions. The stag-

nation line represents the interface between reactants and recirculated combustion

products. The dynamics of this interface affect flame stability in terms of both local

equivalence ratio and gas velocity. The spatial distribution of conditioned statistics

are then examined relative to the changes in fuel distribution. Dynamic mode and
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proper orthogonal decompositions are another direction for analysis and has shown

great insights for combustors exhibiting thermoacoustic instabilities [21]. However,

no coherent thermo-acoustic pulsation was observed, and their application on this

SPIV dataset was not a focus for this paper.

2.2 Experimental Configuration

The Purdue high pressure Aviation Combustion Experiment (ACE) has been well

documented in previous works [18, 22], hence, only a brief explanation is given. A

piloted, partially premixed, liquid-fueled swirl burner is installed. High pressure,

preheated air is supplied to the pilot and main air swirlers from a common manifold.

Two independently controlled and metered circuits deliver fuel to the pilot and main

nozzles for control of the pilot-main fuel split. Figure 2.2 shows a schematic of the fuel

nozzle with its air and fuel routing. The combustor has a square cross-section with

windows on all four sides. The exhaust is directed through a contraction, a common

feature for gas turbine combustors. The operating conditions studied are summarized

in table 2.1. The Reynolds number based on unburned reactants and combustor

inlet geometry was 140,000 and 105,000 for the pilot and main flows respectively.

The investigated operating conditions displayed no combustion instability. This was

determined by pressure and optical measurements. Considerable quenching water is

injected downstream of the combustor and is highly absorptive of pressure oscillations.

The rig has very consistently shown a lack of combustion instabilities with multiple

burners.

Figure 2.1 shows a detailed view with respect to the injector for these measure-

ments. Labeled flow features are overlaid on the average velocity field. Annotation 2

corresponds to the black line denoting the stagnation line bordering the CRZ (1) and

the pilot jet (3). Variations along this stagnation line will be discussed in this paper.

Since the pilot flame is expected to keep the combustor lit even in adverse conditions,

this interface is of great interest. Obviously, the entirety of the CRZ is not within
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Figure 2.1. Averaged velocity field with labeled flow features. Con-
tours denote the axial component, and vectors correspond to the in-
plane components.

Table 2.1. Operating conditions studied.

Operating Condition Pressure

(P3) [MPa]

Temperature

(T3) [K]

Thermal

Power [kW]

Pilot Fuel

Split [%]

Overall φ

A 1.0 700 500 20 0.50

B 1.0 700 360 20 0.34

C 1.0 700 390 50 0.37

the field of view as it greatly extends downstream. Annotation 4 represents the small

recirculation zone from the bluff-body of the injector, and 5 is the main jet. The pilot

jet interaction with these flow structures is highly complicated and dynamics can be

intermittent.

2.2.1 Stereoscopic particle image velocimetry

A dual-cavity, diode-pumped, solid state Nd:YAG laser (Edgewave IS811-DE)

provided 532 nm light at 5 mJ/pulse with a repetition rate and pulse separation

of 6 kHz and 4 µs, respectively. Four cylindrical optics formed the laser sheet to

approximately 650 µm wide. A fluidized bed was used to seed Titanium Dioxide



11

Windowed 
Combustor Contraction

Injector

PIV FOV

Figure 2.2. Combustor schematic with SPIV measurement domain
highlighted over an instantaneous visible emission image.



12

(TiO2) particles, 250nm in diameter, into the combustor air flow. The average seed

density within the combustor was approximately 0.01 particles/pixel.

Two high-speed CMOS cameras (Photron SA-4), positioned on opposing sides

and looking up towards the laser sheet, recorded the Mie scattering from the particles

through 200 mm focal length, f/4.0 objective lens (Nikkor AF-S Micro). LaVision v3

Scheimpflug adapters were mounted onto both cameras to correct for defocussing of

the tilted image plane relative to the laser sheet.

Raw images were masked to remove solid bodies and dense fuel sprays. A 5x5

pixel window sliding minimum was subtracted from each image to remove unwanted

background intensity. Images were then intensity normalized to remove variations

in particle illumination. Stereo self-calibration was performed for each dataset. Av-

erage image disparity between cameras was less than one pixel after corrections.

The velocity field was calculated using a multi-pass stereo cross-correlation algorithm

(LaVision DaVis 8.3.0). Spatial derivatives were calculated on an interpolated veloc-

ity field. Vector dropouts were filled in with values determined by the average of its

neighbors. All spatial dimensions are normalized by the average pilot jet diameter,

dj. The velocity fields were processed using a final window size of 32 x 32 pixels with

75% overlap resulting in 0.0588 dj vector spacing thus 0.1764 dj vector resolution.

3000 image pairs were recorded for each test condition.

2.3 Stagnation Line Conditioning

In turbulent swirling flows, the large scale structures are highly dynamic. To better

understand the fundamental mechanisms of their interaction, conditional sampling

of the instantaneous flow-field based on proximity of the large-scale structures can

elucidate key dynamic features of the reacting shear layer. We describe the boundary

of the CRZ and pilot jet by a stagnation line defined in terms of axial velocity.

Without a measure of combustion radicals, such as OH or CH, we cannot explicitly

relate the stagnation line location to a flame front. Nevertheless, given the extensively
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documented structure of swirl stabilized flames, the shear layer between the reactant

jet and CRZ is a location for flame stabilization [23,24]. We can infer this notion,

because the CRZ’s role is to transport combustion products that will then cross the

stagnation line into the pilot jet to maintain ignition.

A marching squares algorithm [25, 26], is used to calculate the axial and vertical

positions of the constant axial velocity contours. The constant was set at +1.0 m/s

instead of exactly 0 m/s. Biasing towards positive velocities allowed for the isocon-

tour to more reliably track the shear layer and not deviate into the CRZ interior at

certain instances due to large turbulent fluctuations within the CRZ. The detected

iso-contours were then filtered based on length. The length thresholds were deter-

mined by analyzing the contour length histogram of each dataset prior to filtering.

The histograms were found to be bimodal, and the threshold was determined by

the minimum between the two maxima [27]. The threshold was 6 dj and effectively

removed small contours that do not correspond to any large scale stagnation line.

An additional filtering operation was then applied to remove contours that were not

within the proximity of the expected spatial location of the CRZ boundary. If no

portion was found in the root of the pilot jet and CRZ border, shown by the dashed

region in figure 2.1, then they were neglected. Typically these filtering steps result in

one stagnation line per time step.

The instantaneous stagnation line positions are interpolated back to the grid co-

ordinates of the original velocity field. A bivariate pdf is generated from the aggre-

gated spatial coordinates. Figure 2.3 shows side-by-side a representative instanta-

neous stagnation line with the bivariate pdf for condition B. The detected stagnation

lines occasionally wrap around the entirety of the pilot jet, which explains the higher

probability density near the injector’s bluff body. This feature is highlighted in figure

2.3 as a green ellipse that corresponds to the border between the pilot jet and bluff-

body recirculation zone. It is less evident for conditions A and C, where more fuel

is introduced through the pilot. Greater amounts of high viscosity and low density

product gas dampens the pilot jet flapping. Unconditioned average axial velocity also
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Figure 2.3. (a) Instantaneous stagnation line plotted in white. In-
plane velocity vectors overlaid on contours of swirling strength. (b)
Joint pdf of the stagnation line position.

shows greater penetration of the pilot jet into the combustor for conditions A and C,

where C has the strongest jet. This is to be expected as the jet velocity is increased

from a less dense pilot flame.

Conditioning along the instantaneous stagnation line allows for a description of

the flow field that is not fixed to the lab reference frame. The stagnation line positions

act as a mask that can be applied to other quantities. Conditioning velocity or its

spatial derivatives is straightforward, because the mask has a direct correspondence

to the original velocity grid. The normal vector and curvature of the stagnation line

are interpolated by binning values between the grid edges. The value for a specific

spatial coordinate is taken as the mean of all values that lie between the grid edges.

If a grid center had less than 30 conditioned data samples, corresponding to 1% of

the number of time steps, then that location was removed when calculating statistics.
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2.3.1 Curvature

Curvature of the parametrically defined stagnation line was calculated by κ =

x
′
y
′′−y′x′′

[(x′ )2+(y′ )2]
3
2

. Typically, this is used to detect flame-front contours from thinned gra-

dients of PLIF images [28, 29]. Due to the second order derivatives from a lower

resolution PIV grid, the curvature values are expected to be noisier than typically

seen PLIF contours. A Savitsky-Golay filter was applied to smooth the stagnation

lines with a window length of 13 and second order polynomial fitting. Following the

findings of Haq et al. in resolving curvature of digitized circles, a threshold for the

maximum curvature was applied to the filtered contours [30].

Figure 2.4 displays the mean stagnation line curvature for condition B. Stagnation

lines closer to the average pilot jet location show positive curvature. Moving towards

the center of the combustor, the mean curvature becomes negative. This transition

is gradual and persists along a upward diagonal trajectory through the measurement

domain. The stagnation line is expected to have an oscillatory shape due to vortex

shedding from the pilot shear layers. Circled in green is the border between the pilot

jet and bluff-body recirculation zone. Curvature shows the same characteristic sign

change across this shear layer with positive values near the pilot jet. The spatial

length scales are smaller here as compared to the side bordering the CRZ. Larger

vortices are being shed from the pilot jet into the CRZ thus changing the stagnation

line curvature over a wide spatial extent.

2.4 Results

2.4.1 Velocity

The mean conditioned out-of-plane velocity (uz) is displayed in figure 2.5b for

condition A. A portion of the spatial domain is masked due to glare in the raw im-

ages that introduced a clear measurement bias in uz. However, the statistics of the

in-plane velocities were not drastically affected by the glare. uz values are predomi-
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Figure 2.4. Mean stagnation line curvature for condition B.

nantly negative due to the orientation of the bulk swirl. There is a concentration of

high magnitudes from roughly x
dj

= 1.0 to x
dj

= 2.5. The fluctuation RMS statistic

also has the highest values in this region, so there is a clear increase in out-of-plane

motions for this portion of the flow. The spatial location of this feature does not

vary greatly between the operating conditions studied. However, mean and fluctua-

tion RMS magnitudes are appreciably larger for condition A than B or C, which is

attributed to the higher global equivalence ratio of condition A (see table 2.1).
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Figure 2.5. Conditioned velocity for test condition A. Mean stag-
nation line projected velocity (a), conditioned mean of uz (b), and
fluctuation RMS (c) of uz.

2.4.2 In-Plane Shear

The average in-plane shear, Sxy = 1
2
(∂u
∂y

+ ∂v
∂x

), can highlight variations in the local

shearing dynamics with changing fuel flows. Furthermore, in the presence of highly

three-dimensional vortical structures, the local Sxy magnitudes have been shown to be

elevated [31]. Mean and fluctuation RMS statistics were calculated on the conditioned

Sxy. Figure 2.6 compares the spatial distributions for conditions B and C; the two

conditions with comparable global heat release but largely different pilot-main fuel

splits.

Figure 2.6b indicates the mean conditioned shear for condition C. Since C has the

highest pilot fuel flow rate, there is higher positive shear near the root of the pilot jet.

Figure 2.6c presents the conditioned fluctuation RMS of 2.6, which has a concentrated

maximum in the region of (x,y) = (1.7, 2.5). Circled in figure 2.6c is a concentration

of large fluctuation RMS for condition B. B has the lowest pilot fuel flow, which was

previously shown to result in wider spatial traverses of its stagnation line. Therefore,

a more stationary pilot jet leads to the absence of a fluctuation RMS hotspot. The

circled location in figure 2.6c also corresponds to where shear displays negative values

in the mean. When the stagnation line appears in this location, the pilot flow will
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Figure 2.6. Mean and fluctuation RMS of in-plane shear for test
conditions B (a & c) and C (b & d).

be mixing with the main jet and bluff-body recirculation flows. This is no longer the

pilot jet shearing against a low velocity CRZ. The sign of mean Sxy reverses indicating

a directional change in the shearing of fluid elements. This interaction is prevalent

for all operating conditions, and a key feature of this combustor for reactant mixing

and flame stabilization.
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2.4.3 Swirl Strength

The imaginary component of the complex eigenvalues of the velocity gradient

tensor was used by Zhou et al. to define the swirling strength to identify hairpin vor-

tices [32]. In particular, iso-surfaces of squared swirling strength (λ2ci) were illustrated,

and the presented figures follows their convention of the squared term. Adrian et al.

showed that iso-contours of swirling strength were the most reliable method evaluated

in their study to identify eddies from 2D PIV in a pipe flow [33]. No decomposition of

the velocity field or change of reference frame is necessary. Using vorticity is undesir-

able for vortex identification, because it does not discern between shearing or swirling

motion. However, any vortex that has its axis aligned in the measurement plane will

not be detected from planar PIV. Only vortices that have out-of-plane alignment with

respect to the laser sheet will be found.

Figure 2.7 shows the mean conditioned swirling strength for all reacting test con-

ditions. Condition B contains two regions of very high swirling strength circled in

green. The first circled region, centered at x
dj

= 2.0 and y
dj

= 2.5, corresponds to

vortex shedding from the pilot jet into the CRZ. The large magnitude and spatial ex-

tent illustrate the enhanced hydrodynamic instability of the stagnation line associated

with low pilot fueling. Based on observation from the instantaneous velocity fields,

the pilot jet also has the largest radial excursions either into the main jet or CRZ.

Higher swirling strength magnitudes indicate faster rotating vortices. This can result

in local extinction events that increase the unsteadiness seen in the shear layer from

lower pilot fueling. The second circled region for condition B, centered at x
dj

= 1.25

and y
dj

= 2.6, is due to the vortex shedding from the side of the pilot jet bordering

the bluff-body recirculation zone. This is not detected for A and C due the motion

of the stagnation line mentioned in section 3.

Condition A has a slight concentration of large swirling strength at x
dj

= 2.0 and

y
dj

= 2.5, but the intensity is much lower than condition B. C displays the lowest

swirl strength but a more uniform spatial distribution. This suggests that lower pilot
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fuel percentages produce a localized region of large swirl strength. Lowering global

equivalence ratio while keeping the same fuel split has a dramatic effect as shown

from conditions A to B. Stronger vortices are frequently shed at the extremity of the

pilot jet at the leaner pilot flames.
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Figure 2.7. Mean swirling strength for conditions A (a), B (b), and C (c).

Similarities appear between the mean spatial distributions of uz and swirling

strength. Figure 2.8 shows a scatter plot of swirling strength with respect to uz

with points colored by Sxy for condition B. Scatter plots for the other operating con-

ditions showed similar trends. As swirling strength increases, the range of uz increases

in both positive and negative directions. However, beyond swirling strength values of

107, there is no more growth in uz range. Any vortex with significant rotation seems

to correspond to large values of uz indicating strong helical motion. The entirety of

a vortex will show large swirling strength values, while only a portion it may be at

the most extreme uz magnitudes. This explains why the range of uz increases. Large

magnitudes of Sxy occur at all levels of uz and swirling strength. However, it is most

dense at swirling strengths above 108. This means that intensely swirling eddies are

creating regions of high shear stress, which is beneficial to entrain combustion radicals

into the pilot jet across the stagnation line.
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2.5 Conclusions

The stagnation line bordering the CRZ and the pilot jet was targeted for extrac-

tion at three operating conditions. Certain stagnation lines also included the pilot jet

and bluff-body recirculation interface due to the dynamics of the pilot jet in condition

B, but this was not heavily focused upon. The velocity field and its derivatives, such

as swirling strength, were conditioned along this stagnation line to discriminate vari-

ations in flow structures with varying pilot to main fuel ratio and global equivalence

ratio.

Statistical analysis on the conditioned results displayed distinct spatial patterns.

The statistics of uz, stagnation line projected velocity, and stagnation line curvature

were invariant to operating condition. This can be a desirable feature in aviation com-

bustors. They must meet performance parameters such as flame stability and com-

bustion efficiency throughout an enormous range of operating conditions. However,

swirling strength and shear show significant differences based on fueling. Statistics

from condition B display a concentrated region of large in-plane shear and swirling

strength that are not seen in the other two reacting conditions. The fuel nozzle design

dictates that reducing pilot fueling and global φ will make flame stabilization more

difficult; thus, displaying that flameout margin will depend heavily on the conditioned

swirling strength and shear.
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3. COUPLED INTERACTIONS OF A HELICAL

PRECESSING VORTEX CORE AND THE CENTRAL

RECIRCULATION BUBBLE IN A SWIRL FLAME AT

ELEVATED POWER DENSITY

3.1 Introduction

Swirling flows are often used in aerospace and industrial combustion systems. A

bulk swirling flow is typically generated by fixed vanes upstream of the combustion

zone. If the geometry of the combustor promotes a sufficient level of swirl, the bulk

swirling flow breaks down and generates a central recirculation bubble (CRB) [24].

This allows for hot combusted gases to recirculate back to the fresh reactants, thus

stabilizing the flame. A CRB may also be formed by other means (such as a bluff-

body), but swirl induces greater mixing through strong shear layers. Swirl also pro-

duces a compact flame, because fuel and oxidizer mixing is enhanced through vortex

rollup events with the CRB [34]. This characteristic is highly desirable for aviation

applications where reducing combustor weight and size is vital.

In a global effort to reduce NOx and particulate matter (smoke) emissions, the

gas turbine industry has given increased focus to lean combustion system, with (par-

tial) premixing [16]. An undesirable consequence of this operating condition is an

increased susceptibility for combustion dynamics, where pressure oscillations couple

with the flame heat release in a positive feedback loop that can negatively impact

engine performance and significantly reduce combustor life. Operating near the lean

blowout limit allows for smaller hydrodynamic pertubations to greatly affect heat

release through extinction and re-ignition events [35, 36]. Modern combustors also

use less liner cooling air to allow more air into the combustion zone and improve
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the temperature distribution to the turbine. This cooling flow is then less effective

at absorbing acoustic oscillations as it begins to act as a hard instead of a porous

wall [37,38]. The susceptibility of a combustor to instability would ideally be foreseen

in the design phase and remedied, but computationally inexpensive numerical tools

have not demonstrated such predictive capabilities with engine-relevant conditions

and geometries. Extensive studies involving complex computational simulations and

experimental measurements have been undertaken to understand and control combus-

tion dynamics. However, more work is required to achieve this capability, especially

in practical applications with increased flame power density and complex combustor

geometries [39].

As a target case for the International Workshop on Measurement and Computa-

tion of Turbulent Flames, the PRECCINSTA gas turbine model combustor (GTMC)

has been the subject of extensive experimental and numerical investigation at at-

mospheric pressure. In a distinct range of operation, this GTMC has been shown

to exhibit strong self-excited thermoacoustic pulsations. Meier et al. performed a

detailed experimental characterization of this unstable operation by studying two

different equivalence ratio conditions [40]. Utilizing multiple laser diagnostics, sig-

nificant differences were observed between the quiet and noisy (unstable) flames with

respect to the turbulent flow structure, mixing characteristics, flame shape, and the

reaction progress. These results showed that the feedback loop for the sustained,

self-excitation of thermoacoustic oscillations in the PRECCINSTA GTMC (at atmo-

spheric pressure) was an oscillation in mixture fraction coupled with a convective time

delay. Franzelli et al. performed LES computations, which agreed with the previ-

ous experimental findings of equivalence ratio oscillations driving the thermoacoustic

instability [41].

Subsequent investigations with 10 kHz PIV and OH-PLIF identified the presence

of a helical precessing vortex core (PVC) only in the unstable flame by inspecting

the time-evolution of the flow field and proper orthogonal decomposition (POD).

The stable flame only displayed periodic formation and ejection of symmetric vortex
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pairs in the inner shear layer. The PVC was hypothesized to be strongly coupled

to the thermoacoustic oscillation, because the PVC precession frequency occurred

at an integer multiple of the thermoacoustics [42, 43]. However, later experimental

findings have shown that the PVC frequency can be at non-integer multiples of the

thermoacoustic pulsation [44]. Oberleithner et al. identified operating conditions

that displayed intermittent flame shape transitions between V and M flames in the

PRECCINSTA GTMC [45]. It was found that the formation of a PVC was a precursor

to the M flame shape and increased pressure oscillations. The generation of a PVC

was coupled to the density and mean flow fields at the combustor inlet. A suppression

of the radial density gradient resulted in the formation of the PVC, thus leading to

lift-off of the flame root from the combustor nozzle.

Flames must also be studied at industrial engine relevant conditions, because cou-

pling mechanisms can develop from a much broader spectrum of physical processes

at high power density and Reynolds number. Swirl stabilized flames are particularly

complex because the flow structure supports a wide range of interacting hydrody-

namic structures. Experimental studies on the role of a PVC in relation to combus-

tion dynamics are far fewer at elevated pressure and temperatures conditions where

industrial engines operate. This is attributed to the increased infrastructure require-

ments as only a few research labs in the world have capabilities to operate combustors

at the megawatt level [22, 46–48]. Combined with the requirements of optical access

for laser diagnostics, the sparsity of such investigations in the literature is perhaps

unsurprising. The current work adds to the literature on combustion instability at

conditions approaching those found in a gas turbine engine.

Slabaugh et al. investigated the PRECCINSTA GTMC at DLR-Stuttgart with si-

multaneous OH*-CL, SPIV, and OH-PLIF at two equivalence ratios and at elevated

pressure and temperature [44]. They found that the lower equivalence ratio condi-

tion led to combustion dynamics and coincided with the appearance of a PVC. At

atmospheric conditions, the PVC precession occurred at a constant Strouhal num-

ber, and this was still the case for the elevated pressure results. However, the PVC
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precession frequency was twice the highest values reported for atmospheric operating

conditions. A reconstructed velocity field from the ten most energetic POD modes

displayed the PVC drastically distorting the CRB. Therefore, the PVC is coupled to

the thermoacoustics by modulating mixing in the reacting inner shear layer similar to

findings at atmospheric conditions. This study expands upon the previous elevated

pressure findings where the time-scale of the PVC precession is nearly four times that

of the thermoacoustic instability. An extensive characterization of the three dimen-

sional structure of the PVC and CRB interaction is presented to further elucidate the

mechanism of the self-sustained thermoacoustic oscillation.

3.2 Experiment Configuration

3.2.1 Burner and Flame

With an extensive experimental and numerical database in place for atmospheric

pressure flame conditions, the focus of the present work is to characterize the PREC-

CINSTA GTMC at elevated thermal power density operation. The geometry of the

mixer and nozzle have remained unchanged, with natural gas and air being technically

premixed (not perfectly premixed [49]) in the swirler section using 12 radial vanes and

12 corresponding 1mm fuel injection ports. The exit of the nozzle is 27.85mm in

diameter, with a rounded, conical center-body aligned to the central axis.

Figure 3.1 displays the installation of the PRECCINSTA burner into the High

Pressure Optical (HIPOT) test rig operated at DLR-Stuttgart. Full optical access to

the flame is provided through all four walls of the combustion chamber using a series

of fused quartz windows. In-depth descriptions of the combustor geometry and ex-

perimental platform is provided in [44]. All operating conditions, including pressures,

temperatures, and air/fuel/water mass flow rates were monitored and recorded at a

1Hz interval. Dynamic pressures were also measured in the upstream plenum, the

combustion chamber, and the downstream section with high-frequency piezo-resistive

pressure transducers (Kistler 4043A with a 4603A amplifier). The signals were simul-
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Figure 3.1. Schematic of PRECCINSTA burner installed into HIPOT
test rig with measurement fields of view indicated.

taneously recorded (with dedicated A/D converters) at 100 kHz, below the natural

frequency of the instruments, along with the intensifier gate signal from the OH*-CL

detection system in order to synchronize the optical measurements to the measured

acoustic signals.

Previous work investigated two operating conditions: one flame was stable (Flame

A) and the other (Flame B) exhibited thermoacoustic instabilities. All conditions

were identical between the two cases except for the fuel mass flow rate, which was

lower for the unstable case [44]. The presence of a PVC was evident in the flow

field measurements from Flame B. The PVC was not present in the stable case,

Flame A. Therefore, Flame B was chosen for more extensive analysis relating to the

observed thermoacoustics in this work. The global equivalence ratio was 0.58, and

the flame thermal power was 150 kW . The inlet air mass flow rate of 88 g/s was

preheated to 600 K, and the combustor was operated at 0.5 MPa. This resulted in a
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bulk velocity of 55 m/s, and a Reynolds number, based on the nonreacting flow, of

130,000. The Damköhler number was estimated to be 0.04 for this flame. This was

based on the integral time scale computed in the previous study, and a chemical time

scale calculated using the GRI-Mech 3.0 for a laminar flame at identical operating

conditions of this work [44,50]. The Strouhal number, St = fPV Cdnozzle/ux,bulk,

of the PVC precession was calculated to be 0.87, which closely matched previous

investigations of the burner at atmospheric conditions [44]. The experiment was

always given a minimum of 10 minutes to stabilize, prior to acquiring measurements.

5 g/s of unheated inlet air was diverted through the particle seeding system, then

reintroduced to the inlet plenum. Though the particle seeding was limited to only

short bursts during data acquisition, this unheated flow was maintained throughout

the entire test by diverting it through a bypass circuit. This process ensured negligible

impact on the combustor inlet conditions during data acquisition.

3.2.2 Measurement Systems

Simultaneous measurements of scalar and three-component velocity fields were

acquired at a 6 kHz interrogation frequency using combined OH* chemiluminescence

(OH*-CL) and stereoscopic particle image velocimetry (SPIV). A schematic represen-

tation of the optical measurement system configuration is given in Figure 3.2. The

reader is referred to [44] for complete details of each sub-system including resolution

considerations. The SPIV and OH*-CL cameras had sufficient on-board memory to

acquire 5457 double-frame image pairs and 6826 images per run, respectively. Image

system calibrations were performed by imaging a dual-sided, dual-plane dot target

(LaVision Type 07). The same target was used for the SPIV and OH*-CL systems,

hence spatial alignment of all measurement fields was achieved by mapping to the

same coordinate system.

Image processing was undertaken to increase image quality for the PIV algo-

rithm. The minimum intensity over the previous and future five images is subtracted
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Figure 3.2. Schematic of measurement system.

to remove background noise and decrease glare. A 7x7 pixel sliding window inten-

sity normalization is implemented to reduce any laser sheet intensity variations and

sets all particles to comparable intensities. Particle cross-correlations were performed

using the multi-pass adaptive window offset cross-correlation algorithm in the LaV-

ision commercial software (DaVis 8.4.0). SPIV results presented in this work were

processed using a final window size of 24 × 24 pixels with 50 % overlap. The cor-

responding window resolution is 1.25mm with vector spacing of 0.63mm. A 3 × 3

sliding window median filter was repeatedly applied three times to remove spurious

vectors. The median filter removes velocities outside twice the standard deviation

of its neighbors. The removed vectors are replaced with an alternative displacement

correlation peak if it is suitable [51]. Vectors were also removed if their correlation

peak ratio was less than two. The resulting instantaneous velocity fields had empty

spaces where spurious vectors were removed. These locations are filled in by a lin-

ear interpolation from their neighbors. An anisotropic denoising filter was applied

to better match the interpolated vectors to the flow field [52]. The top two-thirds

of the velocity field consistently yielded over 90% first-choice vectors with less than

2% (removed) spurious vectors. Internal reflections and other noise sources caused a
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reduction in vector quality near the bottom of the image, so that region was cropped

to avoid contamination of the subsequent, quantitative analysis.

Chemiluminescence from electronically-excited hydroxyl (OH*) was imaged using

a high-speed CMOS camera coupled to an external two-stage intensifier. An inten-

sifier gate width of 25µs was used for all of the acquired datasets. A 305-315 nm

interference filter was placed in-front of the objective lens to isolate the OH*-CL

emission. The field of view for the OH*-CL system was approximately 65×80mm to

capture the full spatial extent of the flame zone. White field correction was applied

to remove the spatial intensity variations from the detection system [53].

3.3 Deconvolution of Flow Dynamics

Reacting turbulent flows are highly complex due to non-linear coupling of chem-

istry, turbulence, heat transfer, and acoustics through a vast range of spatiotemporal

scales. The interest here lies in the interaction between hydrodynamics and acoustics

in a combustor exhibiting sizable pressure oscillations. The amplitude of the thermoa-

coustics are affected by the hydrodynamics that drive mixing thus reaction rate and

heat release. However, these dynamics are perturbed by turbulence in a seemingly

stochastic manner. Our method to isolate the large-scale dynamics from the velocity

field data is presented below.

Dynamic mode decomposition (DMD) is a parameter-free and data-driven method

for understanding complex and high-dimensional datasets. It is in the vein of other

lower order dynamics identification algorithms such as POD. DMD is an approxima-

tion of the Koopman operator, which characterizes a non-linear system through an

infinite dimensional linear operator acting on a set of observables. In practice, the ob-

servables are typically the directly measured quantities, such as velocity in this case.

An eigendecomposition of the approximated Koopman operator results in a series of

modes, each with a growth rate and frequency. DMD generates a linear model of the

typically underlying non-linear dynamics. Unlike POD, which associates and ranks
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modes based on energy, DMD modes are associated with a unique frequency [54,55].

For example, the dynamics associated with the thermoacoustic oscillation frequency

in this dataset were observed across multiple POD modes [44].

DMD was first applied to non-reacting jets where it identified the spatial structure

and frequency of the jet’s vortex shedding [56, 57]. DMD has since been extended

to the analysis of numerous experimental and numerical efforts in understanding

the coupling between hydrodynamics and the resulting thermoacoustics [21, 58–62].

Variants of DMD have been proposed to tackle specific problems such as resolving

transient and quasi-periodic dynamics [63]. Methods also exist for debiasing the DMD

eigenvalues if the dataset is rank truncated by the most energetic POD modes [64,

65]. The following analysis uses the Exact DMD formulation because of its superior

generality [66]. The data does not need to be uniformly sampled in time. Datasets

from repeated experiments can be appended to improve accuracy of the modes and

frequencies. A brief outline of the DMD implementation is as follows.

The snapshot arrays are formed by flattening the three component, m×n velocity

field at each time step to form zt as

ux, uy, uz ∈ Rmn zt =


ux(t)

uy(t)

uz(t)

 .
Ordering of the velocity components in zt is inconsequential as long as the mapping

back to the original data structure, Rm×n, is preserved. The data vectors are then

concatenated into X and Y arrays as

X ,


| | |
z0 z1 . . . zT−1

| | |

 ,

Y ,


| | |
z1 z2 . . . zT

| | |

 .
(3.1)
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The first time step, z0, is solely within X. Likewise the last time step, zT , is only

contained in Y . A singular value decomposition (SVD) is performed on the X data

array, resulting in

X = UΣV ∗. (3.2)

The approximated Koopman operator, Ã, is formed as

Ã , U∗Y V Σ−1. (3.3)

This is a matrix multiplication of the previously calculated SVD matrices and the Y

data array. Next, an eigendecomposition of the square matrix Ã results in eigenvectors

and eigenvalues, W and λ respectively. Finally, the dynamic modes of the dataset

are then defined as

Φ , Y V Σ−1W, (3.4)

incorporating the eigenvectors of Ã. The corresponding temporal frequencies (in Hz)

for each dynamic mode are the imaginary portion of the scaled eigenvalues

fi =
Im{ln(λi)}

2π∆t
, (3.5)

where ∆t is the measurement sampling frequency.

In order to select the suitable DMD modes for construction of a lower order model,

the importance of each mode to the original dynamics is needed. Sparse DMD is

chosen as the mode selection method for this study, and the following formulation

closely follows the original work of Jovanovic et al. [67]. It has been applied to PIV

in non-reacting flows to identify coherent structures and their frequencies [68,69].

A complex amplitude is associated with each DMD mode, which dictates its con-

tribution to the dynamics of the lower order model. The vector of optimal DMD

mode amplitude is defined as

α = [(W ∗W )� (Vand V ∗and)]
−1 diag(VandX†∗W ), (3.6)
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where ∗ denotes the complex conjugate transpose, � is a element-wise multiplication,

D is the complex conjugate of matrix D, D−1 is the matrix inverse of D, diag(D)

forms a vector from the diagonal elements of matrix D, and

Vand =


1 λ0 λ20 . . . λT0

1 λ1 λ21 . . . λT1

. . . . . . . . . . . . . . . . . . .

1 λn λ2n . . . λTn

 (3.7)

for an n−1 and T −1 number of DMD modes and time steps, respectively. Each row

of the Vandermonde matrix in equation 3.7 corresponds to a damped or undamped

sinusoid governing the temporal evolution of each DMD spatial mode, Φ. Henceforth,

these rows are referred to as a temporal mode.

Equation 3.6 was modified from Jovanovic et al. [67] to use the original snapshot

array, X† , X∪Y (neither the first nor last time step is missing), necessary for Exact

DMD. We seek to find an α that minimizes the reconstruction error defined as the

Frobenius norm of the difference between the original snapshots and the dynamics

from a sparse set of DMD modes

J(α) , ‖X† − ΦDαVand‖2F , (3.8)

where Dα is a diagonal matrix of the previously calculated optimal mode amplitudes.

Applying a penalty to the cardinality of α would reflect the goal of finding sparse

modes, but Jovanovic et al. [67] states that the objective function then becomes

intractable for large datasets. Therefore, the objective function is defined as

min
α

J(α) + γ
T−1∑
i=1

|αi|, (3.9)

where γ is the penalty multiplier to the sum of absolute values of the optimal mode

amplitudes.

A wide range of sparsity multipliers were initially swept to gauge the DMD mode

spectrum for the velocity dataset. However, just two sparsity levels are presented to



34

illustrate the robustness of the modes selected for analysis. Figure 3.3a shows the

eigenvalues of the DMD modes on the complex plane with the unit circle depicted

as the dotted yellow line. The non-sparse modes (shown by black ◦ symbols) display

increased density near the unit circle. Likewise the sparse DMD modes (red and teal

×) are only present near the unit circle. Hence sparse DMD preferentially selects

neutrally stable dynamics representing limit-cycle behavior, thereby removing modes

representing rapidly decaying turbulent fluctuations.

The amplitude spectrum is shown in Figure 3.3b for sparse and non-sparse modes.

Identifying the most important modes in the non-sparse spectrum (shown by the black

◦ symbols) is difficult. The highest amplitude modes have large decay rates, thus their

influence on the reduced order model only lasts a short period of time. Red and teal F

symbols represent sparse DMD modes with γ values of 5000 and 10,000 respectively.

Doubling the penalty multiplier from 5000 to 10,000 preserves a few sub 50 Hz modes

along with the 455, 1600, and 1704 Hz modes.

Previous POD analysis of the flame revealed the presence of a PVC. The power

spectra of these POD temporal modes displayed broadband content centered at 1710

Hz along with a narrow peak around 450 Hz. The thermoacoustic frequency was

determined to be 450 Hz from analysis of the OH*-CL and dynamic chamber pressure

[44]. Therefore, the 455 Hz DMD mode corresponds to the thermoacoustics, and the

1600 and 1704 Hz modes relate to the PVC.

The DMD mode at 1704 Hz had greater spatial coherence and more easily iden-

tifiable centers of rotation compared to the 1600 Hz mode. This leads to setting the

sparsity structure to only the 455 and 1704 Hz modes. Figure 3.4 shows the real part

of the selected DMD modes for brevity. The 455 Hz mode clearly represents a mod-

ulation of the reactant jets and CRB. The pulsating inflow, at the same frequency

as the combustor and plenum pressure oscillations, plays a key role in the feedback

mechanism resulting in combustion dynamics. Therefore, the 455 Hz DMD mode is

referred to as the thermoacoustic mode. Contrastingly, the 1704 Hz mode displays

two adjacent counter-rotating vortices corresponding to the PVC dynamics.
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a b

Figure 3.3. Argand diagram of DMD eigenvalues (a) and amplitude
spectra (b) for sparse and non-sparse results. Red and teal symbols
represent γ values of 5,000 and 10,000 respectively.

a b

Figure 3.4. (a) Real portion of the 455 Hz DMD mode. Velocity
vectors overlaid on filled contours of axial velocity. (b) Real portion
of the 1704 Hz DMD mode with the center of the two counter-rotating
vortices annotated by •. Velocity vectors overlaid on filled contours
of in-plane vorticity. Units in the colorbars are the unscaled DMD
spatial mode values.
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The time evolution of a simplified flow field from these two DMD modes can now

be generated. The optimal amplitudes are recalculated by equation 3.6 for a sparsity

structure of just the 455 and 1704 Hz modes associated with the most prominent

limit-cycle dynamics. A superposition of the two DMD modes and the mean velocity

field by


ux

uy

uz


mean

+
[
ΦDαVand

]
455+1704

(3.10)

produces the reconstructed dynamics for further analysis.

Three probe locations in the flow field are selected to demonstrate the effective-

ness of the DMD reconstruction in terms of capturing the cyclic oscillations of the

underlying data. Figure 3.5 displays the probe points overlaid on the time averaged

velocity field. Points labeled P1-3 are located within the reactant jet, the inner shear

layer, and CRB respectively. These probe locations coincide with the location of flow

structures found in previous studies of the combustor [43]. The line plots in figure

3.5 show the axial velocity for the DMD reconstruction and original dataset over last

200 time steps demonstrating reconstruction accuracy even towards the end of the

time sequence. The global trends have been preserved, but the turbulent, aperiodic

fluctuations are removed by the reconstructed signal similarly to other work using

DMD [70]. The superposition of 1704 and 455 Hz oscillations fits the original data

well for P1 and P2. The reconstruction at P3 is dominated by the 455 Hz mode,

because the PVC mode does not strongly perturb the inner most part of the CRB.

Overall, the DMD reconstruction acts as a bandpass filter over the original data re-

moving the turbulent fluctuations in each of the probe locations, while leaving the

high-power dynamics associated with the large-scale structures of interest.
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Figure 3.5. Average velocity field with contours of uz. The DMD
reconstruction and the original velocity field is compared at three
probe points.



38

3.4 Phase-Conditioned Statistics

Both 455 and 1704 Hz temporal modes are undamped but stable, and this behavior

is previously shown by the time series in figure 3.5. Conditioning simultaneously

acquired datasets on the phase of the temporal mode isolates it from other processes,

such as turbulent fluctuations. The instantaneous phase for each DMD temporal

mode is calculated by taking the argument of the analytic signal derived from a

Hilbert transform of the temporal mode [71].

3.4.1 Thermoacoustic Mode

The chamber dynamic pressure and OH*-CL were phase conditioned by the 455

Hz DMD temporal mode representing the thermoacoustic oscillation. The chamber

dynamic pressure is band-passed between 450 and 460 Hz with a zero phase shift

2nd order Butterworth filter before phase conditioning. Each measurement is then

sorted into 12 bins resulting in a bin width of ±15° or ±π/12. Figure 3.6 shows the

phase averages of the OH*-CL images at four equally spaced phase angles. A clear

dependence of OH*-CL intensity on the 455 Hz DMD phase signal is observed, which

is consistent with the frequency identified in previous analysis of this flame [44]. In-

tensity throughout the image nearly doubles from π/2 to 3π/2. The flame shortens

axially and shows a slight radial contraction at its base during the minimum intensity.

This reinforces the notion that the 455 Hz DMD mode corresponds to the thermoa-

coustic oscillations. The mean intensity is calculated over the spatial domain for each

phase angle to better quantify the OH*-CL signal. Figure 3.7 displays this along with

the phase averaged chamber dynamic pressure. A phase lag of 2π/3 between the two

signals is present. Similar lags have been reported in studies of atmospheric swirl

flames. Lower pressure oscillations corresponded to greater phase lag than conditions

with higher pressure oscillations in accordance to Rayleigh’s criterion [72].
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Figure 3.6. Phase average of OH∗ chemiluminescence images through
the thermoacoustic cycle.

0 1
2 π π 3

2 π

θTA

−3000

−2000

−1000

0

1000

2000

3000

P
′ [

P
a]

P ′chamber

OH*-CL

30

40

50

60

70

80

M
ea

n
O
H
∗

In
te

n
si

ty

Figure 3.7. Phase average of mean OH∗ intensity and chamber dynamic pressure.
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3.4.2 3D Structure

Swirl stabilized flames result in highly three-dimensional flow fields, so it is help-

ful to illustrate the full dimensionality of the most influential flow structures. Two-

dimensional representations can be ambiguous. For example, uncertainty in the origin

of isolated flame kernels was investigated in the PRECCINSTA burner at atmospheric

conditions. Further analysis pinned down the flame kernels to convection from the

out-of-plane PVC motion and not auto-ignition [73]. High repetition rate measure-

ments allow for phase locking multiple dynamic processes within one dataset. In

contrast to much earlier work where low speed diagnostics were locked to a plenum

pressure measurement, and thus were only able to resolve trends with the respect to

the frequency locked process [49].

PVCs have been identified in swirling flows by phase averages of 2D SPIV data

using the harmonic content of POD temporal coefficients as the phase reference in

multiple previous studies. Stohr et al. reconstructed multiple coherent vortex cores

from the DLR dual-swirl burner with no thermoacoustic oscillations [74, 75]. Stein-

berg et al. performed a doubly-phase-resolved analysis on the dual-swirl burner at

operating conditions exhibiting thermoacoustic oscillations [72]. The plenum pressure

was used to determine the thermoacoustic phase, and the POD temporal coefficient

from one mode was used for the PVC phase. The geometry and thermoacoustic cou-

pling between the PVC and flame surface areas was investigated for three different

flames. Azimuthal symmetry of the PVC was assumed in all of these studies.

Similar to previous work, the 3D structure of the PVC coupled with thermoacous-

tic oscillations is generated by a doubly phase conditioned analysis. The phase signal

of the 1704 Hz DMD temporal mode is calculated similarly to the 455 Hz phase signal

used for conditioning from the previous section. This corresponds to the phase an-

gle (or angular orientation) of the PVC, which exists throughout the thermoacoustic

cycle. The DMD reconstructed velocity field is then phase conditioned by both 455

and 1704 Hz DMD phase signals. The PVC and thermoacoustics are separated into
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16 and 12 bins respectively. This results in 192 phase bins with roughly 28 velocity

fields each that are then averaged. The average velocity field for each phase bin was

found to have narrow 3σ confidence intervals leading to the conclusion that the statis-

tic is sufficiently resolved. Further details on the bin number selection is provided

in Appendix A. The azimuthal dimension is generated by rotating the PVC phase

averaged velocity around the Y = 0 axis at regular intervals of 22.5◦. The velocity

fields are cropped below Y = 0, so the rotation does not produce any interference at

π intervals. The azimuthal location of the 0◦ PVC phase is arbitrary, because the

thermoacoustic phase has no phase relationship to the PVC orientation.

Figure 3.8 shows three coherent flow structures at all 12 thermoacoustic phase an-

gles. The PVC is defined by an iso-surface at a swirling strength (λci) of 8000/s. This

is a user specified threshold chosen to produce the clearest reconstruction. Swirling

strength has been used by numerous groups for vortex identification [32, 33, 74, 75]

and is defined as the imaginary portion of the complex eigenvalues of the velocity

gradient tensor. It is Galilean invariant and ignores shear layers which have large

vorticity magnitudes but no spiraling motion. Also swirling strength is extendable to

compressible flows, which is not the case for other popular methods such as Q and

λ2 criteria [76]. Nevertheless, the authors would like to note that the visualizations

with Q criteria does produce similar results as λci. Iso-surfaces of ux = 0 m/s and

ux = 80 m/s represent the boundary of the CRB and a swirling reactant jet, respec-

tively. The ux = 80 m/s threshold is empirically determined by the axial velocity

magnitude that encompasses most of the reactant jet in the mean velocity field. Con-

tours of ux = 0 m/s have been used to demarcate the CRZ in previous studies on

GTMCs, so this work follows that convention [44,72,74].

The minimum axial extent of the PVC occurs at θTA = π/3 and grows into a

coherent helical shape by θTA = π. The PVC is bound by the CRB and jet in-flow

throughout the measurement domain. This is clearly shown from θTA = π to 3π/2,

and alludes to the role of the PVC in transporting hot gases from the CRB into the

reactant jets to sustain combustion. The CRB is highly asymmetric and contracted
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Figure 3.8. Flow structure evolution through the thermoacoustic cy-
cle. The red and green iso-surfaces are ux = 0 m/s and ux = 80 m/s,
respectively. The gray and outlined iso-surface corresponds to the
PVC defined as λci = 8000/s.

at the base from θTA = 0 to π/3 when the reactant jets and PVC are weak, thus no

longer confining the CRB. However, the jets and PVC then increase in strength and

spatial extent, thereby molding the CRB into a more symmetric shape. The CRB

undergoes radial expansion beginning at θTA = π/2, thereby pushing the PVC and

jets outward. Eventually the jets rapidly decay near θTA = 3π/2 and the PVC along

with it. The thermoacoustic cycle then restarts with a large CRB unimpeded by a

strong reactant jets.
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Figure 3.9 displays a 2D slice of the reconstructed 3D flow structures from figure

3.8 overlaid on the phase averaged OH*-CL. The 2D slice represents a fixed phase an-

gle, thus spatial orientation, for the PVC. OH*-CL is a path integrated measurement,

so any spatial relationship with the 2D contours is not exact. However, this figure

further illustrates that the PVC is spatially confined between the reactant jets and

the CRB. As expected for a reacting shear layer, the reactant jets typically border the

edge of heat release. The expansion and contraction of the CRB is greater than any

change in the OH*-CL topology. However, the OH*-CL intensity is highly correlated

to size of the CRB. For example, the CRB is shown to be contracted from θTA = 0

to π coinciding to the lowest OH*-CL intensity distributions.

The evolution of these structures can be more quantitatively described by figure

3.10 showing the volume enclosed by each iso-surface with respect to the thermoa-

coustic phase angle. The volume of the PVC and jets closely track each other with

a small phase shift around one phase bin spacing. The CRB and jet volumes have

a much larger phase shift. The jet volume is maximum at θTA = π, while the CRB

grows to a maximum at θTA = 11π/6. At this phase, the jet volume has decreased

dramatically, and the PVC volume is begins to reduce. However, the CRB is now

unconstrained and reaches the maximum volume. The described sequence matches

the visualization of figure 3.8.

The CRB is a source of hot gas that acts to assist ignition and stabilize the

high-power swirl flame. Recirculated combustion products are transported into the

reactant jets through the shear layer between the two structures. The volumetric flow

rate (Q̇) through the CRB surface is calculated at each face of the interpolated zero

axial velocity iso-surface by a dot product of velocity and the area vector. Q̇ out of

the CRB is then equal to the sum over the entire iso-surface, and it is plotted against

the thermoacoustic phase angle in figure 3.11. Values are positive throughout the

thermoacoustic cycle indicating a net flow out of the CRB, which is fed by entrainment

due to vortex breakdown downstream of the field of view. This is expected, because

the role of the CRB is to transport combusted hot gases back to the reactant jets
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Figure 3.9. Overlaid 2D slices of the flow structures and the OH*-
CL intensity distribution over the thermoacoustic cycle. The red and
green contours are ux = 0 m/s and ux = 80 m/s, respectively. The
white contours corresponds to the PVC defined as λci = 8000/s. Dot-
ted white lines denote the maximum axial extent of the velocity mea-
surements.
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Figure 3.10. Volume of reactant jets, CRB, and PVC with θTA phase angle.
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Figure 3.11. Volumetric flow rate out of the CRB throughout the
thermoacoustic cycle.

to maintain ignition. Variation through the thermoacoustic cycle is similar between

the CRB volume and Q̇, but Q̇ stays near its largest magnitudes even when the CRB

volume is reduced from its maximum. This is illustrated from θTA = 7π/6 to 3π/2.

This indicates transport out of the CRB is significant even at the phases where the

CRB is still undergoing expansion to a maximum. Consequentially, the inflow into

the CRB was observed to increase at these phase angles. The lowest Q̇ is at π/2,

which is near the minimum CRB volume and mean OH*-CL intensity. The maximum

Q̇ and OH*-CL intensity also coincide at nearly the same thermoacoustic phase. This

can be attributed to a few causes. At around θTA = π/2, the reactant jet volume is

increasing but still low. Reduced reactant inflow along with low outflow from the CRB

causes the observed minimal heat release. Moreover, the reduced flow of hot gases

from the CRB into the reacting shear layer results in less reactant preheating. This

phenomena can also cause a decrease in flame speed and reaction rate [?], thereby

also resulting in lower heat release at this point in the thermoacoustic cycle.
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3.5 CRB and PVC Coupling

The PVC influences combustion by generating flame roll-up events that rapidly

mix burned and unburned gas to increase reaction rates as shown by previous studies

with simultaneous SPIV and OH-PLIF measurements [74]. Regions of large swirling

strength on the CRB surface gives an indication of contact with the PVC, thus greater

transport between the recirculated hot product gas and fresh reactants. The CRB

definition as the ux = 0 m/s surface is physically robust, because that is the interface

where recirculated gas with negative ux meets the reactant inflow with positive ux.

Again, the PVC does not have a strict definition, and a criteria based on visualization

was used in figures 3.8 and 3.10. Nevertheless, figure 3.12 shows the CRB surface area

with λci ≥ 8000/s, which was the threshold used to identify the PVC previously. This

provides a sense of how much of the CRB surface is impacted by intense vortical flow.

Figures 3.14 and 3.13 illustrate the unthresholded distribution of λci on the CRB;

thereby, reinforcing the quantitative analysis of the interaction between the CRB and

PVC. Figure 3.13 displays the surface area weighted PDF of λci on the CRB for

four equally spaced phases through the thermoacoustic cycle. Figure 3.14 shows the

surface of the CRB colored by λci with translucent lower magnitudes to display the

helical structure especially for θTA = π/2. The view is rotated by approximately 180◦

from figure 3.8 to provide another view of the reconstructed PVC and CRB.

The PVC and CRB coupling is weakest near θTA = π/2. The minimum area

of λci on the CRB shown in figure 3.12 occurs at θTA = π/3 and corresponds to

the minimum PVC volume in figure 3.10. The CRB is observed to be heavily con-

tracted and the PVC just starting to grow at θTA = π/2 in figure 3.14b. This is also

when the mean OH*-CL intensity figure 3.7) and CRB Q̇ (figure 3.11) are nearing

or at their minimums. This suggests that when the PVC is weakly interacting with

the CRB, then transport of hot gas out of the CRB decreases and heat release is,

correspondingly, reduced.
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Figure 3.14. Surface of the PVC and CRB colored by λci at four phase
angles of the TA cycle.
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Moving to θTA = π and 3π/2, the peak in the distribution at zero swirling strength

(figure 3.13) is less prominent. A more uniform distribution also appears from λci =

2000/s to 9000/s; a sign that the rotation within the PVC has increased. Values of

λci ≥ 12,000/s are most abundant at θTA = 3π/2. The PVC enhances mixing but

could also produce significant local quenching at the operating condition investigated

in this work. Findings in the DLR dual-swirl burner (DSB) at low Damköhler num-

bers reported that the PVC induced high enough flame stretch rates to cause local

quenching of flame kernels and delaying heat release [77]. The manner of premixing

in the DSB is different than the PRECCINSTA burner, so the sensitivity of local

quenching to flame stretch rates could be altered. However, the flames of the DSB

has been noted to operate in a premixed manner, so the comparison is reasonable [78].

This mechanism could be attributing to lower heat release at θTA = π than 3π/2 be-

cause the median λci at θTA = π is greater than the median at 3π/2. In addition,

the surface area of large λci values on the CRB is much larger at θTA = 3π/2 than π.

This is demonstrated visually in figure 3.14c-d by the radial expansion of the CRB

volume with the PVC maintaining its helical structure. Therefore, the PVC and CRB

intersection and coupling is near maximum at θTA = 3π/2, which corresponds to the

second highest mean OH*-CL intensity.

Starting the cycle again at θTA = 0, the PVC begins to wane as shown by a

reduced intersection with the CRB near its root in figure 3.14a. The peak at 0 λci

has reappeared in the distribution of figure 3.13, but λci ≥ 6000/s values are still

present in high quantities. These larger λci values correspond to the presence of the

PVC at the top half of the CRB as shown in figure 3.14a. Looking back to figure 3.7,

this corresponds to an intermediate value in the global heat release indicated by OH*

chemiluminescence.

As the structure of the PVC and CRB is modulated due to the combustor pressure

oscillations, mixing between the reactants and recirculated product gas is affected.

When the CRB expands radially, its surface area increases. The PVC is constrained

between the reactant jets and the CRB such that the contact between the CRB and
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PVC is increased. Under these conditions, mixing between the recirculated products

and incoming reactants is enhanced, modulating heat release. As the cycle progresses,

the CRB, PVC, and reactant jets are reduced in size and strength, thereby reducing

the interaction of these structures within the confined volume of the combustor. Less

intersection between the CRB and PVC causes a reduction in transport through

the reaction zone, continuing the cycle. The dynamics of the PVC are not a direct

cause of the instability. The precession frequency of the PVC is 1704 Hz, which

does not correspond to the frequency of the thermoacoustic instability at 455 Hz

or an under/overtone of that frequency. Nevertheless, the PVC and CRB coupling

demonstrates that the presence of the PVC is an important factor in driving and

sustaining combustion instability, even at elevated pressure and power conditions

when the time-scale of the PVC precession is a factor of 2-3 shorter than in previous

investigations of this burner.

3.6 Conclusions

Simultaneous 6 kHz SPIV, OH*-CL, and 100 kHz pressure measurements were

acquired in the PRECCINSTA GTMC at elevated pressure and temperature to em-

ulate more engine-realistic conditions. Sparse DMD was performed on the measured

velocity fields and successfully identified the thermoacoustic (455 Hz) and PVC (1704

Hz) modes as dominant. Both frequencies were similar to those identified in previous

work of analysis upon POD results. Reconstructing the velocity time series with the

mean velocity and the two DMD modes reasonably matched the temporal evolution

to the raw SPIV results. However, the incoherent turbulent fluctuations were removed

resulting in velocity field reconstruction that contained only the principal dynamic

content. Phase conditioning the OH*-CL and dynamic chamber pressure on the ther-

moacoustic DMD temporal mode resulted in an expected sinusoidal modulation that

agreed with previous analysis of this dataset.
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A three dimensional reconstruction of the flow field was created by double phase

conditioning off the two DMD temporal modes. The reactant jets, PVC, and CRB

were tracked throughout the thermoacoustic cycle. The CRB displayed large asym-

metric distortions when the PVC and jets were decayed. However, the CRB was

molded into a symmetric structure when the PVC and jets gained strength to spa-

tially constrain the CRB. Tying together multiple derived quantities and statistics

from the phase conditioned results, it was found that lower levels of heat release gen-

erally coincided with reduced interaction between the PVC and CRB. Likewise the

thermoacoustic phases with the highest amount of intersection between the PVC and

CRB displayed the largest levels of heat release. This was also accompanied by a

swelling of the CRB and an increase in volumetric flow rate out of the CRB.

This work has shown that the presence of a PVC between the CRB and the re-

actant jets remains a key factor in the sustainment of thermoacoustic oscillations

at elevated pressure and power for this flame. Despite very different characteristic

hydrodynamic time-scales, compared to low power conditions, the rapid mixing in-

duced by the PVC remains a significant mechanism for combustion dynamics in this

configuration.
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4. INTERMITTENT LIFTOFF OF A

THERMOACOUSTICALLY UNSTABLE SWIRL FLAME

AT ELEVATED POWER DENSITY

4.1 Introduction

In Chapter 3, the limit cycle behavior of a thermoacoustically unstable swirl flame

at elevated power density was analyzed using double phase conditioning of the TA

and PVC DMD modes. These DMD modes extracted from the time series of velocity

fields did not correspond to transient events, because the growth rates indicated

neutral stability. We now turn our attention to aperiodic or intermittent events

that may be difficult to investigate with DMD, but still of major importance to

characterizing combustor performance. A cursory examination through the time series

of either OH*-CL or OH-PLIF datasets reveals dramatic occurrences of flame lift-off

at irregular intervals. During these lift-off events, the flame does not exhibit any

tendency towards total extinction based on the wide field of view afforded by the

OH*-CL images.

Intermittent flame liftoff has been known to occur at atmospheric conditions in

the PRECCINSTA combustor. SPIV and OH-PLIF measurements were made at a

bistable operating condition, which demonstrated that the transient formation of a

PVC induced flame liftoff [45]. The PVC was shown to form at the onset of flame

liftoff through instantaneous flow field snapshots and a flow asymmetry measure near

the combustor inlet. An inflow increase of unburned reactants is observed to precede

the formation of a PVC, and this repeats at ≈ 10 ms intervals when the flame is

attached. However, not every instance of the PVC leads to a flame lift-off. Ther-

mometry of the central conical bluff body was performed at 1 kHz [79]. The results

illustrated that the temperature slowly rises when the flame is attached and rapidly
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drops by about 50 K during lift-off. The bluff body temperature also has oscillations

at the same frequency as the PVC when the flame is lifted. In another study, spectral

proper orthogonal decomposition and linear stability analysis was used to analyze the

velocity field of one transition to flame lift-off [80]. An outline of events from flame

liftoff back to reattachment is provided. Slow drifts of the inflow conditions enables a

sufficiently strong perturbation from the turbulent flow to initiate a PVC. The flame

lifts off and a new flame root is established downstream. The combustor also be-

comes thermoacoustically unstable. This causes the formation of symmetric vortices

stemming from the inlet, which then reduces the strength of the PVC. Periodic flame

reattachment and liftoff is observed preceding sustained anchoring to the conical bluff

body. Finally, suppression of the TA instability occurs shortly afterwards.

Strain rate and flame extinction lengths at a bistable condition were analyzed in

the PRECCINSTA combustor with larger dimensions and no exhaust contraction [82].

The ratio of time averaged strain rate at the inlet and extinction strain rate linearly

correlated to the average flame extinction length and lift-off probability. The time

averaged strain rate by itself did show the same trends. Multiple operating conditions

of varying fuel compositions and equivalence ratios were also investigated. Flame lift-

off was found to be more probable at higher bulk velocities in most cases.

Imperfect premixing of fuel and air in the PRECCINSTA combustor has also

shown intermittent flame lift-off at atmospheric conditions [81]. The attached flame

demonstrated thermoacoustic instability while the lifted flame had lower amplitude

oscillations. An increase in backflow within the CRB is observed prior to flame

reattachment, but the cause of lift-off was not apparent.

The presence of a bistable flame is not unique to the PRECCINSTA combustor

and similar behaviors have been reported in various other swirl flames. Acoustic

forcing of a swirl flame was investigated with OH-PLIF phase locked to the instability

frequency [83]. High amplitude forcing resulted in the flame undergoing a lift-off and

reattachment process depending on the TA phase. However, results indicated a non-

monotonic relation between the severity of the flame root movement and forcing
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amplitude. All of the preceding literature has been on gaseous fuels, but spray flames

can also show aperiodic lift-off and reattachment. A swirl flame combusting heptane

illustrated this behavior while investigating flame response near LBO [84].

LES has been routinely applied to study gas turbine combustors at operating

conditions where high resolution measurements are exceedingly difficult to acquire.

The capability of LES and modern combustion models has been demonstrated to

resolve even transient events such as local flame extinction and lift-off. Simulations

of a piloted swirl burner illustrated that either a lifted or attached flame could exist

at the same operating condition [85]. Flame liftoff was triggered by a sudden change

in operating condition. Gradual changes resulted in the flame staying attached and

lacking a PVC. Both flame types also had different responses to acoustic forcing of the

inlet air supply. The lifted flame transitions to an attached state in the presence of

high amplitude forcing, but none of the forcing amplitudes could lift-off the attached

flame. The accuracy of LES applied to non-premixed gaseous and spray swirl flames

in these regimes has been demonstrated by a reasonable agreement in flame lift-off

height statistics to OH-PLIF measurements [86,87].

The work presented in this chapter expands upon the previous PRECCINSTA

investigations at atmospheric conditions for a bistable flame with imperfect premix-

ing [81]. The swirl flame is operated at elevated temperature, pressure, and Reynolds

number with a greater number of lift-off events being recorded. A multifaceted anal-

ysis is performed to illustrate the characteristics of both lifted and attached flames

as well as transitions between the two. Furthermore, semantic segmentation of OH-

PLIF images is demonstrated to enable quantitative analysis even in the limit of low

SNR images found at high pressure operation or with low laser pulse energies.

4.2 Experiment Configuration

The experimental configuration is identical to Chapter 3.2 with Flame B be-

ing the studied. Therefore, most experimental details are not repeated and only
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an additional description of the OH-PLIF system is provided. The OH-PLIF mea-

surements were performed simultaneous to the SPIV and OH*-CL. Figure 4.1 il-

lustrates the measurement systems with the additional OH-PLIF assembly. The

laser system consisted of a frequency-doubled dye laser (Sirah Cobra-Stretch HRR)

pumped by a Q-switched, diode-pumped, solid-state Nd:YLF pump laser (Edge-

wave IS811-E). Using Rhodamine 590 dye (in ethanol), the 566.4nm fundamen-

tal wavelength was frequency-doubled to 283.2nm to excite the Q1 (7) line of the

A 2Σ+(v′ = 1) ← X 2Π(v′′ = 0) transition of OH. The average laser pulse energy at

283.2nm was 0.25mJ/pulse at a 3 kHz repetition rate. The PLIF excitation sheet

was formed using two cylindrical lenses (fPLIF,1 = −50mm, fPLIF,2 = 150mm) in a

cylindrical telescope arrangement, resulting in a collimated sheet height of approx-

imately 20mm. A third cylindrical lens (fPLIF,3 = 750mm) was used to focus the

sheet to the beam waist (≈ 400µm FWHM) at the combustor centerline. The 283

nm OH-PLIF laser pulse was delayed from the first 532 nm PIV pulse by ∆t/2 (1.5

µs)

The fluorescence signal was collected using a 64mm focal length, f/2.0 objec-

tive lens (Halle). A two-stage, lens-coupled intensifier (LaVision HS-IRO) was used

to amplify the signal, which was imaged by a high-speed CMOS camera (LaVision

HSS6). The intensifier gate width was run at the minimum value possible (100 ns)

to minimize background noise from flame luminosity. An optical band-pass filter

isolated the fluorescence signal from the A 2Σ+(v′ = 1) → X 2Π(v′′ = 1) and

A 2Σ+(v′ = 0) → X 2Π(v′′ = 0) bands occurring over the 305 − 315nm range of

wavelengths.

Figure 4.2 displays an overlay of a instantaneous snapshot of all three camera

based measurements. The spatial extent of the OH*-CL and SPIV are identical to

Chapter 3.2. The OH-PLIF laser sheet is placed a few millimeters from the burner

face and intersects a portion of the SPIV domain. The reactant jets, CRB, and

multiple shear layers are visible within the interrogation region. A white-field dataset
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Figure 4.1. Schematic of laser diagnostic measurement systems.
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Figure 4.2. Schematic showing the spatial interrogation domain for each diagnostic.

consisting of a homogeneously lit target was also collected for intensity normalization

purposes.

4.3 Semantic Segmentation of OH-PLIF

The OH-PLIF images displayed multiple processing challenges. Reduced SNR at

the lower portion of the images is evidence of absorption of the laser sheet. This

is a well known trait of OH-PLIF imaging at elevated pressure and has a stronger
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a b c d

Figure 4.3. Before and after applying non-local means denoising to
OH-PLIF images (a and b) attached flame (c and d) lifted flame

effect as pressure increases [19,88]. Sheet intensity variations are also present due to

non-uniform laser output and can change for every laser pulse. Techniques to correct

this can involve calibration using images of homogeneous acetone vapors and direct

measurement of shot-to-shot spatial intensity distributions [18,89–91].

Correction of laser sheet intensity variations through frequency domain filtering

proved futile in this dataset, because it introduced low spatial frequency artifacts in

regions originally without striations. Ultimately, only the removal of Gaussian and

impulse noise was successful. Figure 4.3a,c shows a pair of images corresponding to

attached and lifted flames. White field correction was performed akin to the OH*-CL

images. Images were log-scaled to enhance contrast. Non-local means denoising was

then performed (fig. 4.3b,d) and dramatically reduced the Gaussian noise evident in

the reactant jets [92,93]. Importantly, the denoising preserved edges to maintain the

morphology of the OH structures.
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Quantitative analysis of the OH-PLIF images typically involves edge extraction.

Multiple techniques varying in complexity from a simple threshold to multi-step al-

gorithms were evaluated, but none produced satisfactory results across the entire

dataset [18, 94–97]. Classical segmentation methods were also evaluated and found

lacking [98, 99]. Tuning specific parameters such as a gradient threshold could give

marginally acceptable results compared to a human expert in turbulent swirl flames.

However, the deep range of spatial scales characteristic of high Reynolds number flows

combined with sheet intensity spatial variation and absorption proved too much for

any of the evaluated methods.

Recent advancements in deep learning arguably stem from the dominating perfor-

mance of AlexNet compared to classical techniques relying on hand-crafted feature

engineering in the ImageNet classification competition [100]. Thus, convolutional neu-

ral networks (CNN) provide another avenue for analysis of the OH-PLIF images. The

ultimate goal is to automate edge extraction or semantic segmentation at the level

of a subject matter expert. Edge extraction with CNNs has been demonstrated in

color images with complex scenes [101,102]. Semantic segmentation is chosen instead,

because it provides area and centroid measures in addition to edges. The semantic

aspect points to the unique capability of automatically classifying segments based on

the flow structures. Based on human labels provided in the training set, the CNN

learns which portions of the image correspond to the CRB or upper OSL. The lower

OSL is ignored in this analysis due to low SNR resulting in too much ambiguity in

segmentation.

DeepLabv3+ is a state-of-the-art architecture for semantic segmentation and re-

cently demonstrated the highest performance in the PASCAL VOC 2012 project [102].

A ResNet-101 image classification network is used as the backbone of the DeepLabv3+

architecture for results presented in this work [103]. The dataset for the PASCAL

VOC competition contains images of everyday objects and scenes with no relation to

OH-PLIF images [104]. Nevertheless, transfer learning has been shown to be success-

ful applied to vastly differing datasets [105–107]. Parameters of a pre-trained CNN
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on the segmentation task from the PASCAL VOC 2012 project are used as an initial-

ization for fine-tuning on the OH-PLIF images. Details on the training methodology

including examples of expert labeled ground truths are provided in Appendix B.

Representative outputs of the CNN for OH-PLIF images during attached and

lifted flames are shown in figure 4.4a and b, respectively. Segments colored in blue

and green correspond to the CRB and upper OSL classes, respectively. The lower

OSL is successfully ignored. Simply cropping the lower portion of the images would

be a poor choice, because the CRB displays a wide range of vertical motion. Notably,

the highly wrinkled edges of the OH segments and small pockets are well captured.

Figure 4.5a,c display the direct output of the CNN where segments of the CRB

and upper OSL are mixed. Post-processing in the form of region merging is required,

so that resulting morphological measures are accurate. A rules based methodology

is implemented where the largest upper OSL segment is checked for adjacent CRB

segments. These regions are merged into the upper OSL class if the CRB segment

does not correspond to the largest segment by area in the image. This can be seen

by the region circled in red in figure 4.5a. The same steps are then applied to the

largest CRB segment. Next, any remaining small regions with adjacent classes are

merged to whichever class has the largest area. A pocket of OH circled in red in figure

4.5c initially has both class labels and subsequently merged as seen in figure 4.5d. A

final step of removing any isolated segments less than 10 pixels [108]. Likewise, any

segment with a hole that is smaller than this threshold is closed.

Certain images display ambiguity in semantic segmentation when the CRB and

OSL structures are connected. Figure 4.5b shows a region circled in red where a

delineation between the two classes is not well defined even for a subject matter

expert. Figure 4.5d shows a region circled in red is not segmented. It appears to

possibly be connected to the main CRB body. However, the limited axial extent

of the images makes classification difficult. It is also located where the lower OSL

typically resides, so there is insufficient context in the image to give a high confidence

for semantic segmentation. In addition, there are two isolated segments within the red
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Figure 4.4. Semantic segmentation of OH-PLIF images (a) attached
flame (b) lifted flame.
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Figure 4.5. Examples of segment merging showing the input(a,c) and
outputs (b,d) for the attached flame(a,b) and lifted flame(c,d).

circle that should not be disconnected. These examples are presented to illustrate

that the image processing methods are not perfect. Additional training on these

failure modes could improve segmentation accuracy. Nevertheless, these issues are

rare, and the results provide key insights into the turbulent swirl flame.

4.4 Flame Liftoff and Reattachment

Previous studies on intermittent flame lift-off and reattachment (LR) in swirl

flames typically demonstrated the chain of events for a single instance. Every oc-

currence of flame LR is different due to the chaotic nature of turbulence. Concrete

examples are shown in the next section to demonstrate the variance observed at

these elevated power density conditions. Instead of detailing the sequence at every

LR event, an averaged depiction of flame LR is analyzed. An aggregate of multiple LR
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Figure 4.6. Schematic of the flame lift-off conditioning concept. Each
row corresponds to a different instance of the flame but is time shifted
to the same reference point with respect to flame lift-off.

events using repeated high-speed recordings enables construction of this perspective

starting from the precursors of flame lift-off to sustained attachment. This method-

ology highlights the commonalities between widely varying flame LR events.

The basic concept for this analysis is that a reference time step is determined for

every instance of LR. Fields of SPIV, OH*-CL, OH-PLIF, and their derived quantities

are then used to calculate conditional statistics. Figure 4.6 shows a diagram of this

concept. A time step for flame lift-off is found for each of the N separate lift-off

instances and that is used as a new reference point for the time series. As an example,

to calculate an average OH*-CL image at the inception of lift-off, all the images in

the dashed green box in figure 4.6 are used. The same process applies to conditioning

on the flame reattachment time step.
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4.4.1 Transient Event Detection

The OH*-CL images are used to detect the onset of flame lift-off and reattachment.

A previous investigation utilized OH-PLIF for detection, because it had a higher SNR

than the OH*-CL [81]. However, the axial extent of the OH-PLIF images for this

work was limited. Moreover, chemiluminescence is a path-integrated measurement,

so it provides a better indication of global heat release at the inlet than a planar

perspective.

As expected, inspection of multiple lift-off events shows that they are preceded by

a decrease in OH*-CL intensity at the inlet. Previous investigations of the combustor

at different operating conditions also point to the inlet being very sensitive towards

flame lift-off [45, 80, 82]. Figure 4.7 shows a OH*-CL image at the point of flame

lift-off. A rectangular mask at the inlet spans ± 10 mm in the vertical (Y) and 0-5

mm in the axial (X) direction. OH*-CL intensities within the rectangular domain

are averaged to create a 1D time series. In addition, figure 4.7 displays a partially

transparent gray mask based on an Otsu threshold of the image [96]. All OH*-CL

intensities below this threshold are set to zero for creation of the 1D time series.

Therefore, the average inlet intensity for this instance is zero indicating flame lift-off.

This produces a distinct delineation for the onset of flame lift-off.

The Otsu threshold maximizes the variance between two parts of the intensity

distribution for each image. This naturally distinguishes between the low intensity

background and the bright flame regions. Other global thresholding techniques were

evaluated such as Yen’s, Minimum Cross Entropy, and ISODATA methods which all

gave similar results [109–111]. The Otsu threshold is thus chosen, because it has

a simple interpretation and multiple other experimental investigations also use this

technique for OH species imaging in swirl flames [112–114].

An example OH*-CL time series is shown in figure 4.8. The two LR events are

evident based on a sustained period of near zero intensities. The methodology to

automatically detect these events is outlined as follows. The first time step where the
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Figure 4.7. Sample OH*-CL image at the point of flame lift-off with
an overlay of an Otsu threshold. The rectangular averaging domain
is outlined in green.
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intensity equals zero is selected. The average intensity for over a number of future

time steps is compared against the 25th percentile of all intensity values in the time

series. Only sustained periods of flame lift-off are analyzed in this work, so any short

lived events are filtered out. An empirical choice of three thermoacoustic periods is

used, as represented by a green bracket in figure 4.8. The thermoacoustic frequency

was found to be 450 Hz as denoted in previous investigations at the same operating

condition [44]. If the average intensity during this period is greater than the 25th

percentile, then the next time step where intensity equals zero is chosen. This is

shown in figure 4.8 by points a and b, where a is ignored and b is chosen as the

beginning of flame lift-off.

Time step selection for flame reattachment is simply based on a 75th percentile

threshold. The dotted blue lines in figure 4.8 show the first time steps after flame

lift-off where the intensity is above this threshold. Lastly, subsequent LR events must

be spaced by at least 5 thermoacoustic periods to avoid cases of exceedingly brief

reattachment.

Figure 4.9 shows multiple LR events with varying characteristics to illustrate the

chaotic nature of these transient events. Chamber pressure is also overlaid to show

its response to flame lift-off. Two LR events lasting about 10 and 12 ms are shown in

figure 4.9a and c, respectively. a displays intensity oscillations throughout the lift-off

duration with a sudden transition back to an attached flame. In contrast, c shows no

oscillations after lift-off, but flame reattachment is preceded by a few time steps at

elevated intensities. Figure 4.9b illustrates a lifted flame that lasts over 40 ms. Here,

chamber pressure oscillations are even more damped than the shorter LR instances.

In all three lift-off events, the very prominent TA oscillation becomes distorted by

higher frequency oscillations until the flame is reattached. In addition, a pattern

appears that the time steps for flame LR coincide to the positive anti-node of the

chamber acoustics. A ignored flame LR event is highlighted by an asterisk in figure

4.9d to illustrate that the empirical thresholds in the LR detection scheme were able

to neglect these short LR events. In addition, three instances, circled in green on
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Figure 4.8. Averaged OH*-CL intensities near the inlet demonstrating
two LR events. Annotations correspond to empirical metrics used for
time step selection of LR.
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Figure 4.9. Three accepted instances of flame lift-off (a,b,c), and one
realization, shown by an asterisk, that is ignored (d). Gray and red
lines correspond to chamber pressure and average OH*-CL at the
inlet, respectively.

figure 4.9d, where the inlet OH*-CL intensity drops to zero for only one or two time

steps. The limit-cycle chamber pressure oscillations show no change at these time

steps, so these cases are also rejected.

4.4.2 Average Characteristics

Using the time steps for flame lift-off, an average lifted and attached flame can

be investigated. The longer OH*-CL recordings allowed for 36 instances of flame lift-

off, while the OH-PLIF and SPIV measurements only netted 26 instances of flame

lift-off. There was one more instance of flame reattachment, because the beginning

of a recording was when the flame was already lifted. The previous investigation at
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Figure 4.10. Averaged OH*-CL image for the attached (a) and lifted
(b) flames. The intensity weighted centroid position is shown by the
? symbol. Note that the colormap is scaled differently between the
two images.

atmospheric conditions had only incorporated 7 instances of lift-off and reattachment

[81]. The attached and lifted flame images are averaged over 33 and 20 time steps,

respectively. This coincides with the parameters used in the detection scheme in the

previous section.

Figure 4.10a shows the average OH*-CL image for the attached flame with a

characteristic V shape. In contrast, the lifted flame in figure 4.10b is more diffuse with

the highest intensities shifted further downstream. Note that the intensity scaling is

different for the lifted and attached flames. As expected for a lifted flame, the inlet

region from 0≤X≤10 mm shows a characteristic absence of heat release. The intensity

weighted centroid of both averages are displayed as green ? symbols in figure 4.10.

The centroid axial position is 6.7 mm further downstream for the lifted than the

attached flame.

The CRB and upper OSL OH-PLIF segments are separated to construct two dis-

tinct averages for the attached and lifted flames. For example, while calculating the

average CRB image, any pixel that doesn’t coincide to the CRB class is ignored. This
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effect can be seen in figure 4.11, where all of the uncolored portions of the images cor-

respond to spatial locations where either the CRB or upper OSL were never present.

Figure 4.11a,b shows the average OH-PLIF intensities for the CRB of the attached

and lifted flames, respectively. The attached flame shows the highest OH concentra-

tions in the inner shear layer where the reactant jets and CRB interact. In contrast,

the lifted flame has the highest concentrations near the vertical centerline. The in-

stantaneous OH-PLIF images for the lifted flame indicates that this concentration

peak is due to the downstream shift of the flame root. The OH concentrations are

also more diffuse similarly to the average OH*-CL image for the lifted flame. Figure

4.12a,b shows the average OH-PLIF intensities for the upper OSL of the attached

and lifted flames, respectively. For the same axial positions, the lifted flame shows

higher OH concentrations indicating more recirculation into the corner or wall regions

of the combustor. This phenomenon is characteristic of other lifted or ”M” shaped

flames [45,84]. In addition, the upper OSL has a greater spatial extent downwards to

the centerline of the combustor. Overall, there are less striking differences in the OH

concentrations between lifted and attached flames in the upper OSL than the CRB.

The averaged velocity components along with swirling strength (λci) are shown

in figure 4.13 for attached flames in panels a,c,e,g and lifted flames in panels b,d,f,h.

Swirling strength has been used in multiple experimental investigations to identify

vortices [32,33]. Vorticity has a fundamental drawback for vortex identification where

shear without rotation results in high values, whereas swirling strength better isolates

rotation.

The CRB has been shown to undergo dramatic changes during flame lift-off from

OH*-CL and OH-PLIF meausurements. Likewise, the region of negative ux corre-

sponding to the CRB spatially contracts and has lower velocities in the lifted flame.

This means less recirculation of hot combustion products to sustain heat release in

the inner shear layers as seen in the OH measurements.

A distinct alternating spatial pattern appears for the lifted flame uy average image.

This is indicative of rotation, and the average swirling strength images suggest the
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a b

Figure 4.11. Average OH-PLIF images of the CRB for the attached
(a) and lifted (b) flames.
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Figure 4.12. Average OH-PLIF images of the upper OSL for the
attached (a) and lifted (b) flames.
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same phenomena. The inner and outer shear layers of the reactant jet are easily

discernible in figure 4.13g,h as two diagonal bands of high swirling strength. The

inner shear layer shows far higher values while the flame is lifted than attached.

Previous investigations of the PRECCINSTA burner with bistable flames observed the

formation of a PVC leading to flame lift-off. However, at this operating condition the

PVC is present when the flame is attached, but the rotation rate is greatly increased

when the flame is lifted. A series of staggered vortices, indicative of a helical PVC,

are seen in the instantaneous velocity fields for the lifted flame. The PVC also seems

to become more vertically narrow as it borders the CRB which is contracted while

the flame is lifted.

A previous investigation of this combustor at elevated power density demonstrated

that the presence of a PVC was the delineating flow structure for TA instability [44].

The PVC modifies mixing and the associated time delays between the acoustics and

heat release to generate the limit cycle behavior seen in the attached flames. Chamber

pressure oscillations are reduced for the lifted flame as seen in figure 4.9, but the

PVC is still present. The average OH*-CL and OH-PLIF images indicate that heat

release is no longer concentrated in the inner shear layer where the PVC resides. This

changes the convective time delays enough to dampen the thermoacoustic coupling,

which is observed in the chamber pressure measurements as the periodic oscillations

are reduced.

Based on ux and uy alone, the opening angle of the reactant jets does not appear

to be greatly different between the attached and lifted flames. However, the average

uz images tell a different story. Figure 4.13e shows high velocity jets that quickly

decay for the attached flame, but the jet angle flattens by about 10° in the lifted case

(figure 4.13f). The high uz velocities also extend farther downstream and coincide to

the largest values of swirling strength in the lifted flame. It appears that increased

rotation rate in the inner shear layer is accompanied by higher out-of-plane velocities.
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Figure 4.13. Averaged velocity and swirling strength fields for at-
tached (a,c,e,g) and lifted (b,d,f,h) flames.
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4.4.3 Morphology

The edges of the CRB or upper OSL segments are computed by a marching

squares method applied to a binarized image [115]. Therefore, no intensity weighting

is performed such as only including edges around super equilibrium concentrations of

OH. Thus, edges in this analysis do not always correspond to flame fronts. Even with

this limitation, much can be deduced from the morphology of the flow structures seen

in the OH-PLIF images.

Figure 4.14a,b shows the probability that a CRB edge will be present at every

pixel for attached and lifted flames, respectively. The regions of high probability

correspond to the expectations laid out in the previous section. The V flame shape

is very prominent for the attached flame. The flame root has moved downstream for

the lifted flame, so more edges are concentrated near the vertical centerline where

there are seldom edges in the attached flame.

The changes to the upper OSL are again not as dramatic as the CRB. The average

trajectory of the edges has been maintained, but downstream regions have more

vertically downward spread for the lifted flame (figure 4.15). This follows the patterns

suggested in the previous section where the negative ux region narrows, which then

causes the reactant jet trajectory to flatten. Thus, enabling the upper OSL to move

downward.

Another method to observe the changes to the CRB is analyze the stagnation lines,

which is defined by an iso-contour of ux = 0. The contours in the outer shear layers are

removed by enforcing a threshold that most of the contour positions must lie within

a empirically determined spatial mask. The only stagnation lines left correspond

to the inner shear layer. Figure 4.16a,b shows the probability that a stagnation

line exists at each spatial position for attached and lifted flames, respectively. The

spatial dispersion of probability for the lifted flame is larger than the attached flame

indicating greater fluctuation of the stagnation line. The inlet region from 0≤X≤5

mm also displays increased probability, because the flame lifts and the root appears
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Figure 4.14. Probability of a edge corresponding to the CRB segments
from the OH-PLIF images for the attached (a) and lifted (b) flames.
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Figure 4.15. Probability of a edge corresponding to the upper OSL
segments from the OH-PLIF images for the attached (a) and lifted
(b) flames.
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Figure 4.16. Stagnation line likelihoods for attached (a) and lifted (b) flames.

within the field of view. Figure 4.16b also better illustrates the CRB narrowing,

where the central region of lower probabilities is shrunk for the lifted flame.

The morphology of the CRB derived from semantic segmenation of the OH-PLIF

images is analyzed in a quantitative manner for both flame regimes. Figure 4.17a

shows the PDF of the number of distinct segments using a connected components

analysis with 8-connected neighborhoods. For each of these segments, an area is

computed simply by a pixel count, which forms the PDF shown in figure 4.17b. A

bimodal distribution appears for the segment areas in the attached flame. The peak

at about 650 mm2 corresponds to the large connected segments such as what is shown

in figure 4.4b. The sub 200 mm2 segments are due to vortex rollup in the inner shear

layer pinching off regions of OH from the main body and very small pockets of OH,

both can be seen in figure 4.5a. The disappearance of the high area peak in the lifted

flame is due to the flame root moving downstream causing more OH to be out of the

field-of-view in the OH-PLIF images.
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The lifted flame has been shown to be more dynamic than the attached case with

stronger rotation and greater movement of the stagnation lines. This causes enhanced

mixing between OH trapped in the CRB and reactants in the high velocity jets. These

changes to the velocity field explain how the lifted flame displays a propensity towards

an increased number of reduced area segments.

Curvature statistics are used to analyze the changes to strain and wrinkling of

the CRB as defined by either the stagnation lines or OH segments. The curvature

values give a sense to the length scales where high curvature indicates wrinkling at

small spatial scales. The parametric coordinates of each curve are refined by fitting

smoothed third order splines. A very similar methodology is performed for OH-PLIF

images from a pair of interacting swirl flames [116]. Smoothing was necessary for

the binarized OH-PLIF segments, because the edges were heavily aliased resulting in

unrealistically high spatial frequencies. Spline interpolation allows for computation of

analytic derivatives and reduces error inherent in finite difference methods, especially

if points defining the edges are sparse. The derivatives are then used to calculate

curvature by κ = x
′
y
′′−y′x′′

[(x′ )2+(y′ )2]
3
2

. Curvature is a signed quantity, and the analysis

here follows the convention where the normal vector of the curve points towards the

incoming reactant flow [28, 30, 117, 118]. For example, a perfectly circular pocket of

OH surrounded by reactants would have a positive curvature equal to the inverse of

the radius.

Figure 4.18a,b represent PDFs of curvature for the stagnation lines and edges

from the OH segments classified as the CRB, respectively. The mean absolute value

of curvature is denoted by the dashed lines, and the standard deviation of the signed

curvature is plotted as the solid lines. Both of these statistics indicates finer wrinkling

for the lifted flame suggesting that mixing and combustion is shifted to smaller length

scales. The mean absolute value and standard deviation of curvature from both

measurements are roughly 13% and 9% greater, respectively, for the lifted flame. In

addition, the distribution for the lifted flame is skewed towards positive values (figure

4.18b). This could be due to the increased presence of isolated OH pockets, which
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Figure 4.17. Distributions for the number of connected segments clas-
sified as the CRB (a) and the area of each connected CRB segment
(b).
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have a net positive curvature. Reinforcing this notion, such effects are not seen in the

stagnation line curvature distribution.

Other investigations have studied flame front curvature using DNS of a high pres-

sure turbulent bunsen flame and single flame kernels [28, 117]. Results indicate that

increasing the velocity fluctuations or reducing the length scales led to the an increase

in the curvature standard deviation. In order to analyze the turbulent intensity in

the lifted and attached flames, a notch filter is applied to the mean subtracted ve-

locity field at every spatial location throughout the SPIV time series [119]. This is

necessary because the thermoacoustics, predominantly in the attached flame, causes

the velocity fields to oscillate at a regular frequency. The velocity fluctuations would

be abnormally high for the attached flame without any filtering. A fluctuation RMS

velocity is then calculated for 3 TA cycles (20 time steps) before and after each flame

lift-off event. Figure 4.19 shows the RMS velocity fields averaged over every instance

of flame lift-off and split into attached and lifted flames. Velocity fluctuations have

increased almost everywhere for the lifted flame. Certain locations can even be 100%

greater than the attached flame. This can attributed to the strengthening of the

PVC when flame lift-off occurs. Accordingly, the maximum fluctuation RMS values

are in the inner shear layer where the PVC resides. These findings combined with

the curvature statistics matches the relationship described in other investigations of

turbulent flames.

4.4.4 Indicators of Flame Transition

The pathway towards flame LR is investigated in an averaged manner, so that

only the features found in the majority of LR events are highlighted. If a consistent

predictor of flame LR is sought, then one would not want to rely on features that only

appear for a single event. First, OH*-CL measurements are analyzed to investigate

a path-integrated measure of heat release. An averaged OH*-CL image is computed

per the methodology shown in figure 4.6.
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Figure 4.18. PDFs of curvature for the stagnation line (a) and edges
of OH segments classified as the CRB (b). The mean absolute value
and standard deviation of curvature are represented by dashed and
solid lines, respectively.
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Figure 4.19. Fluctuation RMS velocities for attached (a,c,e) and lifted
(b,d,f) flames.
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Figure 4.20a shows the distribution of intensity values of the averaged OH*-CL

images at specific time steps in relation to the flame lift-off (left subplot) and reattach-

ment (right subplot) reference time step denoted by a dashed green line. A dashed

green line denotes the time step where flame lift-off or reattachment occurs. Prob-

ability densities below 0.001 are set to black. The mean intensity is overlaid on the

histograms to provide a robust depiction of central tendency. The global perspective

provided in figure 4.20a shows no discernible features that would signal flame lift-off.

However, flame reattachment is preceded by increasing intensity fluctuations but at

a lower frequency than what is observed in the attached flame. The green arrow in

figure 4.20a shows the intensity distribution spreads towards higher values starting

from 14 time steps before flame reattachment. Similarly to the single lift-off events

shown in figure 4.9, the flame on average displays less susceptibility to TA oscillations

while lifted. This is in contrast to another operating condition for the PRECCIN-

STA combustor where the attached flame was TA stable but the lifted flame was

unstable [80].

Motivated by the precursors of flame lift-off at atmospheric conditions, the statis-

tics are restricted to the inlet region identical to that shown in figure 4.7 [45,80]. With

this spatial conditioning, the cyan arrow in figure 4.20b indicates that the mean in-

tensity falls to a lower value than what is observed in the previous five TA cycles.

This results in a notification of less than 1 millisecond before flame lift-off. Thus

suggesting that lift-off may be triggered by very sudden perturbations at the inlet.

However, flame reattachment again appears to be a more gradual transition. The

mean intensity begins to rise 6 time steps before reattachment, denoted by the green

arrow in figure 4.20b.

As hinted at in figure 4.9, the LR reference time steps have consistent phase with

respect to the chamber pressure. Similar observations were made at atmospheric

conditions [81]. This results in a coherent oscillation at the TA frequency of the mean

intensity before lift-off and after reattachment. Extending the number of time steps

significantly beyond 3 TA periods for the lift-off conditioned case does show flame
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Figure 4.20. Distribution of OH*-CL intensities over the entire field
of view (a) and limited to the inlet region (b). The mean intensity is
overlaid as a black line of circles.
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Figure 4.21. Distribution of lift-off conditioned OH*-CL intensities
limited to the inlet region but extended to farther times past flame
lift-off.

reattachment characteristics. However, phase coherence is lost at the longer time

spans, because the exact time when flame reattachment occurs is unique to every

event. Figure 4.21 clearly demonstrates this effect by copying the lift-off conditioned

portion of figure 4.20b but extended to 33.3 milliseconds after flame lift-off. The

periodic oscillations reappear past 30 milliseconds, but it is less coherent than the

reattachment conditioned perspective.

For the velocity field, an average image is computed for a number of time steps

before and after flame LR. This lift-off and reattachment conditionally averaged image

is over of 26 and 27 instantaneous velocity fields, respectively. Restricted to the inlet

region, figure 4.22a,b shows the mean ux and the standard deviation of uz of the
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conditionally averaged velocity fields, respectively. Over 3 TA cycles before flame

lift-off, there appears to be a trend of higher peak axial velocities. However, 10 TA

cycles are shown in figure 4.22a to demonstrate that increasing velocities are not

unprecedented. The lowest axial velocity is circled in green in figure 4.22a and could

be an indication of flame lift-off.

The standard deviation of uz represents the spatial uniformity of the velocity field.

It grows to a very large value 1 time step before flame lift-off, which may be a clearer

signal than what is seen in the mean ux. However, this still provides practically zero

forewarning time. In addition, both the mean ux and standard deviation of uz do not

show obvious signs of flame reattachment compared to the OH*-CL measurements.

Figure 4.22c shows the average swirling strength across the entire SPIV field of view.

Here a steady decrease in swirling strength is observed beginning at 12 time steps

before flame reattachment. The amount of time before flame reattachment was in-

creased to 13.3 milliseconds, compared to the 6.7 milliseconds in figures 4.22a,b, to

better illustrate this trend. As seen in figure 4.13h, the largest values of swirling

strength corresponds to the PVC lying in inner shear layer. This trend then repre-

sents a weakening of the PVC that leads to flame reattachment, which is confirmed

by a corresponding rise in heat release at the inlet region.

Previous investigations of the PRECCINSTA combustor, at different operating

conditions, found that flame lift-off was preceded by a slowly increasing amount of

negative axial velocity in the CRB region [80]. This trend was over hundreds of

milliseconds, where as the peak negative axial velocity here is observed just 1.67

milliseconds before flame lift-off. Nevertheless, greater velocities at the inlet could

destabilize the flame enough to cause the lower heat release at the inlet observed

in figure 4.20b. The reduced reaction rate would decrease the local gas viscosity

and trigger the PVC to strengthen. This would propagate downstream and cause

increased flame quenching as the strain rate would increase beyond the extinction

limits. The flame then finds a new stabilization point, which results in a lifted flame.
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Figure 4.22. Average ux (a) and standard deviation of uz (b) over the
inlet region. Average swirling strength over the entire SPIV measure-
ment domain (c).
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Finally, statistics of the CRB segments extracted from the OH-PLIF images are

evaluated for indications of precursor events to flame LR. Figure 4.23a,b shows a

time history of the average total area and perimeter of the CRB segments in a LR

reference frame. Again, more time steps are shown before flame reattachment than

after flame lift-off to better demonstrate trends. The area calculation was described

in the previous section. The perimeter of each edge was determined by summing the

Euclidean distance between subsequent points. This simple method was compared

to a rules based scheme to directly account for corners and diagonal edges and gave

similar results [120].

The occurrence of a very low average area only forecasts flame lift-off one time-

step ahead. Similar to the average swirling strength, the average CRB area begins to

gradually increase 13 time steps before flame reattachment. This point is circled in

green in figure 4.23a. At a glance, the average perimeter is no better than the area

measure as a forecasting tool. However, a unique characteristic is observed where the

highest total perimeter occurs right after lift-off and before reattachment. The cause

for this is not abundantly clear, but the instantaneous OH-PLIF images suggest that

the regions of OH corresponding to the CRB are heavily distorted at these moments.

A sudden rise in mixing from higher swirling strength within the inner shear layer

during flame lift-off could partly explain this. However, swirling strength decreases for

reattachment, so a different mechanism must be causing the perimeter to gradually

increase and then suddenly fall when the flame is reattached.

The centroid based on binarized OH-PLIF segments that correspond to the CRB

is evaluated to understand the spatial movement during flame LR. Figure 4.24a,b

displays the LR conditionally averaged axial and vertical coordinates, respectively.

As markers for flame LR, this metric doesn’t perform any better than what has been

previously shown. However, these time series still effectively illustrate the traversal

of the CRB. The centroid is located further downstream for lifted flame matching the

observations from the averaged OH*-CL images in figure 4.10. The vertical position

of the centroid stays near the centerline with no obvious periodic oscillation suggest-
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Figure 4.23. Average area (a) and perimeter (b) measures of the CRB.
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Figure 4.24. Average axial (a) and vertical (b) coordinates of the
centroid of the CRB.

ing that the acoustics are predominantly longitudinal when the flame is attached.

Fluctuations in the vertical coordinate increase for the lifted flame, which may result

from the action of a stronger PVC that heavily shifts the OH within the CRB.

The insights gained from the OH-PLIF help refine our understanding of flame

reattachment. As the PVC weakens, indicated by lower average swirling strength,

the flame becomes less strained. The flame root is then allowed to move upstream

as seen in figure 4.24a. More heat release increases the local gas viscosity further

weakening the PVC. This pattern is repeated until the flame is reattached to the
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conical centerbody. The convective time delays are re-established to a condition

allowing for thermoacoustic instability to present itself again.

These results indicate that either OH*-CL or ux at the inlet provide the most

forewarning to flame lift-off. For flame reattachment, the OH*-CL statistics across

the entire flame slightly outperformed both the summed area of CRB segments from

the OH-PLIF images and the average swirling strength. The PLIF and SPIV mea-

surements bolster the notion, first described analyzing OH*-CL, that flame lift-off is

caused by a very sudden perturbation near the inlet. In terms of practicality towards

control in industrial gas turbine combustors, chemiluminescence is far more feasible

than the laser diagnostic techniques. However, the time scales shown here are on

the order of milliseconds and represent a challenge for real-time prevention of flame

lift-off. This problem would be exacerbated by even smaller time scales at very high

Reynolds numbers, which is commonplace for modern gas turbine combustors oper-

ating at high pressure. It may be possible that each flame lift-off event demonstrates

unique precursor features at times long before lift-off. The averaging in this analysis

would hide these inconsistent phenomena, but further investigation along these lines

is beyond the scope of this work.

4.5 Conclusion

Intermittent flame lift-off and reattachment events were analyzed in a swirl flame

undergoing theromacoustic instability with simultaneous 3 kHz OH*-CL, SPIV, and

OH-PLIF. The moment of flame lift-off and reattachment was determined by empirical

thresholds based on the OH*-CL intensities at the inlet of the combustor. This

methodology was shown to reliably isolate the lifted flames and disregard instances

of very short lift-off.

Processing techniques for OH-PLIF images were presented to tackle the challenges

present in high pressure flames with multiple flow structures and limited laser power.

Non-local means denoising was effectively demonstrated to remove camera and in-
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tensifier noise to produce higher contrast OH-PLIF images. A convolutional neural

network was trained to perform semantic segmenation with very high proficiency. It

superbly classified and segmented portions of the image which corresponded to the

CRB and upper OSL.

With the augmented OH-PLIF dataset, average characteristics of the attached and

lifted flame are compared. Flame lift-off is immediately apparent from an averaged

OH*-CL image. The OH-PLIF statistics indicated a dramatic reduction in reaction

rate within the inner shear layer. The velocity fields showed major flow structure

changes with a weakened CRB and stronger PVC for the lifted flame. Morphological

investigations of the CRB show greater wrinkling and spatial movement for the lifted

flame.

Lastly, signals indicating imminent flame lift-off and reattachment are sought.

The average OH*-CL and axial velocity at the combustor inlet displayed the most

sensitivity towards flame lift-off, but with only a couple milliseconds of forewarning

at best. On the other hand, flame reattachment was gradual and required a more

global perspective. The average OH*-CL intensity, swirling strength, or summed OH

area were all roughly equivalent in terms of forecasting power.
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5. SUMMARY

Two swirl flames were investigated with varying levels of complexity in their geome-

try and operating conditions. First, an aviation piloted lean premixed prevaporized

injector combusting a synthetic jet fuel was investigated with stereoscopic particle

image velocimetry (SPIV). Three operating conditions were chosen based on varying

global equivalence ratio and pilot fueling. The stagnation line corresponding to the

shear layer between reactant jets and the central recirculation bubble (CRB) is a key

feature of a swirl stabilized flame. Therefore, conditioning upon the stagnation line

was performed for various measures from the velocity fields. This moves the frame of

reference to the stagnation line instead of at a fixed point in space. The flow struc-

tures are highly dynamic where at one moment a point may correspond to the CRB

and a reactant jet at a different time. The flame with less piloting displayed higher

in-plane shear fluctuations and swirling strength than a flame with more piloting.

This highlighted the pivotal role of the pilot flame in terms of stabilization of the

combustor. More fuel to the pilot injector reduces flow field fluctuations and helps

the flame resist perturbations that may arise due to adverse conditions in flight.

The rest of the document consisted of analyzing simultaneous high speed SPIV,

OH* chemiluminescence (CL), OH planar laser induced fluorescence (PLIF), and

pressure measurements in a less geometrically complex combustor burning natural

gas. There are no flame-flame interactions and spray dynamics as seen in the first

flame. However, additional complexity is added in the form of thermoacoustic insta-

bility driven by equivalence ratio oscillations. Sparse DMD is applied to the velocity

fields to decompose the time series into a superposition of two modes with neutral

growth rates. One mode corresponds to the thermoacoustic pulsations, and the other

matches the staggered vortex structure of the helical precessing vortex core (PVC).

A three dimensional velocity field is constructed by converting different phases of the
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PVC mode into separate spatial planes. The a vortex with the characteristic helical

morphology of the PVC is seen, and the evolution of various flow structures through

the thermoacoustic cycle is documented. The CRB shape was observed to vary from

symmetric to one containing a helical distortion. Tying the OH*-CL measurements

showed that lower intensities occurred when the PVC had less influence on the CRB.

The PVC induces intense mixing of the reactants and recirculated hot product gas,

which directly influences the heat release rate.

Finally, intermittent flame lift-off and reattachment events are observed in the

same flame. These perturbations were short lived, so the previous decomposition

techniques did not capture them. Lift-off and reattachment conditioning is performed

to calculate statistics for each regime. In addition, a convolutional neural network

is implemented to extract quantitative information from the noisy OH-PLIF images.

With this methodology, dramatic differences can be observed for the two flame types

operating at identical conditions. The lifted flame shows higher velocity fluctuations,

a PVC with stronger rotation, and a narrowing of the CRB. These in turn change

the morphology of the flame with higher wrinkling and more segmentation.

A bistable flame is undesirable, because combustors are expected to operate in a

steady manner. Therefore, the events leading up to flame transition are investigated.

Flame lift-off is very sudden with only little forewarning provided by the axial velocity

and OH*-CL measurements at the combustor inlet. However, flame reattachment is

much more gradual and required a global view of the combustor. Multiple measure-

ments indicated that reattachment is imminent over similar time scales with OH*-CL

being the most practical.
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[72] A.M. Steinberg, I. Boxx, M. Stöhr, W. Meier, and C.D. Carter. Effects of flow
structure dynamics on thermoacoustic instabilities in swirl-stabilized combus-
tion. AIAA J., 50(4):952–967, 2012.

[73] Isaac Boxx, Campbell D. Carter, Michael Stöhr, and Wolfgang Meier. Study of
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A. Phase Average Quality

Confidence interval estimates are used to assess the quality of the 192 phase averages

from the double phase conditioning. A three sigma confidence level is calculated

for each phase average and each velocity component. This is interpreted as to mean

that 99.7% of repeated experiments contain the true phase average in their confidence

intervals. Therefore, smaller confidence intervals are desired as a indication of reduced

variance. The variability of an average should be zero in the limit of infinite samples.

All three velocity components at probe locations P1-3 corresponding to figure 3.5

were investigated. However, the widest confidence interval occurred for ux, so uy and

uz are not shown for brevity. The variation of the confidence interval of ux at P2 is

shown in figure A.1 for the double phase averages with 192 bins presented in this study.

The values represented by the color bar correspond to the half-intervals. For example,

the largest confidence interval in figure A.1 occurs at (θTA = 7π/6, θPV C = 9π/8)

and is equal to the mean ± 3.27 m/s. The half-intervals are mainly dependent on

θTA with two bands of larger widths. uz displays similar patterns but at different θTA

ranges, while uy shows more dependence on θPV C .

Table A.1 shows the minimum, maximum, and mean half-interval of each probe

location for the phase averages. The labels subscripted with 12×16 denote 192 phase

averages used in this work. For contrast, the same confidence interval calculation is

performed for double phase averages with the thermoacoustic and PVC phases each

split into only 4 bins. In addition, phase averages of the raw dataset are constructed

using the instantaneous phase of the 450-460 Hz band-passed dynamic chamber pres-

sure, and the averages are computed for eight phase bins. No phase conditioning on

the PVC dynamics is performed on the raw dataset.

As expected, averaging over more velocity fields produces tighter confidence in-

tervals. The mean half-intervals at every probe point for 4×4 is less than the 12×16
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Figure A.1. Confidence half intervals at each phase bin for the ux
velocity component at P2 corresponding to the 12 × 16 phase bin
case.

case. The minimum half-intervals are larger for the 4 × 4 case, because the larger

phase bins contain velocity fields with more variance. The reduction in the mean

half-interval between the different bin size configurations is small, because the DMD

reconstructed velocity fields are purely sinusoidal with no phase modulation. This is

not the case for the raw dataset, which has the largest confidence intervals at P1-2

with a comparable interval as the 12 × 16 case for P3. More phase bins than the

12× 16 case could have been used with small impact to the confidence intervals, but

this was enough for reconstructing of the 3D structure of the PVC, CRB, and reactant

jets through the thermoacoustic cycle.
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Table A.1. Confidence Half Intervals of ux

Probe Min Max Mean

P1DMD−12×16 bins 0.24 2.30 1.39

P2DMD−12×16 bins 0.40 3.27 2.08

P3DMD−12×16 bins 0.52 2.27 1.44

P1DMD−4×4 bins 0.40 1.76 1.15

P2DMD−4×4 bins 1.70 2.13 1.92

P3DMD−4×4 bins 0.57 1.74 1.15

P1Raw−8 bins 1.59 2.53 2.07

P2Raw−8 bins 2.83 3.84 3.42

P3Raw−8 bins 1.22 1.56 1.44
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B. Training Details

The training set consisted of 280 labeled images with 30% corresponding to the lifted

flame regime. Only 20 images made up the small validation set. Data augmentation

involved random horizontal reflections during training. Each pixel is labeled as either

the background, CRB, or upper OSL. The CNN is trained to predict the labels on a

per pixel basis. Training is performed using stochastic gradient descent with Nesterov

momentum [121]. The learning rate was set to 0.01, momentum kept at 0.9, weight

decay equal to 0.0005, and a batch size of 12 fills the available GPU RAM (16 GB).

If the previous 5 epochs showed no decrease in training loss, then the learning rate

was halved. The cross entropy loss was equally weighted for each class. Training was

performed over 50 epochs, which took only 20 minutes on a NVIDIA Tesla V100.

See figure B.1 for the variation in training and validation loss across the epochs.

One epoch corresponds to a single cycle through the training set. Labeled data is

time consuming, so the validation dataset is far smaller than what is ideal. If the

training loss decreases but validation loss increases, then that is a sign of overfitting

where generalization to unseen data worsens. The validation loss slowly rises past the

9th epoch while the training loss is steadily decreasing. However, manual inspection

of the last epoch still shows good generalization, but segments have smooth edges

than earlier epochs. Therefore, the epoch with the lowest validation loss was chosen

for this analysis as it produced edges with finer details.

The expert labeled segments from the validation set are shown in figure B.2a,c for

an attached and lifted flame, respectively. Likewise, figure B.2b,d shows the output

of the CNN before any post-processing. The resulting label for each pixel is equal

to the class with the maximum probability from the CNN output. These images

demonstrate the capability of the CNN with segments matching very closely to the
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Figure B.1. Training and validation loss over 50 epochs.
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a b c d

Figure B.2. Examples of manually segmented images (a,c) compared
to the output of the CNN (b,d).

ground truth labels. Inference speed was also very fast at 55 images per second. In

contrast, manual labeling on average required 180 seconds per image.
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