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ABSTRACT 

Author: Wu, Qiuyu PhD 
Institution: Purdue University 
Degree Received: August 2019 
Title: Mapping Brain Circuits in Health and Disease 
Committee Chair: Alexander A. Chubykin 
 

Intricate neural circuits underlie all brain functions. However, these neural circuits are highly 

dynamic. The ability to change, or the plasticity, of the brain has long been demonstrated at the 

level of isolated single synapses under artificial conditions. Circuit organization and brain 

function has been extensively studied by correlating neuronal activity with information input. 

The primary visual cortex has become an important model brain region for the study of sensory 

processing, in large part due to the ease of manipulating visual stimuli. Much has been learned 

from studies of visual cortex focused on understanding the signal-processing of visual inputs 

within neural circuits. Many of these findings are generalizable to other sensory systems and 

other regions of cortex. However, few studies have directly demonstrated the orchestrated 

neural-circuit plasticity occurring during behavioral experience.  

It is vital to measure the precise circuit connectivity and to quantitatively characterize 

experience-dependent circuit plasticity to understand the processes of learning and memory 

formation. Moreover, it is important to study how circuit connectivity and plasticity in 

neurological and psychiatric disease states deviates from that in healthy brains. By understanding 

the impact of disease on circuit plasticity, it may be possible to develop therapeutic interventions 

to alleviate significant neurological and psychiatric morbidity. In the case of neural trauma or 

ischemic injury, where neurons and their connections are lost, functional recovery relies on 

neural-circuit repair. Evaluating whether neurons are reconnected into the local circuitry to re-

establish the lost connectivity is crucial for guiding therapeutic development. 

There are several major technical hurdles for studies aiming to quantify circuit connectivity. 

First, the lack of high-specificity circuit stimulation methods and second, the low throughput of 

the gold-standard patch-clamp technique for measuring synaptic events have limited progress in 

this area. To address these problems, we first engineered the patch-clamp experimental system to 

automate the patching process, increasing the throughput and consistency of patch-clamp 
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electrophysiology while retaining compatibility of the system for experiments in ex vivo brain 

slices. We also took advantage of optogenetics, the technology that enables control of neural 

activity with light through ectopic expression of genetically encoded photo-sensitive channels in 

targeted neuronal populations. Combining optogenetic stimulation of pre-synaptic axonal 

terminals and whole-cell patch-clamp recording of post-synaptic currents, we mapped the 

distribution and strength of synaptic connections from a specific group of neurons onto a single 

cell. With the improved patch-clamp efficiency using our automated system, we efficiently 

mapped a significant number of neurons in different experimental conditions/treatments. This 

approach yielded large datasets, with sufficient power to make meaningful comparisons between 

groups. 

Using this method, we first studied visual experience-dependent circuit plasticity in the 

primary visual cortex. We measured the connectivity of local feedback and recurrent neural 

projections in a Fragile X syndrome mouse model and their healthy counterparts, with or without 

a specific visual experience. We found that repeated visual experience led to increased excitatory 

drive onto inhibitory interneurons and intrinsically bursting neurons in healthy animals. 

Potentiation at these synapses was absent or abnormal in Fragile X animals. Furthermore, 

recurrent excitatory input onto regular spiking neurons within the same layer remained stable in 

healthy animals but was depressed in Fragile X animals following repeated visual experience. 

These results support the hypothesis that visual experience leads to selective circuit plasticity 

which may underlie the mechanism of visual learning. This circuit plasticity process is impaired 

in a mouse model of Fragile X syndrome.  

In a separate study, in collaboration with the laboratory of Dr. Gong Chen, we applied the 

circuit-mapping method to measure the effect of a novel brain-repair therapy on functional 

circuit recovery following ischemic injury, which locally kills neurons and creates a glial scar. 

By directly reprogramming astrocytes into neurons within the region of the glial scar, this gene-

therapy technology aims to restore the local circuit and thereby dramatically improve behavioral 

function after devastating neurological injury. We found that direct reprogramming converted 

astrocytes into neurons, and importantly, we found that these newly reprogrammed neurons 

integrated appropriately into the local circuit. The reprogramming also improved connections 

between surviving endogenous neurons at the injury site toward normal healthy levels of 

connectivity. Connections formed onto the newly reprogrammed neurons spontaneously 
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remodeled, the process of which resembled neural development. By directly demonstrating 

functional connectivity of newly reprogrammed neurons, our results suggest that this direct 

reprogramming gene-therapy technology holds significant promise for future clinical application 

to restore circuit connectivity and neurological function following brain injury. 
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INTRODUCTION 

The circuitry of the primary visual cortex 

Vision is an important sensory modality, with a critical role in guiding behavior for most 

animals. Emitted and reflected light from the environment enters the eyes and stimulates 

photoreceptors in the retina; that is, the sensory organ that converts light energy into electrical 

signals in neurons. From here, visual neural signals travel from the eyes through the optic nerve, 

across the optic chiasm, and enter the dorsal lateral geniculate nucleus (LGN). After some 

processing in LGN circuits, visual information enters the primary visual cortex (V1), where more 

complex visual processing takes place (Remington, 2012). Numerous studies on the visual cortex 

have revealed fundamental neurophysiological properties of this area, its response patterns to 

visual inputs, the information that the neuronal activity carries, and the implied signal-processing 

functions that explain the principals of how vision works(Werner & Chalupa, 2014). Compared 

to some of the higher-level cortical areas responsible for making executive decisions based on 

complex multi-sensory input as well as the brain’s internal state, the primary visual cortex 

receives (primarily) simple information input which is also easy to manipulate. Because of this 

advantage, the primary visual cortex has also become one of the “model areas” for studying the 

general organization of the neocortex, the so-called “canonical circuitry.” A similar situation 

applies to the somatosensory cortex (S1), in that it receives a relatively simple input and has 

become a model system for the study of somatosensory processing. For this reason, V1 and S1 

are the most extensively studied cortical areas. Similarities between the two shed light on the 

fundamental processing principles of the common circuit structure of the cortex, while 

differences between them help inform circuit specializations to accommodate different functions. 

Searching for canonical circuitry 

Now classical studies describing neuronal response properties in the visual cortex in response 

to different forms of visual stimulation came from the work of Hubel and Wiesel (Hubel & 

Wiesel, 1959, 1962, 1963). Their seminal work in cat primary visual cortex laid the foundation 

for later studies about cortical circuitry and function. They discovered that some neurons in V1 

have a simple preference for stimuli within an area of visual space (receptive field) that either 
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elicits excitation or inhibition, divided by an axis in the middle of the area (“simple cells”). Other 

cells have preferences based on more complex characteristics of the visual stimuli, such as the 

location (receptive field), orientation (static), direction (moving), size and shape, and boundary 

between bright and dark (edge detection) (“complex cells”). The preferences, or tuning, of the 

cells also corelate with the physical location of the cells in a way that cells with similar tuning 

tend to group together in a “column” perpendicular to the surface of the brain. Hubel and Wiesel 

proposed a hierarchical cortical circuitry that could explain the tuning properties of different 

groups of cells. Simple tuning cells receive multiple inputs from cells in the LGN, each of which 

have concentric receptive fields and align along an axis. Complex tuning cells receive multiple 

inputs from simple tuning cortical cells, of which the receptive fields have the same axis and are 

organized in ways that their summed response could explain the activity of the complex cell. 

Hubel and Wiesel’s raw data, presented in their papers, showed that simple cells are mostly 

located in cortical layer 4 (L4) while complex cell are in superficial layers and deeper layers. If 

their proposed circuit model is true, this suggests that L4 receives direct input projections from 

the LGN and then sends output projections to other cortical layers. This model largely agrees 

with current understanding. Soon after their initial discovery, it was shown that although the 

majority of inputs from LGN enter V1 at L4, all the other cortical layers receive LGN input to 

some extent, except for layer 1 (Martin & Whitteridge, 1984). A simplified circuit can be 

summarized as starting from LGN to L4 to L2/3 to L5 to L6 in a feed-forward direction. Even 

today, this model still generally holds true in a number of cortical areas (Barbour & Callaway, 

2008; Koralek, Jensen, & Killackey, 1988; Shepherd & Svoboda, 2005; Sun, Tan, Mensh, & Ji, 

2016; Weiler, Wood, Yu, Solla, & Shepherd, 2008). From here, the most fundamental feed-

forward circuitry of V1 and the cortical column processing unit theory was born. Under this 

assumption, the neocortex consists of repeating processing units with similar circuitry. Each of 

these processing units possesses a basic level of computing power (Mountcastle, 1997). 

Depending on the input and output, groups of similar units make up different brain areas that 

carry out different functions (R. J. Douglas & Martin, 2004). 

It is not surprising that many updates have been made to the original V1 circuit model which 

Hubel and Wiesel proposed decades ago. Details of contralateral vs. ipsilateral thalamic input to 

V1 were discovered along with subtypes of neurons in the LGN that project to specific layers in 

V1, which carry certain functional implications (Gilbert, 1993). With better understanding of the 
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cell-type diversity in V1 (Tasic et al., 2016) and the corresponding functional specialization, 

more consideration was given to not only the hierarchy but also the types of projections (Niell, 

2015). One class of neuron, the inhibitory interneurons, was seldom mentioned in the early 

studies. This was primarily due to the small percentage of these cells in the total number, and a 

lack of specificity in stimulation methods used. With recent advances in optogenetics and genetic 

targeting, characterization of inhibitory neuron projections was added to the picture. The 

inhibitory network was found to have an intra-cortical structure distinct from the feed-forward 

excitatory pathway. Unlike the relatively clear organization of trans-laminar excitatory 

projections, the majority of inhibition comes from intra-laminar (within the same layer) input, 

although some trans-laminar inhibition also exists (Kätzel, Zemelman, Buetfering, Wölfel, & 

Miesenböck, 2010). In V1, one group of inhibitory neurons expressing parvalbumin (PV+) has 

high firing rates and narrow action potential widths (“fast-spiking” cells). These neurons have 

large receptive fields and are broadly tuned to visual stimulation (Hofer et al., 2011). It is 

believed that their inhibitory output to neighboring excitatory neurons controls the overall “gain” 

of the local functional unit rather than affecting stimulus selectivity of individual excitatory 

neuron. Depending on the situation, this gain control during visual experience may sharpen the 

tuning of the microcircuit (Atallah, Bruns, Carandini, & Scanziani, 2012). Remarkably, the 

patterns of inhibitory input to excitatory cells in different cortical areas (V1, somatosensory, and 

motor cortices) share little resemblance, so that the precise pattern of inhibition could 

theoretically serve as an identifier to assign which cortical area an excitatory cell belongs to 

(Kätzel et al., 2010). This could be interpreted as a challenge to the “canonical circuit” theory 

because when taking into account the inhibitory circuit, different cortical areas are not close 

replicas of each other. Alternatively, the inhibitory modulation of excitatory circuitry can be 

interpreted as the specialization and adaptation to the different functions each cortical area 

undertakes.  
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Figure 1. Simplified primary visual cortex circuitry 

Predictive coding theory of the primary cortex 

Classical studies of V1, including those by Hubel and Wiesel, assumed that V1 extracts 

visual features, such as orientation, direction, edges, etc., based on input from the LGN. 

Therefore, in this classical view, the function of the V1 circuit is to compute these features 

mainly through summation of smaller visual information units in the LGN. However, more 

recent studies postulate that V1 computes the differences between expectation and actual 

received input, so-called “predictive coding” (Adams, Friston, & Bastos, 2015). In theory, 

predictive coding is more energy efficient than descriptive coding in the sense that it only 

computes the difference or “predictive error” rather than all the information of a stimulus. It is 

now generally accepted that the brain is actively inferring a general model of the environment 

constructed from sensory inputs it receives. When “real” input is compared with the model, the 

most meaningful information is the difference. With the addition of an intrinsic feedback 

microcircuit from L5 to L4 and L2/3 to the canonical feedforward circuit (Usrey & Fitzpatrick, 

1996), the basic circuit infrastructure for predictive coding already exists in V1 (and also other 

cortical areas). The majority of L2/3 and L5 neurons do not send projections to other cortical 

areas in the feedforward direction, which implies that they participate in local feedback and 

recurrent (intralaminar) circuitry (Briggs & Callaway, 2005). While layers 2/3 and 4 receive the 

external input, inter-laminal projections from excitatory to inhibitory neurons, especially from 
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deep layers to superficial layers, carry the “prediction.” Whether the predictive coding theory of 

V1 is true or not is still under debate, but it is clear that the intrinsic feedforward and recurrent 

projections, which consist the majority of projections in V1, must carry out significant 

computational functions. 

There is no doubt that some fundamental common theme exists throughout the neocortex in 

mammals, but variations for functional adaptation in different cortical areas within and across 

species are also ubiquitous (Harris & Shepherd, 2015). Indeed, as more and more exceptions of 

cortical micro-circuitry in different species and different functional areas are detailed, it is hard 

to determine whether the term “canonical circuit” is an over-simplification or is indeed the 

fundamental rule from which diversity evolves. Progress in our detailed understanding of V1 

circuitry was largely driven by advances in technology. The increasing specificity and resolution 

in stimulation methods along with cell type classification based on gene expression profiles 

permitted us to dissect projections that were formerly grouped together or masked by a single 

dominant output. Some of the key technical advances will be discussed in the following sections. 

While it seems to be a daunting task, some institutions, like the Allen Brain Institute 

(https://alleninstitute.org), are conducting ambitious projects to systematically map all 

projections in V1 (as opposed to anecdotal studies). The resulting comprehensive map of V1 

circuitry might enable a renewed and better functional understanding of cortical circuits. 

Dynamics of circuitry: synaptic plasticity 

The complex circuitry of the brain is not static. In fact, the idea that the “connections” 

between cells in the brain change with experience was proposed as early as in the late 18th 

century by the Scottish philosopher Bain (Bain, 1875), even before the discovery of synapses and 

before Cajal’s beautiful work on neuron morphology and circuitry (see Edward G Johns’s history 

on Cajal, 1990 (Jones, 1999)). We could only speculate how Bain had this idea so far ahead of 

physical evidence. Perhaps it was because of the intuitive inference from observations such as 

skills being learned by repetition, and our ability to mentally associate events occurring in 

temporal sequence. With the development of electrophysiology, scientists began searching for 

the rules for such change in synaptic connections as an underlying physiological basis for circuit 

plasticity. 
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Hebbian plasticity 

The neuropsychologist Donald Hebb first pin-pointed that activity and timing are the key to 

synaptic plasticity. In his seminal book “The Organization of Behavior”, he famously proposed 

the rule “neurons that fire together, wire together”, which is known today as the “Hebbian 

postulate” (Hebb, 1949). Hebb thought that if one neuron consistently contributes to the 

activation of another neuron, biochemical process happens in either or both cells to make the 

synapse grow stronger so that the first cell’s input contributes more for the firing of the second in 

subsequent events. He also proposed that synaptic plasticity is the neuronal basis of learning and 

memory. Assemblies of neurons, what we would now call a neural circuit, that group together 

because of stimulus induced synaptic plasticity is how a memory or learned concept is 

represented in the brain. 

To test the Hebbian postulate, scientists tried to artificially stimulate the pre-synaptic cells 

and post-synaptic cells in various ways. Most of these studies were done in acute brain slice 

preparations. That is, the brain tissue was sectioned while cells in it were maintained alive so that 

projections are exposed in 2D. This gives easy access for stimulation and recording. Some 

experimental evidence from such studies supported the Hebbian postulate in a quite literal way. 

For example, when stimulating two distinct pathways projecting to the same post synaptic cell, 

simultaneous weak activation could induce long-term potentiation (LTP), or strengthening of the 

synapse, in both pathways. In contrast, weak activation of either pathway alone would not result 

in LTP. Furthermore, strong activation of one pathway leads to LTP specifically in the 

stimulated pathway and long term depression (LTD), or weakening of the synapse, in the 

unstimulated pathway (Lynch, Dunwiddie, & Gribkoff, 1977). More generally, people found that 

high-frequency stimulation to pre-synaptic cells induces LTP (R. M. Douglas & Goddard, 1975), 

while low-frequency stimulations induced LTD (Dunwiddie & Lynch, 1978). This was 

collectively known as the “BCM learning rule” after the three people who discovered it, Elie 

Bienenstock, Leon Cooper, and Paul Munro (Bienenstock, Cooper, & Munro, 1982). The 

discovery that LTD can be induced by stimulation below a certain threshold (generally at 1Hz) 

as opposed to complete absence of stimulation was very significant for the theory of homeostatic 

plasticity. This means that neurons adjust the overall synaptic strength based on their own firing 

rate (most likely corelated to the overall network activity level), also referred to as “synaptic 

scaling” (Turrigiano, 2008). Homeostatic plasticity is the perfect rescue for the theoretical flaw if 
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Hebbian plasticity is the only rule – strong synapses will overpower the network and weak 

synapses will be completely silenced. Homeostatic plasticity sets the limit for the overall 

connectivity of the network so that Hebbian-style plasticity can only change relative weights of 

the synaptic connections but doesn’t push the network to either extreme. 

Timing is important in plasticity 

The rules for synaptic plasticity discussed above largely ignored the temporal relationship 

between pre- and post-synaptic activity. Around the time the Hebbian postulate was proposed, 

patch-clamp had not been invented and there was no good method to precisely control the post-

synaptic activity. Some studies indirectly addressed this issue by activating two distinct 

pathways leading to the same post-synaptic cell sequentially with different stimulation intensity. 

The strong input most likely induced above-threshold depolarization leading to firing while the 

weak input could only induce below threshold depolarization. They found that when the strong 

input came before the weak input, the weak input was depressed; when the strong input came 

after the weak input, the weak input was potentiated (Levy & Steward, 1983).  

At the same time, the discovery of the N-methyl-D-aspartate (NMDA) receptor as a 

coincidence detector provided a molecular substrate for associative plasticity. The NMDA 

receptor is an ionotropic glutamate receptor that is commonly expressed at the post-synaptic 

terminal. The NMDA receptor ion channel is blocked by a magnesium ion at resting membrane 

potential. In this condition, glutamate binding to the receptor will not lead to the influx of 

cations. Post-synaptic depolarization releases the blockade by Mg2+ and, if glutamate is bound to 

the receptor at the same time, the ion channel will open and cations will flow into the cell (F. Li 

& Tsien, 2009). This property of the NMDA receptor dictates that it is only activated when pre-

synaptically released glutamate binds to it in the presence of post-synaptic cell membrane 

depolarization (Collingridge, Kehl, & McLennan, 1983). This post-synaptic depolarization is 

usually is the result of a back-propagating action potential (Gasparini & Migliore, 2013). Gating 

of the NMDAR allows influx of Na+, leading to further membrane depolarization. In addition, 

Ca2+ ions pass through the NMDAR channel. The resulting increase of intracellular Ca2+ levels 

leads to a subsequent signaling cascade, resulting in insertion, phosphorylation, endocytosis, and 

dephosphorylation of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors 

at the post-synaptic terminal (VanDongen, 2008). Post-synaptic depolarization that activates 
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NMDA receptors can be achieved via AMPA receptor currents as a result of high frequency pre-

synaptic release at the same synapse (homosynaptic), or via back propagating action potentials 

(APs) from the cell body to the dendrites as a result of activity at other synapses of the same 

neuron (heterosynaptic). 

With increasing use of patch clamp electrophysiology, a previously unrecognized form of 

synaptic plasticity strictly dependent on the timing of activation was discovered (Dan & Poo, 

2004). This has since become a favorite for theoretical and computational models of associative 

learning. Not only do cells have to be activated relatively close in time, as Donald Hebb 

proposed, but additionally they must be activated in the correct sequence. When the pre-synaptic 

cell fires consistently before the post-synaptic cell (causal sequence) within a short time range 

(10s of milli seconds), LTP is induced; when the pre-synaptic cell fires consistently after the 

post-synaptic cell (acausal sequence) also within a short time range, LTD is induced (Markram, 

Lubke, Frotscher, & Sakmann, 1997). This new set of rules for synaptic plasticity was later 

coined as “Spike Timing-Dependent Plasticity (STDP)” (Song, Miller, & Abbott, 2000). STDP 

partially supported Hebb’s postulate that two neurons need to be repeatedly activated in close 

temporal association to induce strengthening of the connection that is stable in the long term. 

However, it further revealed that the temporal sequence is as important as mere temporal 

proximity. It also provided a perfect synaptic mechanism for associative learning: the presumed 

causal relationship between two information stream will be connected. 

Neuromodulation in plasticity 

Recent compelling evidence showed that neuromodulators may play a role as the 

“supervisor” to regulate some forms of activity-dependent plasticity (Gu & Yakel, 2011; K. He 

et al., 2015). New computational models have been created to explain these findings (Gavornik 

& Shouval, 2011; Gavornik, Shuler, Loewenstein, Bear, & Shouval, 2009). These models 

combine some features of both the unsupervised Hebbian and of the supervised synaptic 

modification rules. According to these computational models, Hebbian plasticity “tags” synapses 

with “synaptic tags/eligibility traces,” which make the synapses eligible to be modified but does 

not directly change the synaptic strength. Next, these tagged synapses may express different 

plasticity (direction, amplitude, etc.) in the presence of different neuromodulators. For example, 

some forms of experience-dependent plasticity, such as monocular deprivation, are reported to 
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demonstrate features similar to Hebbian plasticity in the thalamocortical synapse (Cooke & Bear, 

2014). However, other forms of reward-dependent learning in visual cortex may depend both on 

Hebbian and supervised forms of plasticity. For example, pairing visual stimuli with reward 

delivered at a delay leads to changes in neuronal responses, the process of which depends on the 

cholinergic system (Chubykin, Roach, Bear, & Shuler, 2013). 

Recent findings that acetylcholine is released by the basal forebrain at the time of reward or 

punishment supports the model that acetylcholine may serve as a reinforcement agent in the 

visual cortex (S. C. Lin, Brown, Hussain Shuler, Petersen, & Kepecs, 2015). One interesting 

aspect of this question is that many neuromodulator receptors, such as metabotropic 

acetylcholine receptor (mAChR) 1, 3, and 5 for acetylcholine, 5-hydroxytryptamine receptor 2 

(5-HT2) for serotonin, and α1 adrenergic receptors for norepinephrine, share the same Gq protein 

coupled secondary messenger pathway, but are involved in different brain functions. However, 

how neuromodulators precisely determine the expression and regulate the direction of synaptic 

plasticity is not entirely clear. This is partially limited by the methods that we could use to 

manipulate neuromodulation. Pharmacological application of neuromodulator, their analogues, 

or agonists and antagonists of their receptors are all useful ways to study neuromodulation, but 

the time scale of drug application is often too slow to resolve the real-time neuronal activity and 

synaptic plasticity. Electrically activating known neuromodulatory axonal inputs to a brain area 

has the desired temporal resolution but is rarely feasible because these axons are usually 

diffusely located. On the other hand, it is possible to stimulate deep brain nuclei where 

neuromodulatory cell bodies reside, but this will result in systemic activation of the 

neuromodulation, which leads to complex effects in many brain areas. Recent developments in 

optogenetics have provided many exciting new options, which will be discussed in later sections. 

Experience dependent plasticity and learning  

While synaptic plasticity rules have been tested in single isolated synapses, learning at the 

whole-animal level is much more complex and involves simultaneous changes in multiple 

synapses. Because most animals constantly receive numerous sensory inputs that activate the 

brain, the basic structure of circuitry that provides fundamental information processing needs to 

be relatively stable to maintain a stable world view. However, under some extreme 

circumstances, drastic synaptic changes can be induced that are easy to observe. The classical 
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experience-dependent plasticity example was monocular deprivation in kittens. This was 

discovered also by Hubel and Wiesel, the same people who first described the circuit 

organization of cat primary visual cortex. In the early 1960s, soon after they first discovered 

receptive fields and selective tuning properties of V1 neurons, they found that if all visual input 

was abolished from one eye for an extended period (by suturing the eye lids closed), V1 neurons 

change their preferred eye (ocular dominance) dramatically to favor the open eye. However, this 

was only true in kittens, and not in adult cats. When the same monocular deprivation procedure 

was applied to adult cats, the V1 cell ocular dominance remained largely unchanged (Wiesel & 

Hubel, 1963). Additionally, the ocular dominance from monocular deprivation in kittens can be 

reversed by closing the opposite eye while re-opening the previously deprived eye if this 

procedure was done at young age (Blakemore & Van Sluyters, 1974). These findings led to the 

proposed “critical period,” during which the brain is highly susceptible to plasticity and after 

which period the brain loses its ability to change its circuitry. Change of overall activity, for 

example through dark rearing, can prolong the critical period (Cynader & Mitchell, 1980). 

Studies even showed that dark exposure can re-open the critical period, or re-sensitize to 

plasticity, and aid the reversal of monocular deprivation in adults (H.-Y. He, Ray, Dennis, & 

Quinlan, 2007; Montey & Quinlan, 2011).  

Experience-dependent plasticity is not confined to the visual cortex. For example, a 

somatosensory equivalent to monocular deprivation is the trimming of whiskers in rodents. This 

procedure results in large changes to whisker mapping in the somatosensory cortex (Feldman & 

Brecht, 2005). However, both blinding of one eye and losing whiskers/appendages are extreme 

conditions where a major branch sensory input to the brain is completely abolished. Moreover, 

many of the circuit changes during this form of experience-dependent plasticity were observed 

indirectly. That is, circuit changes are inferred through measures of cell response preference or 

mapping of the input signal. This limitation is partially because only drastic changes in 

connectivity can be easily observed at the neuronal population scale. Since information passes 

through multiple synapses from the sensory organ to the cortex, it is hard to pin point which 

synapse underwent what kind of change.  

Recent technological advances have provided potential solutions. High density silicon-based 

electrode arrays allow us to record from hundreds to thousands of neurons simultaneously with 

the approximate physical location of the cell relative to the channels on the probe. Through 
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spike-train analysis, we can infer the information flow between neurons based on the relative 

timing and pattern of firing (Brown, Kass, & Mitra, 2004). However, this is still an indirect way 

to measure connections between neurons. As is common in neuroscience, technological advances 

have driven new discoveries. In the field of synaptic plasticity, patch-clamp (which will be 

discussed in some detail in later sections) permitted the discovery of back propagating action 

potentials and STDP. Studying complex plasticity during natural experience and learning 

requires new technology that can directly measure circuit connectivity, and changes in circuit 

connectivity, in real time. 

Morphological and functional circuit mapping 

There are two aspects of circuit connectivity: morphological and functional. The former 

emphasizes the physical structure of the neural processes and the physical presence of synapses, 

while the later emphasizes the ability to conduct signals from one cell to another. Undoubtedly, 

these two aspects are intertwined because to conduct signals from one cell to the other, there has 

to be a physical synapse. The size and type of synapse correlates (to a certain extent) with its 

ability to conduct signals. Larger synapses exert a greater influence on the post-synaptic cell than 

do smaller synapses. Also, as it was discussed in the previous section, activity in the pre and post 

synaptic neurons is important to maintain and modify the presence of synapses through synaptic 

plasticity (Yuste & Bonhoeffer, 2001). However, largely due to the presence of silent synapses 

that do not respond to neurotransmitters (Kerchner & Nicoll, 2008), morphological connectivity 

does not completely match functional connectivity. Pure morphological assessments may 

therefore over-estimate the degree to which neurons are functionally connected. 

Morphological circuit mapping 

At the brain region-scale, morphological connectivity mapping can be done very effectively 

by injecting tracer to the source region and then locating the projection destination through 

histology and imaging (Sawchenko & Swanson, 1981). The tracer can range from horseradish 

peroxidase (HRP) and its conjugates (Benson & Voigt, 1995), to biotin derivatives including 

biocytin (Mishra, Dhingra, Schuz, Logothetis, & Canals, 2010) and neurobiotin (Huang, Zhou, & 

DiFiglia, 1992), to chemical fluorescent dye (Stewart, 1981), to genetically encoded fluorescent 
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protein. The tracing direction can be either anterograde, meaning along the direction of 

information flow, or retrograde, meaning opposite to the direction of information flow. For 

example, for anterograde tracing, the tracer is injected to the source of the projection of interest 

so that the cell bodies take up the tracer which defuses along the processes and eventually reach 

the axonal terminals. 

There is growing popularity to use genetically encoded fluorescent proteins to trace 

projections. This technique allows the gene expression to be targeted through both focal injection 

and cell-type specific promotors, sometimes in combination with transgenic animals, to achieve 

better specificity in tracing than is achievable by other methods. Adeno-associated virus (AAV) 

is the most commonly used viral vector to deliver tracer protein because of the low cytotoxicity, 

robust expression, and no pathogenic risk (Muzyczka, 1992). The Allen Brain Institute has 

generated a large comprehensive connectivity data set across brain regions using AAV and, in 

some cases, cell type specific cre-recombinase transgenic mouse lines (Oh et al., 2014). While 

most studies use viral vectors to deliver the fluorescent protein-encoding gene in vivo to a 

population of neurons (Chamberlin, Du, de Lacalle, & Saper, 1998), some studies directly 

deliver the DNA to a single cell through a pipette to achieve mapping at the astonishing single-

cell resolution (Pala & Petersen, 2015). Consequently, this method is extremely difficult and 

laborious, and therefore only reported in a few studies. The Allen Brain Institute has attempted to 

generate a large database containing primary visual cortical single cell projection maps along 

with electrophysiological characterizations and gene-expression profiling. With its large-scale 

financial resources and consolidated expertise, Allen Brain Institute is enabling data generation 

at a scale not feasible for single-investigator led studies.  

Although anterograde tracing can give us a lot of useful information, one disadvantage is that 

the post-synaptic target is unclear, only the brain region can be located unless used in 

combination with cell-type specific reporter transgenic lines and super-resolution imaging. 

Retrograde tracing, however, is used to trace back the neurons that project onto a specific region. 

Although chemical retrograde tracing dyes have been used for decades, engineered rabies virus 

that can pass from the post-synaptic neuron to the pre-synaptic neuron is extremely useful for 

precise tracing for up-stream projection sources (Wickersham, Finke, Conzelmann, & Callaway, 

2006). By combining AAV carrying cell-type specific promoter driven cre-recombinase genes 

injected at the source with retrograde tracing rabies virus carrying cre-dependent fluorescent 
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protein genes injected at the projection target, this method can effectively trace medium to long 

range projections with cell-type specificity.  

Functional circuit mapping 

Ultimately, it is the functional conductance that dictates information processing. To measure 

synaptic strength, one has to stimulate the pre-synaptic neuron and measure the synaptic event 

triggered in the post-synaptic neuron. The most precise way to measure and manipulate single 

cells in high temporal resolution is whole-cell patch-clamp (details about the development of 

patch-clamp will be discussed in later sections). Two cells (usually within a few hundreds of 

micrometers distance) are patched. Stimulation and recording can be done for both cells, to 

measure bidirectional synaptic strength (Qi, Radnikow, & Feldmeyer, 2015; Russo & Taverna, 

2014). A tracer dye can be included in the patch pipette. This diffuses into the patched neuron 

during the recording, allowing morphological reconstruction in post-hoc histology and imaging. 

One study attempted to measure thousands of such pairs in the neocortex and reconstructed cell 

morphology, based on which they categorized cortical neurons into cell types and sub-types and 

derived a general connectivity model (Jiang et al., 2015). This study was by far the most 

systematic circuit mapping using the paired patch method and generated incredibly detailed and 

substantial data that is very laborious to obtain. Despite the huge dataset, this study still received 

criticism over the clam that they found the “principle” for neocortical micro-circuitry because 

they most likely did not cover the complete circuitry (Barth et al., 2016). Indeed, it is arguably 

impossible to draw the complete picture of cortical circuitry using currently available 

technology. However, the strength of the paired patch technique is clear: high precision and high 

temporal resolution with bidirectional synaptic strength measurement and potential for 

morphological reconstruction. On the other hand, the disadvantages are also obvious: high 

technical barrier and very low throughput. 

While patch-clamp remains the gold standard for measuring sub-threshold synaptic events, 

other strategies have been employed to stimulate pre-synaptic neurons. Most existing studies on 

cortical functional connectivity focused on excitatory synapses, which utilize glutamate as the 

main neurotransmitter. When the effect of pre-synaptic changes affecting synaptic conductance 

is not in consideration, instead of triggering pre-synaptic release of glutamate, the post-synaptic 

cell can be directly stimulated by application of exogenous glutamate that diffuses into the 
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synaptic cleft. To apply glutamate with high spatial precision and for ease of control, chemically 

“caged” glutamate molecules were synthesized by adding a blocking group linked to glutamate 

with a photosensitive covalent bond. The caged glutamate molecule cannot activate glutamate 

receptors, but certain wavelengths of light can break the chemical bond and “uncage” glutamate, 

which then activates the receptors. This process is called glutamate uncaging. It is combined with 

focal light stimulation, often in a grid pattern, to map the distribution and strength of 

glutamatergic synapses on a single cell under whole-cell patch clamp (Callaway & Katz, 1993). 

There are three significant draw backs of this method: first, as mentioned before, pre-synaptic 

influences are not accounted for; second, synapses close to the cell body cannot be accurately 

measured due to the presence of extra-synaptic glutamate receptors on the cell body (Petralia et 

al., 2010); and third, glutamate uncaging is only effective in acute brain slices in which caged 

glutamate can adequately penetrate the thin tissue slice. It is not feasible in most in vivo 

preparations. 

While the need for direct measurement of circuit connectivity is high, the significant 

technical challenge limits the number of studies that are conducted and the questions that can be 

answered. For functional mapping, the two major hurdles are the specificity and resolution of 

presynaptic stimulation and the low throughput nature of the whole-cell patch-clamp technique. 

As is always the case, the needs of scientific research drive technology development, and new 

revolutionary technological leaps permit waves of new discovery. 

Optogenetics: controlling neurons with light 

Optogenetics is one of the most recent influential technical breakthroughs in the field of 

neuroscience. It is a simple idea that by expressing exogenous photosensitive ion channels in 

neurons, the cell will be photo-sensitive and thus controllable by light. The question is, where do 

you find suitable photosensitive ion channels that are compatible with neuronal physiology? The 

answer came a little bit by surprise: single-cell green algae Chlamydomonas reinhardtii. 

Chlamydomonas needs a mechanism to detect light so that it can swim towards light to conduct 

photosynthesis and obtain energy. Being a single-celled phytoplankton, it doesn’t have complex 

systems dedicated to light detection (it has only 1 cell after all) but relies simply on cation 

gradients created by a photosensitive cation channel which, upon light stimulation, changes its 

conformation and allows cations to flow through (Ridge, 2002). Another class of opsins from 
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bacteria, halorhodopsin which opens a chloride channel upon light exposure, is also used as an 

optogenetic tool to manipulate, in this case inhibit, neuronal activity (Okuno, Asaumi, & 

Muneyuki, 1999). However, due to the long evolutionary distance between microbes and 

vertebrate animals, microbial opsins were not the first choice when people first explored ways to 

engineer neurons to introduce light sensitivity. Because of the drastic difference between 

prokaryotic and eukaryotic cells, there were doubts whether microbial proteins could even be 

expressed in animal cells, let alone carry out their original function. Ironically, microbial opsins 

are far more broadly used today as optogenetic tools than animal opsins. 

The invention of optogenetics 

Before the early 2000s, studies about bacterial and algal opsins were primarily limited to the 

ecological and biophysical aspects. In parallel, some attempts to stimulate neurons with light 

were made using the phototransduction cascade from Drosophila (Zemelman, Lee, Ng, & 

Miesenbock, 2002). Comparing to algae and bacterial opsins which are directly coupled with ion 

channels (Zhang et al., 2011), animal opsins are generally coupled with guanine nucleotide-

binding proteins (G-protein) and activate the specific G-protein subunit signaling pathway which 

eventually leads to the opening of ion channels (Terakita, 2005). A distinct difference between 

vertebrate and invertebrate animal phototransduction is that vertebrate photoreceptor cells remain 

depolarized in the dark, while light exposure results in closure of cation channels and re-

polarization of the cell. In contrast, for invertebrate opsins, light opens cation channels and 

depolarizes cells (Rayer, Naynert, & Stieve, 1990). Because the majority of neurons in the 

central nervous system signal through above-threshold depolarization and action potentials, the 

invertebrate photo cascade seemed preferable because of the depolarizing nature of activation 

and the ease of expression in vertebrate systems. However, the initial success of adopting the fly 

photo cascade to activate hippocampal neurons did not result in an avalanche of studies using 

this technology for the simple reason of very low temporal resolution: it took several seconds of 

light application to trigger action potentials. G-protein signaling is inherently slow because it 

relies on protein binding kinetics. It is also subjected to complicated modulations in the cell 

involving many signaling pathways, which can lead to inconsistency of stimulation effect and 

long-term change in cell excitability and synaptic plasticity. Ion channels, on the other hand, are 
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much faster (conformation change) and is subject to much less internal modulation. However, 

there were no known light sensitive ion channels in the animal kingdom.  

The development of modern molecular biology and techniques to express exogenous proteins 

in eukaryotic cells, for example in Xenopus oocytes, greatly advanced ion channel research 

(Hsuei-Chin, Beer, Sassano, Blume, & Ziai, 1991). Membrane bound ion channels are 

notoriously difficult to purify and many channels of interest have very low endogenous 

expression levels, thus adding an additional layer of complication to study the physiological 

behavior of a single type of channel (S. H. Lin & Guidotti, 2009). In 2003, Georg Nagel from the 

Max-Plank institute for biophysics first expressed Channelrhodopsin 2 (ChR2) from C. 

reinhardtii in Xenopus oocytes and two mammalian cell lines (HEK293 and BHK cells). They 

demonstrated that ChR2 is a light-gated cation channel with fast channel kinetics (Georg Nagel 

et al., 2003). Soon after this study, biophysicist Nagel started collaborating with Karl Deisseroth 

at Stanford University to explore the feasibility to use ChR2 as a tool to control neurons with 

light. At the same time, several groups around the world were also working on applying the ideal 

property of ChR2 in neuroscience, which includes re-sensitizing the retina to light in 

photoreceptor degenerated mouse retinal ganglion cells (Bi et al., 2006) and observing light-

induced behavioral changes after ChR2 expression in the C. elegans nervous system (G. Nagel et 

al., 2005). Two other groups attempted to demonstrate the use of ChR2 as a tool to control 

neuronal activity: Herlize’s group used the combination of rat rhodopsin 4 (RO4) and ChR2 to 

stimulate and inhibit neurons for precise control (X. Li et al., 2005), and Yawo’s group 

demonstrated that ChR2 is compatible with controlling neuronal firing for its time scale 

(Ishizuka, Kakuda, Araki, & Yawo, 2006). However, Deisseroth’s group was the first to claim 

ChR2 as a powerful and highly robust tool to control neuronal activity at the millisecond time 

scale, in both excitatory and inhibitory circuits (Boyden, Zhang, Bamberg, Nagel, & Deisseroth, 

2005). Soon after the first report of ChR2 as an optogenetic tool, inhibitory optogenetic tools 

were reported. One of the first to be used was the bacterial light-activated chloride-pump 

Halorhodopsin from Natronomonas (NpHR) (Zhang et al., 2007). Even today, there are still 

disputes over who first invented “optogenetics” in the scientific community, but what is crystal 

clear is that optogenetics revolutionized the field of neuroscience (Hegemann & Nagel, 2013). 
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Optogenetic toolkit 

Since the initial application of ChR2 in neuroscience, new light-sensitive proteins have been 

discovered and added to the optogenetic toolkit. For fast channel kinetics and robustness, 

microbial channelrhodopsins is a major category of optogenetic proteins. Continuous efforts 

have been made to develop new tools. Members from the family of anion-selective (mainly Cl-) 

channelrhodopsins (ACRs) from an algal species, Guillardia theta, have the potential to be used 

as inhibitory optogenetic proteins (Govorunova et al., 2017). However, ACRs seem to exhibit 

unintended effects when expressed in axon terminals and are therefore not widely used so far. 

Another class of inhibitory optogenetic protein is Archaerhodopsin (Arch) from Archaea, which 

are light sensitive proton pumps which hyperpolarize the cell upon light exposure (Chow et al., 

2010). Arch and its variant ArchT are probably the most routinely used inhibitory optogenetic 

proteins currently in active research, having lower cytotoxicity and other negative effects 

compared to halorhodopsin (El-Gaby et al., 2016). Efforts were also made to optimize the natural 

form of light-sensitive channels through protein engineering to tailor their properties to specific 

applications. There are over a dozen variants of the original ChR2 with different channel kinetics 

(open and close speed), conductance, light sensitivity, and optimum wavelength (e.g., Red-

shifted) (J. Y. Lin, 2011).  

On the other hand, light-sensitive non-channel proteins, mainly animal opsins, gained interest 

not primarily for controlling membrane potential but for directly manipulating G-protein 

signaling pathways. G-protein coupled receptors (GPCRs) are one of the most important group 

of receptors, especially in the central nervous system. GPCRs are a group of seven-

transmembrane domain receptors that, upon ligand binding, initiate signal transduction pathways 

via G proteins. Heterotrimeric guanine nucleotide-binding proteins (G proteins) consist α, β, and 

γ subunits, of which Gα binds to GTP and Gβγ dissociate from the heterotrimeric complex when 

the receptor is activated. The Gα unit has four major subtypes, Gs, Gi, Gq/11, and G12/13, each of 

which has different secondary signaling pathways (Katritch, Cherezov, & Stevens, 2013). GTP-

bound Gq protein activates the β isoform of phospholipase C (PLC-β) to catalyze the hydrolysis 

of phosphatidylinositol bisphosphate (PIP2) into inositol trisphosphate (IP3) and diacylglycerol 

(DAG) (Mizuno & Itoh, 2009). IP3 then diffuses into the cytoplasm and binds to IP3 receptors 

(IP3R) to release Ca2+ from the intracellular calcium pool (Patterson, Boehning, & Snyder, 

2004). On the other hand, Gq-coupled GPCRs can regulate gene translation/protein synthesis 
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independently from calcium signaling. One such calcium-independent pathway is tyrosine 

phosphorylation (Moult, Correa, Collingridge, Fitzjohn, & Bashir, 2008) and another is the β-

arrestin pathway (Gerber, Gee, & Benquet, 2007). One example of an optogenetic protein for the 

control of GPCRs is melanopsin. Melanopsin is an evolutionally conserved Gq protein-coupled 

opsin that is expressed in intrinsically photosensitive retinal ganglion cells, and is involved in 

regulation of the circadian cycle (Freedman et al., 1999). Ectopically expressed melanopsin 

provides a temporally precise way to control Gq activation, mimicking the activity of 

neuromodulatory systems (Bailes & Lucas, 2013). Bypassing different neuromodulator receptors 

will eliminate receptor kinetics and downstream signaling differences from different G-protein 

isoforms as a factor, as well as alleviate the difficulties caused by pharmacodynamics of 

chemical compounds. In contrast, using optogenetics to directly manipulate Gq signaling, and 

precisely control temporal duration and latency in relation to synaptic activation will allow one 

to test the precise temporal range of Gq activation that leads to modulation of synaptic plasticity. 

Similarly, optogenetic control of Gs (Bailes, Zhuang, & Lucas, 2012) and Gi/o (Gutierrez et al., 

2011) pathways was achieved using vertebrate rhodopsin.  

Application of optogenetics 

With the ever-growing optogenetic toolkit came the explosive growth in applications. 

Instantaneous control of animal behavior was achieved by stimulating/inhibiting certain brain 

area in behaving animals. The striking experimental outcomes were eye-catching by themselves 

but also directly demonstrated functional specializations of brain areas (especially motor areas) 

(Bernstein & Boyden, 2011). Stemming from this, researchers are able to study functional long-

range projections in vivo when combining optogenetics with extracellular recording techniques 

(usually with high-density silicon-based electrodes) (Carter & de Lecea, 2011). Furthermore, to 

study brain circuitry at the synaptic level, optogenetics is extremely useful because of the 

flexibility and precision to target a genetically defined population of cells. Mapping micro-

circuitry is most commonly conducted in acute brain slices with spatial scanning laser or LED 

light stimulation. This method is sometimes referred to as “Channelrhodopsin Assisted Circuit 

Mapping” or “CRACM.” With the presence of the sodium channel blocker tetrodotoxin (TTX) 

and potassium channel blocker 4-Aminopyridine (4-AP), synaptic release can be triggered by 

depolarizing the axonal terminal without initiating somatic action potentials. This helps to 
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correlate the physical location of the synapse with functional synaptic strength. On the other 

hand, without blocking Na+ and K+ currents, light stimulation can be tuned down so that axonal 

depolarization is not sufficient to trigger a response and above-threshold action potentials can 

only be triggered by optogenetic stimulation at the cell body. In this case one could use the 

technique to map the location of the cell bodies of the projection source. 

 

 
 

Figure 2. Channelrhodopsin-Assisted Circuit Mapping (CRACM) illustration 

Almost 15 years since the invention of optogenetics, this technology has integrated with 

many other technologies as a powerful tool for multifaceted research. Specific targeting can be 

achieved through genetics and combinations of anterograde/retrograde labeling; gene delivery 

and expression through viral vectors, liposome, or nano-particles. Meanwhile, neuroengineering 

research strives to improve electrodes and optics for stimulation and recording. The simplicity of 
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the idea, “opto-” and “genetics,” means we take advantage of light, one of the easiest forms of 

stimulus to control with spatial and temporal precision and resolution, and harness advances in 

molecular biology and genetics. This is particularly valuable in the field of functional circuit 

mapping for there were no prior methods that could allow this level of resolution and specificity. 

The application of optogenetics specifically in functional microcircuit mapping will be discussed 

in detail in later chapters. 

Patch-clamp electrophysiology and current development 

Patch-clamp recording has been the gold-standard technique for measuring the 

electrophysiological properties of excitable cells, as well as single ion channels, since its 

invention by Neher and Sakmann in the late 1970s to early 1980s (Neher & Sakmann, 1976). 

Patch-clamp evolved from two early electrophysiology techniques: sharp recordings and two-

electrode voltage clamp (not to be confused with the patch clamp mode “voltage clamp” under 

whole-cell configuration). Sharp recordings were first done by Ling and Gerard on frog sciatic 

nerve preparation (Ling & Gerard, 1949) but was soon expanded to recording various types of 

excitable cells from both the soma and axons. This technique utilizes glass pipettes with a very 

fine tip and usually a relatively long taper that can impale cell membranes while causing minimal 

disruption to the integrity of the cell function for as long as several hours. The glass pipette is 

filled with a salt solution and acts as an electrode placed at the inside of the cell membrane while 

the reference electrode is placed in the extracellular environment. Before sharp recording was 

invented, only anatomical exceptions like the giant squid axon or mollusk neurons could be 

recorded from because of their large size. In fact, sharp recording is still commonly used in in 

vivo preparations to record single cells/axons in deep brain nuclei that are difficult to access with 

any other method. However, due to the high input resistance, it is not possible to record small 

current signals from individual channels, or to control the membrane potential with a single 

intracellular sharp electrode (W. C. Li, Soffe, & Roberts, 2004). We now know that the 

conductance of most ion channels depends on the potential difference across the membrane, 

making the ability to study channel conductivity at different controlled potentials vital to the 

characterization of the complete electrophysiological property of a channel. The “two-electrode” 

voltage clamp partially solved this problem by employing two relatively low impedance 

electrodes, one for current injection and the other for comparing potentials (Polder & Swandulla, 
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2001). Because the current injected must equal to the current crossing the membrane through 

open channels, one can measure current passing through all the channels on the cell membrane. 

The biggest advantage of the method is that it can inject very large currents, which is useful 

when the channel density is very high. At the same time, the biggest limitation to this method is 

that it requires relatively large cells/axons for the insertion of two electrodes, making it 

impractical in most scenarios. 

The invention of patch-clamp 

The patch-clamp method was first developed for the “gigaseal” configuration, in which case 

the electrode and the cell membrane are tightly connected with over 1 giga Ohm resistance. This 

is usually achieved by applying a small negative pressure to the inside of the pipette. The rational 

was that during some early experiments, Neher and his colleagues found that when using large 

diameter (~100 µm) glass pipettes, the noise or instability in the signal was too big to record 

individual channel currents due to leak current. To reduce this noise, they had to use much 

smaller pipettes and form a much tighter connection. In 1976, Neher and Sakmann recorded 

current from nicotinic acetylcholine receptors. They later won the Nobel Prize in Physiology or 

Medicine in 1991 for their discoveries concerning the function of single ion channels in cells. 

This study also marks the invention of the patch-clamp technique. Apart from the high signal-to-

noise ratio and the ability to “clamp” membrane potential, patch-clamp has an additional 

advantage in the ease of controlling the intracellular environment (e.g., ion concentration). That 

is, by manipulating the internal solution composition in the pipette, the ionic composition of the 

intra-cellular environment can be altered in a controlled way. This technique has proven 

extremely powerful for studying channel and receptor pharmacology. 

From the initial “gigaseal” configuration used by Neher and Sakmann, several additional 

configurations were derived for different purposes: 1) inside-out configuration, which is when 

the piece of membrane within the pipette tip during gigaseal is ripped off from the cell and the 

cytosolic side of the membrane exposed to the recording bath while the extracellular side of the 

membrane faces the inside of the pipette; 2) whole-cell configuration, which gains direct access 

to the inside of the cell by creating a hole on the patched membrane while maintaining a tight 

seal around the hole; and 3) outside-out configuration, which is formed after achieving whole-

cell configuration by pulling away the pipette from the cell to rip a piece of the membrane off, at 
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which point the open lipid bilayer ends fuse together in the aqueous environment, thereby 

making a patch with the cytosolic side of the membrane facing the inside of the pipette and the 

extracellular side of the membrane in contact with the bath solution (Molleman, 2003). While 

gigaseal, inside-out, and outside-out configurations were mostly used to study single channels, 

the whole-cell configuration is by far the most commonly used patch-clamp configuration to 

study synaptic plasticity and circuit connectivity in intact neurons. Whole-cell patch-clamp 

enables direct electrical recording from the inside of a cell through the formation of a direct 

connection between the glass pipette and the cytoplasm with very low leak current (tight seal). 

With this direct tight connection, we not only can measure membrane potential (current clamp) 

or current (voltage clamp) with high precision, but also precisely control the membrane potential 

or current flow through a feedback circuit without the need of a second electrode (comparing to 

two-electrode voltage clamp). It is the only method that enables measurement of sub-threshold 

synaptic events in the scale of milli volts (mV) and pico amperes (pA) and at kilohertz (kHz) 

acquisition rates. Compared to sharp recordings and two-electrode voltage clamp, patch-clamp 

can easily manipulate ion concentration on both sides of the cell membrane and is compatible 

with most cell sizes, even dendrites (Davie et al., 2006) and axonal blebs (self-annealed axon 

openings) (Hu & Shu, 2012). Apart from neurons, patch-clamp is used in all types of excitable 

cells from various species and preparations, including but not restricted to glial cells, 

cardiomyocytes (Richardson & Xiao, 2010), skeletal muscle cells (Wen & Brehm, 2010), smooth 

muscle cells (Quinn & Beech, 1998), stem-cell derived excitable cells (Verkerk et al., 2017), and 

cell lines expressing ion channels. With additional steps to remove cell walls, one can even patch 

plant cells (Elzenga, 2012). 

Improving patch-clamp 

As the applications for patch-clamp electrophysiology continue to expand, there have been 

few widely adopted improvements to this challenging and laborious technique (Farre et al., 

2009). The intrinsic low throughput and heavy reliance on empirical experience in the traditional 

manual patch-clamp process does not allow this technique to meet the demands of high 

throughput testing such as drug screens and large-scale characterization/mapping studies. One of 

the attempts for high-throughput patch-clamp is planar patch clamp, which substitutes glass 

pipettes with two-layer glass chips, on which there are micro-fabricated openings that connect 
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the external and internal fluid chambers, corresponding to the bath solution and pipette internal 

solution. A single chip can have multiple holes (up to 96) for simultaneous recordings. Instead of 

using an individual pipette to approach the cell, commercial planner patch-clamp employs 

microfluidics to carry cells in suspension through the chip, and negative pressure to the internal 

chamber “draws” cells to the opening to form a seal (Fertig, Blick, & Behrends, 2002; Klemic, 

Klemic, & Sigworth, 2005; Py et al., 2011). Subsequently, the system can achieve the whole-cell 

configuration and conduct current-clamp and voltage-clamp recordings. Interestingly, the idea to 

position a cell in between two chambers and disrupting one side of the membrane to manipulate 

ion concentration was not a 21st century idea. In 1977, only one year after the first gigaseal 

experiment, a Russian team measured calcium conductance using a two-chamber system very 

similar to the design of a single unit planner-patch (Kryshtal & Pidoplichko, 1977). They placed 

the cell between two chambers separated with a film, on which there was a small hole that the 

cell could sit on top of. Negative pressure was also applied to the “internal” side of the chamber 

to help the cell lodge firmly on the hole, after which they disrupted one side of the cell 

membrane to record specific ionic current flowing through the membrane. However, they most 

likely did not achieve a giga-Ohm seal because the film they used was made with plastic. This 

idea was seldomly re-visited until more recently, probably limited by the micro-fabrication 

processes critical for making glass chips capable of forming the required gigaseals. Even with 

the most advanced commercial planar patch systems, it cannot always achieve high-quality giga-

ohm resistance seals. This is considered an acceptable compromise when throughput is more 

important (e.g., drug screening) but less appealing when precision is required (e.g., studying 

detailed single-channel properties). Moreover, planar patch clamp only applies to high density 

cells in suspension. This does not represent the physiological condition for most excitable cells, 

and it cannot be used to investigate cell to cell communications such as synapses and neuro-

muscular junctions. Therefore, planar patch-clamp systems are adopted by large pharmaceutical 

companies but not commonly seen in primary academic research institutions.  
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Figure 3. Planner patch illustration 

Another engineering approach to the problem is to mimic manual patch-clamp procedures (a 

moving pipette approaching a static cell target) with machines. Modern patch-clamp pipette 

manipulators can be digitally controlled, as are the amplifiers and other components of the patch 

equipment “rig.” In 2012, an automated system for in vivo whole-cell patch-clamp was 

developed by controlling one dimensional movement (up and down) of the pipette to target cells, 

and applying pressure with a digitally controlled air pump (Kodandaramaiah, Franzesi, Chow, 

Boyden, & Forest, 2012). The procedure very closely resembles manual in vivo whole-cell patch 

without imaging guidance (so called “blind” patch), an extremely difficult and low yield 

experimental technique. Using pipette resistance measurements through voltage steps (the 

substances surrounding the pipette act as a resister), it is possible to determine whether the 

pipette has reached the cell membrane while the manipulator is slowly lowering in the vertical 

direction. Similarly, the system can determine whether a gigaseal has been formed after applying 

negative pressure and decide whether to break-in and obtain a whole-cell configuration based on 

the resistance measurement. Although, judging from the software and hardware components, the 

system was by no means advanced or sophisticated, it was the first to achieve true automatic 
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patch-clamp using conventional glass pipettes. The application of this system, however, was 

limited to in vivo preparations, which is not where the biggest need for improved patch-clamp 

methodology lies.  

To date, patch-clamp is still an indispensable method to accurately measure small synaptic 

events with high temporal resolution. While fluorescent voltage sensors are developing fast, the 

temporal resolution and measurement sensitivity/accuracy are not comparable with patch-clamp 

(St-Pierre, Chavarha, & Lin, 2015). In addition, it requires ectopic protein expression (as 

opposed to label-free imaging methods). In the field of cortical micro circuit and synaptic 

strength mapping, optogenetics perfectly solved the stimulation problem and the limiting factor 

is the path-clamp methodology. In the next chapter, I will discuss our work to improve patch-

clamp for ex vivo acute brain slice preparations and in vitro culture preparations, aiming to 

improve throughput and robustness for optogenetics aided micro-circuit mapping. 
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PART I. AUTOMATED IMAGE-GUIDED PATCH-CLAMP SYSTEM FOR 
IN VITRO APPLICATIONS 

 
 
 

This part was adapted from two published articles in Journal of Neurophysiology and Journal of 
Visualized Experiments. Minor alterations were made to accommodate for unified formatting 

and better comprehension. 
 

 

 

 

Patch-clamp is an old yet indispensable electrophysiology technique especially in measuring 

sub-threshold synaptic activities and single channel currents. The inherent low throughput and 

high dependence on experimenter expertise presented a challenge to the high demand for this 

gold-standard method. Yet, challenges mean opportunity for innovation. In this chapter, I will 

discuss an attempt to improve traditional patch-clamp electrophysiology through automated 

instrumentation. The first article describes the components and organization of the system, the 

work flow, and comprehensive testing of the efficiency and effectiveness of the system against 

traditional patch-clamp method. The second article details the installation, calibration, and 

working protocol, as well as examples of experimental applications.  
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CHAPTER 1.  INTEGRATION OF AUTOPATCHING WITH 
AUTOMATED PIPETTE AND CELL DETECTION IN VITRO 

Reproduced from: 
Wu Q, Kolb I, Callahan BM, Su Z, Stoy W, Kodandaramaiah SB, Neve R, Zeng H, Boyden ES, 
Forest CR, Chubykin AA. Integration of autopatching with automated pipette and cell detection 
in vitro. J Neurophysiol 116: 1564 –1578, 2016. 

Abstract 

Patch clamp is the main technique for measuring electrical properties of individual cells. 

Since its discovery in 1976 by Neher and Sakmann, patch clamp has been instrumental in 

broadening our understanding of the fundamental properties of ion channels and synapses in 

neurons. The conventional patch-clamp method requires manual, precise positioning of a glass 

micropipette against the cell membrane of a visually identified target neuron. Subsequently, a 

tight “gigaseal” connection between the pipette and the cell membrane is established, and suction 

is applied to establish the whole cell patch configuration to perform electrophysiological 

recordings. This procedure is repeated manually for each individual cell, making it labor 

intensive and time consuming. In this article we describe the development of a new automatic 

patch-clamp system for brain slices, which integrates all steps of the patch-clamp process: image 

acquisition through a microscope, computer vision-based identification of a patch pipette and 

fluorescently labeled neurons, micromanipulator control, and automated patching. We validated 

our system in brain slices from wild-type and transgenic mice expressing Channelrhodopsin 2 

under the Thy1 promoter (line 18) or injected with a herpes simplex virus-expressing 

archaerhodopsin, ArchT. Our computer vision-based algorithm makes the fluorescent cell 

detection and targeting user independent. Compared with manual patching, our system is 

superior in both success rate and average trial duration. It provides more reliable trial-to-trial 

control of the patching process and improves reproducibility of experiments. 

 

Key Words 

patch-clamp; computer vision; fluorescent cell detection; in vitro slice electrophysiology 
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New and Noteworthy 

This work presents a new automated, image-guided patch-clamp system for brain slices. We 

have developed novel computer vision-based algorithms of user-independent identification of 

patch pipettes and fluorescently labeled neurons. Our system integrates all steps of the patch-

clamp. 

Introduction 

Patch-clamp recording is a gold-standard technique for accurate measurement of membrane 

voltage fluctuations, synaptic currents, and ionic channel activity in neurons(Neher & Sakmann, 

1976). It has allowed neuroscientists to study properties of individual ion channels (Hoshi, 

Zagotta, & Aldrich, 1990) and synapses (Edwards, Konnerth, & Sakmann, 1990) and to 

characterize synaptic plasticity (Jaffe & Johnston, 1990; Zalutsky & Nicoll, 1990) and dendritic 

integration (Larkum, Zhu, & Sakmann, 1999). Patch-clamp recording also has been essential for 

dissecting the pathophysiology of neurological disorders caused by mutations in channels and 

synaptic proteins (Ackerman & Clapham, 1997). In combination with morphological 

characterization, this method has been used for classifying cell types in the brain (Kawaguchi & 

Kubota, 1993) and elucidating connectivity among nearby neurons (Markram, Lubke, Frotscher, 

Roth, & Sakmann, 1997). It also has been successfully coupled with optogenetics (Boyden, 

Zhang, Bamberg, Nagel, & Deisseroth, 2005) and applied to map long-range neuronal circuits 

(Petreanu, Huber, Sobczyk, & Svoboda, 2007). 

There is a growing demand for large data sets of patch-clamp recordings and morphological 

reconstructions. For ex-ample, large-scale cell-type classification of neurons based on 

electrophysiology and morphology as well as the study of their synaptic connections are some of 

the highest-priority goals in modern neuroscience (Alivisatos, 2012, 2013; Insel, Landis, & 

Collins, 2013; Jiang et al., 2015; Kandel, Markram, Matthews, Yuste, & Koch, 2013). However, 

patch-clamp recording of a large number of neurons has limitations: it is a challenging, laborious 

technique, akin to an art form, requiring a skilled and highly trained investigator. It is also low 

through-put: even the most skilled and experienced patch-clamp investigators can only record 

from a few neurons per day. 

A typical patch-clamp experiment is highly repetitive, making it strenuous and error prone 

for the investigator. For example, when the micropipette is being advanced toward the target cell, 
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errors such as advancing the pipette too far into the tissue, breaking the pipette tip, and 

improperly setting the pipette pressure are common among novices and occasional among 

experienced researchers. Furthermore, these errors usually accumulate toward the end of the day 

when researchers get fatigued. Some steps of the patch-clamp process are difficult to control 

manually. For example, the delicate pneumatic pressure changes applied to the pipette are 

necessary to form a whole cell configuration. This pressure control is typically performed by 

mouth or with a syringe (Boulton, Baker, & Walz, 1995; Walz, 2007), making it difficult to 

replicate among laboratories, among different investigators in the same laboratory, and even by 

the same researcher. Consequently, wide variability in manual patch-clamp methodology creates 

challenges when large data sets collected by various laboratories for a single study must be 

directly comparable (Tripathy, Burton, Geramita, Gerkin, & Urban, 2015). Furthermore, when 

multiple cells must be patched simultaneously or when patch clamping must be integrated with 

other techniques such as optogenetics, the compounded complexity of the procedure could 

prohibit new investigators from initiating such projects. Thus, there is a need to automate the 

patch-clamp process and minimize human involvement in its technical aspects. 

Some of the currently available open-source and commercial software packages attempt to 

make some parts of the process more convenient (Campagnola, Kratz, & Manis, 2014; Edelstein, 

Amodaj, Hoover, Vale, & Stuurman, 2010; Long, Li, Knoblich, Zeng, & Peng, 2015; Perin & 

Markram, 2013; Suter et al., 2010). However, there is no comprehensive free and open-source 

solution that automates the patch-clamp procedure in vitro. We previously developed and tested 

the “Autopatcher,” a robot for automated “blind” patch-clamp recording in vivo 

(Kodandaramaiah, Franzesi, Chow, Boyden, & Forest, 2012). The Autopatcher was designed to 

use only electrical resistance, not visual information, as an indicator of cell proximity. However, 

in brain slice preparations, targeting cells on the basis of visual cues such as the shape or 

fluorescence of a cell is often required (Komai, Denk, Osten, Brecht, & Margrie, 2006; Lefort, 

Tomm, Floyd Sarria, & Petersen, 2009). Currently, no automation software exists to assist in the 

performance of such visually guided patch-clamp experiments in tissue. 

We have developed the Autopatcher IG (“Image Guided”), a system that enables a 

conventional electrophysiology rig to automatically perform patch-clamp electrophysiology in 

vitro. The system reduces the need for manual intervention by automating highly skilled but 

repetitive tasks in the patch-clamp process (Fig. 1A). This is accomplished by automation of 
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pipette calibration (Fig. 1B), fluorescent cell detection (Fig. 1C), manipulator trajectory planning 

and execution, pneumatic pressure control, electrophysiological measurements, and data logging 

(Fig. 1). We have validated the performance of the Autopatcher IG by performing patch-clamp 

recordings of over 200 cells in mouse brain slices from wild-type, transgenic, and virally injected 

mice. The Autopatcher IG demonstrated robust performance, reproducibility, and twofold 

improvement in speed and likelihood of obtaining a successful recording com-pared with manual 

patching. 
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Figure 4. Automated image-guided in vitro patch-clamp workflow. 

 
A) Steps in an automated in vitro patch-clamp experiment. 1, Primary calibration is done 

automatically through computer vision (also see B). 2, Target cell selection is then done using either 
mouse clicks (bottom) or automatic fluorescent cell detection (top; algorithm explained in detail in C). 3, 
Selected cell coordinates are stored for further patching (subscripts indicate the cell identification no.). 4, 
This is followed by a pipette calibration step that determines the coordinates of the patch pipette with 
micrometer-scale accuracy and resolution (indicated by red crosshairs). 5, With the coordinates of the 
pipette tip and target neuron determined, a pipette guidance algorithm determines the trajectory to be 
taken by the pipette and automatically guides the pipette to the targeted cells. 6 – 8, The patch algorithm 
(also see Fig. 6 for detailed algorithm flowchart) is then initiated, which uses pipette impedance 
measurements to detect contact with the neuron (6), form a gigaseal (7), and break in (8). 9, After 
successful break-in, a whole cell recording is performed. A fully automatic patching process is defined as 
the successful automatic execution of all steps from loading a new pipette to obtaining a whole cell patch 
(marked by dark green lines). If adjustments are to be made at any point to this automatic process, it is 
defined as a semiautomatic patching trial (marked by light green lines). Such adjustments are mainly 
manipulator mechanical error correction, caused by mechanical errors in manipulator positioning, and 
touch cell error correction, caused by incorrect cell contact detection. Dark green borders indicate fully 
automatic procedure; light green borders indicate a semiautomatic trial, involving at least some human 
interference. DIC, differential interference contrast. B) Computer vision algorithm is used to determine 
the coordinates of the pipette tip during automatic calibration. A series of images along the optical z-axis 
are acquired under bright-field illumination to determine if the pipette tip is in focus using local contrast 
detection. Gaussian blur, Canny edge detection, and Hough transform are then applied to identify the 
pipette tip (indicated by red dot), and the tip coordinates are identified (xp, yp, zp; also see Fig. 4A). C) 
computer vision algorithm used to detect and log coordinates of fluorescent cells. A series of images are 
acquired under epifluorescence illumination along the optical z-axis of the microscope (left), with the step 
size and the depth defined by an experimenter. Each acquired image at depth zn is analyzed using a series 
of thresholds to detect cell contours. The centroids of the identified cell contours for each threshold are 
superimposed and clustered along the x and y dimensions. Final cell coordinates are computed as the 
average of the corresponding x, y, z cluster coordinates.  
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Materials and Methods 

Animals  

All animal procedures were approved by the Committee on Animal Care at the Allen 

Institute for Brain Science, the Massachusetts Institute of Technology, and the Purdue Animal 

Care and Use Committee. Both male and female animals were used in acute brain slice 

preparation. C57BL/6 (wild type) mice were used in all experiments except for testing 

fluorescent cell detection and patching algorithm. A stable mouse line expressing 

Channelrhodopsin 2 (ChR2) fused with enhanced yellow fluorescent protein (EYFP) under Thy1 

promotor, B6.Cg-Tg(Thy1-COP4/EYFP)18Gfng/J (Thy1-ChR2-EYFP line 18), was purchased 

from Jackson Laboratory (Arenkiel et al., 2007). 

Acute mouse cortical slice preparation 

Visual cortical slices from young (postnatal day 21 – 50; P21 – P50) mice were prepared as 

de-scribed previously (Philpot, Sekhar, Shouval, & Bear, 2001). Mice were anesthetized with 

isoflurane and decapitated after confirmation of deep anesthesia using tests of corneal reflex and 

toe pinch. The brain was removed and sliced with the use of a vibrating-blade microtome (Leica 

Microsystems, Buffalo Grove, IL) in an ice-cold, oxygenated, high-sucrose dissection buffer 

containing (in mM) 75 sucrose, 10 glucose, 87 NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 0.5 

CaCl2, 7 MgCl2, and 1.3 ascorbic acid. Coronal slices (350 µm) containing primary visual cortex 

were incubated at 32°C for 15 min in a holding chamber with oxygenated artificial cerebrospinal 

fluid (ACSF) containing (in mM) 124 NaCl, 3.5 KCl, 1 CaCl2, 0.8 MgCl2, 1.23 NaH2PO4, 26 

NaHCO3, and 10 glucose, and were subsequently incubated at 30°C for the remainder of the day. 

Acute brain slices were prepared from adult (P50 – P180) mice using the protective recovery 

method described in detail elsewhere (Ting, Daigle, Chen, & Feng, 2014). Briefly, animals were 

heavily anesthetized with isoflurane and perfused transcardially with N-methyl-D-glucamine 

(NMDG) solution containing (in mM) 93 NMDG, 2.5 KCl, 1.2 NaH2PO4, 30 NaHCO3, 20 

HEPES, 25 glucose, 5 Na-ascorbate, 3 Na-pyruvate, 10 MgSO4·7H2O, and 0.5 CaCl2·2H2O (pH 

titrated to 7.3 – 7.4, osmolarity 300 – 310 mOsm). Mice were quickly decapitated, and the brain 

was extracted, embedded in 2% agarose, and cut into 300 µm coronal slices in the cutting 

solution using a VF200 compresstome (Precisionary Instruments). The slices were incubated at 
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34°C in the cutting solution for 10 –12 min. They were then transferred to a recovery solution 

containing (in mM) 92 NaCl, 2.5 KCl, 1.2 NaH2PO4, 30 NaHCO3, 20 HEPES, 25 glucose, 5 Na-

ascorbate, 2 thiourea, 3 Na-pyruvate, 2 MgSO4·7H2O, and 2 CaCl2·2H2O (pH 7.3–7.4, 

osmolarity 300 –310 mOsm) for at least 60 min before recording began. Recordings were 

performed at room temperature (25°C) in an open bath chamber (RC-29; Warner Instruments) 

with standard recording solution containing (in mM) 124 NaCl, 2.5 KCl, 1.2 NaH2PO4, 24 

NaHCO3, 5 HEPES, 12.5 glucose, 2 MgSO4·7H2O, and 2 CaCl2·2H2O. The liquid junction 

potential was not corrected. 

Electrophysiology recordings 

In both preparations, patch-clamp electrodes were pulled from filamented borosilicate glass 

tubes (BF150-86-10; Sutter Instruments) with the use of a P-97 micropipette puller (Sutter 

Instruments) to a resistance of 3.5–7.9 MOhm. Internal solution contained (in mM) 20 KCl, 100 

K-gluconate, 10 HEPES, 4 MgATP, 0.3 Na2GTP, 7 phosphocreatine, and 0.2% biocytin (pH 

adjusted to 7.4, osmolarity adjusted to 300 mOsm). In some experiments, 4% (wt/vol) Alexa 

Fluor 594 (A-10438; Life Technologies) or Lucifer yellow (L-453; Life Technologies) was 

added to the intracellular solution to visualize patch-clamped cells under fluorescent optics. Cell 

characteristics were obtained 5 min after a successful break-in using Clampex. The algorithm is 

considered to yield a successful whole cell recording if access resistance is less than 80 MOhm 

and holding current at 70 mV is larger than 200 pA. 

All data are reported as means standard error (SE). A two-tailed Student’s t-test was used to 

compare between groups, and P < 0.05 is considered significant. 

Cell labeling with fluorescent dye  

A glass pipette (with filament) was back-filled with 5 mM Alexa Fluor 568 in 5 mM KCl by 

contacting the back of the glass pipette (opposite side of the tip) with the dye solution such that a 

small volume of the dye solution filled the tip of the pipette by capillary force. The pipette was 

then back-filled with internal solution. The patch-clamp experiment was performed as described, 

and the cell was held for at least 30 min after whole cell configuration was formed to allow the 

dye to diffuse into the projections. 
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Immunohistochemistry and imaging  

Acute brain slices were fixed in 4% paraformaldehyde solution for 30 min at room 

temperature, washed with PBS three times over 1 h, and subjected to antibody labeling or 

directly mounted for imaging. We used chicken anti-green fluorescent protein (anti-GFP; 

ab13970; Abcam) diluted 1:1,000 in PBS with 5% bovine serum albumin and 0.1% Triton X-100 

overnight at 4°C to label Channelrhodopsin-EYFP. Slices were washed in PBS three times over 

1 h and incubated with goat anti-chicken Alexa 488 (A-11039: Thermal Fisher) overnight at 4°C 

in the same buffer used for primary antibody labeling. Slices were then washed and mounted for 

imaging with confocal scanning microscopy (Zeiss LSM710). 

Viral injection surgery 

ArchT-EYFP was cloned into the herpes simplex virus (HSV) amplicon vector p1006, under 

the control of the murine cytomegalovirus (mCMV) promoter. It was packaged using the 

standard amplicon packaging protocol. The titer was 3x108 infectious units (i.u.)/ml. C57BL/6 

(wild type) mice ages P16 –P25 were used to inject HSV-ArchT-EYFP in the primary visual 

cortex. Animals were initially anesthetized with 5% isoflurane and 1.5% during the surgery. The 

surgical site was shaved and disinfected with 75% ethanol. The skin above the visual cortex was 

surgically removed, and connective tissue was removed with 3% hydrogen peroxide. Four 

craniotomies (2 per hemisphere) at the primary visual cortex (coordinates determined by mouse 

brain atlas) were carefully drilled by a robotic rodent stereotactic surgery system (Neurostar). 

Virus (500nl) was injected to each site at a 0.6-mm depth over a period spanning 10 min. The 

surgical site was sealed locally with Kwik-Cast sealant (WPI), and then the skull was sealed with 

dental cement (Ortho-Jet; Lang Dental). Animals recovered for 2–3 days before preparation of 

acute cortical slices reparation to allow optimum protein expression. The same procedure was 

then performed to prepare acute brain slices as described above. 

Pressure control unit parts  

Parts used to construct the pressure control unit are as follows: a secondary data acquisition 

board (USB-1208FS; Measurement Computing, Norton, MA), solenoid valves 



62 
 

(LHDA0531115H; The Lee Company), an air pump (VMP1625MX-12-90-CH mini-pump; 

Virtual Industries), and an air pressure sensor (MPXV7025G; Freescale Semiconductor). 

Results 

Hardware 

The Autopatcher IG utilizes off-the-shelf patch-clamp in vitro electrophysiology hardware. 

The setup is based on an upright microscope outfitted with differential interference contrast 

(DIC) optics. Brain slices are visualized using low-magnification (4x/10x) and high-

magnification (40x/60x) water-immersion objectives that can be exchanged manually using a 

swinging nosepiece or automatically using a motorized carriage. Image guidance is 

accomplished by interfacing with a charge-coupled device (CCD) camera (QImaging). The 

Autopatcher IG relies on motorized three-axis control of the microscope stage and the patch-

clamp pipette micromanipulator (Scientifica SliceScope Pro 1,000; Scientifica). A pipette holder 

is connected to the headstage of a patch-clamp amplifier (Multiclamp 700B). The headstage is 

mounted on the pipette manipulator (Fig. 2A). A data acquisition system (Digi-data 1550A; 

Molecular Devices) relays the electrical signal from the amplifier to the computer for processing 

and storage (Fig. 2). Autopatcher IG also can be implemented to hardware systems different 

from that described above with driver programming. 

The only additional hardware component that is necessary for the Autopatcher IG is a 

custom-built pipette pneumatic pressure control unit (Fig. 2, B and C). Pneumatic pressure in the 

pipette is sensed and algorithmically controlled by interfacing with a secondary data acquisition 

board (USB-1208FS; Measurement Computing) that controls a series of valves, an air pump, and 

an air pressure sensor. Alternatively, we also have adopted the Autopatcher IG to utilize a 

commercially available patch-clamp pressure control system (Autopatcher pressure control box; 

Neuromatic Devices, Atlanta, GA). 
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Figure 5. Experimental setup. 
 

A) Standard patch-clamp electrophysiology equipment is used in conjunction with a pneumatic 
pressure control unit (also see Fig.3) and our custom-written software. B) Image of the pipette pneumatic 
pressure control unit prototype. Two solenoid valves (white circles, center) and an air pressure sensor 
(black square, top left) are connected to control the pipette internal pressure. The air pump is not shown. 
C) 3 different valve configurations resulting in no pressure (top) or brief pulses of positive (middle) or 
negative pressure (bottom) applied to the back end of the pipette when the pump is activated by a 
transistor-transistor logic (TTL) signal. The pressure sensor provides feedback information to control the 
minimum and maximum pressure during patching. D) Block diagram of the hardware setup. A central 
computer controls all components of the Autopatcher IG. The primary data acquisition system provides 
an interface to the patch-clamp amplifier and allows the user to perform a standard electrophysiology 
experiment. The secondary data acquisition board provides an interface to the pressure control unit and to 
the external electronics hardware, which can communicate via TTL signals. On the sensor side are signals 
from the patch pipette, microscope camera, and internal pipette pressure sensor. The custom graphical 
user interface (GUI; see Fig. 3) allows the user to control the manipulator, camera setting, microscope 
stage, pressure control unit, and patch-clamp amplifier [via software development kits (SDK) for digital 
amplifiers (Axon MultiClamp 700B)]. 
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Software architecture and graphical user interface 

Autopatcher IG is organized modularly with the capability of easy functional expansion. 

Different modules communicate with each other through the main module and can run 

independently. The software is written in Python, a free and open-source programming language, 

using free and open-source libraries, such as the graphical user interface (GUI) PyQt (Riverbank 

Computing), which provides a Python interface to a popular open-source cross-platform GUI 

library, Qt (https:// www.qt.io/), and OpenCV, an open-source computer vision library (Bradski 

2000) (Fig. 3). Autopatcher IG software, user manual, tutorials, and an alternative 

implementation in LabVIEW are available online (www.autopatcher.org or 

https://github.com/chubykin/AutoPatcher_IG).  

https://www.qt.io/
https://www.qt.io/
http://www.autopatcher.org/
https://github.com/chubykin/AutoPatcher_IG
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Figure 6. GUIs of the Python-based software featuring image acquisition, manipulator, and patch 
control. 

 
A) Camera view of a brain slice with target cells (i) selected at a low magnification of 4 (top) and at a 

high magnification of 40 (bottom left). Yellow labels indicate the cell no.; coordinates of the cells are 
stored as the corresponding sequence of memory positions and indicated in the GUI (bottom right) B) 
Main GUI providing settings for image acquisition, microscope stage, and micromanipulator control. ii, 
Microscope stage: controls include settings for stage coordinates, magnification, pixel-mm calibration; iii, 
micromanipulators: user can initiate automatic calibration and control individual micromanipulators; 
additional micromanipulator units are automatically recognized and added; iv, controls for camera 
exposure (in ms), image brightness, and contrast; v, automatic pipette calibration; vi, calibration save and 
load. C) Patch control GUI during an ongoing patching experiment. Top trace indicates pressure (in 
mmHg); bottom trace indicates current measurements from the patch amplifier (letters denote key events 
in the patch-clamping process: S denotes the touch cell surface event, G denotes the time point at which a 
gigaseal is obtained, and B denotes when break-in is achieved). vii, Automatic patch algorithm; viii, 
independent valve configuration control: allows user to override the patch algorithm and manually apply 
user-required positive or suction pressure; ix, independent pump control: allows user to override the patch 
algorithm and control the pump; x, real-time pressure; xi, real-time resistance. 
  



66 
 

Computer vision-aided pipette tip calibration  

A preliminary step to using the Autopatcher IG is manipulator primary calibration, which 

allows the software to manipulate the stage and pipette from the same reference coordinate 

system. It is performed once during initial setup and at any time the hardware configuration is 

changed. In the calibration process, the manipulator will move predefined distances along the x-, 

y-, and z-axes, and the position of the pipette tip will be identified using a computer vision 

algorithm after each movement as described in Fig. 4. A secondary calibration realigns the two 

coordinate systems by detecting the pipette tip and then applying transformation coefficients that 

were obtained from the primary calibration. Secondary calibration is performed every time a new 

pipette is installed. 

In the automatic patching experiments we performed, each image after manipulator 

movement along the specific axis was subjected to Gaussian blur to decrease noise, the result of 

which was then used to extract pipette contour through Canny edge detection. Hough transform 

was subsequently applied to derive perfect lines fitting the pipette contour, which were then 

color inverted. The brightest point indicated where most of the pipette outlines intersected. The 

coordinates of this intersection point were assigned as the tip of the pipette (as shown in Fig. 

4A). Such image processing was carried out twice on each image; the first iteration narrowed the 

detection range to a small cropped image near the tentative pipette tip, and the second iteration 

determined the final pipette tip coordinate. The reason for dual processing was to take into 

account changes in the angle of the pipette wall at different distances from the tip caused by the 

varying shapes of the pipettes prepared with the use of different pulling programs. For 

calibration along the z-axis, a focus detection algorithm was applied to derive the third pipette tip 

coordinate. The primary calibration process was performed only when the angles of the 

manipulator setup were changed. The secondary calibration process was performed each time a 

new pipette was installed and positioned within the visual field. 

Automatic pipette tip calibration together with manual new pipette installation and 

positioning within the visual field took on average about 68 ± 6 s (mean ± SE; n = 10 trials), the 

average positioning error was 1.6 ± 0.215 µm when the pipette traveling distance was within a 

200 µm radius after calibration (Fig. 4B). In addition, all of the automatic patching experiments 

described used the same primary calibration coefficients, which were saved and reloaded each 

day. There was no observable deterioration in performance, given that our hard-ware setup was 
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stable (the angle and magnitude of manipulator movement relative to the microscope view did 

not change). 
 

 

 
 

Figure 7. Computer vision-aided identification of the pipette tip coordinates. 
 

A) Image acquisition and pipette tip detection. i, Original pipette image acquired by the microscope; 
ii, image after application of Gaussian blur; iii, Canny edge detection algorithm applied to the image in ii 
defines the contours of the pipette tip; iv, Hough transform performs feature extraction to fit the pipette 
contours with lines; v, color inversion and intensity calculation are used to detect the lines’ point of 
intersection; vi, pipette tip detected by the algorithm as indicated by red dot. B) Automatic pipette 
calibration achieves high precision. To test the precision of automatic pipette calibration, a predefined 
calibration grid was used and the pipette tip was then targeted to the centroids of four quadrants and the 
screen center. Top row shows the relative location of the pipette on the screen at 4x magnification; bottom 
row shows the precision of the pipette placement at 40x magnification. Red dots are 1 pixel in size and 
are the target locations. 
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After the manipulator/pipette calibration was performed, the trajectory of the pipette could be 

controlled by using memory positions stored as target coordinates or by using a keyboard or a 

mouse to direct positioning. The automatic patching experiments described in this article used 

memorized target cell coordinates to direct both microscope and pipette to the target cell. After 

calibration, the pipette did not need to be located within the microscope view for targeting and 

positioning. 

Automatic patching algorithm  

Gigaseal formation and break-in are automated by Autopatcher IG through the “Patch 

Control” module. After a cell is selected and a patch trial initiated, the pipette moves to the target 

coordinates offset by a user-defined “final approach” distance (10 µm, but can be changed by the 

user). The user can choose to approach the cell either along the shortest trajectory or vertically 

along the z-axis; all results shown were acquired using a vertical approach. Upon reaching the 

final approach distance, the manipulator starts descending in predefined step size (1 µm, but can 

be changed by the user) while the system is monitoring the resistance change calculated from 

membrane test current injection. Nine distinct stages are defined in the patching process, and the 

transitions between these stages are determined by a series of pipette resistance and pressure 

threshold configurations that can be changed and updated at any time point (Fig. 5, Table 1). A 

small positive pressure (35– 60 mmHg by default) in the glass pipette is maintained through a 

pump-pressure sensor feedback loop. When the resistance has increased over the threshold (15% 

increase from initial pipette resistance by default), manipulator descent is stopped and the valve 

configuration is switched to apply negative pressure to the pipette to facilitate formation of a 

gigaseal. The Patch Control applies negative pressure pulses (starting at 60 mmHg and peaking 

at 100 mmHg by default) through the pressure control loop. When the next resistance threshold 

(90 MOhm) is reached, the holding voltage potential is decreased to 70 mV to match the cell 

resting membrane potential. The algorithm then stops applying negative pressure and waits for 

gigaseal formation, as defined by pipette resistance being 1 GOhm (Figs. 5 and 6A). After the 

gigaseal is formed, the program will halt and give an experimenter an option to apply “zap” as an 

alternative method to break in. By default, it will apply pulses of negative pressure to break in 

and establish a whole cell configuration (Fig. 6B). If the cell membrane resistance falls to 300 
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MOhm (default) and the holding current is within the range 200 to 100 pA (same as our 

definition for a successful patch), the break-in is considered to be successful and the whole cell 

configuration is established. Otherwise, if the success criteria or any intermediate thresholds are 

not met, the program will stay in the current stage and keep executing the respective action until 

the time limit (4 min by default) is exceeded. Successful patches were validated by measuring 

resting potential (less than 55 mV) and step current injection-induced action potentials (Fig. 6C). 

All pressure and resistance parameters are recorded and saved as patch logs to be used in post 

hoc analysis for experiment quality control and configuration optimization (Fig. 6A). The 

Autopatcher IG system is scalable and allows automated patching and recording from two or 

more cells simultaneously (Fig. 6, D–G). 
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Figure 8. Automatic patch function algorithm logic. 
 

Nine distinct stages are defined by a series of resistance (Rp, pipette resistance; Rm, membrane 
resistance; Ra, access resistance), positive and negative pressure [P(+/-)], and time (t) thresholds. 
Thresholds used in actual experiments are shown in Table 1. 
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Table 1 Default threshold values in the gigasealing algorithm 
 

Parameter Value Factor Contributing to 
Variation 

Rp threshold 1: initial pipette 
resistance 

10 MOhm Pipette tip diameter, clogging 

P(+) threshold 1: minimum positive 
pressure 

30 mmHg Extracellular matrix 
composition, target cell depth 
(higher pressure may be 
necessary for deeper cells) 

Rm threshold 2: touch cell resistance 
coefficient 

115% of initial Rp Cell size/type 

P(-) threshold 1: negative pressure 
for sealing 

Less than   60 mmHg Cell size/type 

Rm threshold 3: for   70-mV 
adjustment 

100 MOhm Based on experience; may be 
optimized by data mining 

Rm threshold 4: wait for gigasealing 
resistance 

200 MOhm Based on experience; may be 
optimized by data mining 

Rm threshold 5: gigaseal resistance 1,000 MOhm Patch quality requirement; a 
higher value will result in the 
tighter seal 

P(-) threshold 2: minimum negative 
pressure for break-in 

Less than   85 mmHg Cell size/type,   zapping 

Rm threshold 6: broken-in resistance 300 MOhm Cell size/type 
Ihold threshold 1: broken-in holding 
current 

Greater than   200 pA 
and 100 pA 

Seal quality 

t threshold 1: time to fail 4 min Based on experience 
 

 
Listed values are those used in the experiments described in this article. All listed thresholds are related 

to the representative patch in Fig. 4, and all can be changed by the user and saved in the Autopatcher IG 
configuration file. 
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Figure 9. Automatic image-guided patch clamp yields high-quality whole cell recordings 
comparable with manual patching. 

 
A) Example patch log of a successful patching trial with a history of current (I), resistance (R), and 

internal pipette pressure (P) parameters. Top, raw voltage input from the data acquisition board (light 
green) and the membrane test current (dark green). Middle, membrane resistance. Bottom, internal pipette 
pressure (letters denote key events in the patch-clamping process: S denotes the touch cell surface event, 
G denotes the time point at which a gigaseal is obtained, and B denotes when break-in is achieved). The 
“saw tooth” pressure pattern is caused by the on-off feedback pressure controller switching between 
pump-on and pump-off states. B) Representative images show an automatically patched cell at 4 
magnification (left) and 40 magnification DIC optics (middle) in a mouse visual cortex brain slice. Right, 
the same neuron filled with Lucifer yellow, post-fixed, and visualized with 40 magnification 
epifluorescence optics. C) Electrophysiological responses of an automatically patch-clamped neuron to 
hyperpolarizing and depolarizing current injections. D) Representative image of 2 simultaneously patched 
cells in a slice. E) Confocal image of the 2 cells in D filled with Alexa 568 hydrazide and fixed after 
patching. F) Electrophysiological responses of these 2 patched cells to hyperpolarizing and depolarizing 
current injections. Top, cell on the left (L); bottom, cell on the right (R). G) Simultaneous recordings of 
excitatory postsynaptic potentials (EPSPs) from these neurons evoked by white matter stimulation. H) 
Automatic patching (top; n = 30 from 3 mice) generates high-quality patches that are comparable to those 
obtained using conventional manual patching (bottom; n = 30 from 6 mice). There was no significant 
difference between the 2 groups in the distribution of membrane capacitance (P = 0.06), holding potential 
(P = 0.70), access resistance (P = 0.70), membrane resistance (P = 0.97), and seal resistance (P = 0.33, 2-
tailed Student’s t-test). 
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Figure 6 
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We conducted automatic and manual patch-clamp experiments to evaluate the efficiency and 

effectiveness of Autopatcher IG. We defined a trial as fully automatic if the system successfully 

completed a full whole cell patch-clamp trial from the beginning to the end without any 

interruption or user interference. We defined a semiautomatic trial as a trial that required any 

user interruption (Fig. 1A). Most of the interruptions were caused by either manipulator 

inaccuracies in pipette positioning or failures of the algorithm to establish a gigaseal. A total of 

30 successful whole cell configurations were achieved in 44 automatic/semiautomatic patching 

trials, with a total success rate of 68.2%, whereas the success rate of manual patching was only 

35.3% (30 of 85 trials). Among all 44 trials performed using Autopatcher IG, 23 trials (52.3%) 

were fully automatic, 19 of which were successful, which accounts for 82.6% in the fully 

automatic subcategory or 43.2% in total. The other 21 trials of the total 44 (47.7%) were 

semiautomatic, and 11 trials were successful, which accounts for 52.4% in the semiautomatic 

subcategory and 25.0% in total (Fig. 7, B and D). There was no significant difference (Student’s 

t-test) in the quality of patches obtained using the two methods, based on the seal resistance (P = 

0.33), the membrane capacitance (P = 0.06) and resistance (P = 0.97), the access resistance (P = 

0.70), and the holding current (P = 0.70) (Fig. 7H). Both fully automatic and semiautomatic 

patching yielded a higher success rate compared with manual patching. 

The average times for positioning a pipette tip next to a target cell, forming a gigaseal, and 

breaking in were significantly shorter when performed using automatic patching compared with 

manual patching (Fig. 7, A and D). Moving a pipette tip to a saved target cell location, with 

secondary calibration of the pipette offset, took on average 103.2 ± 2.7 s (n = 44) for both fully 

automatic and semiautomatic trials (no difference at this stage). This was significantly faster than 

manual pipette tip placement, which took 183.0 ± 4.4 s (n = 85, P = 0.0001, Student’s t-test). 

Furthermore, the use of automatic manipulator control and memory positions enabled pipette tip 

placement outside of the microscope’s visual field, which is impossible with manual patching. 

Automatic patch-clamp algorithm resulted in faster gigaseal formation, 119.5 ± 18.3 s (n = 23) 

for fully automatic and 122.6 ± 10.1 s (n = 19) for semiautomatic patching (no significant 

difference between the two, P = 0.88) compared with 233.6 ± 30.3 s (n = 85) for manual 

patching (P = 0.001). Precise, fast pressure control in response to resistance changes significantly 

decreased the break-in time from 49.1 ± 8.1 s for manual trials to 15.3 ± 4.3 s for semiautomatic 

trials (P = 0.036 compared with manual) and further decreased to 5.2 ± 1.0 s for fully automatic 
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trials (P = 0.0002 compared with manual; P = 0.025 compared with semiautomatic; Fig. 7A). 

There was no significant difference between the duration of failed trials for either automatic or 

manual algorithms. However, because the duration of a successful trial was two times shorter, 

and the success rate was two times higher, the overall time spent to achieve comparable 

productivity was much shorter for the automatic algorithm. 

Furthermore, the time limit for automatic trial attempt may be further decreased, leading to 

less time spent during failed trials. Use of the Autopatcher IG also proved to be more consistent 

because the time spent during each automatic trial was less variable compared with manual 

patching (Fig. 7C). 
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Figure 10. Automatic patching algorithm significantly improves patch clamp efficiency. 
 

A) Average time spent during pipette placement, gigaseal formation, and establishment of whole cell 
configuration (break in) in both automatic patching (dark green) and semiautomatic patching (light green) 
is significantly shorter than in manual patching (light blue) in successful trials. The time from the end of 
pipette placement to termination of a failed trial (gray) is not significantly different between the 2 
methods (*P < 0.05; ***P < 0.001; 2-tailed Student’s t-test). Error bars represent SE. B) Success rate for 
automatic (n = 44 from 3 animals) and manual patching (n = 85 from 6 animals). C) Distribution of times 
spent during the 3 patching steps. The automatic patching steps are faster and more reproducible 
compared with the manual patching steps. Data points are the times for pipette placement in all successful 
trials vs. gigaseal time (top) and break-in time (bottom). D) Schematic illustration showing the average 
time and success/failure rates of automatic and manual patching. 
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Computer vision-aided fluorescent cell detection and patch clamp 

The Autopatcher IG can be used to automatically detect a fluorescent cell, determine the 

coordinates of this cell, and store the coordinates for subsequent patch-clamp experiments. This 

automation of cell detection is achieved using computer vision processing of fluorescent images 

acquired at different slice depths. The program takes a z stack (20 images, 2-µm z-step size, 

default settings), and each acquired image is transformed into a series of black-and-white images 

using different thresholds (0.5 to 5 times mean pixel intensity). The use of multiple thresholds 

instead of one single threshold ensures that the detection algorithm can accommodate a wide 

range of fluorescence intensities. After initial Canny edge detection, cell contours within the 

range of 75–250 µm2 in size and 60% circularity are considered to be tentative cells (Figs. 1C 

and 8Aiii). The centroids of these tentative cell contours from different thresholds are then 

clustered into groups on the basis of their distance from each other (Fig. 8Aiv). A threshold of a 

minimal number of detected centroids in a cluster is used to detect and exclude false positives. 

The final coordinates of each detected cell are the mean of all centroid coordinates along the x- 

and y- axes and the median along the z-axis (Fig. 8A). Automatic cell detection yields cell 

coordinates that are stored and can be saved in a file. These coordinates are shown in the 

memory positions GUI (Fig. 3) that is used to direct a patch pipette and also can be used for 

directing a puff pipette for local drug application, single-cell laser-scanning photostimulation, or 

chemical compound uncaging. 

We tested our computer vision algorithm for detecting fluorescent cells in both cortical slices 

from a Thy1-channelrhodopsin 2-EYFP line 18 (Thy1-ChR2-EYFP) transgenic mouse (Fig. 8) 

and from a wild-type (WT) mouse injected with HSV-ArchT-EYFP virus (Fig. 9). The average 

time required to locate the cell centroids was 84.2 ± 0.9 s for ArchT-EYFP (n = 10 trials) and 

89.3 ± 1.3 s for Thy1-ChR2-EYFP (n = 10 trials). The average false-positive rate, or computed 

coordinates not visibly centered over a cell, was low for both preparations at 4.9 ± 2.25% for 

HSV-ArchT-EYFP and 3.43 ± 1.75% for Thy1-ChR2-EYFP. Detection sensitivity (the 

percentage of fluorescent cells that can be detected within the field of view) was 76.4 ± 4.6% for 

HSV-ArchT-EYFP and 79.7 ± 8.8% for Thy1-ChR2-EYFP. There was no significant difference 

in false-positive rate or detection sensitivity between the two experimental preparations (P = 0.6 

for both, Student’s t-test). The detection threshold range and computing power could affect the 

total detection time, but they were sufficient for a standard desktop personal computer used in 
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our experiments. The low variation demonstrates that our detection system reliably detects the 

majority of fluorescent cells in the field of view. 

We then demonstrated the feasibility of a complete automatic patching algorithm from cell 

detection to whole cell configuration using Autopatcher IG. A total of 20 whole cell patches 

were formed from fluorescence-positive layer 5 neurons in Thy1-ChR2-EYFP cortical slices 

(Fig. 8, B and C). The average times were 98.5 ± 2.8 s for pipette positioning, 136.5 ± 20.1 s for 

gigaseal formation, and 9.8 ± 2.8 s for break-in, all of which were not significantly different from 

times in automatic and semiautomatic patching trials in WT mice (P = 0.4 for all). Patched cells 

were subjected to light activation to confirm ChR2-EYFP expression (Fig. 8D). Patch qualities 

were consistent with those for WT patches (Figs. 6H and 8E). No differences in seal resistance 

(P = 0.71, Student’s t-test), membrane resistance (P = 0.05), access resistance (P = 0.95), and 

holding current (P = 0.96) were observed compared with the same measurements in manually 

patched cells. The success rate for automatic detection and patching of fluorescent cells was 

comparable to that for manual patching at 31.0% (n = 65 from 3 animals), the majority of which 

required adjustment at the touch cell surface step. The membrane capacitance of automatically 

patched fluorescent cells was significantly larger than that of nonfluorescent cells (P = 0.001), 

which could be potentially explained by changes in conductivity caused by expression of ChR2. 

Furthermore, expression of ChR2 was specific to larger layer 5 pyramidal cells, which may 

require different thresholds in the patching algorithm that can be determined after the 

corresponding patch logs are analyzed. The lower success rate and the need for threshold 

adjustments may also be explained by neuronal cell firing during fluorescence visualization. 

Alternatively, previous reports suggest that long-term high levels of expression of ChR2 may 

influence the health of a cell (Feldbauer et al., 2009; Lin, 2011; Miyashita, Shao, Chung, 

Pourzia, & Feldman, 2013). 
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Figure 11. Automatic identification and patch clamp of fluorescent neurons in brain slices. 

 
A) Computer vision processing of images acquired with epifluorescence optics detects fluorescent 

neurons and identifies their x, y, z coordinates. Three representative z sections are shown from a complete 
experiment (20 total z sections) using brain slices prepared from a mouse expressing channelrhodopsin-2-
EYFP in layer 5 pyramidal cells (Thy1-ChR2-EYFP mouse line 18). i, Original image after histogram 
equalization; ii, pseudo-colored image after thresholding; iii, superimposed cell-like contours detected 
after a series of varying thresholds; iv, centroids of detected contours are accumulated from z sections; v, 
centroids from the complete z scan (20 z sections) are clustered and the final coordinates calculated. B) 
Representative patched fluorescent neuron (green) filled with Alexa Fluor 568 dye (red) in layer 5 mouse 
neocortex. An acute brain slice was post fixed and immunolabeled with the anti-GFP antibody. Image 
acquisition was performed using confocal microscopy. C) Current-clamp recordings of a patched cell 
responding to hyperpolarizing and depolarizing current injection. Firing pattern shows intrinsic bursting, 
which is characteristic of a layer 5 intrinsically bursting pyramidal neuron. D) The same neuron as in C 
reacts to light (480 nm) activation with bursts of action potentials. Blue arrows show the light on epochs 
that are 2 ms each and 150 ms apart. E) Patched cell properties measured from each successful trial (n 20 
from 3 animals). No significant differences in holding current, access resistance, membrane resistance, 
and seal resistance were observed compared with those for nonfluorescent cells, shown in Fig. 6. 
Membrane capacitance distribution was significantly different from that in nonfluorescent cells, which 
can be explained by the larger size of the layer 5 pyramidal cells (P 0.05, 2-tailed Student’s t-test). 
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Figure 12. Computer vision-aided automatic cell detection of ArchT-EYFP-positive cells.  
 
A) Computer vision processing of images acquired with epifluorescence optics detects fluorescent 

neurons and identifies their x, y, z coordinates. Three representative z sections are shown from a complete 
experiment (20 total z sections) using brain slices prepared from a mouse injected with HSV-ArchT-
EYFP virus. i, Original image after histogram equalization; ii, pseudo-colored image after thresholding; 
iii, superimposed cell-like contours detected after a series of varying thresholds; iv, centroids of detected 
contours are accumulated from z sections; v, centroids from the complete z scan (20 z sections) are 
clustered and the final coordinates calculated. B) Representative ArchT-EYFP-positive cell (green) filled 
with Alexa Fluor 568, post fixed, and immunolabeled with the anti-GFP antibody. Images are acquired 
using confocal microscopy. C) Representative current-clamp recording trace of a layer 5 bursting cell 
hyperpolarized in response to light (550 nm) activation (green bar). 
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Discussion 

We have developed an image-guided patch-clamp electro-physiology software package, the 

Autopatcher IG, which achieves high-level automation for whole cell patch-clamp experiment in 

vitro. Some existing systems have attempted to automate separate steps in the whole process, 

such as cell detection (Long et al., 2015), pressure control (Desai, Siegel, Taylor, Chitwood, & 

Johnston, 2015), and pipette positioning (Long et al., 2015; Perin & Markram, 2013); however, 

there has not been an integrated system that automates the entire patching process from targeting 

cells to forming whole cell patch clamp in vitro. We have tested Autopatcher IG performance in 

patch-clamp experiments conducted by a newly trained experimenter and have shown a twofold 

improvement of success rate and decrease in average time spent on each trial compared with the 

traditional manual patching procedure. Both factors contributed to an overall increase in 

throughput, which will improve the utilization of each tissue sample and decrease the time 

required to obtain large patch-clamp data sets. This is especially advantageous when experiments 

are conducted on valuable transgenic animals or require viral injection, or when long and 

complex training protocols must be implemented prior to the slice electrophysiology experiment. 

Furthermore, Autopatcher IG enables control of experimental parameters that is hard to achieve 

even for a trained user (for example, uniform descent speed and pressure application), which 

helps to minimize trial variability and promote reproducibility. The system is widely adaptable 

because the software is suitable for a broad range of hardware configurations augmented only by 

a pneumatic pressure control unit. 

Some limitations of Autopatcher IG led to human interference during the automatic patch 

process, which was then followed by the fully automatic continuation of the algorithm (Figs. 1A 

and 8). In these “semiautomatic” trials there were errors in mechanical manipulator positioning 

at distances longer than 200 µm. There are two potential solutions to this problem: more accurate 

micromanipulators or a close-loop computer vision algorithm for pipette tip detection and real-

time coordinate tracking. Another limitation that led to human interruption was caused by 

variability in automatic patching threshold parameters, which could be explained by cell 

heterogeneity. Optimization of these thresholds for specific cell types may solve this problem. 

Nonetheless, the system still achieved a 43.2% success rate when only fully automatic patching 

was counted. It is noteworthy that the rest of the trials were not failures and that the whole cell 

configurations could be reached with only minor adjustment in semiautomatic trials. 



82 
 

By integrating and automating all steps of the patching process, Autopatcher IG improves the 

speed and reproducibility of patching, leading to an increase in throughput. The age of the 

animal, duration of the experiment, area of the brain, and many more experimental details can 

have dramatic effects on the “health” of neurons and thus their ability to form stable gigaseals 

and whole cell configurations (Boulton et al., 1995; Walz, 2007). Autopatcher IG is intended to 

serve as a frame-work for quantifying and standardizing in vitro patch-clamp recording. The 

ability to algorithmically control all relevant peripheral devices from a single interface makes it 

possible to document and standardize existing “best practices” in obtaining whole cell recordings 

(Boulton et al., 1995; Walz, 2007). Integrated algorithmic control also makes it possible to 

explore and quantify new ways of obtaining whole cell recordings. For instance, a millisecond-

timescale closed-loop pipette pressure control system could potentially outperform even an 

expert in quickly establishing a gigaseal and breaking into a cell delicately. In the future, these 

algorithms can then be refined and optimized in a systematic fashion. 

The difficulty of patch-clamp recording in brain slices is compounded when multiple cells 

must be patched simultaneously, for example, to profile interneuronal connectivity in a region of 

the brain (Le Be & Markram, 2006; Perin, Berger, & Markram, 2011). Because of its modular 

nature, the Autopatcher IG software is readily scalable for multiple manipulators, limited only by 

the hardware (manipulators, data acquisition board, amplifiers). Multipatch experiments are still 

impractical for many electrophysiology laboratories, despite notable system engineering efforts 

(Perin & Markram, 2013; Wang et al., 2015). The improvements in whole cell yield and 

automation provided by Autopatcher IG may increase the likelihood of obtaining multiple stable 

simultaneous recordings. This could lower the barrier to entry for laboratories wishing to 

perform multipatch experiments. 

A major innovation of Autopatcher IG is the incorporation of computer vision into image 

processing to robustly and reliably extract cell and pipette coordinate information. It is especially 

beneficial for detecting and storing the z coordinate of multiple fluorescent cells, which is 

complicated and time consuming in manual patching. However, the selection of a suitable target 

cell without fluorescent signal is still a difficult user-dependent task that is manually performed 

in the current system. Another rate-limiting step is the filling and changing of glass pipettes 

before each trial. In future versions of the software, we intend to develop computer vision 

algorithms to reliably identify and track healthy cell bodies under DIC optics (Alexopoulos, 
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Erickson, & Guilak, 2002), along with robotic devices for automatically swapping patch 

electrodes to perform patch-clamp experiments completely autonomously. The software 

presented in this article and the accompanying user manuals are freely available online for the 

neuroscience community (www.autopatcher.org or https://github.com/chubykin/Auto-

Patcher_IG). Software updates and bug fixes will be announced on those websites. 
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CHAPTER 2.  APPLICATION OF AUTOMATED IMAGE-GUIDED 
PATCH CLAMP FOR THE STUDY OF NEURONS IN BRAIN SLICES 

Adopted from: 
Wu, Q., Chubykin, A.A. Application of Automated Image-guided Patch Clamp for the Study of 
Neurons in Brain Slices. J. Vis. Exp. (125), e56010, doi:10.3791/56010 (2017). 
 

Abstract 

Whole-cell patch clamp is the gold-standard method to measure the electrical properties of 

single cells. However, the in vitro patch clamp remains a challenging and low-throughput 

technique due to its complexity and high reliance on user operation and control. This manuscript 

demonstrates an image-guided automatic patch clamp system for in vitro whole-cell patch clamp 

experiments in acute brain slices. Our system implements a computer vision-based algorithm to 

detect fluorescently labeled cells and to target them for fully automatic patching using a 

micromanipulator and internal pipette pressure control. The entire process is highly automated, 

with minimal requirements for human intervention. Real-time experimental information, 

including electrical resistance and internal pipette pressure, are documented electronically for 

future analysis and for optimization to different cell types. Although our system is described in 

the context of acute brain slice recordings, it can also be applied to the automated image-guided 

patch clamp of dissociated neurons, organotypic slice cultures, and other non-neuronal cell types. 

 

Key Words 

Neuroscience, Issue 125, Automatic patching, patch clamp, in vitro electrophysiology, computer 

vision, fluorescent cell detection, Python 

 

Video Link 

The video component of this article can be found at https://www.jove.com/video/56010/ 

 

https://www.jove.com/video/56010/


89 
 

Introduction 

The patch clamp technique was first developed by Neher and Sakmann in the 1970s to study 

the ionic channels of excitable membranes (Sakmann & Neher, 1984). Since then, patch 

clamping has been applied to the study of many different subjects at the cellular, synaptic, and 

circuit level—both in vitro and in vivo—in many different cell types, including neurons, 

cardiomyocytes, Xenopus oocytes, and artificial liposomes (Collins & Gordon, 2013). This 

process involves the correct identification and targeting of a cell of interest, intricate 

micromanipulator control to move the patch pipette in close proximity to the cell, the application 

of positive and negative pressure to the pipette at the proper time to establish a tight gigaseal 

patch, and a break-in to establish a whole-cell patch configuration. Patch clamping is typically 

conducted manually and requires extensive training to master. Even for a researcher experienced 

with the patch clamp, the success rate is relatively low. More recently, several attempts have 

been made to automate patch-clamp experiments. Two main strategies have evolved to 

accomplish automation: augmenting standard patch clamp equipment to provide automatic 

control of the patching process and the design of new equipment and techniques from the ground 

up. The former strategy is adaptable to existing hardware and can be used in a variety of patch 

clamp applications, including in vivo blind patch clamp (Desai, Siegel, Taylor, Chitwood, & 

Johnston, 2015; S. B. Kodandaramaiah, Franzesi, Chow, Boyden, & Forest, 2012; Suhasa B. 

Kodandaramaiah et al., 2016), in vitro patch clamp of acute brain slices, organotypic slice 

cultures, and cultured dissociated neurons (Wu et al., 2016). It enables the interrogation of 

complex local circuits by using multiple micromanipulators simultaneously (Perin & Markram, 

2013). The planar patch method is an example of the new development strategy, which can 

achieve the high-throughput simultaneous patch clamp of cells in suspension for drug screening 

purposes (Fertig, Blick, & Behrends, 2002). However, the planar patch method is not applicable 

to all cell types, particularly neurons with long processes or intact circuits containing extensive 

connections. This limits its application to mapping the intricate circuitry of the nervous system, 

which is a key advantage of traditional patch clamp technology. 

We have developed a system that automates the manual patch clamp process in vitro by 

augmenting standard patch clamp hardware. Our system, Autopatcher IG, provides automatic 

pipette calibration, fluorescent cell target identification, automatic control of pipette movement, 

automatic whole-cell patching, and data logging. The system can automatically acquire multiple 
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images of brain slices at different depths; analyze them using computer vision; and extract 

information, including the coordinates of fluorescently labeled cells. This information can then 

be used to target and automatically patch cells of interest. The software is written in Python—a 

free, open-source programming language—using several open-source libraries. This ensures its 

accessibility to other researchers and improves the reproducibility and rigor of electrophysiology 

experiments. The system has a modular design, such that additional hardware can easily be 

interfaced with the current system demonstrated here. 

Protocol 

1. System Setup 

1. Construct the pressure control unit. 

1. Assemble the pressure control unit according to the circuit map (Fig. 10). Solder the 

necessary parts onto the Printed Circuit Board (PCB) manufactured according to the 

electrical circuit schematics (Fig. 10B). Use standard resistors, LEDs, Metal-Oxide 

Semiconductor Field-effect Transistors (MOSFETs), capacitors, and connectors (see 

the Table 2). Solder solenoid valves onto the PCB. Connect the air pump and air 

pressure sensor to the PCB with electrical wire. 

NOTE: It should take about 2 h to construct the pressure control unit with all necessary 

parts made available. 
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Figure 13. Pressure Control Unit.  
 

A) Printed Circuit Board (PCB) for connecting the valves, pressure sensor, and air pump. The left 
shows details on the PCB, labeling locations of outputs that are mentioned in the protocol. The right 
shows the connection between the PCB and the air pump, USB port, and tubing. B) Circuit map for the 
PCB. 
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Table 2. Materials list 
 

Name Company Catalog Number Comments 

CCD Camera QImaging Rolera Bolt 
 

Electrophysiology rig Scientifica SliceScope Pro 2000 Include microscope and manipulators. 
The manufacturer provided 
manipulator control software 
demonstrated in this manuscript is 
“Linlab2”. 

Amplifier Molecular 
Devices 

MultiClamp 700B computer-controlled microelectrode 
amplifier 

Digitizer Molecular 
Devices 

Axon Digidata 1550 
 

LED light source Cool LED pE-100 488 nm wavelength 

Data acquisition 
board 

Measurement 
Computing 

USB1208-FS Secondary DAQ. 
See manual at : 
http://www.mccdaq.com/pdfs/manual
s/USB-1208FS.pdf 

Solenoid valves The Lee Co. LHDA0531115H 
 

Air pump Virtual 
industry 

VMP1625MX-12-
90-CH 

 

Air pressure sensor Freescale 
semiconductor 

MPXV7025G 
 

Slice hold-down Warner 
instruments 

64-1415 (SHD-40/2) Slice Anchor Kit, Flat for RC-40 
Chamber, 2.0 mm, 19.7 mm 

Python Anaconda version 2.7 (32-bit 
for windows) 

https://www.continuum.io/downloads 

Screw Terminals Sparkfun PRT - 08084 Screw Terminals 3.5 mm Pitch (2-
Pin) 

(2-Pin) 
   

N-Channel MOSFET 
60 V 30 A 

Sparkfun COM - 10213 
 

DIP Sockets Solder 
Tail - 8-Pin 

Sparkfun PRT-07937 
 

LED - Basic Red 5 
mm 

Sparkfun COM-09590 
 

LED - Basic Green 
5mm 

Sparkfun COM-09592 
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Table 2. Continued 
 

Name Company Catalog Number Comments 

DC Barrel Power 
Jack/Connector 

(SMD) 

Sparkfun PRT-12748 
 

Wall Adapter Power 
Supply - 12 V DC 600 

mA 

Sparkfun TOL-09442 
 

Hook-Up Wire - 
Assortment (Solid 

Core, 22 AWG) 

Sparkfun PRT-11367 
 

Locking Male x 
Female x Female 

Stopcock 

ARK-PLAS RCX10-GP0 
 

Fisherbrand Tygon 
S3 E-3603 Flexible 

Tubing 

Fisher 
scientific 

14-171-129 Outer Diameter: 1/8 in. 
Inner Diameter: 1/16 in. 

BNC male to BNC 
male coaxial cable 

Belkin 
Components 

F3K101-06-E 
 

560 Ohm Resistor 
(5% tolerance) 

Radioshack 2711116 
 

Picospritzer General Valve Picospritzer II 
 

 

  



94 
 

2. Connect the secondary data acquisition (DAQ) board. 

1. Connect data outputs from the printed circuit board to the DAQ board, following Table 

3. 

NOTE: The DAQ board will be running in "Single-ended mode." The port map 

can be found in the user manual (see the Table 2). 

2. Connect "AIn Pr S" to one of the analog input (AI) channels and "R-Gr" to one of the 

analog grounds on the secondary DAQ board. 

3. Connect the primary output from the amplifier to one of the AI channels and the 

ground to the analog ground of the secondary DAQ board. 

NOTE: A standard BNC cable can be used to connect the primary output from the 

amplifier. 

4. Strip the other end and connect the positive signal (i.e. copper core) to the AI 

channel and the ground (i.e. the thin wire around the core) to the analog ground. 

Repeat this step for a second channel if more than one patch channel is used. 

NOTE: The analog input to the DAQ board will be configured in later steps. 

5. Connect power to the power output of the secondary DAQ board. Use a separate 12 V 

power source for the pump. 

3. Connect the tubing. 

1. Connect the air pump and the two valves according to Table 4. Use a 3-way 

connector to connect the soft tubing from the valve 2 top port, the pressure sensor, 

and the pipette holder in the last step. 

2. Add another 3-way connector to the tubing connected to the pipette holder if two 

pipettes are used. Manually switch between the valves and the pipettes in use 

when patching. 
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Table 3. Printed Circuit Board (PCB) to secondary data acquisition (DAQ) board connection 
configuration.  

 
Use this table to connect PCB outputs (first column from left) to ports on the DAQ board (second 

column from left). The port name and number on the secondary DAQ refer to single-ended mode. 
 

Outlet on the PCB Port name on the DAQ 
board 

Port # on DAQ 
board 

Remark 

DOUT V1 Port A channel 1 22 Control valve 1 

DOUT V2 Port A channel 2 23 Control valve 2 

DOUT P Port A channel 3 24 Control air pump 

Gr Ground 29 Ground 
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Table 4. Tubing Connections from the Pressure Control Unit to the Pipette Holder(s).  
 

 Connection 1 Connection 2 Connection 3 Connection 4 
Port name     

Pump air intake      
Pump air output      
Valve 1 top port      

Valve 1 middle port      
Valve 1 bottom port      

Valve 2 top port      
Valve 2 middle port      
Valve 2 bottom port     

Pressure sensor      
Pipette holder      

 
For each connection, connect the corresponding ports, highlighted with a grey box, using soft tubing 

(see the Table 2). 
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4. Install Autopatcher IG. 

NOTE: System requirement: Autopatcher IG was only tested on a PC running 

Windows 7. It has not been validated for other operating systems. The described 

procedure applies specifically to the hardware listed in the Table of Materials. 

1. Download Autopatcher-IG from GitHub 

(https://github.com/chubykin/AutoPatcher_IG). 

2. Install Python (see the Table 2 for the version and download address). 

3. Uninstall the PyQt4 library by typing "pip uninstall PyQt4" in a command line terminal. 

NOTE: The system uses an older version of the PyQt4 library to achieve compatibility 

with the Qwt and Opencv libraries. 

4. Install Python libraries from historic wheel files 

(http://www.lfd.uci.edu/~gohlke/pythonlibs/). Find the following files: Numpy (pymc-

2.3.6-cp27-cp27m-win32.whl), Opencv (opencv_python-2.4.13.2-cp27-cp27m-

win32.whl), Pyqt (PyQt4-4.11.4-cp27-none-win32.whl), and Qwt (PyQwt-5.2.1-cp27-

none-win32.whl). 

1. To install the wheel files, go to the directory where the files are saved and type 

"pip install ***wheelfilename***.whl." Substitute "***wheelfilename***" with 

the actual name of the file. 

NOTE: "cp27" in the wheel file name indicates Python 2.7 and "win32" 

indicated Windows 32-bit. If "win32" does not work, try "win64." 

5. To control the CCD camera, download and install the installer for 64-bit 

(https://www.qimaging.com/support/software/). Then download MicroManager for 64-

bit (https://micro-manager.org/wiki/Download_Micro-Manager_Latest_Release) to 

control the camera in Python. 

6. To control the manipulators and the microscope stage, install control software provided 

by the manufacturer. 

NOTE: By doing this, the driver necessary to control the manipulators is also 

installed. The installation package is commonly provided in a CD-ROM. 

7. To control the secondary DAQ board, install the Universal Library from CD-ROM, 

provided with the purchase of the DAQ board. 

5. Configure the hardware for Autopatcher IG. 
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1. Connect the microscope stage and manipulator controllers to the computer via USB 

ports. 

2. Assign COM port numbers to unit 0: microscope stage, unit 1: left manipulator, and 

unit 2: right manipulator, in this order, in the "ports.csv" configuration file in the 

"configuration" folder. Leave the other parameters in the ports.csv file (i.e. "SCI" and 

"1") unchanged. NOTE: The COM port number information can be found by running 

the manipulator configuration software provided by the manufacturer. Go to the 

"settings" tab, select "settings" and the "Motion" page, and read the labels for each tab 

at the top. Alternatively, this information can be found in the PC Device Manager. 

3. Assign analog input channel numbers on the DAQ board for a pressure sensor and 

patch channel 1 and 2 (corresponding to unit 1 and 2). Enter the channel number in the 

"DAQchannels.csv" file in the "configuration" folder. 

NOTE: It is recommended to open the .csv files with the Notepad application instead 

of a spreadsheet, as it may alter the information when saving changes. 

6. Run Autopatcher IG. 

1. Turn on the amplifier, microscope controller, and manipulator controller. Ensure that 

the amplifier software is running. 

2. Run Autopatcher IG with Python from a command line terminal as follows: first, 

change the directory (command "cd" for most common terminals) where Autopatcher 

IG is installed, type "python Autopatcher_IG.pyw" in the command line terminal, and 

hit the "Enter" key. 

NOTE: Do not run the manipulator control software before running Autopatcher IG 

because it will occupy the microscope stage and manipulator, causing Autopatcher IG 

to be unable to find the hardware. Manipulator control software can be run after 

Autopatcher IG is fully initiated if there are additional modules to be controlled (e.g., 

the inline heater). 

7. Calibrate the primary pipette. 

1. Pull patch pipettes as described previously (Brown, Johnson, & Goodman, 

2008). Fill a pulled glass pipette with internal solution and load it onto the 

head stage. NOTE: Empty glass pipettes have different contrasts under the 

microscope and may lead to inaccurate calibration. 
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2. Move the pipette tip to the microscope visual field and bring it into focus. If the 

dial pad is used to move the manipulators and/or microscope stage, update the 

coordinates by pressing "z" on the keyboard. 

NOTE: This action is not necessary if the keyboard (microscope stage: A/D - x-axis, 

W/S - y-axis, R/F - z-axis; manipulators: H/K - x-axis, U/J - y-axis, O/L - z-axis, 1/2 - 

unit number) is used to control movement because the coordinates will be updated in 

real time. 

3. Click the "Start calibration" button on the main Graphic User Interface (GUI) for the 

corresponding unit on which the pipette is loaded (Fig. 11). 

NOTE: A pop-up window will appear when the calibration is finished. 

NOTE: Calibration will be carried out automatically, which will take about 3.5 min. 

Clicking on the same button (switched now to "cancel calibration" after initiating 

calibration) will abort the calibration attempt. 

4. Save the calibration by clicking "save calibration" at the bottom of the main GUI (it 

saves the current calibration for both manipulators and can be loaded in the future). 

NOTE: The field of view under low (4 or 10X) and high (40X) magnification 

must be aligned for secondary calibration to function properly. Please refer to the 

user manual of the optical system in use for the alignment procedures. 
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Figure 14. Autopatcher GUI.  
 

The buttons mentioned in the protocol are shown in red squares and are numbered. 1: Start 
Calibration, 2: Save Calibration, 3: Load Calibration, 4: Secondary Calibration, 5: Detect Cell, 6: Patch 
Control, 7: Go to (target cell coordinate), and 8: Patch. 
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2. Automatic Patch Clamp Procedure 

1. Prepare acute brain slices, as described previously (Segev, Garcia-Oscos, & Kourrich, 

2016). 

2. Prepare glass pipettes for the patch clamp. 

3. Place one brain slice in the center of the recording chamber. Stabilize the slice with a slice 

hold-down, or "harp." 

4. Detect the fluorescent cell. 

1. Find the area of interest under the 4X lens. Move the microscope stage by turning on 

click-to-move ("CTM") mode and click the center of the area of interest. Alternatively, 

use the keypad to move the microscope stage (A/D - x-axis, W/S - y-axis, R/F - z-

axis). 

2. Switch to the high-magnification lens and adjust the focus by moving the microscope 

in the z-axis, using R/F on the keypad. NOTE: It is recommended to adjust the water 

bath level so that the focal plane under the low- and high-magnification lenses are 

the same or similar in the z-axis. 

3. Click the "Detect Cell" button on the main GUI column, "Unit 0." If the LED or laser 

light source of the setup cannot be controlled by the TTL signal, manually turn on the 

LED/laser; a pop-up window will appear when the cell detection is finished. 

1. Turn off the LED/laser if necessary; a list of cell coordinates will appear in the 

"Memory positions" GUI. Remove undesired cells from the list by clicking the 

"X" button next to the coordinates. 

2. Alternatively, if target cells are not fluorescently labeled, click "Mouse mode" 

on the main GUI. Click on the cell of interest; a yellow dot with a number will 

appear on the cell, and the coordinates of the cell will appear in the "Memory 

positions" GUI. 

5. Calibrate the secondary pipette. 

1. Fill 1/3 of a glass pipette with internal solution. Load the pipette onto the pipette holder 

attached to the head stage. 

2. Use the low-magnification lens. Bring the pipette into the visual field and adjust the 

focus using the keypad (H/K - x-axis, U/J - y-axis, O/L - z-axis). Use "1" and "2" to 

switch between unit 1 and unit 2. 
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3. Load the primary calibration by clicking on "Load calibration." Click the "Secondary 

calibration" button on the main GUI under the unit that is in use. For example, if unit 2 

is in use, click the "Secondary calibration" button in the "Unit 2" column. Follow the 

pop-up window instructions to switch to the high-magnification lens. 

6. Patch a target cell. 

1. Make sure that the "MultiClamp" (i.e. amplifier) software is running. Click on the 

"Patch control" button to open the "Patch control" GUI; it may take up to a few min to 

open this GUI. 

2. Use the 40X magnification lens by checking "40X" on the main GUI "Unit 0" column. 

Click the "go to" button next to the cell of interest on the coordinate list in the 

"Memory position" GUI; the microscope will move to the cell. 

3. Click on the CTM button of the unit in use in the main GUI to enable movement 

following a mouse click. Click on the cell of interest; the pipette tip will move to the 

cell. 

4. Click on the "Patch" button on the "Patch control" GUI. 

NOTE: Automatic patching will begin, and the pressure and resistance can be 

monitored on the "Patch control" GUI. 

1. Use the "Unit 1 selected" button to switch the input signal between the two units. 

NOTE: The system will approach the target cell, apply negative pressure, 

match the cell membrane potential, and detect gigaseal formation based on a 

series of pressure and resistance thresholds and logic. 

2. Manipulate the automatic process at any point by clicking on the respective 

buttons on the "Patch control" GUI. For example, click on the "Patch" button 

again to cancel the patch trial and click on "Next stage" to advance the patching 

process to the next step, regardless of the threshold. 

NOTE: A pop-up window will notify the user when a gigaseal has formed, and 

the option to apply zap along with large negative pressure will be presented. 

5. Select "Yes" to break in with combined zap and suction. Alternatively, select "No" to 

break in with suction only. 

NOTE: When a successful whole-cell patch is completed, a pop-up window will remind 

the user to save the experiment patch log. 
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6. Save the experiment patch log. 

NOTE: If a patching trial is unsuccessful, a pop-up window will notify the user, and the 

patch process will reset. 

7. Go back to step 2.4 and repeat the steps with a different cell. 

7. Refine the patching thresholds (optional). 

NOTE: Thresholds for the initial pipette resistance range, positive and negative pressure, 

gigaseal resistance, etc. can be modified from a configuration file. 

1. Open the "PatchControlConfiguration.csv" file in the "Configuration" folder at the 

destination where the system is installed. Change the numbers corresponding to each 

threshold value. Do not change the names of the values; this will result in 

unrecognizable entries in the system. 

2. Implement the new threshold values immediately by pressing "Ctrl+L" without 

restarting the program; restarting the program will implement the newest 

threshold value from the file. 

3. Performing Recordings 

NOTE: The mode in the computer-controlled microelectrode amplifier will be set 

automatically to Current Clamp ("IC") by the autopatcher software once a successful patch 

has been achieved. Whole-cell patch clamp recordings can be done using the recording 

software of choice (this system does not include a recording function). If multiple target cells 

were identified, after finishing a recording, go back to step 2.4 and try another cell. 

1. Perform automatic local drug application experiments using a picospritzer (optional). 

NOTE: Here, a local drug application experiment is used as an example to describe how to 

use the additional "Command Sequence" function to control external hardware through TTL 

signals. 

1. Connect port A channel 0 and the ground on the secondary DAQ board to the start 

trigger input on the digitizer using a stripped BNC cable (as described in step 1.2.3). 

Connect one digital output channel on the digitizer to the external trigger on the 

picospritzer. 

2. Prepare the picospritzer according to the user manual. Connect the picospritzer air 

output to the drug-puff pipette holder attached to a micromanipulator. 
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3. Load a pipette filled with a drug of choice. Attach it to the pipette holder. Calibrate the 

pipette, as described in step 1.7. 

4. After patching a cell as described in step 2.6, select a desired location for drug delivery 

by mouse-clicking in the camera view GUI under "mouse mode" (switched from the 

main GUI). Alternatively, use the "Grid" GUI to design a grid, with each pixel in the 

grid as one of the target locations. 

NOTE: The grid can be manipulated in the camera view GUI by dragging with the 

mouse. 

5. In the "Command Sequence" GUI, select the manipulator unit that the drug pipette is 

mounted on. Click "load mouse points" or "load grid points" to import all coordinates 

for drug delivery. 

1. Click on each coordinate entry to edit the specific command TTL signal in the 

right column. In the first command entry, click on the right-most digit to turn it 

from "0" to "1," sending a +5-V TTL signal. Set the time (T) to the desired TTL 

signal duration, in ms. 

2. In the second command entry, set all digits to "0" and set T to the duration of the 

recording length of the trial. Edit commands for all coordinate entries. Add 

command entries by clicking "+" if multiple TTL signals are necessary. 

NOTE: The 8-digit bits represent port A channels 0-7 on the secondary DAQ 

(ports 1 - 3 are occupied by the pump and two valves) can be switched, if 

necessary. 

6. Create a recording protocol in the data acquisition module so that the start of a sweep 

is triggered by the external start trigger. Edit the protocol to deliver the drug at the 

desired time. 

7. In the "Command Sequence" GUI, click "Run" on the left to run all coordinates. 

Alternatively, click "Run" on the right to run only the selected sequence. 

NOTE: The pipette will move to each coordinate and execute the TTL signal as defined 

to start the recording sweep. 
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Representative results 

Our system has been tested on its ability to patch cells in acute brain slices, mouse induced 

Pluripotent Stem Cells (iPSCs) differentiated into neurons, and HEK 293 cells artificially 

expressing channels of interest. Fig. 12 shows an experiment using Thy1-ChR2-YFP transgenic 

mice (B6.Cg-Tg(Thy1-COP4/EYFP)18Gfng/J) targeting fluorescently labeled layer 5 pyramidal 

neurons in the visual cortex. The target cell was one of the automatically identified green 

fluorescent-positive cells (Fig. 12B). Fig. 12A is the Differential Interference Contrast (DIC) 

image of the patched neuron. The whole-cell configuration was achieved by the automatic 

patching protocol in steps 2.5 - 2.6 and was validated by step current injection-induced action 

potentials (Fig. 12C) 

To demonstrate the additional "Command Sequence" function, we delivered 500 mM KCl 

for 200 ms to three locations on a brain slice while patching a cell (Fig. 13). First, we selected 3 

locations on the brain slice: one close to the patched cell body and two far away from the patched 

cell. The coordinates were stored in the "Memory Positions" GUI. The coordinates were loaded 

to the "Command Sequence" GUI under "Unit1," which was the manipulator that the KCl-

containing pipette was mounted on. We set the commands in the left column to send a +5-V TTL 

signal for 500 ms, followed by 0 V for 10 s (Fig. 13A), from port A channel 0 on the secondary 

DAQ board, which was connected to the digitizer "start trigger" input. Fig. 13C shows that the 

patched cell was a regular spiking neuron. The drug application pipette (Unit 1) traversed the 

three selected locations automatically (Fig. 13B), and we recorded 10 s for each application 

under voltage-clamp (Fig. 13D). The color of the traces in Fig. 13D corresponds to the border 

color in Fig. 13B. When KCl was puffed at the cell, a large inward current was observed, which 

slowly diminished as KCl diffused. Red fluorescent dye was added to the KCl solution to 

indicate the spatial distribution of drug delivery and was imaged using combined DIC and 

epifluorescent imaging. This experiment illustrated the ease and flexibility of our system to 

control manipulator/ microscope movement and external hardware through TTL signals.  
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Figure 15. An Example of the Patched ChR2-YFP-positive Cell.  
 

A) 40X magnification under DIC optics. B) Epifluorescence image of the same cell in panel A (LED 

illumination at 488 nm). C) Current-clamp recordings from the patched cell during a series of 

hyperpolarizing and depolarizing step current injections. 
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Figure 16. Conducting an Automated Drug Delivery Experiment.  
 
A) Selected locations loaded to the "Command Sequence" GUI. The left column shows the list of 

coordinates, and the right column shows the list of commands in the form of TTL signals for each 
location. B) Screenshots during the drug application experiment corresponding to the three selected 
locations. Unit 1 was the KCl-containing pipette and Unit 2 was the patching pipette. KCl solution was 
mixed with red fluorescent dye for the purpose of visualization. Images were obtained by combining DIC 
and fluorescence imaging. C) Step current injections showing a regular spiking neuron. D: Voltage-clamp 
recording traces from the local application of 500 mM KCl solution at three locations. The red trace with 
inward current was recorded from the trial when KCl application was close to the patched cell. The red 
arrow indicates the timing of KCl application. 
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Discussion 

Here, we describe a method for automatic image-guided patch clamp recordings in vitro. The 

key steps in this process are summarized as follows. First, computer vision is used to 

automatically recognize the pipette tip using a series of images acquired via a microscope. This 

information is then used to calculate the coordinate transformation function between the 

microscope and the manipulator coordinate systems. Computer vision is used to automatically 

detect fluorescently labeled cells and to identify their coordinates. These steps are integrated with 

pipette targeting and the automatic patching algorithm using the open-source Python 

programming language, PyQT, and OpenCV libraries. 

Compared to existing in vitro patch clamp methods, this system makes significant 

improvements in the several areas. It minimizes human intervention. This system automates most 

of the steps in the patch clamp experiment, minimizing the requirement for human intervention. 

Some of the remaining manual steps, including switching between the low-/high-magnification 

microscope lenses, can be automated using additional motorized hardware. 

The patch-clamp method improves throughput. Patch-clamp experiments using this system 

achieved higher success rates and shorter times for each trial, contributing to a significant 

increase in overall throughput. The computer vision algorithm for fluorescent cell detection and 

pipette tip detection is very robust, and the error rate was very low. The average error for pipette 

tip detection was 1.6 µm, and the false-positive rate for fluorescent cell detection was 4.9% 

±2.25%. A detailed comparison between traditional manual patching and automatic patching has 

been made (Wu et al., 2016). 

Detailed documentation of experiments is possible. Patch logs of each trial can be saved and 

analyzed post hoc. Such detailed documentation was not previously available for manual 

patching. This allows for the systematic analysis of patching experiments in unique experimental 

conditions, cell types, species, and slice preparations. 

This method shows compatibility with standard in vitro patch clamp equipment. Our system, 

as demonstrated in this manuscript, is designed to augment existing in vitro patch clamp rigs, 

giving them the capacity to conduct automatic patching. Unlike the planar patch approach, this 

system is suitable for laboratories already conducting manual patch clamping to convert their 

equipment at minimal cost. At the same time, there is still the option to patch manually or semi-

automatically using the same system. 
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Because of the adaptability of the system mentioned above, connecting the hardware and 

configuring the software is required by the experimenter when the system is set up for the first 

time. Problems may result from incorrect port assignment and inadequate driver libraries for the 

control of certain hardware. Please refer to steps 1.2 - 1.4 when troubleshooting. 

Compared to the partial automation of existing systems, this system achieves the maximum 

level of automation in the conventional in vitro patch clamping of acute brain slices (and other in 

vitro preparations). This is true for all steps, from cell detection to pipette calibration to patching 

(Campagnola, Kratz, & Manis, 2014; Perin & Markram, 2013). The only bottleneck is the 

manual process of filling and changing the patch pipettes between trails. Recent developments in 

the reuse of patch pipettes can potentially solve this problem (Kolb et al., 2016). Besides the 

quality of slice preparation, the most common reason for unsuccessful trials originates from 

manipulator mechanical errors and the movement of the slice in the chamber. These limitations 

are beyond our control in the current system. Efforts are being made to implement close-loop, 

real-time detection and control of pipette movement to account for this problem. 

For future development, we are interested in expanding the current fluorescent cell detection 

capabilities to general cell detection under DIC optics. 
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PART II. APPLICATION OF CHANNELRHODOPSIN-ASSISTED 
CIRCUIT MAPPING (CRACM) 

 

 

 

Functional local circuit mapping is useful in a variety of research areas. Change in circuit 

connectivity underlies learning and encoding memory. Understanding how the circuit undergo 

plasticity in healthy conditions and in intellectual disability will shed light upon the mechanism 

of learning impairment in these conditions. On the other hand, brain injury disrupts circuits 

which leads to functional impairment. Circuit repair is the basis of functional recovery and 

should be an important test in developing new brain repair therapy. In this part, I will discuss the 

application of an optogenetics-enabled functional circuit mapping method in the above-

mentioned research questions.  
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CHAPTER 3: CIRCUIT PLASTICITY DURING VISUAL EXPERIENCE 
AND THE IMPAIRMENT IN FRAGILE X SYNDROM 

Abstract 

Fragile X Syndrome (FXS) is the leading genetic cause of learning disability and has a high 

co-morbidity with Autism Spectrum Disorder (ASD). It has been reported that FXS patients have 

visual perceptual abnormalities, but no study has been conducted to specifically test visual 

learning in FXS. Given that abnormal intrinsic cell excitability, synaptic plasticity, and circuit 

connectivity were observed in FXS mouse models, we hypothesize that visual experience-

induced circuit plasticity in FXS differ from their neurotypical counterparts. To test this 

hypothesis, we have established a visual training paradigm followed by ex vivo 

Channelrhodopsin Assisted Circuit Mapping (CRACM), which combines whole-cell patch-

clamp and optogenetic stimulation to measure synaptic strength. Littermate-controlled wild-type 

(WT) and FXS mice with a Thy1-ChR2 background were either subjected to 200 trials of 

sinusoidal-grating visual stimuli for 4 days or remained naïve to this visual stimulus. We 

measured the circuit connectivity strength specifically in L5 to L4, and in L5 recurrent 

connections. There was a prominent increase in circuit connectivity from L5 to L4 fast-spiking 

neurons in WT, but not in FXS mice. On the contrary, connections from L5 to L5 regular spiking 

neurons were significantly weakened in FXS mice, but remained stable in WT. This result is a 

direct demonstration of the circuit plasticity mechanisms underlying visual learning. As 

hypothesized, these connectivity changes were altered in FXS mice. These alterations in circuit 

plasticity may explain the finding of impaired visual learning in FXS. 

Introduction 

There are an estimated 1.5 million children diagnosed with Autism Spectrum Disorders 

(ASDs) in the US (1 in every 40 US children), according to a survey by the Centers for Disease 

and Prevention (CDC) in 2018 (Kogan et al., 2018). ASDs are related to both genetics and 

environmental factors, but for most cases the exact cause and detailed pathological mechanisms 

are unclear (Robinson et al., 2016). It is most likely that multiple genetic variations along with 

some high-risk environmental factors contribute to convergent manifestations of similar 



114 
 

symptoms, including social disability, learning impairment, atypical language development, etc. 

Since the cause of ASD is extremely complex, it may be more feasible to find the common 

functional neural pathophysiological changes in ASDs to help guide the development of effective 

ASDs therapy. Diseases with known genetic causes and high co-morbidity with ASDs, namely 

fragile X syndrome and tuberous sclerosis, may shed light on the link between ASD common 

pathology and genetics. 

Fragile X syndrome (FXS) is one of the most actively researched targets in the ASD field, 

due to its known genetic cause. FXS is the most common inherited form of intellectual disability. 

In healthy individuals, the FMR1 gene on the X chromosome has a section of CGG repeats in the 

5’ untranslated region, which can be of varying length but not exceeding 55 repeats. Abnormal 

extension of this CGG cluster promotes gene methylation (Verkerk et al., 1991) and 

subsequently disrupts fragile X mental retardation protein (FMRP) expression (Penagarikano, 

Mulle, & Warren, 2007). Patients are clinically diagnosed with FXS if the length of this 

trinucleotide motif extends to over 200 repeats. Their FMRP expression is nearly completely 

abolished by gene methylation (Mila, Alvarez-Mora, Madrigal, & Rodriguez-Revenga, 2018).  

FXS animal models have been generated in multiple animal species, including drosophila 

(McBride, Bell, & Jongens, 2012), zebra fish (Tucker, Richards, & Lardelli, 2004), rat (Hamilton 

et al., 2014), and mouse. The most commonly studied mouse model of FXS is the FMR1 gene 

knockout (Fmr1-KO) mouse ("Fmr1 knockout mice: a model to study fragile X mental 

retardation. The Dutch-Belgian Fragile X Consortium," 1994). Fmr1-KO mice recapitulate the 

pathology of FXS, which is the lack of FMRP expression, as well as many aspects of human 

FXS symptoms. This mouse strain has been carefully characterized on a variety of physiological 

and psychological traits including macroorchidism, audiogenic seizure vulnerability, stimuli 

hypersensitivity, attention, hyperactivity, repetitive behaviors, anxiety, sociability, social 

communication, and cognitive deficits (Kazdoba, Leach, Silverman, & Crawley, 2014). 

Although some high-level cognitive functions and social behaviors cannot be directly assessed in 

this mouse model, it is generally accepted that Fmr1-KO mice are useful tools for studying the 

basic neurophysiology of FXS. 

FMRP is an RNA binding protein and translational repressor. Apart from its functions in 

other parts of the body, FMRP has been known to be a master regulator of synaptic plasticity-

related protein expression in the central nervous system (Darnell & Klann, 2013). Lack of FMRP 
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is hypothesized to release the suppression of LTD-related protein synthesis, leading to an 

excessive amount of such proteins at the synapses. Metabotropic glutamate receptor (mGluR) 

signaling is abnormal in this FXS mouse model (Waung & Huber, 2009) and is thought to be a 

major downstream effect of FMRP signaling that can serve as a drug target to treat FXS. In fact, 

mGluR targeted therapy showed promising preclinical efficacy in animals (Hagerman, 

Lauterborn, Au, & Berry-Kravis, 2012). However, numerous attempts to alleviate FXS 

symptoms in human patients using mGluR-targeted drug treatment failed in clinical trials 

(Erickson et al., 2017), implying that abnormal mGluR signaling may not be the only clinically 

significant problem. 

Besides intellectual deficits, impairment in visual perception and learning have also been 

found in FXS. Studies using visual tasks to assess infant and adult human individuals with FXS 

suggest that the presence of neural dysfunction in the visual system is associated with the loss of 

FMRP expression (Farzin, Rivera, & Whitney, 2011; Farzin, Whitney, Hagerman, & Rivera, 

2008; Freund & Reiss, 1991; Gallego, Burris, & Rivera, 2014). Recent two-photon calcium 

imaging studies have also revealed decreased activity of PV+ interneurons in V1 of adult FXS 

mice, as well as over-synchronized neural activity in the developing somatosensory cortex of 

young FXS mice (Goel et al., 2018; Goncalves, Anstey, Golshani, & Portera-Cailliau, 2013). 

It is generally believed that abnormal neurophysiological changes are the direct cause of the 

major symptoms of FXS that are related to brain function. Mounting evidence shows that there is 

altered long-term plasticity in FXS mouse models, including exaggerated LTD and protein-

synthesis independent LTD (Nosyreva & Huber, 2006), reduced level of LTP (Shang et al., 

2009; Yun & Trommer, 2011), and an elevated threshold for spike-timing-dependent 

potentiation (STDP) (Huber, Gallagher, Warren, & Bear, 2002; Yun & Trommer, 2011). Altered 

regulation of LTD-related proteins, due to the lack of FMRP in FXS, may be the reason for the 

impairment of long-term plasticity (Darnell & Klann, 2013). It has also been shown that there is 

an abnormal expression level and regulation of ion channels in FXS (Darnell & Klann, 2013), 

leading to increased intrinsic neuronal excitability (Myrick et al., 2015). Additionally, studies in 

postmortem patient samples and in mouse models have revealed abnormal dendritic spine 

morphology and a higher density of dendritic spines, most of which are immature, in cortical 

neurons (Patel, Loerwald, Huber, & Gibson, 2014). This leads to a prediction that there may be 
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hyper-connectivity within the sensory cortices of FXS. At the same time, the circuit may undergo 

abnormal plasticity during experience, which could explain the learning impairment in FXS. 

Circuit connectivity and plasticity are intertwined. Similar to FXS, impaired circuit 

connectivity and plasticity have been observed in Rett syndrome (Dani et al., 2005; Dani & 

Nelson, 2009). At the systems level, it is known that circuit hypersensitivity is common in FXS, 

matching the clinical symptoms of increased seizure tendency and sensory startle reflex (Chuang 

et al., 2005; Gibson, Bartley, Hays, & Huber, 2008). An electroencephalogram EEG study in 

human patients suggested that connectivity between brain areas is disrupted, which may be a 

consequence of excitation/inhibition imbalance (van der Molen, Stam, & van der Molen, 2014; 

Van der Molen & Van der Molen, 2013). We hypothesize that prolonged persistent activity (a 

result of aberrant circuitry) interfering with sensory input, along with changes in synaptic 

plasticity, may contribute to the learning deficits in FXS patients. To test this theory, we need to 

understand the functional local circuit connectivity and plasticity induced by sensory experience 

in FXS. 

However, it is not understood how perceptual learning impacts changes in synaptic plasticity 

among excitatory and inhibitory cell types across different cortical layers. As illustrated in Fig. 

14, most studies regarding the neurophysiology of FXS have concentrated at the synaptic or 

systems level, leaving out the intermediate local circuitry. Indeed, there is little knowledge about 

functional circuit alterations, not only in FXS, but also in other neuropsychiatric diseases. This is 

partially due to the technical difficulty in obtaining high-quality measurements of a cohort of 

neurons within a local circuit. The recent development of two-photon calcium imaging has 

provided valuable neuronal ensemble activation data with relative high throughput (Mank et al., 

2008). However, two-photon imaging cannot provide information about the strength of synaptic 

connections and the intrinsic properties of individual neurons in a circuit. To map local circuit 

connectivity as well as the synaptic changes, we still rely on simultaneous multi-cell patch-clamp 

electrophysiology. This method is very time consuming, low throughput, highly technical, and 

has a limit to the number of cells (number of potential connections) that can be patched at the 

same time (Wang et al., 2015). 
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Advances in optogenetics have offered new ways to directly and systematically measure 

local-circuit connectivity from specific synapses. To conduct Channelrhodopsin Assisted Circuit 

Mapping, or CRACM (Petreanu, Huber, Sobczyk, & Svoboda, 2007), we stimulated presynaptic 

axonal terminals expressing ChR2 with scanning LEDs and recorded synaptic currents from 

individual post-synaptic cells through whole-cell patch clamp electrophysiology (for details see 

methods section in this chapter). With this technology, we measured the strength of local 

feedback projections originating from L5 pyramidal neurons and compared between wild-type 

and Fmr1-KO mice, and between naïve and visually trained animals. From analyses of these 

data, we tested our hypothesis that experience-dependent circuit plasticity is impaired in FXS. 

Figure 17. Current knowledge about Fragile X syndrome from basic science to clinical 
symptoms. 
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Materials and methods 

Animals 

All animal procedures in this study were approved by Purdue Animal Care and Use 

Committee (PACUC, protocol number 1408001112), and followed guidance issues by the 

National Institutes of Health. We used mice for visual experience-dependent circuit plasticity 

studies because mouse visual acuity is well studied (Prusky & Douglas, 2003; Wong & Brown, 

2006), and there are well established visual experience training paradigms in our laboratory 

(Samuel T. Kissinger, Alexandr Pak, Yu Tang, Sotiris C. Masmanidis, & Alexander A. 

Chubykin, 2018) and from other studies (Cooke & Bear, 2010). 

Adult B6.129P2-Fmr1tm1Cgr/J (Fmr1-KO, JAX Stock No. 003025), B6.Cg-Tg (Thy1-

COP4/EYFP)18Gfng/J (Thy1-ChR2-YFP, JAX Stock No. 007612), and wild type (WT) 

C57/BL6 mice (all strains obtained from JAX) were used as breeders. 40 male mice aged 

between P35 to P39 were used in the main study. Among which, there were 20 vs. 20 littermate-

controlled WT and Fmr1-KO respectively, in the background of heterozygous Thy1-ChR2-YFP 

were used. An additional 7 mice were used in measurement control. These mice were generated 

from breeding homozygous Thy1-ChR2-YFP female with Fmr1-KO male. Mice were group 

housed (up to 5 mice per cage) on 12h/12h light/dark cycle with water and standard rodent chow 

ad libitum.  

Head-fixation 

To ensure consistent viewing of the visual stimuli, a custom head-post was fixed to each 

mouse for head-fixation during visual training. Dead-posts were installed through a short 

stereotaxic surgery. All non-disposable tools were heat-sterilized. 

Deep anesthesia was induced by isoflurane inhalation, initially at 5% (carried by room air) 

then reduced to 1.5 to 2% when the mouse stops responding to toe pinch. Flow rate was adjusted 

to mouse weight and responses to anesthesia. The mouse was then fixed into the stereotaxic 

frame. Moisturizing eye ointment (Puralube® Vet Ointment) was applied to both eyes to protect 

them during the surgery. Skin above the skull was disinfected and removed with a pair of 

scissors. The exposed skull was further disinfected with 3% H2O2, cleaned and dried. Then, the 

skull surface was lightly scored with crossing scratches to increase surface area. To prepare a 
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head-post, the pointy end of a flat bottom nail was cut off. The head-post was glued to the skull 

about 1-2mm posterior to bregma with acrylic glue (generic super glue). After the glue settles, a 

strong protective skull was built with dental cement (C&B Matabond) to cover all the exposed 

skull. Mouse was released from the stereotaxic frame and allowed to recover from anesthesia. An 

additional day was allowed for recovery before training. 

During habituation and training, mice were head-fixed by fixing the head-post that is 

attached to their skull. Their body rested in a tube large enough for body movement to some 

degree. If the head-post detaches during any stage of the experiment, the animal would be 

excluded from the study and humanely euthanized.  

Visual stimulation 

Visual stimulus was presented on a monitor in front of the head-fixed mouse. Open source 

python-based psychology software (PsychoPy) was used to generate and present visual stimuli. 

Control gray screen was created using the color space “gray”. The mean luminance of the 

monitor was 73 cd/m2. After a day of recovery, mice began habituation to the head-fixation 

apparatus. During habituation, mice viewed a control gray screen for 90mins per day. The visual 

stimuli used in visual training are 0.2s long sinusoidal drifting gratings at spatial frequency (SF) 

of 0.03 cycles per degree of visual angle and temporal frequency (Katzel, Zemelman, Buetfering, 

Wolfel, & Miesenbock) of 3 Hz, drifting at speed of 100 deg/s, oriented at an angle of 150 

degrees. Gray screen was presented for 0.5 s before stimulus onset and the inter-trial interval was 

8 s. Mice were head-fixed and presented the same stimulus 200 times in 30 mins each day for 4 

days. 

Ex vivo acute cortical slice preparation 

Animals were euthanized the next day after the last visual training (or age match date for 

control group), at which point they were between P35 and P39. A cocktail of ketamine 

(100mg/kg body weight) and xylazine (16mg/kg body weight) was intraperitoneally (IP) injected 

to anesthetize the animal. Then, the animal was trans-cardially perfused with chilled high-

sucrose dissection buffer (HSDB) containing (in mM) 75 sucrose, 10 glucose, 87 NaCl, 2.5 KCl, 

1.25 NaH2PO4, 25 NaHCO3, 0.5 CaCl2, 7 MgCl2, and 1.3 ascorbic acid. The brain  was quickly 



120 
 

removed from the skull, the cortices were cut into blocks and super-glued onto the vibratome 

(Leica VT1000) stage. Coronal brain slices were cut at 300µm thickness in ice-cold HSDB and 

then transferred into a holding chamber in 32°C artificial cerebral-spinal fluid (ACSF) containing 

(in mM): 124 NaCl, 3.5 KCl, 1 CaCl2, 0.8 MgCl2, 1.23 NaH2PO4, 26 NaHCO3, and 10 glucose. 

Brain slices were initially incubated at 32°C for 30min then at room temperature (about 25°C) 

for 1h or until used for recording. Brain slices were kept for up to 7h after slicing. All HSDB and 

ACSF used in the above described procedures were aerated with a gas mixture containing 95% 

oxygen and 5% carbon dioxide to maintain the pH at around 7.4 and oxygen saturation.  

Whole-cell patch clamp recording 

Whole-cell patch-clamp recording electrodes were pulled from filamented borosilicate glass 

capillaries (BF150-86-10, Sutter Instruments) using a micropipette puller (P-97, Sutter 

Instruments) to a resistance of 3.5-7.9 MΩ. The glass electrodes were filled with an internal 

solution containing (in mM): 20 KCl, 100 K-gluconate, 10 HEPES, 4 MgATP, 0.3 Na2GTP, 7 

phosphocreatine, and 0.2% biocytin with pH adjusted to 7.4 and osmolarity adjusted to 300 

mOsm. In some experiments, a small amount of 4% w/v Alexa Fluor 594 (A-10438, 

ThermoFisher Scientific) dissolved in internal solution was back-loaded into the glass electrode 

to label the patched cell. The dye loading method was described in previous literature (Wu et al., 

2016). The whole-cell patching procedure was conducted using the image-guided automatic in 

vitro patching system (Autopatcher IG) described in the first chapter (Wu & Chubykin, 2017; 

Wu et al., 2016). The patch clamp recording signal was amplified (Multiclamp 700B) and 

digitized at 20 kHz sampling rate (Digidata 1550A, Molecular Devices) before being saved to 

the computer. All raw traces were low-pass filtered at 10 kHz before further analysis.  

Channelrhodopsin-assisted Circuit Mapping (CRACM) 

CRACM is a technology combining optogenetics and patch-clamp electrophysiology to 

measure functional connectivity. In this study, we used CRACM in ex vivo acute brain slices 

from transgenic mice that has targeted Channelrhodopsin expression in layer 5 cortical neurons 

to measure local micro-circuitry originated from layer 5. CRACM was conducted in acute ex 

vivo visual cortical slices on a patch-clamp electrophysiology rig. Light stimulation was 
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generated by a high-power LED (470 nm, 50 W, Mightex). The stimulation pattern was 

generated by an LED patterned illuminator (Polygon 400, Mightex) and projected onto the brain 

slice via a 10x objective lens. The total area scanned for each map is 0.67 mm by 0.67 mm, 

which is divided into 10x10 grid. Each stimulus (one pixel) is 10 ms in length, with a 2 s inter-

stimulus interval. The stimulation sequence was a pre-defined pseudo-random sequence, which 

avoids surrounding inhibition from scanning in sequence. All CRACM recordings were 

conducted under voltage-clamp mode with a -70 mV holding potential. LED stimulation patterns 

were designed and controlled with the manufacture’s software. Stimulation and recording were 

synchronized by the patch-clamp digitizer. 

Histology and Imaging 

In some experiments, the recorded cells were traced with fluorescent dye to reveal the 

neuronal processes. After these experiments, the acute brain slices from ex vivo patch clamp 

recordings were fixed in 4% paraformaldehyde (PFA) for 30min to 1h, washed with phosphate 

buffered saline (PBS), then mounted onto microscopic slides. Images were obtained with 

confocal microscopy (Zeiss 710). Structural reconstruction were made using FIJI (ImageJ) 

extensions. 

Results 

To directly measure the V1 microcircuit and changes in its plasticity resulting from 

perceptual training, we conducted Channelrhodopsin-Assisted Circuit Mapping (CRACM) on 

brain slice preparations (Hooks et al., 2013; Petreanu et al., 2007).  We measured the feedback 

and recurrently connectivity of V1 L4 and L5 neurons receiving projections from L5 excitatory 

neurons in naïve and visually trained animals. Any differences between the naïve and trained 

groups are presumed to reflect the circuit plasticity resulting from visual experience. We tested 

this in littermate matched Fmr1-KO and WT male mice. Fmr1-KO mice are referred to as FX 

mice from here on. First, we validated that the ChR2 expression levels are not affected by the FX 

genotype. There was no significant difference in evoked action potential frequency at a series of 

light intensity steps between WT and FX age-matched litter-mates (Fig. 15).  
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To study the effect of the FX genotype on visual experience-induced circuit plasticity, WT 

and FX littermates with Thy1-ChR2-YFP background were pseudo-randomly assigned to either 

naïve or trained groups and the experimenter was blinded to the genotype during data collection. 

The trained group was subjected to habituation and visual training as described in the methods. 

Acute brain slices were made for CRACM on the day after the end of visual training. 

 

 
 

Figure 18. Optogenetic input-output curve for ex vivo circuit mapping.  
 

ChR2-YFP positive L5 neurons in V1 were held under current clamp while full-field LED 
illumination was applied to measure the action potential frequency. N = 3 animals/21 neurons for WT and 
4 animals/28 neurons for FX. Data reported in the curve are mean ± standard error of mean.  

Decreased synaptic plasticity of connections from L5 to L4 FS interneurons following 
visual experience in FX mice  

We performed whole-cell patch clamp recordings of L4 neurons in V1 on acute brain slices 

from 4 groups of animals: WT naïve, FX naïve, WT trained, and FX trained (Fig 16A). To 

measure local L5 to L4 synaptic strength, we optically stimulated individual cells in a 10 by 10 

grid (0.67mm by 0.67mm) covering a square area from L2/3 to L5 of V1 using an LED patterned 

illuminator (Polygon 400, Mightex) (Fig 16B). For each 10ms light pulse at each pixel, 

excitatory post-synaptic currents (EPSCs) were recorded under voltage clamp at -70mV. All 

CRACM recordings were conducted with the presence of 10µM tetrodotoxin (TTX) and 50µM 
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4-Aminopyridine (4-AP) to block action potentials and thus block multi-synaptic responses to 

the stimulation. Based on the current-voltage curve measured from step-current injections, there 

is a bimodal distribution of low and high cell impedance, corresponding to regular-spiking (RS) 

excitatory neurons and fast-spiking (FS) interneurons, respectively (Van der Molen et al.) (Fig 

17). For a subpopulation of recorded cells, evoked action potentials were recorded before 

applying TTX/4-AP. In some recordings, fluorescent dye (Alexa Fluor 568 Hydrazide) was 

added to the pipette internal solution to allow for the subsequent reconstruction of cell 

morphology. There were consistent and expected correlations between impedance and action 

potential waveform, cell body morphology under DIC optics, and whole cell morphology 

following reconstruction that corresponds to cell types (Fig 18 A-E, I-M). We found that there 

was no significant difference in impedance among RS cells (Fig 17C) and among FS cells (Fig 

17E) between the WT and FX groups. Training had no effect on cell impedance, as expected 

(Fig 17F). 

 

 
 

Figure 19. Visual training and CRACM experimental setups. 
 

A) Experimental groups. B) Acute visual cortical slices CRACM setup. 
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Figure 20. Characterizing layer 4 patched cell types  
 

A) Step current injection illustration and representative current-clamp traces from a layer 4 fast-
spiking (FS) interneuron.  B) Layer 4 (L4) regular spiking (RS) neuron illustration. C) Averaged current-
voltage curve from L4 RS neurons showing the membrane potential change (demonstrated in A) at each 
current injection step. D) L4 FS interneuron illustration. E) Averaged current-voltage curve from L4 FS 
interneurons showing the membrane potential change (demonstrated in A) at each current injection step. 
F) Mean input resistance for each group. Data reported in bar graphs are mean ± standard error of mean. 
Statistical significance on means were reported from three-way ANOVA followed by Tukey’s HSD tests. 
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We then compared the distributions of excitatory post synaptic current (EPSC) amplitudes in 

the naïve and trained groups, separated by cell types. There was no significant difference in 

EPSCs of RS neurons between the WT and FX groups without visual training (Fig 18F) or with 

visual training (Fig 18G, Kolmogorov-Smirnov test: WT naïve vs. FX naïve D = 0.0381 p=0.0117; WT 

trained vs. FX trained D = 0.0365 p=0.01593. Significance threshold p<0.005). For RS neurons, there 

was also no significant difference between the naïve and trained groups in both WT and FX mice 

(Fig 19 (top row), Kolmogorov-Smirnov test, WT naïve vs. WT trained D = 0.0404 p=0.0096; 

FX naïve vs. FX trained D = 0.0753 p= 0.0287). In other words, the projection strength from L5 

to L4 RS cells was stable following visual training of both WT and FX mice. The distribution of 

synaptic weights is known to follow a logarithmic normal distribution (Buzsaki & Mizuseki, 

2014; Song, Sjöström, Reigl, Nelson, & Chklovskii, 2005). Therefore, we conducted a natural-

log transformation of the absolute value of all EPSC amplitudes and tested that they were 

normally distributed (see methods for details). Training had no significant effect on the mean of 

the log value of the EPSCs among the 4 groups while genotype had a significant effect (Fig 18H, 
2-way ANOVA, p=0.037 for genotype, p=0.0788 for training, and p=0.00197 for the cross interaction. 

Tukey’s post hoc: WT naïve vs. FX naïve: p=0.0103; WT trained vs. FX trained: p=0.9981; WT naïve vs. 

WT trained: p=0.9801; FX naïve vs. FX trained: p=0.0127). The post-hoc Tukey test showed a 

significant difference in naïve animals between WT and FX, but not in trained groups. Training 

had a significant impact only in the FX group but not in the WT group. Despite the finding of 

statistical significance, the magnitude of the difference between these groups was very small.  

Contrary to the marginal connectivity change in L4 RS cells receiving L5 input, L4 FS cells 

receiving L5 input exhibited significant potentiation after visual training in both genotypes (Fig 

19, WT naïve vs. WT trained D = 0.2213 p=1.280e-34; FX naïve vs. FX trained D = 0.1309 

p=2.807e-6. Significance threshold p<0.005). Although the direction of plasticity after visual 

training was the same in both genotypes, the magnitude of circuit potentiation was much smaller 

in FX comparing to in WT. This resulted in the larger difference between WT and FX in trained 

animals than in naïve animals (Fig 18N&O, Kolmogorov-Smirnov test: WT naïve vs. FX naïve 

D = 0.0788 p=0.0005; WT trained vs. FX trained D = 0.1886 p=7.7582e-14. Significance 

threshold p<0.005). The mean of loge transformed EPSC amplitudes in L4 FS cells receiving L5 

projections was significantly different across genotype and training conditions: there was a large 

increase of EPSC amplitudes in WT with training (Fig 18P, 2-way ANOVA, p=6.344e-12 for 
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genotype, p=1.256e-26 for training, and p=4.801e-8 for cross interaction. Tukey’s post hoc: WT 

naïve vs. FX naïve: p=0.2376; WT trained vs. FX trained: p<0.0001; WT naïve vs. WT trained: 

p<0.0001; FX naïve vs. FX trained: p=0.0207). Although this increase was much less prominent 

in FX, both genotypes reached significance.   
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Figure 21. Visual experience induced cell-type specific circuit connectivity changes from L5 to 
L4 in V1 of WT and FX mice. 

 
A) Illustration of L5 to L4 regular spiking neurons projections. B & J) Example confocal image of 

mapped neurons (magenta) filled with fluorescent dye (scale bar = 100µm). The green color indicates 
ChR2-YFP positive neurons and processes. C & K) Traced neuron from D & L showing the morphology 
of specific neuronal types. D & L) Step current injection traces showing action potentials corresponding 
to the neurons shown in D & L. E & M) Step current injection traces with application of TTX/4AP mix 
corresponding to the neurons shown in D & L. F & G) Cumulative density curves showing the 
distribution of light-induced EPSC amplitudes from L4 regular spiking neurons receiving L5 projections 
in naïve and trained WT and FX animals. The insert shows the average CRACM maps for each 
corresponding group. H) Bar graphs showing the mean of log-transformed EPSC amplitudes for each 
group ± standard error of mean. Significance is reported from two-way ANOVA followed by Tukey’s 
HSD test for comparing mean log transformed EPSCs. I) L5 to L4 fast spiking neurons projection 
illustration. N & O) Cumulative density curves showing the distribution of light-induced EPSC 
amplitudes from L4 fast spiking neurons receiving L5 projections in naïve and trained WT and FX 
animals. Inserts show the average CRACM maps for each corresponding group. 
(P) Bar graphs showing the mean of natural log-transformed EPSC amplitudes for each group ± standard 
error of the mean. Significance is reported from Kolmogorov–Smirnov tests for EPSC distributions and 
two-way ANOVA followed by Tukey’s HSD tests to compare mean log transformed EPSCs.  
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Figure 22. Cumulative density curves from EPSCs amplitude of L4 cells 

Synaptic connectivity in L5-L5 regular spiking and intrinsically bursting cells 

We next conducted CRACM measurements on L5 to L5 local connectivity in WT and FX 

mice, either with or without visual training. Putative FS interneurons (identified as described 

above) were discarded from the analysis due to low cell counts (0 to 2 cells per group). The 

remaining putative L5 excitatory neurons were divided into intrinsically bursting (IB) and 

regular-spiking (RS) neurons (Fig 20A-E, I-M) based on input resistance, sag ratio, and the 

presence/absence of a compensatory current after a depolarizing current step (Fig 21). Consistent 

with the literature, L5 IB cells had lower input resistance and higher sag ratio, as well as a 

prominent compensatory current after depolarization compared to RS cells (Kasper, Larkman, 

Lubke, & Blakemore, 1994). Cell types determined by these three parameters were consistent in 

each of the patched cells and confirmed by cell morphology when available. Because IB cells 

and RS cells have distinctive projection targets (Kasper et al., 1994) and may contribute to 

familiarity-related oscillations in different ways, we analyzed the connectivity plasticity of these 

two groups of cells separately. 
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The projection from L5 to L5 RS cells was significantly larger in WT compared to FX naïve 

mice, but this relationship was inverted after visual training (Fig 20F&G, Kolmogorov-Smirnov 

test: WT naïve vs. FX naïve D = 0.1193 p=2.0902e-20; WT trained vs. FX trained D = 0.2192 

p=2.2563e-70. Significance threshold p<0.005). This finding was caused by the small but 

significant depression in RS cells receiving L5 recurrent projections in the WT trained group 

compared to the naïve group, but this depression was greatly exaggerated in the FX group (Fig 

22, Kolmogorov-Smirnov test, WT naïve vs. WT trained D= 0.0823 p=1.911e-9; FX naïve vs. 

FX trained D= 0.2192 p=2.256e-70). The same trend is true for the mean of the natural log EPSC 

amplitudes (Fig 20H, 2-way ANOVA, p=0.7979 for genotype, p<0.0001 for training, and 

p<0.0001 for cross interaction; Tukey test p<0.0001 for all compares). Conversely, L5 IB cells 

receiving L5 recurrent projections in both WT and FX had similar connection strengths (Fig 

20N, Kolmogorov-Smirnov test, WT naïve vs. FX naïve D = 0.0397 p=0.1151) and exhibited 

potentiation following visual training in both genotypes (Fig 22, WT naïve vs. WT trained D = 

0.15 p=3.989e-17, 71; FX naïve vs. FX trained D= 0.1883 p=2.735e-22. Significance threshold 

p<0.005). Although the increase in the mean loge EPSC values was similar in WT and FX when 

comparing trained to naïve animals (Figure 6P, 2-way ANOVA, p=0.651 for genotype, 

p<0.0001 for training, and p=0.230 for cross interaction; Tukey’s post hoc: WT naïve vs. FX 

naïve: p=0.5693; WT trained vs. FX trained: p=0.9619; WT naïve vs. WT trained: p<0.0001; FX 

naïve vs. FX trained: p<0.0001), the distribution of the EPSCs in trained WT and FX mice was 

different (Fig 21O, WT trained vs. FX trained D = 0.1571 p=3.9888e-17. Significance threshold 

p<0.005). In WT, there was an increase in EPSC number across all amplitudes in a relatively 

uniform fashion; this increase was dominated by the small EPSC amplitudes in FX animals. 

Overall, under the same visual training conditions, the L5 circuit shifted away from potentiation 

and toward depression in FX compared to WT mice. This observation is consistent with the 

previous reports of enhanced LTD and impaired LTP in FX mice (Huber et al., 2002; Lauterborn 

et al., 2007).   
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Figure 23. Visual experience induced cell-type specific local L5 circuit connectivity changes  
 

A) Illustration of L5 to L5 regular spiking pyramidal neuron projections. B & J) Example confocal 
images of mapped neurons (magenta) filled with fluorescent dye (scale bar = 100µm). The green color 
indicates ChR2-YFP positive neurons and processes. C & K) Traced neuron from B & J showing the 
morphology of specific neuronal types corresponding to B & J. D & I) Step current injection traces 
showing action potentials corresponding to the neurons shown in B & J. E & M) Step current injection 
traces in the presence of TTX/4AP corresponding to the neurons shown in B & J. Arrow points to the 
absence/presence of compensatory potential after depolarizing current injection. F & G) Cumulative 
density curves showing the distribution of light-induced EPSC amplitudes from L5 regular spiking 
neurons receiving L5 local projections in naïve (semi-transparent) and trained (solid color) WT (cyan) 
and FX (magenta) animals. Inserts show the average CRACM maps for each corresponding group. H) 
Bar graphs showing the mean of log-transformed EPSC amplitude for each group ± standard error of the 
mean. Significance is reported from two-way ANOVA followed by Tukey’s HSD test for comparing 
mean log transformed EPSCs. N & O) Cumulative density curve showing the distribution of light-
induced EPSC amplitude from L5 intrinsically bursting neurons receiving L5 local projections in naïve 
(semi-transparent) and trained (solid color) WT (green) and fmr1 KO (orange) animals. Insert is the 
average CRACM map. P) Bar graph showing the mean of natural log-transformed EPSC amplitude for 
each group± standard error of mean. Significance reported from Kolmogorov–Smirnov test for EPSC 
distribution and two-way ANOVA followed by Tukey’s HSD test for comparing mean log transformed 
EPSCs. 
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Figure 24. Characterizing layer 5 (L5) patched cell types.  
 

A) Illustration of step current injections. B) Representative current-clamp traces from a layer 5 
intrinsically-bursting (IB) neuron. C) Illustration of a L5 regular spiking (RS) neuron. D) Averaged 
compensatory current-voltage curve from L5 RS neurons showing the absence of rebound potential at the 
offset of step current injection. E) Averaged steady phase current-voltage curve from L5 RS neurons. The 
slop of the curves represents input resistance. F) Illustration of a L5 intrinsically bursting (IB) neuron. G) 
Averaged compensatory current-voltage curve from L5 IB neurons showing the presence of rebound 
potential at the offset of step current injection (demonstrated in B). H) Averaged steady phase current-
voltage curve from L5 IB neurons. The slop of the curves represents input resistance. I) Mean sag ratio 
(defined in b) for each group. J) Mean hyperpolarizing compensatory potential at the offset of +100nA 
current injection for each group. K) Mean input resistance for each group. Data reported in bar graph are 
mean ± standard error of mean. Statistical test on means were three-way ANOVA followed by multiple 
comparison test using Tukey’s honestly significant difference criterion. 
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Figure 25. Cumulative density curves from EPSCs amplitude of L5 cells 
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Discussion 

Here, we systematically measured multiple synaptic connections within the V1 microcircuit 

with and without perceptual training in WT and FXS mice. We observed a general shift towards 

depression (smaller magnitude of potentiation and/or larger magnitude of depression) in FXS 

compared to WT mice after perceptual training. This finding is consistent with previous 

observations of enhanced LTD and decreased LTP induced in FXS mice in brain slices 

(Lauterborn et al., 2007; Robic et al., 2015). This study is one of the first to directly show the 

effect of experience on specific synaptic strength in ex vivo acute brain slices. Studies using 

CRACM or laser-scanning glutamate uncaging to map local microcircuits have mainly focused 

on the spatial/laminal distribution of inputs (Hooks et al., 2011), as well as the synaptic-strength 

differences between different cell types (Yang, Carrasquillo, Hooks, Nerbonne, & Burkhalter, 

2013). Moreover, the stable ChR2 expression level (Fig 15) under the Thy1-ChR2 transgenic 

background (as opposed to viral infection which is prone to variability) and strict age limit 

enabled us to compare synaptic strength between genotypes. With the help of Autopatcher IG to 

improve patching efficiency, we generated a respectable amount of data, from which we could 

categorize neurons based on their basic electrophysiological characteristics and gain insights on 

which specific projection was pertinent to visual experience. 

We have identified a strengthening of the intra-cortical feedback connections from pyramidal 

cells in L5 onto FS inhibitory interneurons in L4 after perceptual training. FS inhibitory neurons 

in the visual cortex generally have broad tuning to visual stimuli, which means they are activated 

less selectively than RS excitatory neurons (Kerlin, Andermann, Berezovskii, & Reid, 2010). 

They send their inhibition to a cohort of neurons in the vicinity to control the “gain” of the circuit 

(Isaacson & Scanziani, 2011). Moreover, the FS inhibitory network is thought to contribute to 

intrinsic oscillatory activities of V1, particularly in the gamma frequency band (Chen et al., 

2017). Human and primate electro-encephalogram (EEG) studies support the notion that gamma 

oscillations in cortical areas are generally related to learning (Miltner, Braun, Arnold, Witte, & 

Taub, 1999; Popescu, Popa, & Paré, 2009), and may indicate the acuity of change detection in 

the visual cortex (Womelsdorf, Fries, Mitra, & Desimone, 2006). The increase of feedback 

excitatory drive to L4 FS interneurons in WT mice may be associated with changes in visual 

processing because of visual training. We did not observe the same potentiation of L5 to L4 FS 
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projections in FXS mice, indicating that the visual experience did not have the same effect in 

FXS. 

Another prominent difference in circuit plasticity between WT and FXS mice was at the L5 

to L5 recurrent projection. Intrinsic L5 to L5 RS neurons’ hyperconnectivity was observed in 

FXS mice compared to WT, which is in agreement with previous morphological studies (Comery 

et al., 1997). More interestingly, this hyperconnectivity was over-corrected after visual 

experience in FXS, exhibiting drastic depression while little change happened in WT mice at this 

synapse, which also agrees with the exaggerated LTD observed in brain slices of FX mice 

(Waung & Huber, 2009). On the other hand, L5 to L5 IB neurons’ projections were potentiated 

in both genotypes, but in a different fashion. In WT mice, there was an overall increase of EPSC 

amplitude, while in FXS mice the change was mostly a larger number of weak synapses. Since 

most immature synapses primarily express NMDAR and are also electrophysiologically weak 

connections (Zhang, Peterson, & Liu, 2013), we speculate that these weak synapses in the FXS 

mice after visual experience were either newly formed immature synapses or activated pre-

existing silent synapses. This hypothesis can also be supported by morphological observations of 

higher density of immature dendritic spines in FXS.  

To differentiate between expected and novel stimuli, the brain needs to be able to recognize 

familiar, expected stimuli or their prominent physical features. However, there has been a poor 

understanding of how this process occurs at the mechanistic level. We have recently discovered a 

new mechanism encoding visual familiarity via persistent low-frequency oscillations in the 

mouse primary visual cortex (S. T. Kissinger, A. Pak, Y. Tang, S. C. Masmanidis, & A. A. 

Chubykin, 2018). This mechanism is dependent on the muscarinic cholinergic receptors and is 

specific to the spatial frequency of the familiar visual stimuli. Persistent (lasting beyond the 

initial stimulus) theta (4-8Hz) oscillations have been previously reported in primary visual cortex 

(V1) after the presentation of a familiar visual cue to report the time of a reward delivery (Zold 

& Hussain Shuler, 2015) and during the delayed part of visual cue-reward working memory 

tasks (Lee, Simpson, Logothetis, & Rainer, 2005). Our recent findings demonstrate persistent 

familiarity-induced theta oscillations presented as both visually evoked potentials (VEPs) and 

single unit responses (Samuel T. Kissinger et al., 2018).  

Computational modeling suggests that the strengthening of excitatory drive to inhibition may 

be critical for the generation of the low-frequency oscillations in the cortical superficial layer 
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neurons (Visser & Van Gils, 2014). The electrophysiological properties of IB cells, including 

bursting and rebound-spiking, are due to the expression of Hyperpolarization-Activated Cyclic 

Nucleotide-Gated (HCN) channels (Kase & Imoto, 2012). These bursting cells have the potential 

to drive oscillatory activity in the network. Interestingly, following visual experience, synaptic 

strengths in V1 are not uniformly strengthened to the same magnitude. Some remained stable 

whilst others slightly weakened. The differential plasticity at different synapses of the circuit 

may be important for the emergence of oscillations. 

In summary, we have demonstrated visual experience-induced plasticity at L5 to L4 and L5 

to L5 local projections in an FXS mouse model and healthy control. Potentiation at L5 to L4 FS 

cells as well as L5 to L5 IB cells could potentially explain the circuit mechanism of familiarity 

encoding. The impairment of such plasticity in FXS mice correlates with evidence of disrupted 

visual perception and learning in FXS. 
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CHAPTER 4: CIRCUIT RESTORATION THROUGH IN VIVO DIRECT 
REPROGRAMMING AFTER ISCHEMIC INJURY 

Abstract 

Specialized neural circuits underlie critical brain function. However, these circuits are 

vulnerable to damage from a variety of insults, including ischemic injury. Common sequelae of 

many brain injuries include neuronal loss, gliosis, and inhibition of re-innervation at the injury 

site. This combination impacts the integrity of local circuitry, leading to long-term functional 

impairment and disability. Recent technology development achieved the direct conversion of 

endogenous astrocytes to neurons in situ at the brain injury site; this promises to repair brain 

damage by simultaneously replenishing the neuronal population and reversing the adverse 

environment of the glial scar. While the robust reprogramming process and long-term 

transformed neuron survival are promising, it is unclear whether and how these neurons mature 

and integrate into local circuits to carry out appropriate functions. We investigated the effect of 

NeuroD1 gene-mediated in vivo direct reprogramming on circuit integration in a mouse model of 

focal ischemic injury in the primary visual cortex. We found that individual newly transformed 

neurons received abundant functional projections from endogenous neurons, as assessed by 

circuit mapping. Surviving neurons at the injury site also regain functional connections with 

local circuits after the reprogramming treatment. Our evidence from ex vivo circuit mapping 

suggests spontaneous maturation of newly transformed neurons, with local-circuit integration, 

and functional restoration following NeuroD1-mediated in vivo direct reprogramming. 

Introduction 

Stroke is a leading cause of mortality and long-term morbidity. In the United States, 2.7% of 

adults have had one or more strokes. This problem could worsen because the percentage may 

increase as population life expectancy increases. Ischemic stroke, the most common type, 

accounts for 87% of all stroke cases (Benjamin et al., 2018). Ischemic stroke typically results 

from acute cerebral arterial obstruction, leading to localized hypoxia and permanent brain 

damage. The aftermath of such an event includes excitotoxicity triggering oxidative stress, which 

leads to neuronal death, and eventually reactive gliosis (Endres, Dirnagl, & Moskowitz, 2008). 
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The only effective acute treatment for ischemic stroke is vessel recanalization via thrombolysis 

or thrombectomy. These therapies each have a narrow effective time window of only 3 hours 

from the onset of stroke symptoms, therefore limiting their application for many patients who do 

not receive prompt medical attention (Pena, Borlongan, Shen, & Davis, 2017). This leaves a 

large unmet need for new treatments in ischemic stroke patients with permanent brain damage. 

No existing treatments have been proven effective (Patel & McMullen, 2017; Powers et al., 

2018). Although most patients partially regain functions over time, a significant portion of this is 

attributed to  compensation rather than brain recovery per se (Levin, Kleim, & Wolf, 2008; 

Nakayma, Jørgensen, Raaschou, & Olsen, 1994; Roby-Brami et al., 2003). Complete functional 

recovery is rare. 

Therefore, there is much interest in using regenerative medicine to treat permeant brain 

damage following an ischemic stroke. However, challenges in stem cell therapies, such as low 

cell transformation efficiency, low in vivo survival rate, as well as inadequate neuronal 

maturation and circuit integration, have hindered the clinical application of this approach 

(Bernstock et al., 2017; J. Y. Li, Christophersen, Hall, Soulet, & Brundin, 2008; Steinbeck & 

Studer, 2015). Moreover, the stem-cell source and differentiation protocol have major influences 

on the induced neurons, resulting in poorly understood biases in neuronal subtype and gene 

expression profile. (Tsunemoto et al., 2018; Wu et al., 2007). Meanwhile, progress was made in 

reprogramming non-neuronal cells, such as hepatocytes and fibroblasts, into neurons directly 

(Blanchard et al., 2014; Marro et al., 2011; Yang, Ng, Pang, Südhof, & Wernig, 2011). However, 

because the neurons were differentiated in vitro, this technology suffers from the same 

shortcomings as the classical stem cell transformation. Regenerating neurons in situ from 

resident cells in the brain may be able to solve these limitations and provide a more feasible 

strategy for brain repair. 

After a stroke, the local environment drastically changes. A number of studies showed that in 

the penumbra, or peri-infarct zone adjacent to the injury core, synaptic plasticity happens over 

time to re-map the local circuit (review see Carmicheal (Carmichael, 2003)).  Researchers 

propose that the ischemic insult could “re-open” the critical period, allowing neural plasticity to 

occur (T. H. Murphy & D. Corbett, 2009). Subsequently, methods promoting plasticity were 

applied in clinical practice in hope for improved functional recovery (Hermann & Chopp, 2012). 

Unfortunately, these methods are not cures and only have varying degrees of success to partially 
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improve stroke outcome. However, the potential to re-map circuitry after injury as a natural 

property of our brain provides the basis to restore circuit through a semi-spontaneous process. 

Perhaps with some help, the damaged brain tissue, especially the injury core where glial scar 

forms, could be restored and re-innervated. 

NeuroD1 transcription factor overexpression alone has been demonstrated to convert human 

embryonic stem cells (ESCs) and induced pluripotent cells (iPSCs) into neurons (Y. Zhang et al., 

2013). NeuroD1-mediated in vivo direct reprogramming technology converts reactive astrocytes 

directly into neurons in situ, bypassing the pluripotent and proliferating stem cell stage (G. Chen 

et al., 2015; H. Li & Chen, 2016). Many insults to the brain, including ischemic injury, trigger 

re-activation and proliferation of astrocytes around the injury site. Although the initial stage of 

gliosis may be beneficial to confining the injury through re-uptake of excessive extracellular 

glutamate and restoring homeostasis, glial scaring in the later stage is detrimental to axonal 

regeneration and functional recovery (Fitch & Silver, 2008; Kawano et al., 2012). Direct 

reprogramming in vivo has been demonstrated to efficiently transform astrocytes into 

physiologically active neurons in the mouse models of open wound traumatic brain injury, 

Alzheimer’s disease(Guo et al., 2014), and ischemic injury(Y. Chen et al., 2018).  

Whether the newly transformed neurons integrate into the local circuits and perform 

appropriate functions is vital for evaluating the potential of this technology as a clinically viable 

brain repair therapy. To examine circuit rewiring, we directly mapped the connectivity of the 

individual newly reprogrammed neurons in ex vivo brain slices. Furthermore, circuit connectivity 

strength was characterized longitudinally following reprogramming, revealing spontaneous local 

circuitry remodeling. These findings indicate that NeuroD1-mediated in vivo direct 

reprogramming functionally restored local circuitry in brains damaged by ischemia. 

Materials and Methods 

Animals 

Wild type male and female C57BL/6 mice (Jackson Laboratory and Purdue University 

Transgenic Mouse Core Facility, postnatal day 34-90) were used for in vivo extracellular 

recording experiments. Thy1-ChR2-YFP line 18 (B6.Cg-Tg(Thy1-COP4/EYFP)18Gfng/J, JAX 

stock #007612) were used for ex vivo cortical slices preparation and whole cell patch clamp 
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experiments. All animals were housed in 12-hr light/dark cycle with ad libitum access to rodent 

chow food and water. All animal experimental use was approved by the Purdue University 

animal care and use committee (PACUC), and followed guidance issued by the National 

Institutes of Health. 

Surgery, ischemic injury induction, and viral injections 

Mice were anesthetized during all surgical procedures with inhaled isoflurane (5% for initial 

induction and 1.5% for maintaining anesthesia, carrier gas was air, SomnoSuite system). Deep 

anesthesia was confirmed by no response to toe/tail pinch. Skin over the skull was removed, and 

the skull over the cortices were exposed. The craniotomy was made first by thinning a small area 

of the skull about 0.5mm diameter at the injection site with a drill. Then, a tiny gap at the center 

of the whole for inserting the micro-injection pipette was opened using a sterile needle. To 

induce focal ischemia, a total volume of 1µl of 4µg/µl endothelin-1 (ET-1, Sigma) was injected 

into each hemisphere. ET-1 was dissolved in filter-sterilized pure water to make stock solution 

(10µg/µl) which was stored at -80°C and diluted to the final concentration (4µg/µl) with filter-

sterilized artificial cerebral spinal fluid (ACSF) before each injection. ET-1 solution was injected 

at two depths, 700µm and 300µm below the brain surface, 500nl per depth at 100nl/min rate 

using a micro-injector (NanoJect II or NanoJect III, Drummond Scientific). For sham injections, 

1µl of ACSF was injected at the same speed and depths. For mice used in extracellular recording 

experiments, a headpost was adhered to the skull at 4mm anterior to bregma using super-glue, 

and a gold-plated grounding pin (Parkell) was installed 1mm anterior to bregma by inserting the 

sharp end through the skull into the midline space (but not in the brain tissue). These steps were 

omitted in animals intended for ex vivo brain slice preparation. Following the procedures, acrylic 

dental cement (Metabond, C&B) was applied on the exposed skull to create a protective hard 

cap. 8 to 10 days after ET-1 injections, two adeno associated viruses (AAV), one carrying 

FLEX-NeuroD1-mCherry and the second carrying GFAP::Cre were injected together (10:1 ratio, 

1ul total volume, injected at the same depths and speed as ET-1 injection) through the same 

craniotomy. For optogenetics experiment, ET-1 was injected in both hemispheres as described 

earlier. 8-10 days post ET-1 injection, AAV-GFAP::Cre, AAV-FLEX-NeuroD1-mCherry, and 

AAV-DIO-ChR2-eYFP were injected together (2:10:10 ratio) into both hemisphere at 700um 

and 300um below the brain surface (500nl per depth, speed 1nl/s). Coordinates used for primary 



149 
 

visual cortices injections were (relative to lambda): 0.8 mm anterior, ±3.0 mm lateral for animals 

used in extracellular recordings; or 0.8mm anterior, ±2.8 mm lateral for animals used in ex vivo 

slice recordings. 

Acute brain slices preparation: 

Mice were anesthetized with an intra-peritoneal (IP) injection of a cocktail of ketamine 

(100mg/kg body weight) and xylazine (16mg/kg body weight) diluted in sterile saline. Deep 

anesthesia was confirmed with no reflex to toe/tail pinch. For animals that were 55 days or 

younger, trans-cardiac perfusion was conducted using ice-cold High Sucrose Dissection Buffer 

(HSDB) containing (in mM) 75 sucrose, 10 glucose, 87 NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 

NaHCO3, 0.5 CaCl2, 7 MgCl2, and 1.3 ascorbic acid. Following perfusion, the brain was quickly 

dissected out of the skull and the visual cortex was cut on a vibratome (VT1000, Leica) into 

slices at 300µm thickness in ice-cold HSDB. Brain slices were then carefully transferred into 

normal ACSF containing (in mM) 124 NaCl, 3.5 KCl, 1 CaCl2, 0.8 MgCl2, 1.23 NaH2PO4, 26 

NaHCO3, and 10 glucose. The slices were first incubated at 32°C in ACSF for 30min then at 

room temperature (around 25°C) for 1 to 6 hours before recording. For animals that were older 

than 55 days, trans-cardiac perfusion was conducted using ice-cold N-methyl-D-glucamine 

(NMDG) ACSF containing (in mM) 92 mM NMDG, 2.5 mM KCl, 1.25 mM NaH2PO4, 30 mM 

NaHCO3, 20 mM HEPES, 25 mM glucose, 2 mM thiourea, 5 mM Na-ascorbate, 3 mM Na-

pyruvate, 0.5 mM CaCl2 and 10 mM MgCl2. Dissection and slicing were conducted in the same 

manner as for young animals but in ice-cold NMDG ACSF. Brain slices were then recovered in 

NMDG ACSF at 32°C for 4 to 7 min depending on the animal age, then in HEPES ACSF 

containing (in mM) 92 mM NaCl, 2.5 mM KCl, 1.25 mM NaH2PO4, 30 mM NaHCO3, 20 mM 

HEPES, 25 mM glucose, 2 mM thiourea, 5 mM Na-ascorbate, 3 mM Na-pyruvate, 2 mM CaCl2 

and 2 mM MgCl2 at room temperature for at least 2h before recording. All physiological 

solutions were continuously aerated with carbogen gas (95% O2 5% CO2) to maintain pH (7.3-

7.4) and oxygen saturation. Brain slices were kept alive for up to 7h after cutting and each 

recorded slice was used for up to 1.5h. 
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Whole-cell patch clamp recordings 

Patch-clamp recordings were conducted using a commercial slice physiology rig (SliceScope 

Pro 1000, Scientifica). Patch pipettes were pulled using a standard Flaming-Brown type puller 

(Sutter Instruments P97) from filamented borosilicate glass capillaries (BF150-86-10, Sutter 

Instruments). The recording internal solution contained (in mM) 20 KCl, 100 K-gluconate, 10 

HEPES, 4 MgATP, 0.3 Na2GTP, and 7 phosphocreatine, with pH adjusted to 7.4 and osmolarity 

adjusted to 300 mOsm. In some experiments, a small amount of 4% w/v Alexa FluorTM 647 

Hydrazide (A20502, ThermoFisher Scientific) dissolved in internal solution was back-loaded to 

the glass pipette through capillary force before loading the regular internal solution to label the 

patched cell. Pipette impedance was in the range of 3.5 to 7.9MΩ when filled with internal 

solution and submerged in ACSF. Brain slices were placed in a recording chamber continuously 

perfused with oxygenated ACSF and heated to 30-32°C. Cells were visualized with infrared 

illumination through differential interface contrast (DIC) optics and recorded with a charge-

coupled device (CCD) camera. Signals were amplified using a Multiclamp 700B amplifier 

(Molecular Devices) and digitized using Digidata 1550A (Molecular Devices) at 20kHz and low-

pass filtered at 10kHz. Recorded data were analyzed using custom-written Python scripts 

(detailed statistical tests see “Experimental design and statistical analysis”). For experiments 

during which cells were filled with fluorescent dye, the slices were fixed with 4% 

paraformaldehyde (PFA) for 30min-1h and mounted onto glass slides for imaging. 

Channelrhodopsin-assisted circuit mapping (CRACM) 

We used Thy1-ChR2-YFP line 18 (B6.Cg-Tg(Thy1-COP4/EYFP)18Gfng/J, JAX stoke 

#007612) which expressed ChR2 sparsely in layer 5 pyramidal cells in the cortex. To control for 

intrinsic synaptic strength difference in different projections, only layer 4 neurons were patched, 

therefore only L5 to L4 projection was compared. L4 cells were identified by the morphology 

and relative location in the brain slice (mid-point from pia to white matter). Light stimulation 

was generated with an LED light source (High-Power LED Collimator Source, 470nm, 50W, 

Mightex) and delivered through a patterned illuminator (Polygon 400, Mightex). A 10 by 10 grid 

covering a 670µm by 670µm square area was superimposed on the primary visual cortical slice, 

which spans the top border of L2/3 to lower border of L5 under 10x objective. Each pixel was 
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stimulated for 10ms, following a pseudo-random sequence with 2s inter-stimulus interval. Cells 

were held at -70mV in voltage-clamp mode during CRACM recordings. The LED and patterned 

illuminator were controlled by the manufacturer’s software and stimulation and recording were 

synchronized by the digitizer. CRACM heat maps were plotted from light-induced EPSC 

amplitudes at each pixel. 

Histology and immunohistochemistry (IHC) 

Mice were anesthetized with 100mg/kg ketamine and 16mg/kg xylazine through  IP injection 

before trans-cardiac perfusion. Deep anesthesia was confirmed with no reflex to toe/tail pinch. 

The thorax and abdomen were opened. A needle was inserted into the left ventricle of the heart, 

and a small incision was made in the right atrium. Mice were first perfused with 1x phosphate-

buffered saline (PBS, 15 to 20ml) until the liver cleared, then with 4% paraformaldehyde (PFA, 

10 to 15ml) for fixation. Mouse brains were post-fixed in 4% PFA for an additional 12-36hr 

before histology. Fixed brain tissue was sliced using a vibrating microtome (1000 Plus, TIP 

Vibratome) at 100µm thickness. When IHC staining was unnecessary, slides were made directly 

by mounting the slices with anti-fade mounting medium containing 0.2% n-propyl gallate. When 

IHC is necessary, the slices were stained free-floating in 24-well tissue-culture plates. They were 

first blocked and membrane permeabilized in 5% bovine serum albumin (BSA) and 0.1% Triton 

X 100 (Sigma) in PBS at room temperature for 30min. Then, the slices were incubated with 

primary antibody in 0.1% TX 100 for 36 to 48h at 4°C followed by secondary antibody for 1 to 

2h at room temperature. Slices were counter stained with DAPI when necessary. The slices were 

mounted using the same method described above. Antibodies used are: Chicken Anti-Glial 

Fibrillary Acidic Protein Antibody (AB5541, Millipore Sigma), Rabbit Anti-NeuN Antibody 

(ABN78, Millipore Sigma), Alexa Fluor® 488 AffiniPure Donkey Anti-Rabbit IgG (H+L) 

(Code: 711-545-152, JAX), and Alexa Fluor® 647 AffiniPure Goat Anti-Chicken IgY (IgG) 

(H+L) (Code: 103-605-155, JAX). Brain slices were imaged under a confocal microscope (Zeiss 

LSM710). Neurite tracing and reconstruction was conducted using Fiji/ImageJ. 
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Results 

To demonstrate the effects of in vivo direct reprogramming on visual function and local 

circuit recovery in V1 following cortical ischemic injury, visually evoked responses and local 

circuit connectivity were measured in mice with induced ischemic injury and treated by 

reprogramming. Moderate ischemic injury was induced by ET-1 local injection into one or both 

hemispheres of the visual cortex (details see methods). Robust gliosis develops in around 8 to 10 

days, at which point we delivered the cre-dependent reprogramming gene NeuroD1 (FLEX-

NeuroD1-mCherry) along with the cre-recombinase gene under the GFAP promotor 

(GFAP::Cre) targeting astrocytes using adeno-associated virus (AAV). ET-1 dosage (see 

methods section) was carefully titrated to induce consistent gliosis, but importantly, not to cause 

significant tissue loss at the point of experimental assessment. This allowed us to identify and 

measure the connectivity of a group of surviving neurons. Local circuit connectivity was 

assessed using ex vivo CRACM in acute cortical slices (Fig. 23). Histological analysis confirmed 

robust and localized gliosis at 9 days after ET-1 injection, accompanied by decreased expression 

of the neuronal marker NeuN (Fig. 24A). As expected, the induced glial scar does not resolve if 

no treatment is applied to the injury site (Fig. 25). Newly reprogrammed neurons expressing the 

neuronal marker NeuN, but importantly not the astrocyte marker Glial Fibrillary Acidic Protein 

(GFAP), were detected as early as 10 days after the viral injection delivering the reprogramming 

gene (Fig. 24B). An example of a cell undergoing reprogramming was captured at the 

transitional stage (Fig. 24C). This mCherry positive cell expressed both neuronal and astrocyte 

markers. The timeline of astrocyte-to-neuron conversion was consistent with previously reported 

data from an open-wound cortical stab injury model (Guo et al., 2014) and an ischemic injury 

model (Y. Chen et al., 2018).  
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Figure 26. Focal ischemic stroke model and in vivo direct reprogramming in the primary visual 
cortex.  

 
The schedule to induce focal ischemic stroke by injecting endothelin-1 (ET-1) and to reprogram 

astrocytes into neurons by injecting two viruses carrying the targeting gene and the reprogramming gene 
or empty control. After desired time of gene expression and reprogramming, V1 local circuit connectivity 
was assessed by Channelrhodopsin-Assisted Circuit Mapping (CRACM) in ex vivo acute brain slices.   
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Figure 27. ET-1 induced gliosis and reprogramming. 

 
A) 9 days after ET-1 injection (top) and sham artificial cerebral-spinal fluid (ACSF) injection control 

(bottom), immunohistochemistry staining astrocyte (magenta) and neuronal (green) markers showed 
robust gliosis developed. This gliosis persists if left untreated (supplementary figure 1-1).  B) Newly 
reprogrammed neurons were detected 10 days after viral infection. In the reprogrammed group (bottom), 
mCherry positive reprogrammed cells (yellow arrow heads) co-stained with neuronal marker NeuN while 
in control group (white arrow heads) mCherry positive cells co-stained with astrocyte marker GFAP. C) 
mCherry positive infected cells at the transitional stage expressing both astrocyte and neuronal markers 
are also observed at this time point.   
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Figure 28. ET-1 injection induced ischemic stroke and glial scaring could not resolve without 
intervention.  

 
Young mice were injected with ET-1 (left) and sham control (right). They were left undisturbed for 4 

to 4.5 weeks. Immunohistochemistry staining of NeuN (green) and GFAP (magenta) showing prominent 
glial scar and loss of NeuN signal at the scar site, while very low GFAP signal and normal NeuN signal 
can be seen on the control side. 

Reprogrammed neurons receive abundant input from pre-existing neurons 

To directly measure the circuit connectivity of newly reprogrammed neurons, we used 

Channelrhodopsin-assisted circuit mapping (CRACM) in ex vivo acute slices. We used male and 

female (no difference between sex, data combined) heterozygous Thy1-ChR2-YFP mice that has 

sparse distribution of ChR2-eYFP positive cells in L5 cortical pyramidal cells (Asrican et al., 

2013). Focal ischemia induction and reprogramming viral injection procedures were the same as 

for animals used for in vivo recordings (Fig. 26A). Age matched animals were randomly 

assigned to one of three groups: healthy control (sham injection + empty viral vector injection), 

untreated ischemia control (ET-1 injection + empty viral vector injection) and reprogram group 

(ET-1 injection + reprogram viral vector injection). For each animal, both hemispheres received 



156 
 

the same treatment. We further divided neurons in the reprogrammed group into mCherry+ 

reprogrammed cells and mCherry- surviving neighbors. Both DIC and fluorescent image guided 

whole-cell patching of target neurons (Fig. 26B). Basic electrophysiological properties were 

characterized by recording the potential change against a series of step currents for each cell 

(Fig. 26C). Then, CRACM map was collected with the presence of TTX and 4-AP to isolate 

mono-synaptic connections (Fig. 26D, details see “Methods”). For some mCherry+ 

reprogrammed cells, a fluorescent dye (Alexa Fluor™ 568 Hydrazide, ThermoFisher) was 

included in the patching pipette and extra time was allowed after recording for the dye to diffuse 

into the cell processes (Fig. 26E). Morphological reconstructions showed that all examined cells 

had extensive neurites that resembled mature cortical neurons (Fig. 26F).  

All mCherry+ cells in the reprogrammed group showed robust light-induced excitatory post-

synaptic currents (EPSCs) (Fig. 26G). Surviving neighbors (16 cells from 6 animals) also 

received considerable excitatory inputs (Fig. 26H) qualitatively similar to that of neurons healthy 

controls (26 cells from 5 animals, Fig. 26J). On the contrary, there were minimal EPSCs in cells 

on average in the untreated ischemia group (19 cells from 4 animals, Fig. 26I). The maximal 

EPSC profile along tangential (Fig. 26K) and vertical (Fig. 26L) directions averaged across cells 

for each group revealed no shift in the overall shape of the EPSCs spatial distribution. We then 

compared the distributions of EPSC amplitudes among the four groups of cells. Firstly, the 

healthy control group significantly differed from the untreated ischemia control (Fig. 26M, 2 

sample Kolmogorov–Smirnov test, D = 0.119, p = 5.579e-14). The reprogrammed group had 

significantly larger responses than all the other groups as shown in the cumulative density curve 

(2 sample Kolmogorov–Smirnov test, Reprogram vs. Untreated: D = 0.508, p = 7.867e-226; 

Reprogram vs. Healthy: D  0.420, p = 2.213e-179; Reprogram vs. Surviving: D = 0.336, p = 

3.638e-90. Significance level α=0.005). To compare the relative connection strength between 

groups, we transformed the original EPSC distributions to normal distributions by taking natural 

log of the absolute value of each EPSC amplitude. It is known that synaptic strengths in the 

cortex follow a log normal distribution (Buzsaki & Mizuseki, 2014). Our loge-transformed 

EPSCs were normally distributed in all four groups (see methods section for normality test 

details). The reprogrammed group had the largest mean of loge-EPSC values while the untreated 

ischemia group had the smallest (Fig. 26M insert). The CRACM experiment at 3 weeks post-

infection directly demonstrated that functional synaptic inputs from the pre-existing local circuits 
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were formed onto the newly reprogrammed neurons. The relative strength of these projections 

was stronger than projections onto neurons in the same cortical area without ischemic insult 

(healthy control). Surviving endogenous neurons in the ischemic injury in the reprogrammed 

group had stronger synaptic connections with the circuit than surviving neurons in the untreated 

ischemia condition.  
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Figure 29. Reprogrammed neurons are integrated into the local circuit and may be hyper-
connected at early stage.  

 

A) Thy1-ChR2-YFP mice were used for inducing local ischemic stroke and reprogramming for 
Channelrhodopsin-Assisted Circuit Mapping (CRACM) experiments. B) An example whole cell patch in 
Differential Interface Contrast (DIC) image (left) and epifluorescence image (right), showing the patched 
cell was an mCherry positive cell. C) Step-current injection with hyperpolarizing and depolarizing current 
steps showing evoked action potentials. Same cell as shown in B. D) CRACM heat map overlaid with 
Excitatory Post Synaptic Current (EPSC) traces at each point of stimulation. Color gradient represent the 
amplitude of the EPSC response. Same cell as shown in B. E) Maximum intensity projection of a z-stack 
confocal image of the acute brain slice post-fixed after CRACM recordings. ChR2-YFP expressing layer5 
neurons (from the mice genetic background) are shown in green. Reprogrammed cells expressing 
mCherry are shown in orange. The patched cell was filled with fluorescent dye and shown in magenta. 
Same cell as shown in B. F) Morphological tracing of the cell processes based on z-stack fluorescent 
images shown in E. G) Averaged CRACM heat map of mCherry positive reprogrammed cells (n = 21 
cells) and H) their surrounding mCherry negative survived neighbors (n = 16 cells). Data from G and H 
were collected from the same cohort of 6 animals. I) Averaged CRACM heat map of untreated ischemia 
control (n = 19 cells from 4 mice) J) Averaged CRACM heat map of sham injected healthy control (n = 
26 cells from 5 mice). K) Averaged maximal EPSC ± SEM by grid position in tangential direction 
(parallel to the brain surface) L) Averaged maximal EPSC ± SEM by grid position in vertical direction 
(perpendicular to the brain surface) M) Cumulative density curve of EPSCs distribution from each group 
(same data set as shown in G and H). All groups are significantly different from each other based on 
Kolmogorov–Smirnov test, significance level p<0.001. Insert compares the mean of the natural log-
transformed EPSCs amplitude in each group. p=1.26x10-284, one-way ANOVA. **** represents 
p<0.00001 from Tukey’s post-hoc analysis. 
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Remodeling of connectivity strength after reprogramming 

Circuit connectivity improved after delivering the reprogramming gene. However, 

differences were observed between the reprogrammed and the healthy control groups at 3 weeks 

after viral infection. To examine long-term effects of in vivo direct reprogramming on the 

functional connectivity of the local circuits, we further measured circuit connectivity at 6 weeks 

after viral injections. 

We conducted CRACM on ex vivo brain slices to compare the connectivity profile of the 

newly reprogrammed cells, their surviving neighbors, surviving cells in the untreated ischemia 

controls, and cells in the healthy controls. The acute brain slices were prepared using the NMDG 

recovery method (Ting et al., 2018) due to the age of the animals (2.5 months at the time of 

CRACM, details see methods section).  Reprogrammed cells were well connected to local 

circuits (Fig. 27A, top left) as well as their surviving neighbors (Fig. 27A, top right). The 

average connectivity maps of reprogrammed cells and surviving neighbors were comparable to 

that of the healthy control group (Fig. 27A, bottom right), and were more prominent 

(qualitatively) than the untreated ischemia control (Fig. 27A, bottom left). When comparing the 

EPSC amplitude distribution of each group at 6 weeks post-infection (Fig. 27B), the 

reprogrammed group, surviving neighbors, and the healthy controls all significantly differed 

from the untreated ischemia control (2 sample Kolmogorov–Smirnov test, Reprogram vs. 

Untreated: D = 0.216, p = 1.346e-28; Surviving vs. Untreated: D = 0.107, p = 8.961e-8; Healthy 

vs. Untreated D = 0.127, p = 1.339e-13). Interestingly, the hyper-connectivity to the local 

circuits in the reprogrammed group was much less prominent compared to at 3 weeks post-

infection. The relative connectivity strength indicated that while the reprogrammed group still 

received significantly stronger projections than the other groups (Fig. 27B inset, one-way 

ANOVA F(3, 5750)=54.69, p = 7.514e-35; Tukey’s HSD test, p < 0.0001 between 

reprogrammed and the other three groups), their surviving neighbors received projections that 

were not significantly different from the healthy control (Tukey’s HSD test, p = 0.9692). These 

results indicated that newly converted neurons survived for at least 6 weeks and received 

functional connections from the local circuits while allowing surviving neurons to re-integrate. 

Also, the relative connectivity strength of reprogrammed neurons was modulated over time 

towards the level of the healthy controls, without additional therapeutic intervention.  
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Figure 30. Circuit hypoconnectivity were self-corrected over prolonged recovery time after in 

vivo direct reprogramming following ischemic stroke.  
 

A) Averaged CRACM maps of each group measured at 6 weeks after viral infection. Reprogrammed 

group (magenta): n = 12 cells from 9 animals; surviving neighbor group (orange): n = 8 cells from 9 

animals (same cohort as reprogram); healthy control (green): n = 22 cells from 4 animals; untreated 

control (grey): n = 16 from 6 animals. B) Cummulative density curve showing the distribution of pooled 

EPSCs amplitude (same data set as shown in C). All groups are significantly different from each other 

except for between Surviving neighbor and Healthy control (p = 0.002). Two sample Kolmogorov–

Smirnov test, significant level p<0.001. Inset compares the mean of the natural log-transformed EPSCs 

amplitude in each group. p=7.514x10-35, one-way ANOVA.  **** represents p<0.00001 from Tukey’s 

HSD test, significance level p<0.001. 
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Circuit restoration through reprogramming is robust across ages 

Ischemic injury prevalence increases with age (Johnston et al., 2003; Ovbiagele & Nguyen-

Huynh, 2011). Therefore, we conducted similar experiments in older adults to test whether the 

positive effect of reprogramming in treating ischemic injury also applies to old animals 

(ischemic injury at over 3 months of age and final assessment at over 5.5 months of age).  

Direct local projections were measured with CRACM in older adults and the results were 

compared to those from young adults. The averaged CRACM maps showed the same trend that 

newly converted neurons (18 cells from 9 animals) received robust projections, as well as their 

surviving neighbors (16 cells from the same cohort of 9 animals as above), at a comparable level 

as in healthy control (34 cells from 8 animals), and the projections were much more prominent 

than in untreated ischemia control (28 cells from 9 animals, Fig. 28A). The EPSC distribution of 

the reprogrammed cells was significantly different from all the other groups (2 sample 

Kolmogorov–Smirnov test, Reprogram vs. Untreated: D = 0.250, p = 1.916e-60; Reprogram vs. 

Surviving: D = 0.082, p = 2.595e-5; Reprogram vs. Healthy D = 0.077, p = 1.672e-6). The EPSC 

distribution  from surviving neighbors and healthy control were very similar with borderline 

significance (D = 0.054, p = 0.004), and were both significantly different from the untreated 

ischemia control (Healthy vs. Untreated: D = 0.183, p = 2.866e-45, Surviving vs. Untreated: D = 

0.230, p = 2.601e-46). The same trends were observed for the loge transformed EPSC 

distribution, which is also similar to that of younger adults (Fig. 28B inset, compared to Fig. 27B 

inset). The results here show that in vivo reprogramming is equally effective in older adults in 

creating functionally connected neurons and promoting circuit re-integrations of neighboring 

neurons after ischemic injury. 

We then compared the relative connectivity strengths across the three time points (young 

adults 3 weeks after reprogramming, young adults 6 weeks after reprogramming, and old adults 6 

weeks after reprogramming), as quantified by EPSC magnitude. To account for the overall 

cortical connectivity change and the concomitant Channelrhodopsin 2 expression level changes 

over time, we normalized loge EPSC values of each group against the healthy control of the same 

time point (Fig. 28C). The ischemic injury from the same ET-1 injection dosage caused 

progressively worse damage as time and age increased (Two-way ANOVA, Groups: 

F(3)=429.34, p = 1.613e-271; Time points: F(2)=187.82, p = 1.209e-81; interaction: F(6)=70.64, 

p = 1.341e-87. Tukey’s HSD test, untreated group: Young 3w vs. Old 6w p<0.0001). 3 weeks 
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after viral infection, the reprogrammed cells had very prominent hyper-connectivity, the 

magnitude of which largely decreased at 6 weeks post-infection in both young and old adults 

(Reprogrammed: Young 3w vs. Young 6w p<0.0001; Young 3w vs. Old 6w p< 0.0001, Young 

6w vs. Old 6w p = 1.0000). Interestingly, the surviving neighboring cells in the reprogrammed 

animals also had slight hyper-connectivity at 3 weeks post-infection, but the connection strength 

matched the healthy control at 6 weeks post-infection (Surviving: Young 3w vs. Young 6w 

p<0.0001; Young 3w vs. Old 6w p< 0.0001, Young 6w vs. Old 6w p = 0.9999). In addition to 

synaptic connections, intrinsic properties such as resistance may also impact circuit activities. 

We analyzed input resistance based on membrane potential change upon current injections for 

each patched cell. The newly converted cells at 3 weeks after viral infection had significantly 

lower input resistance compared to the other groups (Fig. 28D, Two-way ANOVA, Groups: 

F(3)=7.79, p = 0.0001; Time points: F(2)=8.14, p = 0.0004; interaction: F(6)=0.73, p = 0.630. 

Tukey’s HSD test, among Groups at Young 3 weeks: Reprogram vs. Surviving p = 0.0067; 

Reprogram vs. Untreated p = 0.033; Reprogram vs. Healthy p = 0.030). This input resistance 

difference disappeared at 6 weeks post-infection in both young and old adults (p>0.05 for all 10 

pairs of comparison at Young 6 weeks and Old 6 weeks). We also observed slight increase in 

input resistance in older mice than in younger mice (Tukey’s HSD test between time points: Old 

6 weeks vs. Young 6 weeks p = 0.0004, Old 6 weeks vs. Young 3 weeks p = 0.021) but no 

difference between the two younger groups (Young 3 weeks vs. Young 6 weeks p = 0.248). This 

finding is consistent with the literature that aging leads to a slight increase in input resistance 

(Coskren et al., 2015). The result here demonstrated initial hyper-connectivity in newly 

converted neurons and spontaneous re-modeling of the circuit connectivity towards 

normalization over longer periods.  
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Figure 31. Visual function restoration and circuit repair through in vivo direct reprogramming 
after ischemic stroke was consistent in adult mice.  

 

A) Averaged CRACM maps of each group measured at 6 weeks after viral infection in animals older 

than 3 months of age. Reprogrammed group (magenta): n = 18 cells from 9 animals; surviving neighbor 

group (orange): n = 16 cells from 9 animals (same cohort as reprogram); healthy control (green): n = 34 

cells from 8 animals; untreated control (grey): n = 28 from 9 animals. B) Cummulative density curve 

showing the distribution of pooled EPSCs amplitude (same data set as shown in C). All groups are 

significantly different from each other except for between Surviving neighbor and Healthy control (p = 

0.004). Two sample Kolmogorov–Smirnov test, significant level p<0.001. Inset compares the mean of the 

natural log-transformed EPSCs amplitude in each group. p=9.925x10-72, one-way ANOVA.  **** 

represents p<0.00001 from Tukey’s HSD test, significance level p<0.001.  C) logeEPSC at each time 

point normalized against the healthy control group. 2-way ANOVA pgroup(3)=0.0001, ptime(2)=0.0004, 

pinteraction(6)=0.6294. **** represents p<0.00001 from Tukey’s HSD test. D) Box plot comparing input 

resistance distribution in each group at each time point. 2-way ANOVA pgroup(3)=1.613x10-271, 

ptime(2)=1.209x10-81, pinteraction(6)=1.341x10-87. *-p<0.05, **-p<0.01, ***-p<0.001, ****-p<0.0001 from 

Tukey’s post-hoc analysis. Error bar indicates mean ± SEM. 
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Discussion 

We demonstrated visual functional recovery after V1 ischemic injury by applying NeuroD1-

mediated in vivo direct reprogramming, which converted astrocytes into mature functionally 

integrated neurons. The AAV and cre-recombinase cell targeting and gene delivery system 

effectively converted astrocytes into functional neurons in situ in live animals that had focal 

ischemic injury. Optogenetics-aided ex vivo circuit mapping directly revealed that reprogrammed 

cells received abundant inputs having similar spatial distribution as in healthy controls. More 

importantly, surviving neurons within the ischemic region also regained local inputs when 

reprogramming treatment was applied. This population functional recovery and integration of 

individual cells into the circuit was robust over time in both young and adult mice, indicating 

potential long-lasting therapeutic effects of in vivo direct reprogramming. 

Like all brain regions, the visual cortex processes information through highly coordinated 

activities of the local circuitry (Grossberg, 2003). Insults to the brain may disrupt local circuits 

and affect normal functions even with little neuronal loss. An example is mild diffuse traumatic 

brain injury (Greer, Povlishock, & Jacobs, 2012; Lifshitz, Kelley, & Povlishock, 2007). The mild 

form of focal ischemia that we used in this study consistently induced gliosis but not severe 

tissue volume loss. Visual responses were significantly attenuated 10 days after the ischemic 

insult and did not spontaneously recover. Studies on post-stroke circuit plasticity have 

demonstrated spontaneous circuit rewiring in the penumbra, but the infarct core may lack the 

ability to remodel (Timothy H. Murphy & Dale Corbett, 2009). It has been recently reported that 

the Ascl 1 gene can be used to directly reprogram astrocytes into neurons in healthy visual 

cortices. Similar to our results using NeuroD1-reprogramming, these Ascl 1-reprogrammed 

neurons were precisely integrated into the local circuitry and adopted retinotopic responses. 

However, in the focal ischemia condition, the source astrocytes, local environment, and input 

activities may coordinate differently in determining the fate of the converted cells and circuit 

wiring. The transcription factor NeuroD1 used in this study was demonstrated to be able to 

convert astrocytes into neurons in large numbers, up to 40% of total neuronal loss in a severe 

ischemic injury model (Y. Chen et al., 2018). It is important to study whether in vivo direct 

reprogramming using NeuroD1 could also result in spontaneous circuitry re-organization where 

newly reprogrammed neurons account for the majority of the neuronal population. 
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Following reprogramming, we observed initial hyper-connectivity ex vivo in newly 

reprogrammed neurons at 3 weeks after viral injection. This largely diminished after 3 additional 

weeks, resulting in normal levels of connectivity, while surviving neighbors retained their inputs 

at levels comparable to the level of the healthy controls. This finding suggested that spontaneous 

synaptic regulation may be present in the newly reprogrammed neurons, resembling neonatal 

neuronal development processes (Chechik, Meilijson, & Ruppin, 1999). Two well-studied 

developmental mechanisms could play a role in this reconfiguration of synaptic strength: 

microphage-mediated synaptic pruning (Paolicelli et al., 2011) and experience-dependent 

synaptic plasticity (Holtmaat & Svoboda, 2009), are likely to both play important roles here. 

During neonatal development, visual input is crucial to the maturation of V1 circuitry, which 

leads to sparsification of activity. At the early stage of astrocyte-to-neuron conversion, the newly 

reprogrammed cells receive little input from the environment. As they assume neuronal fate and 

undergo synaptogenesis, more and more inputs drive the activity of the cell, which in turn could 

regulate the dynamics of synapses. Surviving neurons also regain connections that are well 

regulated at the healthy level indicates that glial scar is advantageous to re-opening of the 

window for circuit plasticity (L. Zhang et al., 2018). 

In summary, this study examined the impact of in vivo direct reprogramming of astrocytes 

into neurons on circuit functions after ischemic brain injury. We demonstrated increased 

connectivity in the local circuit from measurements in ex vivo brain slices. Following viral 

infection, circuit connectivity remodeling occurs spontaneously without any additional 

therapeutic intervention, and are robust across age groups. Our findings support that in vivo 

direct reprogramming technology has the potential to be a revolutionary treatment, to promote 

functional recovery after brain injury through replenishing the neuronal population and restoring 

connectivity of brain circuitry. 
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CHAPTER 5: DISCUSSION 

Neural circuits and circuit dynamics form the foundation of brain function. Mapping circuit 

connectivity is vital for understanding mechanisms of sensory perception and learning. However, 

largely due to technical challenges, there is a knowledge gap in functional neural connectivity at 

the mesoscale local circuit level.  

Significance and innovation 

To address this issue, we first tackled the technical hurdles. We developed an imaged-guided 

automated patch-clamp system, “Autopatcher IG”, based on the gold-standard classical patch-

clamp experiment procedures. This system augmented the manual patch-clamp hardware with 

computer vision for target cell detection. It enabled fully motorized and automatic control of 

manipulators and microscope stages. An algorithm based on patching parameters including 

resistance and pressure achieved robust and consistent giga-sealing and whole-cell access. 

Autopatcher IG is one of the first systems to achieve image-guided whole-cell patching in acute 

brain slices (as opposed to dissociated cells or cell culture). It is fully compatible with existing 

experimental rigs for investigating synaptic connections and brain circuits ex vivo. Another 

advantage of this system is that it is built on conventional manual patching rigs, rather than a 

completely new hardware system. This means that laboratories can convert existing conventional 

patch rigs into autopatchers if the rig meets a few basic requirements like motorized microscope 

stage and manipulators and an available developer’s kit for digital control. If these requirements 

are met, any rig can be automated following the same principle of Autopatcher IG. The same 

structure can also be applied to automate imaged-guided in vivo patch-clamp setups (Long, Li, 

Knoblich, Zeng, & Peng, 2015). 

Equipped with Autopatcher IG and optogenetics technology, we were well positioned to 

study local circuit connectivity ex vivo. The unique advantage of the ex vivo acute brain slice 

preparation is that specific circuits can be characterized in detail at the synaptic and whole cell 

level. This complements studies in behaving animals, where experimental manipulations can be 

applied under physiological conditions. We took advantage of optogenetic transgenic mice for 

consistent and stable Channelrhodopsin expression levels in targeted cell populations. This 
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approach enabled us to compare the absolute synaptic strength between different groups of age-

matched animals. This precise quantitative comparison of absolute synaptic strength would not 

have been feasible if ChR2 expression was achieved through viral infection, due to the inherent 

expression variability of that approach. In the case of using viral infection to label presynaptic 

neurons with ChR2, only internal comparisons can be drawn, usually between two closely 

located cells in the same brain slice. Because ex vivo brain slice preparation is a terminal 

procedure, studying the effect of experience or disease condition requires direct comparison 

between different individual animals. To the best of our knowledge, the study of visual 

experience-dependent circuit plasticity described in Chapter 3 is the first to directly demonstrate 

the causal relationship of visual experience and local circuit plasticity in V1.  

On the other hand, brain function is lost when circuits are disrupted. The search for brain 

repair technologies, including treatment for neural trauma, stroke, and neurodegenerative 

diseases, is at the center of attention in neuroscientific research. Unfortunately, very few 

laboratory studies have thus far translated into effective clinical therapies. Besides the inherent 

challenges to regenerate neurons, there is also a lack of effective pre-clinical tests to evaluate 

functional circuit restoration. Although the ultimate standard for a successful treatment of brain 

damage is behavioral recovery (including sensory, motor, cognitive, etc.), there are significant 

differences between animal and human behavioral outcomes which make translation between 

animal and human studies problematic. Animals may compensate behavior in very different 

ways than do humans. Sensory outcomes can only be indirectly measured in animals. Moreover, 

high level cognitive function cannot be easily modeled in animals. In Chapter 4, we described 

using optogenetics-aided circuit mapping ex vivo to directly measures functional circuit 

restoration. The circuit mapping result implicates functional outcomes but could be better 

generalized beyond the specific animal and disease models described. It also provides a pre-

clinical method to quantitatively compare the efficacy between different treatments. 

Future directions 

To summarize, we approached the need for local circuit mapping with both technical 

development and innovative methodology, and successfully applied them to demonstrate circuit 

dynamics during experience and recovery from brain injury. Stemming from discoveries 

described in Chapters 1 to 4, future studies can be done in the following directions: 
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Target-cell specific CRACM 

In all our circuit mapping experiments, projection targets were non-discriminatively selected. 

Only the laminar location was considered. Patched post-synaptic neurons could be categorized 

based on their electrophysiological properties post-hoc. However, this approach is less feasible 

when the minority cell-type is of research interest. In this case, it would require a very large 

number of neurons to be mapped so that a useful number of the cell-type of interest is included in 

the population sample. There is a much easier solution for this problem: use genetics to label the 

cell-of-interest and only map those cells.  

Cell-of-interest can be a distinct cell type marked by specific gene expression, for example 

parvalbumin-expressing (PV) interneurons. Our findings described in Chapter 3 showed that the 

excitatory drive onto fast-spiking inhibitory interneurons is where experience-dependent circuit 

plasticity occurred. Based on this result, we can further explore this projection in different layers 

as well as interneuron cell-types. We could use reporter transgenic mouse lines such as PV-

tdtomato (C57BL/6-Tg(Pvalb-tdTomato)15Gfng/J, JAX) which labels PV+ interneurons and 

cross it with ChR2 expressing transgenic lines such as Thy1-ChR2-YFP (see Chapter 3 

methods). Alternatively, we could cross the PV-cre transgenic line (B6.129P2-

Pvalbtm1(cre)Arbr/J, JAX) and ChR2 expressing line, then inject the animals with AAV 

carrying cre-dependent fluorescent protein gene to the desired brain region. In both cases, we 

obtain animals that have PV+ neurons labeled with fluorescent protein and have ChR2 

expression in pre-synaptic neurons. We have conducted a pilot experiment using the later 

labeling strategy. We injected AAV carrying the cre-dependent mCherry gene at V1 in neonatal 

mice with heterozygous PV-cre and heterozygous Thy1-ChR2 background. We mapped 

mCherry+ (PV+) cells in V1 in L2/3, L4, and L5 receiving L5 excitatory input (Fig. 29). We also 

applied visual training to one group (n=3) of animals while leaving another group (n=4) naïve to 

the stimulus. This proof-of-principle experiment demonstrated the feasibility to map activities in 

specific interneuron populations. Similarly, we could target somatostatin-expressing interneurons 

and indeed this approach is generalizable to allow targeting of any other cell-type with a distinct 

gene expression marker. 
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Figure 32. Targeting PV+ cells in different cortical layers for CRACM 
 

For a separate question about how task-specific neuronal ensemble change their connectivity, 

we could target those neurons using cfos activity-dependent labeling (Kawashima, Okuno, & 

Bito, 2014). Only neurons that were highly active during the labeling window would express the 

fluorescent protein that allows us to specifically map their connectivity ex vivo. We could apply 

this approach to identify neurons that were activated during the visual training and compare their 

connectivity to cells that were not activated. This experiment will provide insight into whether 

the circuit plasticity observed after visual experience is ubiquitous or specific to the cells 

associated to the trained visual stimuli. 

Inhibitory CRACM 

We have only measured excitatory projections using CRACM by optogenetically stimulating 

glutamatergic excitatory neurons to elicit EPSCs in the patched cell. However, it is also 

important to measure the strength of inhibitory inputs originating from interneurons. Expressing 

ChR2 in interneurons will allow us to activate inhibitory cells and record Inhibitory Post-
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Synaptic Currents (IPSCs). We conducted a pilot experiment on mice from cross breeding PV-

cre and cre-dependent ChR2 (B6.Cg-Gt(ROSA)26Sortm32(CAG-COP4*H134R/EYFP)Hze/J, 

JAX) transgenic lines (Madisen et al., 2012). We targeted ChR2-YFP negative neurons and 

recorded inhibitory CRACM maps (Fig. 33). IPSCs are slower compared to EPSCs, which needs 

to be considered during data analysis. One caveat is that the use of Cesium-based pipette internal 

solution for recording IPSCs prevents some of the cell property characterization because 

potassium current is abolished. Laminar location, cell morphology, as well as genetic labeling if 

applicable, can still be used to achieve high specificity in targeting.  

 

 
 

Figure 33. Mapping inhibitory projections from PV+ interneurons using CRACM 

Furthermore, CRACM can be used to map the distribution of long-range projections within a 

small area. For example, we can map the distribution of thalamocortical projections from the 

LGN to V1 and within V1 using the exact same method described in Chapter 3. Similarly, we 

can map afferent projections from the V1 newly reprogrammed neurons that synapse in 

secondary visual areas. We could also incorporate more complex behavioral interventions to 

study the causal effect on circuits. For instance, whether experience can enhance circuit 
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restoration by adding training for animals having received reprogramming treatment. Or, 

whether reward associated to a visual stimulus selectively alters circuit plasticity. 

It is the hope that with broader application of CRACM as a functional circuit mapping 

method, there will be renewed perspective on brain circuitry, function, and repair. 
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APPENDIX 

Study the role of Gq signaling in synaptic plasticity using a light-activated Gq coupled 

receptor melanopsin 

 

This is an incomplete project using optogenetic to study the role of GPCRs signaling in synaptic 

plasticity. Progress of the project and major problems as well as suggested solutions are 

described below. 

 

Significance and rationale 

There is growing evidence that Gq signaling is involved in different forms of synaptic 

plasticity, Gq-coupled receptors activation is necessary for the induction of NMDA receptor-

dependent LTD in the visual cortex. Furthermore, addition of IP3 is sufficient to elicit the same 

effect as receptor activation (Choi et al., 2005). In other cases, such as type I metabotropic 

glutamate receptor (mGluR)-dependent LTD, plasticity is directly induced by activation of Gq-

coupled mGluR with agonist (Huber, Roder, & Bear, 2001). Blocking mGluR results in the 

failure of a tetanus burst to induce LTP in the hippocampus, indicating that this type of LTP is 

mGluR-dependent (Wang et al., 2016). Type I mGluRs, including mGluR1 and mGluR5, are 

expressed selectively in different regions of the brain and induction of mGluR-dependent 

plasticity varies from low frequency stimulation (LFS), pair pulse LFS, high frequency 

stimulation (HSF), to stimulating glutamatergic axons and pharmacological activation (Luscher 

& Huber, 2010). Postsynaptic mechanisms of expression of mGluR-dependent long term 

plasticity are also protein synthesis-dependent (Huber et al., 2001).  

We hypothesize that different Gq -coupled GPCRs in different neurons converge onto the 

same second messenger signaling pathway to regulate synaptic plasticity. My goal is to map the 

working range of direct Gq pathway activation to dissect how it can regulate synaptic plasticity in 

vitro using Melanopsin. Melanopsin is an evolutionally conserved Gq protein-coupled opsin that 

is expressed in intrinsically photosensitive retinal ganglion cells, and is involved in regulation of 

the circadian cycle (Freedman et al., 1999). Ectopically expressed melanopsin provides a 

temporally precise way to control Gq activation, mimicking the activity of neuromodulatory 
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systems (Bailes & Lucas, 2013). Bypassing different neuromodulator receptors will eliminate the 

factor of receptor kinetics and downstream signaling differences from different G-protein 

isoforms, as well as alleviate the difficulties caused by pharmacodynamics of chemical 

compounds. In contrast, using optogenetics to directly manipulate Gq signaling, and precisely 

control temporal duration and latency in relation to the synaptic activation will allow me to map 

the temporal range of Gq activation leading to modulation of synaptic plasticity. 

 

Proposed approach 

These experiments will be conducted in acute visual cortical brain slices using whole cell 

patch clamp. There will be two phases: 

I. Probing the role of Gq signaling in the mGluR-dependent LTD 

Type I mGluRs are GPCRs that are involved in several kinds of long-term plasticity. mGluR 

LTD was classically induced by bath application of type I mGluR agonist (Huber, Gallagher, 

Warren, & Bear, 2002; Palmer, Irving, Seabrook, Jane, & Collingridge, 1997). We will first try 

to reproduce this phenomenon by prolonged activation (in the scale of minutes) of the Gq 

pathway using light stimulation of the slices prepared ex vivo following injection of HSV-

melanopsin/tdTomato virus into the primary visual cortex (V1) of a mouse. We predict that 

continuous light activation of melanopsin will lead to LTD. We will determine the optimal light 

intensity required for the induction of LTD (AppFig. 1) 
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Appendix figure 1. Experimental design for probing Gq signaling in mGluR-dependent long-
term plasticity.  

 
Stereotaxic injection of the HSV-Melanopsin/tdTomato virus into the primary visual cortex (V1). 

Ex vivo brain slices preparation. Modulating frequency, power and duration of light stimulation to 

recapitulate mGluR-LTD or to trigger mGluR-LTP. 
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After confirming the above LTD, I will try to use light pulses at different frequencies to 

activate Gq and measure the outcome. We hypothesize that Gq activation can result in either LTP 

or LTD depending on the activation pattern. 

II. The role of Gq signaling in reward timing 

Another question that we want to ask is how Gq signaling affects the direction and the 

magnitude of long-term plasticity when paired with Hebbian conditioning. Previous findings 

suggest that cholinergic system acts phasically during the time of reward or punishment, and the 

cholinergic projections are required for many forms of visual cortical plasticity, including reward 

timing. Furthermore, cholinergic timing-dependent plasticity has been reported in the 

hippocampus (Gu & Yakel, 2011). In the hippocampus, activation of the cholinergic projections 

10 ms following the glutamatergic Schaffer Collaterals (SCs) activation leads to LTP, while 

activation of the cholinergic projections 10 ms before SCs leads to depression. Similar to the 

hippocampus, the visual cortex might also have a similar type of cholinergic-dependent synaptic 

plasticity. This plasticity is consistent with the previous reports that induction of STDP may 

require co-activation of various neuromodulators (He et al., 2015). Our first goal is to reproduce 

a classical STDP protocol. However, it is also possible that similarly to other laboratories, at 

some synapses we will have difficulties inducing synaptic changes, if both “pre before post” and 

“pre after post” stimulations do not lead to long term plasticity which can be transformed by Gq 

activation (AppFig. 2). 

After we establish a “neutral” STDP protocol (STDP protocol that does not induce any long 

term plasticity), we will pair light activation of melanopsin with synaptic activation in STDP 

paradigm at different time intervals and sequences to measure the change of synaptic strength 

before and after the pairing compared to no Gq activation (classical STDP only). 
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Appendix figure 2. Experimental design for probing Gq signaling in mGluR-dependent STDP. 
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Preliminary results: 

Validating melanopsin expression:  

I have injected HSV-melanopsin/tdTomato (human melanopsin construct) into V1 using 

stereotaxic surgery. The animals were allowed 2 to 3 days to recover and express the protein 

before acute brain slices preparation. Red fluorescent signal was observed under epifluorescence 

microscope for slice electrophysiology. Some fluorescence positive cells were patched and 

stimulated with prolonged LED light at 470nm. Continuous activation of Gq signaling will 

increase the intracellular calcium level and eventually lead to depolarization and action potential, 

which was what was observed (AppFig. 3). I have validated that the construct is working 

properly under our experimental conditions. 

 

 

 
 

 

  

Appendix figure 3. Melanopsin expression in V1. 
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Exploring long-term plasticity range: 

After optimizing melanopsin virus injection parameters and the length of expression, I have 

conducted the first step of an experiment which is to use prolonged continuous light to induce 

long-term plasticity. I used layer 5 (L5) to layer 2/3 (L2/3) feedback projection as the target 

synapse to modulate and I used electrical stimulation from electrode placed on the surface of the 

brain slice. The recording was first done in the whole-cell patch configuration. Melanopsin-

positive cells were patched and low-intensity light (2% LED source power focused by the 40x 

objective lens) was applied continuously for 5 minutes after a 10min baseline (AppFig. 4B). 

About 20% LTD was observed at the end of 60min recording (AppFig. 4D). However, it was 

very difficult to obtain stable baseline in many trials and very difficult to record the full 60min 

without losing the patch. The quality of the patch and the health of the melanopsin-tdtomato 

positive cells was the main concern. Following this experiment, I tried to record local field 

potential (LFP) as a read-out for synaptic strength. The rationale behind using LFP is that if 

enough cells/synapses express melanopsin, plasticity should be observed on the populational 

level. We saw broad expression of melanopsin which supports this assumption. However, I was 

not able to induce LFP at L2/3 by stimulating L5. I stimulated at layer 4 (L4) instead and was 

able to record LFP comparable to studies in the literature. 100% LED source power was applied 

to the slice through 4X objective lens continuously for 10min (AppFig. 2A). About 20% LTP 

was observed at the end of the 60min recording (AppFig. 2C). It was still difficult to obtain 

stable baseline and the slice dies occasionally during the 60min recording.  
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Appendix Figure 4. Melanopsin activation resulted in bi-directional long-term plasticity in the 
primary visual cortex (V1) layer 2/3 neurons.  

 
A)10min continuous illumination (shaded) at lower intensity induced long term potentiation 

measured by field potential (n=3, from 2 animals). B) 5min continuous illumination (shaded) at higher 

intensity induced long term depression measured by whole cell patch clamp (n=9, from 5 animals). C) 

Lower light activation of melanopsin (corresponds to A resulted in 20% LTP, p=5.37x10-6. D: Higher 

light activation of melanopsin (correspond to B resulted in 20% LTD, p=2.05x10-11. Response 

amplitude was normalized to the average response amplitude of the 10min baseline before stimulation. 

Statistics of before and after stimulation were taken from 5 to 10min and 55 to 60min. 
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The actual total light power applied onto the slice measured by a power meter showed that 

there was about 39mW power for 100% LED source under 4X lens and 0.51mW power for 2% 

LED source under 40X lens. Assume that the visual field of 4X lens is 100 times of the visual 

field at 40X, the irradiance intensity (mW/cm2) ratio 100% LED 4X : 2% LED 40X = 1:1.3. In 

other words, we observed LTD under higher intensity focused activation of melanopsin close to 

the target cell and LTP under lower intensity broad activation of melanopsin in the whole slice. 

Given that the light power is likely to have exceeded saturation of melanopsin excitation, the 

important factor is the range of excitation. 

To address the toxicity of viral injection, we purchased HSV carrying both melanopsin-

tdtomato and melanopsin-GFP constructs. The expression of both was high but cells appear 

similarly unhealthy. This result ruled out the possibility that td-tomato fluorescent protein was 

causing the toxicity. Attempts to conduct further melanopsin experiments were paused due to the 

low throughput of at most 1 successful recording per day. The low success rate suggests potential 

problems with the current experimental design and/or slice preparation. The possible problems 

are: 

• Toxicity from HSV 

• Sub-optimal acute brain slice preparation technique 

• LED light power too high or too low 

 

Establish STDP protocols:  

First, I attempted to reproduce classical STDP experiments in V1 slices. The presynaptic 

stimulations were administered through electrical stimulation of white matter (thalamocortical 

synapse) in WT animals or by light activation in Thy1-ChR2 (L5 to L2/3 synapse) or Vglu2-

ChR2 (thalamocortical synapse) mouse lines. The post synaptic spiking delay was 10 or 50ms 

after the presynaptic stimulation, the number of spikes was 1 or 4, and the training frequency 

varied from 0.03Hz to 0.3Hz. I have tried both current (IC) and voltage clamp (VC), following 

protocols in the literature. However, I could not get consistent results, and most of the protocols I 

tried resulted in apparent LTD, which I suspect was actually the result of unhealthy slices.  
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Additional backgrounds 

After the original discovery in 1998(Provencio, Jiang, De Grip, Hayes, & Rollag, 1998), 

properties of melanopsin has been gradually characterized including its expression 

profile(Provencio et al., 1998), physiological function to regulate circadian cycle(Hannibal & 

Fahrenkrug, 2002; Provencio et al., 2000), and downstream Gq-coupled signaling pathway(Panda 

et al., 2005; Qiu et al., 2005; Terakita et al., 2008). Later it was discovered that melanopsin 

signals through both Gq and Gi/o pathway(Bailes & Lucas, 2013; Cao et al., 2012) although it is 

likely that the downstream signaling depends on the membrane domain localization and G-

protein availability. However, the fact that melanopsin can signal through two different GPCR 

pathways raises the concern that we cannot pinpoint the effect of melanopsin activation to a 

specific pathway without further investigation. 

More importantly, melanopsin activation/inactivation is bi-stable, meaning that it stays 

activated upon illumination near 480nm and is inactivated upon illumination near 570nm(Spoida 

et al., 2016). We were not aware of this property of melanopsin when we designed the 

experiment. It is most likely that melanopsin was “turned on” and never inactivated during our 

experiment, and possibly “turned on” before baseline during exploration period in experiments 

using melanopsin-GFP construct. In the same study, they also reported that mouse melanopsin 

variant is superior to human melanopsin variant because the activation magnitude does not 

diminish upon repeated or prolonged activation. 

 

Adjusted approach 

With the available human melanopsin construct, I am planning to repeat the plasticity 

experiment but activate with one 10s 488nm light pulse and inactivate with 10s 570nm light 

pulse (wavelength limited to LED light source fixed wavelength). Also, taking into account that 

melanopsin is extremely light sensitive (much more sensitive than Channelrhodopsin), I suggest 

taking special precaution to light contamination during slice recovery and exploration. I suggest 

using melanopsin-tdtomato construct and use 570nm light to locate melanopsin-expressing cells. 

I suggest using both synaptic events recorded through whole-cell patch and LFP as the read-outs 

of synaptic strength until one method is proven to be better than the other. 
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