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ABSTRACT

Author: Wu, Qiuyu PhD

Institution: Purdue University

Degree Received: August 2019

Title: Mapping Brain Circuits in Health and Disease
Committee Chair: Alexander A. Chubykin

Intricate neural circuits underlie all brain functions. However, these neural circuits are highly
dynamic. The ability to change, or the plasticity, of the brain has long been demonstrated at the
level of isolated single synapses under artificial conditions. Circuit organization and brain
function has been extensively studied by correlating neuronal activity with information input.
The primary visual cortex has become an important model brain region for the study of sensory
processing, in large part due to the ease of manipulating visual stimuli. Much has been learned
from studies of visual cortex focused on understanding the signal-processing of visual inputs
within neural circuits. Many of these findings are generalizable to other sensory systems and
other regions of cortex. However, few studies have directly demonstrated the orchestrated
neural-circuit plasticity occurring during behavioral experience.

It is vital to measure the precise circuit connectivity and to quantitatively characterize
experience-dependent circuit plasticity to understand the processes of learning and memory
formation. Moreover, it is important to study how circuit connectivity and plasticity in
neurological and psychiatric disease states deviates from that in healthy brains. By understanding
the impact of disease on circuit plasticity, it may be possible to develop therapeutic interventions
to alleviate significant neurological and psychiatric morbidity. In the case of neural trauma or
ischemic injury, where neurons and their connections are lost, functional recovery relies on
neural-circuit repair. Evaluating whether neurons are reconnected into the local circuitry to re-
establish the lost connectivity is crucial for guiding therapeutic development.

There are several major technical hurdles for studies aiming to quantify circuit connectivity.
First, the lack of high-specificity circuit stimulation methods and second, the low throughput of
the gold-standard patch-clamp technique for measuring synaptic events have limited progress in
this area. To address these problems, we first engineered the patch-clamp experimental system to

automate the patching process, increasing the throughput and consistency of patch-clamp
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electrophysiology while retaining compatibility of the system for experiments in ex vivo brain
slices. We also took advantage of optogenetics, the technology that enables control of neural
activity with light through ectopic expression of genetically encoded photo-sensitive channels in
targeted neuronal populations. Combining optogenetic stimulation of pre-synaptic axonal
terminals and whole-cell patch-clamp recording of post-synaptic currents, we mapped the
distribution and strength of synaptic connections from a specific group of neurons onto a single
cell. With the improved patch-clamp efficiency using our automated system, we efficiently
mapped a significant number of neurons in different experimental conditions/treatments. This
approach yielded large datasets, with sufficient power to make meaningful comparisons between
groups.

Using this method, we first studied visual experience-dependent circuit plasticity in the
primary visual cortex. We measured the connectivity of local feedback and recurrent neural
projections in a Fragile X syndrome mouse model and their healthy counterparts, with or without
a specific visual experience. We found that repeated visual experience led to increased excitatory
drive onto inhibitory interneurons and intrinsically bursting neurons in healthy animals.
Potentiation at these synapses was absent or abnormal in Fragile X animals. Furthermore,
recurrent excitatory input onto regular spiking neurons within the same layer remained stable in
healthy animals but was depressed in Fragile X animals following repeated visual experience.
These results support the hypothesis that visual experience leads to selective circuit plasticity
which may underlie the mechanism of visual learning. This circuit plasticity process is impaired
in a mouse model of Fragile X syndrome.

In a separate study, in collaboration with the laboratory of Dr. Gong Chen, we applied the
circuit-mapping method to measure the effect of a novel brain-repair therapy on functional
circuit recovery following ischemic injury, which locally kills neurons and creates a glial scar.
By directly reprogramming astrocytes into neurons within the region of the glial scar, this gene-
therapy technology aims to restore the local circuit and thereby dramatically improve behavioral
function after devastating neurological injury. We found that direct reprogramming converted
astrocytes into neurons, and importantly, we found that these newly reprogrammed neurons
integrated appropriately into the local circuit. The reprogramming also improved connections
between surviving endogenous neurons at the injury site toward normal healthy levels of

connectivity. Connections formed onto the newly reprogrammed neurons spontaneously
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remodeled, the process of which resembled neural development. By directly demonstrating
functional connectivity of newly reprogrammed neurons, our results suggest that this direct
reprogramming gene-therapy technology holds significant promise for future clinical application

to restore circuit connectivity and neurological function following brain injury.
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INTRODUCTION

The circuitry of the primary visual cortex

Vision is an important sensory modality, with a critical role in guiding behavior for most
animals. Emitted and reflected light from the environment enters the eyes and stimulates
photoreceptors in the retina; that is, the sensory organ that converts light energy into electrical
signals in neurons. From here, visual neural signals travel from the eyes through the optic nerve,
across the optic chiasm, and enter the dorsal lateral geniculate nucleus (LGN). After some
processing in LGN circuits, visual information enters the primary visual cortex (V1), where more
complex visual processing takes place (Remington, 2012). Numerous studies on the visual cortex
have revealed fundamental neurophysiological properties of this area, its response patterns to
visual inputs, the information that the neuronal activity carries, and the implied signal-processing
functions that explain the principals of how vision works(Werner & Chalupa, 2014). Compared
to some of the higher-level cortical areas responsible for making executive decisions based on
complex multi-sensory input as well as the brain’s internal state, the primary visual cortex
receives (primarily) simple information input which is also easy to manipulate. Because of this
advantage, the primary visual cortex has also become one of the “model areas” for studying the
general organization of the neocortex, the so-called “canonical circuitry.” A similar situation
applies to the somatosensory cortex (S1), in that it receives a relatively simple input and has
become a model system for the study of somatosensory processing. For this reason, V1 and S1
are the most extensively studied cortical areas. Similarities between the two shed light on the
fundamental processing principles of the common circuit structure of the cortex, while

differences between them help inform circuit specializations to accommodate different functions.

Searching for canonical circuitry

Now classical studies describing neuronal response properties in the visual cortex in response
to different forms of visual stimulation came from the work of Hubel and Wiesel (Hubel &
Wiesel, 1959, 1962, 1963). Their seminal work in cat primary visual cortex laid the foundation
for later studies about cortical circuitry and function. They discovered that some neurons in V1

have a simple preference for stimuli within an area of visual space (receptive field) that either
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elicits excitation or inhibition, divided by an axis in the middle of the area (“simple cells”). Other
cells have preferences based on more complex characteristics of the visual stimuli, such as the
location (receptive field), orientation (static), direction (moving), size and shape, and boundary
between bright and dark (edge detection) (“complex cells”). The preferences, or tuning, of the
cells also corelate with the physical location of the cells in a way that cells with similar tuning
tend to group together in a “column” perpendicular to the surface of the brain. Hubel and Wiesel
proposed a hierarchical cortical circuitry that could explain the tuning properties of different
groups of cells. Simple tuning cells receive multiple inputs from cells in the LGN, each of which
have concentric receptive fields and align along an axis. Complex tuning cells receive multiple
inputs from simple tuning cortical cells, of which the receptive fields have the same axis and are
organized in ways that their summed response could explain the activity of the complex cell.
Hubel and Wiesel’s raw data, presented in their papers, showed that simple cells are mostly
located in cortical layer 4 (L4) while complex cell are in superficial layers and deeper layers. If
their proposed circuit model is true, this suggests that L4 receives direct input projections from
the LGN and then sends output projections to other cortical layers. This model largely agrees
with current understanding. Soon after their initial discovery, it was shown that although the
majority of inputs from LGN enter V1 at L4, all the other cortical layers receive LGN input to
some extent, except for layer 1 (Martin & Whitteridge, 1984). A simplified circuit can be
summarized as starting from LGN to L4 to L2/3 to L5 to L6 in a feed-forward direction. Even
today, this model still generally holds true in a number of cortical areas (Barbour & Callaway,
2008; Koralek, Jensen, & Killackey, 1988; Shepherd & Svoboda, 2005; Sun, Tan, Mensh, & Ji,
2016; Weiler, Wood, Yu, Solla, & Shepherd, 2008). From here, the most fundamental feed-
forward circuitry of V1 and the cortical column processing unit theory was born. Under this
assumption, the neocortex consists of repeating processing units with similar circuitry. Each of
these processing units possesses a basic level of computing power (Mountcastle, 1997).
Depending on the input and output, groups of similar units make up different brain areas that
carry out different functions (R. J. Douglas & Martin, 2004).

It is not surprising that many updates have been made to the original V1 circuit model which
Hubel and Wiesel proposed decades ago. Details of contralateral vs. ipsilateral thalamic input to
V1 were discovered along with subtypes of neurons in the LGN that project to specific layers in

V1, which carry certain functional implications (Gilbert, 1993). With better understanding of the
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cell-type diversity in V1 (Tasic et al., 2016) and the corresponding functional specialization,
more consideration was given to not only the hierarchy but also the types of projections (Niell,
2015). One class of neuron, the inhibitory interneurons, was seldom mentioned in the early
studies. This was primarily due to the small percentage of these cells in the total number, and a
lack of specificity in stimulation methods used. With recent advances in optogenetics and genetic
targeting, characterization of inhibitory neuron projections was added to the picture. The
inhibitory network was found to have an intra-cortical structure distinct from the feed-forward
excitatory pathway. Unlike the relatively clear organization of trans-laminar excitatory
projections, the majority of inhibition comes from intra-laminar (within the same layer) input,
although some trans-laminar inhibition also exists (Kétzel, Zemelman, Buetfering, Wolfel, &
Miesenbdck, 2010). In V1, one group of inhibitory neurons expressing parvalbumin (PV+) has
high firing rates and narrow action potential widths (“fast-spiking” cells). These neurons have
large receptive fields and are broadly tuned to visual stimulation (Hofer et al., 2011). It is
believed that their inhibitory output to neighboring excitatory neurons controls the overall “gain”
of the local functional unit rather than affecting stimulus selectivity of individual excitatory
neuron. Depending on the situation, this gain control during visual experience may sharpen the
tuning of the microcircuit (Atallah, Bruns, Carandini, & Scanziani, 2012). Remarkably, the
patterns of inhibitory input to excitatory cells in different cortical areas (V1, somatosensory, and
motor cortices) share little resemblance, so that the precise pattern of inhibition could
theoretically serve as an identifier to assign which cortical area an excitatory cell belongs to
(Kitzel et al., 2010). This could be interpreted as a challenge to the “canonical circuit” theory
because when taking into account the inhibitory circuit, different cortical areas are not close
replicas of each other. Alternatively, the inhibitory modulation of excitatory circuitry can be
interpreted as the specialization and adaptation to the different functions each cortical area

undertakes.
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Figure 1. Simplified primary visual cortex circuitry

Predictive coding theory of the primary cortex

Classical studies of V1, including those by Hubel and Wiesel, assumed that V1 extracts
visual features, such as orientation, direction, edges, etc., based on input from the LGN.
Therefore, in this classical view, the function of the V1 circuit is to compute these features
mainly through summation of smaller visual information units in the LGN. However, more
recent studies postulate that V1 computes the differences between expectation and actual
received input, so-called “predictive coding” (Adams, Friston, & Bastos, 2015). In theory,
predictive coding is more energy efficient than descriptive coding in the sense that it only
computes the difference or “predictive error” rather than all the information of a stimulus. It is
now generally accepted that the brain is actively inferring a general model of the environment
constructed from sensory inputs it receives. When “real” input is compared with the model, the
most meaningful information is the difference. With the addition of an intrinsic feedback
microcircuit from L5 to L4 and L2/3 to the canonical feedforward circuit (Usrey & Fitzpatrick,
1996), the basic circuit infrastructure for predictive coding already exists in V1 (and also other
cortical areas). The majority of L2/3 and L5 neurons do not send projections to other cortical
areas in the feedforward direction, which implies that they participate in local feedback and
recurrent (intralaminar) circuitry (Briggs & Callaway, 2005). While layers 2/3 and 4 receive the

external input, inter-laminal projections from excitatory to inhibitory neurons, especially from



21

deep layers to superficial layers, carry the “prediction.” Whether the predictive coding theory of
V1 is true or not is still under debate, but it is clear that the intrinsic feedforward and recurrent
projections, which consist the majority of projections in V1, must carry out significant
computational functions.

There is no doubt that some fundamental common theme exists throughout the neocortex in
mammals, but variations for functional adaptation in different cortical areas within and across
species are also ubiquitous (Harris & Shepherd, 2015). Indeed, as more and more exceptions of
cortical micro-circuitry in different species and different functional areas are detailed, it is hard
to determine whether the term “canonical circuit” is an over-simplification or is indeed the
fundamental rule from which diversity evolves. Progress in our detailed understanding of V1
circuitry was largely driven by advances in technology. The increasing specificity and resolution
in stimulation methods along with cell type classification based on gene expression profiles
permitted us to dissect projections that were formerly grouped together or masked by a single
dominant output. Some of the key technical advances will be discussed in the following sections.
While it seems to be a daunting task, some institutions, like the Allen Brain Institute
(https://alleninstitute.org), are conducting ambitious projects to systematically map all
projections in V1 (as opposed to anecdotal studies). The resulting comprehensive map of V1

circuitry might enable a renewed and better functional understanding of cortical circuits.

Dynamics of circuitry: synaptic plasticity

The complex circuitry of the brain is not static. In fact, the idea that the “connections”
between cells in the brain change with experience was proposed as early as in the late 18™
century by the Scottish philosopher Bain (Bain, 1875), even before the discovery of synapses and
before Cajal’s beautiful work on neuron morphology and circuitry (see Edward G Johns’s history
on Cajal, 1990 (Jones, 1999)). We could only speculate how Bain had this idea so far ahead of
physical evidence. Perhaps it was because of the intuitive inference from observations such as
skills being learned by repetition, and our ability to mentally associate events occurring in
temporal sequence. With the development of electrophysiology, scientists began searching for
the rules for such change in synaptic connections as an underlying physiological basis for circuit

plasticity.
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Hebbian plasticity

The neuropsychologist Donald Hebb first pin-pointed that activity and timing are the key to
synaptic plasticity. In his seminal book “The Organization of Behavior”, he famously proposed
the rule “neurons that fire together, wire together”, which is known today as the “Hebbian
postulate” (Hebb, 1949). Hebb thought that if one neuron consistently contributes to the
activation of another neuron, biochemical process happens in either or both cells to make the
synapse grow stronger so that the first cell’s input contributes more for the firing of the second in
subsequent events. He also proposed that synaptic plasticity is the neuronal basis of learning and
memory. Assemblies of neurons, what we would now call a neural circuit, that group together
because of stimulus induced synaptic plasticity is how a memory or learned concept is
represented in the brain.

To test the Hebbian postulate, scientists tried to artificially stimulate the pre-synaptic cells
and post-synaptic cells in various ways. Most of these studies were done in acute brain slice
preparations. That is, the brain tissue was sectioned while cells in it were maintained alive so that
projections are exposed in 2D. This gives easy access for stimulation and recording. Some
experimental evidence from such studies supported the Hebbian postulate in a quite literal way.
For example, when stimulating two distinct pathways projecting to the same post synaptic cell,
simultaneous weak activation could induce long-term potentiation (LTP), or strengthening of the
synapse, in both pathways. In contrast, weak activation of either pathway alone would not result
in LTP. Furthermore, strong activation of one pathway leads to LTP specifically in the
stimulated pathway and long term depression (LTD), or weakening of the synapse, in the
unstimulated pathway (Lynch, Dunwiddie, & Gribkoff, 1977). More generally, people found that
high-frequency stimulation to pre-synaptic cells induces LTP (R. M. Douglas & Goddard, 1975),
while low-frequency stimulations induced LTD (Dunwiddie & Lynch, 1978). This was
collectively known as the “BCM learning rule” after the three people who discovered it, Elie
Bienenstock, Leon Cooper, and Paul Munro (Bienenstock, Cooper, & Munro, 1982). The
discovery that LTD can be induced by stimulation below a certain threshold (generally at 1Hz)
as opposed to complete absence of stimulation was very significant for the theory of homeostatic
plasticity. This means that neurons adjust the overall synaptic strength based on their own firing
rate (most likely corelated to the overall network activity level), also referred to as “synaptic

scaling” (Turrigiano, 2008). Homeostatic plasticity is the perfect rescue for the theoretical flaw if
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Hebbian plasticity is the only rule — strong synapses will overpower the network and weak
synapses will be completely silenced. Homeostatic plasticity sets the limit for the overall
connectivity of the network so that Hebbian-style plasticity can only change relative weights of

the synaptic connections but doesn’t push the network to either extreme.

Timing is important in plasticity

The rules for synaptic plasticity discussed above largely ignored the temporal relationship
between pre- and post-synaptic activity. Around the time the Hebbian postulate was proposed,
patch-clamp had not been invented and there was no good method to precisely control the post-
synaptic activity. Some studies indirectly addressed this issue by activating two distinct
pathways leading to the same post-synaptic cell sequentially with different stimulation intensity.
The strong input most likely induced above-threshold depolarization leading to firing while the
weak input could only induce below threshold depolarization. They found that when the strong
input came before the weak input, the weak input was depressed; when the strong input came
after the weak input, the weak input was potentiated (Levy & Steward, 1983).

At the same time, the discovery of the N-methyl-D-aspartate (NMDA) receptor as a
coincidence detector provided a molecular substrate for associative plasticity. The NMDA
receptor is an ionotropic glutamate receptor that is commonly expressed at the post-synaptic
terminal. The NMDA receptor ion channel is blocked by a magnesium ion at resting membrane
potential. In this condition, glutamate binding to the receptor will not lead to the influx of
cations. Post-synaptic depolarization releases the blockade by Mg*" and, if glutamate is bound to
the receptor at the same time, the ion channel will open and cations will flow into the cell (F. Li
& Tsien, 2009). This property of the NMDA receptor dictates that it is only activated when pre-
synaptically released glutamate binds to it in the presence of post-synaptic cell membrane
depolarization (Collingridge, Kehl, & McLennan, 1983). This post-synaptic depolarization is
usually is the result of a back-propagating action potential (Gasparini & Migliore, 2013). Gating
of the NMDAR allows influx of Na+, leading to further membrane depolarization. In addition,
Ca?" ions pass through the NMDAR channel. The resulting increase of intracellular Ca*" levels
leads to a subsequent signaling cascade, resulting in insertion, phosphorylation, endocytosis, and
dephosphorylation of a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors

at the post-synaptic terminal (VanDongen, 2008). Post-synaptic depolarization that activates
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NMDA receptors can be achieved via AMPA receptor currents as a result of high frequency pre-
synaptic release at the same synapse (homosynaptic), or via back propagating action potentials
(APs) from the cell body to the dendrites as a result of activity at other synapses of the same
neuron (heterosynaptic).

With increasing use of patch clamp electrophysiology, a previously unrecognized form of
synaptic plasticity strictly dependent on the timing of activation was discovered (Dan & Poo,
2004). This has since become a favorite for theoretical and computational models of associative
learning. Not only do cells have to be activated relatively close in time, as Donald Hebb
proposed, but additionally they must be activated in the correct sequence. When the pre-synaptic
cell fires consistently before the post-synaptic cell (causal sequence) within a short time range
(10s of milli seconds), LTP is induced; when the pre-synaptic cell fires consistently after the
post-synaptic cell (acausal sequence) also within a short time range, LTD is induced (Markram,
Lubke, Frotscher, & Sakmann, 1997). This new set of rules for synaptic plasticity was later
coined as “Spike Timing-Dependent Plasticity (STDP)” (Song, Miller, & Abbott, 2000). STDP
partially supported Hebb’s postulate that two neurons need to be repeatedly activated in close
temporal association to induce strengthening of the connection that is stable in the long term.
However, it further revealed that the temporal sequence is as important as mere temporal
proximity. It also provided a perfect synaptic mechanism for associative learning: the presumed

causal relationship between two information stream will be connected.

Neuromodulation in plasticity

Recent compelling evidence showed that neuromodulators may play a role as the
“supervisor” to regulate some forms of activity-dependent plasticity (Gu & Yakel, 2011; K. He
et al., 2015). New computational models have been created to explain these findings (Gavornik
& Shouval, 2011; Gavornik, Shuler, Loewenstein, Bear, & Shouval, 2009). These models
combine some features of both the unsupervised Hebbian and of the supervised synaptic
modification rules. According to these computational models, Hebbian plasticity “tags” synapses
with “synaptic tags/eligibility traces,” which make the synapses eligible to be modified but does
not directly change the synaptic strength. Next, these tagged synapses may express different
plasticity (direction, amplitude, etc.) in the presence of different neuromodulators. For example,

some forms of experience-dependent plasticity, such as monocular deprivation, are reported to
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demonstrate features similar to Hebbian plasticity in the thalamocortical synapse (Cooke & Bear,
2014). However, other forms of reward-dependent learning in visual cortex may depend both on
Hebbian and supervised forms of plasticity. For example, pairing visual stimuli with reward
delivered at a delay leads to changes in neuronal responses, the process of which depends on the
cholinergic system (Chubykin, Roach, Bear, & Shuler, 2013).

Recent findings that acetylcholine is released by the basal forebrain at the time of reward or
punishment supports the model that acetylcholine may serve as a reinforcement agent in the
visual cortex (S. C. Lin, Brown, Hussain Shuler, Petersen, & Kepecs, 2015). One interesting
aspect of this question is that many neuromodulator receptors, such as metabotropic
acetylcholine receptor (mAChR) 1, 3, and 5 for acetylcholine, 5-hydroxytryptamine receptor 2
(5-HT>) for serotonin, and a1 adrenergic receptors for norepinephrine, share the same Gq protein
coupled secondary messenger pathway, but are involved in different brain functions. However,
how neuromodulators precisely determine the expression and regulate the direction of synaptic
plasticity is not entirely clear. This is partially limited by the methods that we could use to
manipulate neuromodulation. Pharmacological application of neuromodulator, their analogues,
or agonists and antagonists of their receptors are all useful ways to study neuromodulation, but
the time scale of drug application is often too slow to resolve the real-time neuronal activity and
synaptic plasticity. Electrically activating known neuromodulatory axonal inputs to a brain area
has the desired temporal resolution but is rarely feasible because these axons are usually
diffusely located. On the other hand, it is possible to stimulate deep brain nuclei where
neuromodulatory cell bodies reside, but this will result in systemic activation of the
neuromodulation, which leads to complex effects in many brain areas. Recent developments in

optogenetics have provided many exciting new options, which will be discussed in later sections.

Experience dependent plasticity and learning

While synaptic plasticity rules have been tested in single isolated synapses, learning at the
whole-animal level is much more complex and involves simultaneous changes in multiple
synapses. Because most animals constantly receive numerous sensory inputs that activate the
brain, the basic structure of circuitry that provides fundamental information processing needs to
be relatively stable to maintain a stable world view. However, under some extreme

circumstances, drastic synaptic changes can be induced that are easy to observe. The classical
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experience-dependent plasticity example was monocular deprivation in kittens. This was
discovered also by Hubel and Wiesel, the same people who first described the circuit
organization of cat primary visual cortex. In the early 1960s, soon after they first discovered
receptive fields and selective tuning properties of V1 neurons, they found that if all visual input
was abolished from one eye for an extended period (by suturing the eye lids closed), V1 neurons
change their preferred eye (ocular dominance) dramatically to favor the open eye. However, this
was only true in kittens, and not in adult cats. When the same monocular deprivation procedure
was applied to adult cats, the V1 cell ocular dominance remained largely unchanged (Wiesel &
Hubel, 1963). Additionally, the ocular dominance from monocular deprivation in kittens can be
reversed by closing the opposite eye while re-opening the previously deprived eye if this
procedure was done at young age (Blakemore & Van Sluyters, 1974). These findings led to the
proposed “critical period,” during which the brain is highly susceptible to plasticity and after
which period the brain loses its ability to change its circuitry. Change of overall activity, for
example through dark rearing, can prolong the critical period (Cynader & Mitchell, 1980).
Studies even showed that dark exposure can re-open the critical period, or re-sensitize to
plasticity, and aid the reversal of monocular deprivation in adults (H.-Y. He, Ray, Dennis, &
Quinlan, 2007; Montey & Quinlan, 2011).

Experience-dependent plasticity is not confined to the visual cortex. For example, a
somatosensory equivalent to monocular deprivation is the trimming of whiskers in rodents. This
procedure results in large changes to whisker mapping in the somatosensory cortex (Feldman &
Brecht, 2005). However, both blinding of one eye and losing whiskers/appendages are extreme
conditions where a major branch sensory input to the brain is completely abolished. Moreover,
many of the circuit changes during this form of experience-dependent plasticity were observed
indirectly. That is, circuit changes are inferred through measures of cell response preference or
mapping of the input signal. This limitation is partially because only drastic changes in
connectivity can be easily observed at the neuronal population scale. Since information passes
through multiple synapses from the sensory organ to the cortex, it is hard to pin point which
synapse underwent what kind of change.

Recent technological advances have provided potential solutions. High density silicon-based
electrode arrays allow us to record from hundreds to thousands of neurons simultaneously with

the approximate physical location of the cell relative to the channels on the probe. Through
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spike-train analysis, we can infer the information flow between neurons based on the relative
timing and pattern of firing (Brown, Kass, & Mitra, 2004). However, this is still an indirect way
to measure connections between neurons. As is common in neuroscience, technological advances
have driven new discoveries. In the field of synaptic plasticity, patch-clamp (which will be
discussed in some detail in later sections) permitted the discovery of back propagating action
potentials and STDP. Studying complex plasticity during natural experience and learning
requires new technology that can directly measure circuit connectivity, and changes in circuit

connectivity, in real time.

Morphological and functional circuit mapping

There are two aspects of circuit connectivity: morphological and functional. The former
emphasizes the physical structure of the neural processes and the physical presence of synapses,
while the later emphasizes the ability to conduct signals from one cell to another. Undoubtedly,
these two aspects are intertwined because to conduct signals from one cell to the other, there has
to be a physical synapse. The size and type of synapse correlates (to a certain extent) with its
ability to conduct signals. Larger synapses exert a greater influence on the post-synaptic cell than
do smaller synapses. Also, as it was discussed in the previous section, activity in the pre and post
synaptic neurons is important to maintain and modify the presence of synapses through synaptic
plasticity (Yuste & Bonhoeffer, 2001). However, largely due to the presence of silent synapses
that do not respond to neurotransmitters (Kerchner & Nicoll, 2008), morphological connectivity
does not completely match functional connectivity. Pure morphological assessments may

therefore over-estimate the degree to which neurons are functionally connected.

Morphological circuit mapping

At the brain region-scale, morphological connectivity mapping can be done very effectively
by injecting tracer to the source region and then locating the projection destination through
histology and imaging (Sawchenko & Swanson, 1981). The tracer can range from horseradish
peroxidase (HRP) and its conjugates (Benson & Voigt, 1995), to biotin derivatives including
biocytin (Mishra, Dhingra, Schuz, Logothetis, & Canals, 2010) and neurobiotin (Huang, Zhou, &
DiFiglia, 1992), to chemical fluorescent dye (Stewart, 1981), to genetically encoded fluorescent
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protein. The tracing direction can be either anterograde, meaning along the direction of
information flow, or retrograde, meaning opposite to the direction of information flow. For
example, for anterograde tracing, the tracer is injected to the source of the projection of interest
so that the cell bodies take up the tracer which defuses along the processes and eventually reach
the axonal terminals.

There is growing popularity to use genetically encoded fluorescent proteins to trace
projections. This technique allows the gene expression to be targeted through both focal injection
and cell-type specific promotors, sometimes in combination with transgenic animals, to achieve
better specificity in tracing than is achievable by other methods. Adeno-associated virus (AAV)
is the most commonly used viral vector to deliver tracer protein because of the low cytotoxicity,
robust expression, and no pathogenic risk (Muzyczka, 1992). The Allen Brain Institute has
generated a large comprehensive connectivity data set across brain regions using AAV and, in
some cases, cell type specific cre-recombinase transgenic mouse lines (Oh et al., 2014). While
most studies use viral vectors to deliver the fluorescent protein-encoding gene in vivo to a
population of neurons (Chamberlin, Du, de Lacalle, & Saper, 1998), some studies directly
deliver the DNA to a single cell through a pipette to achieve mapping at the astonishing single-
cell resolution (Pala & Petersen, 2015). Consequently, this method is extremely difficult and
laborious, and therefore only reported in a few studies. The Allen Brain Institute has attempted to
generate a large database containing primary visual cortical single cell projection maps along
with electrophysiological characterizations and gene-expression profiling. With its large-scale
financial resources and consolidated expertise, Allen Brain Institute is enabling data generation
at a scale not feasible for single-investigator led studies.

Although anterograde tracing can give us a lot of useful information, one disadvantage is that
the post-synaptic target is unclear, only the brain region can be located unless used in
combination with cell-type specific reporter transgenic lines and super-resolution imaging.
Retrograde tracing, however, is used to trace back the neurons that project onto a specific region.
Although chemical retrograde tracing dyes have been used for decades, engineered rabies virus
that can pass from the post-synaptic neuron to the pre-synaptic neuron is extremely useful for
precise tracing for up-stream projection sources (Wickersham, Finke, Conzelmann, & Callaway,
2006). By combining AAV carrying cell-type specific promoter driven cre-recombinase genes

injected at the source with retrograde tracing rabies virus carrying cre-dependent fluorescent
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protein genes injected at the projection target, this method can effectively trace medium to long

range projections with cell-type specificity.

Functional circuit mapping

Ultimately, it is the functional conductance that dictates information processing. To measure
synaptic strength, one has to stimulate the pre-synaptic neuron and measure the synaptic event
triggered in the post-synaptic neuron. The most precise way to measure and manipulate single
cells in high temporal resolution is whole-cell patch-clamp (details about the development of
patch-clamp will be discussed in later sections). Two cells (usually within a few hundreds of
micrometers distance) are patched. Stimulation and recording can be done for both cells, to
measure bidirectional synaptic strength (Qi, Radnikow, & Feldmeyer, 2015; Russo & Taverna,
2014). A tracer dye can be included in the patch pipette. This diffuses into the patched neuron
during the recording, allowing morphological reconstruction in post-hoc histology and imaging.
One study attempted to measure thousands of such pairs in the neocortex and reconstructed cell
morphology, based on which they categorized cortical neurons into cell types and sub-types and
derived a general connectivity model (Jiang et al., 2015). This study was by far the most
systematic circuit mapping using the paired patch method and generated incredibly detailed and
substantial data that is very laborious to obtain. Despite the huge dataset, this study still received
criticism over the clam that they found the “principle” for neocortical micro-circuitry because
they most likely did not cover the complete circuitry (Barth et al., 2016). Indeed, it is arguably
impossible to draw the complete picture of cortical circuitry using currently available
technology. However, the strength of the paired patch technique is clear: high precision and high
temporal resolution with bidirectional synaptic strength measurement and potential for
morphological reconstruction. On the other hand, the disadvantages are also obvious: high
technical barrier and very low throughput.

While patch-clamp remains the gold standard for measuring sub-threshold synaptic events,
other strategies have been employed to stimulate pre-synaptic neurons. Most existing studies on
cortical functional connectivity focused on excitatory synapses, which utilize glutamate as the
main neurotransmitter. When the effect of pre-synaptic changes affecting synaptic conductance
is not in consideration, instead of triggering pre-synaptic release of glutamate, the post-synaptic

cell can be directly stimulated by application of exogenous glutamate that diffuses into the
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synaptic cleft. To apply glutamate with high spatial precision and for ease of control, chemically
“caged” glutamate molecules were synthesized by adding a blocking group linked to glutamate
with a photosensitive covalent bond. The caged glutamate molecule cannot activate glutamate
receptors, but certain wavelengths of light can break the chemical bond and “uncage” glutamate,
which then activates the receptors. This process is called glutamate uncaging. It is combined with
focal light stimulation, often in a grid pattern, to map the distribution and strength of
glutamatergic synapses on a single cell under whole-cell patch clamp (Callaway & Katz, 1993).
There are three significant draw backs of this method: first, as mentioned before, pre-synaptic
influences are not accounted for; second, synapses close to the cell body cannot be accurately
measured due to the presence of extra-synaptic glutamate receptors on the cell body (Petralia et
al., 2010); and third, glutamate uncaging is only effective in acute brain slices in which caged
glutamate can adequately penetrate the thin tissue slice. It is not feasible in most in vivo
preparations.

While the need for direct measurement of circuit connectivity is high, the significant
technical challenge limits the number of studies that are conducted and the questions that can be
answered. For functional mapping, the two major hurdles are the specificity and resolution of
presynaptic stimulation and the low throughput nature of the whole-cell patch-clamp technique.
As is always the case, the needs of scientific research drive technology development, and new

revolutionary technological leaps permit waves of new discovery.

Optogenetics: controlling neurons with light

Optogenetics is one of the most recent influential technical breakthroughs in the field of
neuroscience. It is a simple idea that by expressing exogenous photosensitive ion channels in
neurons, the cell will be photo-sensitive and thus controllable by light. The question is, where do
you find suitable photosensitive ion channels that are compatible with neuronal physiology? The
answer came a little bit by surprise: single-cell green algae Chlamydomonas reinhardtii.
Chlamydomonas needs a mechanism to detect light so that it can swim towards light to conduct
photosynthesis and obtain energy. Being a single-celled phytoplankton, it doesn’t have complex
systems dedicated to light detection (it has only 1 cell after all) but relies simply on cation
gradients created by a photosensitive cation channel which, upon light stimulation, changes its

conformation and allows cations to flow through (Ridge, 2002). Another class of opsins from
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bacteria, halorhodopsin which opens a chloride channel upon light exposure, is also used as an
optogenetic tool to manipulate, in this case inhibit, neuronal activity (Okuno, Asaumi, &
Muneyuki, 1999). However, due to the long evolutionary distance between microbes and
vertebrate animals, microbial opsins were not the first choice when people first explored ways to
engineer neurons to introduce light sensitivity. Because of the drastic difference between
prokaryotic and eukaryotic cells, there were doubts whether microbial proteins could even be
expressed in animal cells, let alone carry out their original function. Ironically, microbial opsins

are far more broadly used today as optogenetic tools than animal opsins.

The invention of optogenetics

Before the early 2000s, studies about bacterial and algal opsins were primarily limited to the
ecological and biophysical aspects. In parallel, some attempts to stimulate neurons with light
were made using the phototransduction cascade from Drosophila (Zemelman, Lee, Ng, &
Miesenbock, 2002). Comparing to algae and bacterial opsins which are directly coupled with ion
channels (Zhang et al., 2011), animal opsins are generally coupled with guanine nucleotide-
binding proteins (G-protein) and activate the specific G-protein subunit signaling pathway which
eventually leads to the opening of ion channels (Terakita, 2005). A distinct difference between
vertebrate and invertebrate animal phototransduction is that vertebrate photoreceptor cells remain
depolarized in the dark, while light exposure results in closure of cation channels and re-
polarization of the cell. In contrast, for invertebrate opsins, light opens cation channels and
depolarizes cells (Rayer, Naynert, & Stieve, 1990). Because the majority of neurons in the
central nervous system signal through above-threshold depolarization and action potentials, the
invertebrate photo cascade seemed preferable because of the depolarizing nature of activation
and the ease of expression in vertebrate systems. However, the initial success of adopting the fly
photo cascade to activate hippocampal neurons did not result in an avalanche of studies using
this technology for the simple reason of very low temporal resolution: it took several seconds of
light application to trigger action potentials. G-protein signaling is inherently slow because it
relies on protein binding kinetics. It is also subjected to complicated modulations in the cell
involving many signaling pathways, which can lead to inconsistency of stimulation effect and

long-term change in cell excitability and synaptic plasticity. lon channels, on the other hand, are
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much faster (conformation change) and is subject to much less internal modulation. However,
there were no known light sensitive ion channels in the animal kingdom.

The development of modern molecular biology and techniques to express exogenous proteins
in eukaryotic cells, for example in Xenopus oocytes, greatly advanced ion channel research
(Hsuei-Chin, Beer, Sassano, Blume, & Ziai, 1991). Membrane bound ion channels are
notoriously difficult to purify and many channels of interest have very low endogenous
expression levels, thus adding an additional layer of complication to study the physiological
behavior of a single type of channel (S. H. Lin & Guidotti, 2009). In 2003, Georg Nagel from the
Max-Plank institute for biophysics first expressed Channelrhodopsin 2 (ChR2) from C.
reinhardtii in Xenopus oocytes and two mammalian cell lines (HEK293 and BHK cells). They
demonstrated that ChR2 is a light-gated cation channel with fast channel kinetics (Georg Nagel
et al., 2003). Soon after this study, biophysicist Nagel started collaborating with Karl Deisseroth
at Stanford University to explore the feasibility to use ChR2 as a tool to control neurons with
light. At the same time, several groups around the world were also working on applying the ideal
property of ChR2 in neuroscience, which includes re-sensitizing the retina to light in
photoreceptor degenerated mouse retinal ganglion cells (Bi et al., 2006) and observing light-
induced behavioral changes after ChR2 expression in the C. elegans nervous system (G. Nagel et
al., 2005). Two other groups attempted to demonstrate the use of ChR2 as a tool to control
neuronal activity: Herlize’s group used the combination of rat rhodopsin 4 (RO4) and ChR2 to
stimulate and inhibit neurons for precise control (X. Li et al., 2005), and Yawo’s group
demonstrated that ChR2 is compatible with controlling neuronal firing for its time scale
(Ishizuka, Kakuda, Araki, & Yawo, 2006). However, Deisseroth’s group was the first to claim
ChR2 as a powerful and highly robust tool to control neuronal activity at the millisecond time
scale, in both excitatory and inhibitory circuits (Boyden, Zhang, Bamberg, Nagel, & Deisseroth,
2005). Soon after the first report of ChR2 as an optogenetic tool, inhibitory optogenetic tools
were reported. One of the first to be used was the bacterial light-activated chloride-pump
Halorhodopsin from Natronomonas (NpHR) (Zhang et al., 2007). Even today, there are still
disputes over who first invented “optogenetics” in the scientific community, but what is crystal

clear is that optogenetics revolutionized the field of neuroscience (Hegemann & Nagel, 2013).
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Optogenetic toolkit

Since the initial application of ChR2 in neuroscience, new light-sensitive proteins have been
discovered and added to the optogenetic toolkit. For fast channel kinetics and robustness,
microbial channelrhodopsins is a major category of optogenetic proteins. Continuous efforts
have been made to develop new tools. Members from the family of anion-selective (mainly CI°)
channelrhodopsins (ACRs) from an algal species, Guillardia theta, have the potential to be used
as inhibitory optogenetic proteins (Govorunova et al., 2017). However, ACRs seem to exhibit
unintended effects when expressed in axon terminals and are therefore not widely used so far.
Another class of inhibitory optogenetic protein is Archaerhodopsin (Arch) from Archaea, which
are light sensitive proton pumps which hyperpolarize the cell upon light exposure (Chow et al.,
2010). Arch and its variant ArchT are probably the most routinely used inhibitory optogenetic
proteins currently in active research, having lower cytotoxicity and other negative effects
compared to halorhodopsin (El-Gaby et al., 2016). Efforts were also made to optimize the natural
form of light-sensitive channels through protein engineering to tailor their properties to specific
applications. There are over a dozen variants of the original ChR2 with different channel kinetics
(open and close speed), conductance, light sensitivity, and optimum wavelength (e.g., Red-
shifted) (J. Y. Lin, 2011).

On the other hand, light-sensitive non-channel proteins, mainly animal opsins, gained interest
not primarily for controlling membrane potential but for directly manipulating G-protein
signaling pathways. G-protein coupled receptors (GPCRs) are one of the most important group
of receptors, especially in the central nervous system. GPCRs are a group of seven-
transmembrane domain receptors that, upon ligand binding, initiate signal transduction pathways
via G proteins. Heterotrimeric guanine nucleotide-binding proteins (G proteins) consist a, B, and
v subunits, of which Ga binds to GTP and Ggy dissociate from the heterotrimeric complex when
the receptor is activated. The G unit has four major subtypes, Gs, Gi, Gq11, and Gi2/13, each of
which has different secondary signaling pathways (Katritch, Cherezov, & Stevens, 2013). GTP-
bound Gq protein activates the B isoform of phospholipase C (PLC-P) to catalyze the hydrolysis
of phosphatidylinositol bisphosphate (PIP2) into inositol trisphosphate (IP3) and diacylglycerol
(DAG) (Mizuno & Itoh, 2009). IP3 then diffuses into the cytoplasm and binds to IP3 receptors
(IP3R) to release Ca?* from the intracellular calcium pool (Patterson, Boehning, & Snyder,

2004). On the other hand, Gg-coupled GPCRs can regulate gene translation/protein synthesis
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independently from calcium signaling. One such calcium-independent pathway is tyrosine
phosphorylation (Moult, Correa, Collingridge, Fitzjohn, & Bashir, 2008) and another is the 3-
arrestin pathway (Gerber, Gee, & Benquet, 2007). One example of an optogenetic protein for the
control of GPCRs is melanopsin. Melanopsin is an evolutionally conserved Gq protein-coupled
opsin that is expressed in intrinsically photosensitive retinal ganglion cells, and is involved in
regulation of the circadian cycle (Freedman et al., 1999). Ectopically expressed melanopsin
provides a temporally precise way to control Gq activation, mimicking the activity of
neuromodulatory systems (Bailes & Lucas, 2013). Bypassing different neuromodulator receptors
will eliminate receptor kinetics and downstream signaling differences from different G-protein
isoforms as a factor, as well as alleviate the difficulties caused by pharmacodynamics of
chemical compounds. In contrast, using optogenetics to directly manipulate Gq signaling, and
precisely control temporal duration and latency in relation to synaptic activation will allow one
to test the precise temporal range of Gq activation that leads to modulation of synaptic plasticity.
Similarly, optogenetic control of Gs (Bailes, Zhuang, & Lucas, 2012) and Gio (Gutierrez et al.,

2011) pathways was achieved using vertebrate rhodopsin.

Application of optogenetics

With the ever-growing optogenetic toolkit came the explosive growth in applications.
Instantaneous control of animal behavior was achieved by stimulating/inhibiting certain brain
area in behaving animals. The striking experimental outcomes were eye-catching by themselves
but also directly demonstrated functional specializations of brain areas (especially motor areas)
(Bernstein & Boyden, 2011). Stemming from this, researchers are able to study functional long-
range projections in vivo when combining optogenetics with extracellular recording techniques
(usually with high-density silicon-based electrodes) (Carter & de Lecea, 2011). Furthermore, to
study brain circuitry at the synaptic level, optogenetics is extremely useful because of the
flexibility and precision to target a genetically defined population of cells. Mapping micro-
circuitry is most commonly conducted in acute brain slices with spatial scanning laser or LED
light stimulation. This method is sometimes referred to as “Channelrhodopsin Assisted Circuit
Mapping” or “CRACM.” With the presence of the sodium channel blocker tetrodotoxin (TTX)
and potassium channel blocker 4-Aminopyridine (4-AP), synaptic release can be triggered by

depolarizing the axonal terminal without initiating somatic action potentials. This helps to
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correlate the physical location of the synapse with functional synaptic strength. On the other
hand, without blocking Na" and K" currents, light stimulation can be tuned down so that axonal
depolarization is not sufficient to trigger a response and above-threshold action potentials can
only be triggered by optogenetic stimulation at the cell body. In this case one could use the

technique to map the location of the cell bodies of the projection source.

Targeted ChR2 expression via:
Transgenic

Viral injection

In utero electroporation

LED Patterned
Illuminator

Figure 2. Channelrhodopsin-Assisted Circuit Mapping (CRACM) illustration

Almost 15 years since the invention of optogenetics, this technology has integrated with
many other technologies as a powerful tool for multifaceted research. Specific targeting can be
achieved through genetics and combinations of anterograde/retrograde labeling; gene delivery
and expression through viral vectors, liposome, or nano-particles. Meanwhile, neuroengineering

research strives to improve electrodes and optics for stimulation and recording. The simplicity of
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the idea, “opto-" and “genetics,” means we take advantage of light, one of the easiest forms of
stimulus to control with spatial and temporal precision and resolution, and harness advances in
molecular biology and genetics. This is particularly valuable in the field of functional circuit
mapping for there were no prior methods that could allow this level of resolution and specificity.
The application of optogenetics specifically in functional microcircuit mapping will be discussed

in detail in later chapters.

Patch-clamp electrophysiology and current development

Patch-clamp recording has been the gold-standard technique for measuring the
electrophysiological properties of excitable cells, as well as single ion channels, since its
invention by Neher and Sakmann in the late 1970s to early 1980s (Neher & Sakmann, 1976).
Patch-clamp evolved from two early electrophysiology techniques: sharp recordings and two-
electrode voltage clamp (not to be confused with the patch clamp mode “voltage clamp” under
whole-cell configuration). Sharp recordings were first done by Ling and Gerard on frog sciatic
nerve preparation (Ling & Gerard, 1949) but was soon expanded to recording various types of
excitable cells from both the soma and axons. This technique utilizes glass pipettes with a very
fine tip and usually a relatively long taper that can impale cell membranes while causing minimal
disruption to the integrity of the cell function for as long as several hours. The glass pipette is
filled with a salt solution and acts as an electrode placed at the inside of the cell membrane while
the reference electrode is placed in the extracellular environment. Before sharp recording was
invented, only anatomical exceptions like the giant squid axon or mollusk neurons could be
recorded from because of their large size. In fact, sharp recording is still commonly used in in
vivo preparations to record single cells/axons in deep brain nuclei that are difficult to access with
any other method. However, due to the high input resistance, it is not possible to record small
current signals from individual channels, or to control the membrane potential with a single
intracellular sharp electrode (W. C. Li, Soffe, & Roberts, 2004). We now know that the
conductance of most ion channels depends on the potential difference across the membrane,
making the ability to study channel conductivity at different controlled potentials vital to the
characterization of the complete electrophysiological property of a channel. The “two-electrode”
voltage clamp partially solved this problem by employing two relatively low impedance

electrodes, one for current injection and the other for comparing potentials (Polder & Swandulla,
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2001). Because the current injected must equal to the current crossing the membrane through
open channels, one can measure current passing through all the channels on the cell membrane.
The biggest advantage of the method is that it can inject very large currents, which is useful
when the channel density is very high. At the same time, the biggest limitation to this method is
that it requires relatively large cells/axons for the insertion of two electrodes, making it

impractical in most scenarios.

The invention of patch-clamp

The patch-clamp method was first developed for the “gigaseal” configuration, in which case
the electrode and the cell membrane are tightly connected with over 1 giga Ohm resistance. This
is usually achieved by applying a small negative pressure to the inside of the pipette. The rational
was that during some early experiments, Neher and his colleagues found that when using large
diameter (~100 um) glass pipettes, the noise or instability in the signal was too big to record
individual channel currents due to leak current. To reduce this noise, they had to use much
smaller pipettes and form a much tighter connection. In 1976, Neher and Sakmann recorded
current from nicotinic acetylcholine receptors. They later won the Nobel Prize in Physiology or
Medicine in 1991 for their discoveries concerning the function of single ion channels in cells.
This study also marks the invention of the patch-clamp technique. Apart from the high signal-to-
noise ratio and the ability to “clamp” membrane potential, patch-clamp has an additional
advantage in the ease of controlling the intracellular environment (e.g., ion concentration). That
is, by manipulating the internal solution composition in the pipette, the ionic composition of the
intra-cellular environment can be altered in a controlled way. This technique has proven
extremely powerful for studying channel and receptor pharmacology.

From the initial “gigaseal” configuration used by Neher and Sakmann, several additional
configurations were derived for different purposes: 1) inside-out configuration, which is when
the piece of membrane within the pipette tip during gigaseal is ripped off from the cell and the
cytosolic side of the membrane exposed to the recording bath while the extracellular side of the
membrane faces the inside of the pipette; 2) whole-cell configuration, which gains direct access
to the inside of the cell by creating a hole on the patched membrane while maintaining a tight
seal around the hole; and 3) outside-out configuration, which is formed after achieving whole-

cell configuration by pulling away the pipette from the cell to rip a piece of the membrane off, at
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which point the open lipid bilayer ends fuse together in the aqueous environment, thereby
making a patch with the cytosolic side of the membrane facing the inside of the pipette and the
extracellular side of the membrane in contact with the bath solution (Molleman, 2003). While
gigaseal, inside-out, and outside-out configurations were mostly used to study single channels,
the whole-cell configuration is by far the most commonly used patch-clamp configuration to
study synaptic plasticity and circuit connectivity in intact neurons. Whole-cell patch-clamp
enables direct electrical recording from the inside of a cell through the formation of a direct
connection between the glass pipette and the cytoplasm with very low leak current (tight seal).
With this direct tight connection, we not only can measure membrane potential (current clamp)
or current (voltage clamp) with high precision, but also precisely control the membrane potential
or current flow through a feedback circuit without the need of a second electrode (comparing to
two-electrode voltage clamp). It is the only method that enables measurement of sub-threshold
synaptic events in the scale of milli volts (mV) and pico amperes (pA) and at kilohertz (kHz)
acquisition rates. Compared to sharp recordings and two-electrode voltage clamp, patch-clamp
can easily manipulate ion concentration on both sides of the cell membrane and is compatible
with most cell sizes, even dendrites (Davie et al., 2006) and axonal blebs (self-annealed axon
openings) (Hu & Shu, 2012). Apart from neurons, patch-clamp is used in all types of excitable
cells from various species and preparations, including but not restricted to glial cells,
cardiomyocytes (Richardson & Xiao, 2010), skeletal muscle cells (Wen & Brehm, 2010), smooth
muscle cells (Quinn & Beech, 1998), stem-cell derived excitable cells (Verkerk et al., 2017), and
cell lines expressing ion channels. With additional steps to remove cell walls, one can even patch

plant cells (Elzenga, 2012).

Improving patch-clamp

As the applications for patch-clamp electrophysiology continue to expand, there have been
few widely adopted improvements to this challenging and laborious technique (Farre et al.,
2009). The intrinsic low throughput and heavy reliance on empirical experience in the traditional
manual patch-clamp process does not allow this technique to meet the demands of high
throughput testing such as drug screens and large-scale characterization/mapping studies. One of
the attempts for high-throughput patch-clamp is planar patch clamp, which substitutes glass

pipettes with two-layer glass chips, on which there are micro-fabricated openings that connect
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the external and internal fluid chambers, corresponding to the bath solution and pipette internal
solution. A single chip can have multiple holes (up to 96) for simultaneous recordings. Instead of
using an individual pipette to approach the cell, commercial planner patch-clamp employs
microfluidics to carry cells in suspension through the chip, and negative pressure to the internal
chamber “draws” cells to the opening to form a seal (Fertig, Blick, & Behrends, 2002; Klemic,
Klemic, & Sigworth, 2005; Py et al., 2011). Subsequently, the system can achieve the whole-cell
configuration and conduct current-clamp and voltage-clamp recordings. Interestingly, the idea to
position a cell in between two chambers and disrupting one side of the membrane to manipulate
ion concentration was not a 21% century idea. In 1977, only one year after the first gigaseal
experiment, a Russian team measured calcium conductance using a two-chamber system very
similar to the design of a single unit planner-patch (Kryshtal & Pidoplichko, 1977). They placed
the cell between two chambers separated with a film, on which there was a small hole that the
cell could sit on top of. Negative pressure was also applied to the “internal” side of the chamber
to help the cell lodge firmly on the hole, after which they disrupted one side of the cell
membrane to record specific ionic current flowing through the membrane. However, they most
likely did not achieve a giga-Ohm seal because the film they used was made with plastic. This
idea was seldomly re-visited until more recently, probably limited by the micro-fabrication
processes critical for making glass chips capable of forming the required gigaseals. Even with
the most advanced commercial planar patch systems, it cannot always achieve high-quality giga-
ohm resistance seals. This is considered an acceptable compromise when throughput is more
important (e.g., drug screening) but less appealing when precision is required (e.g., studying
detailed single-channel properties). Moreover, planar patch clamp only applies to high density
cells in suspension. This does not represent the physiological condition for most excitable cells,
and it cann