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ABSTRACT

Ma, Biao PhD, Purdue University, August 2019. Improving the Utility of Egocentric
Videos. Major Professor: Amy R. Reibman.

For either entertainment or documenting purposes, people are starting to record

their life using egocentric cameras, mounted on either a person or a vehicle. Our

target is to improve the utility of these egocentric videos.

For egocentric videos with an entertainment purpose, we aim to enhance the

viewing experience to improve overall enjoyment. We focus on First-Person Videos

(FPVs), which are recorded by wearable cameras. People record FPVs in order to

share their First-Person Experience (FPE). However, raw FPVs are usually too shaky

to watch, which ruins the experience. We explore the mechanism of human perception

and propose a biometric-based measurement called the Viewing Experience (VE)

score, which measures both the stability and the First-person Motion Information

(FPMI) of a FPV. This enables us to further develop a system to stabilize FPVs

while preserving their FPMI. Experimental results show that our system is robust

and efficient in measuring and improving the VE of FPVs.

For egocentric videos whose goal is documentation, we aim to build a system that

can centrally collect, compress and manage the videos. We focus on Dash Camera

Videos (DCVs), which are used by people to document the route they drive each

day. We proposed a system that can classify videos according to the route they drove

using GPS information and visual information. When new DCVs are recorded, their

bit-rate can be reduced by jointly compressing them with videos recorded on the

similar route. Experimental results show that our system outperforms other similar

solutions and the standard HEVC particularly in varying illumination.



xvi

The First-Person Video viewing experience topic and the Dashcam Video com-

pression topic are two representations of applications rely on Visual Odometers (VOs):

visual augmentation and robotic perception. Different applications have different re-

quirement for VOs. And the performance of VOs are also influenced by many different

factors. To help our system and other users that also work on similar applications,

we further propose a system that can investigate the performance of different VOs

under various factors. The proposed system is shown to be able to provide suggestion

on selecting VOs based on the application.
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1. BACKGROUND AND CONTRIBUTIONS OF THIS

THESIS

With the development of the CMOS sensor, mobile devices get higher and higher ca-

pabilities on image and video capturing. Digital Single Lens Reflex (DSLR) cameras

are not the only source of high quality images and videos. And because of the rela-

tively smaller size, lighter weight and cheaper price, mobile image capturing devices

become popular. The variety of products keep increase. Examples are not only the

smart phones, but also the sports cameras and Dashcams. GoPro launched the first

sports camera in 2002 and by now, 7 generations of products have been launched and

sell to all over the world. Sony, Nikon and other traditional camera factories also

join in this trend. For the Dashcams and drone-mounted cameras, Garmin and DJI

provide the leading products in the market.

This unstoppable trend of putting efforts into these mobile camera devices reflex

the need of customers. People start to do video log for their daily life: use Dashcams

to record on-road footage, use sports cameras to share their unique experience and

even film a movie. We call these videos the egocentric videos.

The mobile feature of the camera brings both problems and possibilities to egocen-

tric videos. One of the incoming problem is that light weight and small size make the

egocentric videos have a lot of motions. The resulting egocentric videos are shaky to

watch. To solve this problem, video stabilization techniques are developed. The other

incoming problem is the data storage. Long time video logging requires large digital

space to store. This pushes forward the developing of near-duplicated video detection

and compression. The possibilities are also provided by the egocentric motion and

the large amount of data. Techniques such as real-time visual-SLAM are developed

to extract the motion information for applications such as autonomous driving and



2

Augmented Reality. Techniques such as Structure-from-Motion can utilize the large

amount of data to generate dense reconstruction of the scene view.

The topic of this thesis is about egocentric video processing and is relative to

computer vision algorithms. Our target is to contribute several missing parts in the

mentioned computer vision techniques. For the video stabilization techniques, we

believe the main subject is the First-Person Video and users care about the viewing

experience of these videos. The entertainment feature is the keystone of First-Person

videos. However, this is ignored by current stabilization techniques. As a result, the

first part we believe is missing and aim to contribute is the subjective measurement

of the video stability and the corresponding stabilization technique.

For the Dashcam video storage, current industry simply overwrites the historical

data when the digital space is reaching the limit. In addition, the storage and man-

agement of the recorded data are done user by user offline and separately. However,

consider the feature of Dashcam videos that they keep record similar content, and

consider the need of large amount of training data for computer vision applications

such as autonomous driving, we believe a video compression system is needed for

this kind of documentation videos. A compression system for Dashcam videos is the

second contribution we want to make.

Both the First-Person Video viewing experience topic or the Dashcam Video com-

pression topic are related to Visual Odometer. These two topics are two representation

of two kinds of applications that rely on VO: visual augmentation and robotic percep-

tion. During the research, we notice that different VOs usually provide us different

final performance of our system. The optimal VO of the FPV topic may not be the

best choice for the Dashcam Video topic. To help users that have the same problem

with us, the third contribution we want to make is an evaluation methodology that

can help users to investigate the performance of different VOs under various factors.

The whole thesis is present in three parts in the order of: Improving the First-

Person Video viewing experience (Part II), Dashcam Video compression (Part III)

and Visual Odometer evaluation methodology (Part IV). In fact, in our research
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timeline, the Dashcam Video compression is the first topic instead of the First-Person

Video. However, we are the most proud of our contribution in the First-Person Video

viewing experience topic. Also, both the Fisrt-Person Video topic and Dashcam

Video topic are based on Visual Odometry. We prefer to end the thesis with the

Visual Odometer evaluation topic. As a result, we re-organize the order. Please

kindly choose the reading order based on your interest and time. The detail of three

topics are relatively independent. For the detailed motivation and backgrounding,

please refer to corresponding Parts.
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Journal Papers:
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3. INTRODUCTION

With the development of wearable cameras, people are starting to create First-Person

Videos (FPVs) to record their life. From simple life-logs to playing sports, the content

of FPVs varies significantly. Some producers even started to make First-Person films.

By the time the recorders mount a camera on their head or nose to record FPVs, most

of them share a same primary goal: sharing the First-Person Experience (FPE) with

others. However, the fact is that the viewing experience of FPVs is quite different

from recorders’ FPE. In this work, we start with discussing the reason behind this fact

and end up with a reliable solution that enables us to improve the viewing experience

of FPVs based on a viewing experience model.

To help recorders to achieve their goal of sharing experience, first we need to

know the components of the FPE. A solution can be found then, if we compare the

components of both the FPE and the viewing experience of FPVs and accordingly

adjust the component of the latter. Two components that recorders are eager to share

consist of the FPE. First, recorders would like to share the objective information

they perceive. For example, if a recorder capture a FPV when he/she is running in a

park, he/she may want to share the trees or flowers with viewers. Second, recorders

would like to share the subjective information of the objective world: the feeling

of interacting in their First-Person perspective. Using the same example, the recorder

may want to share his/her reaction that a dog barks behind him/her and he/she is

surprised and quickly turns around and look at the dog.

FPVs record all visual information appears in First-Person perspective. The ob-

jective world is recorded in each frame and the First-Person reaction is recorded by

the camera motion reflected by temporal frame changes. However, a strange thing

happens: there is no visual information loss during the process of “recording”, but
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Fig. 3.1.: Experience of different versions of First-Person perspective
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the viewing experience of FPVs is not identical with recorders’ FPE. Fig.3.1 shows

the logic of this problem.

The reason is the viewing experience of FPVs has different components with the

FPE. It includes video stability and First-Person Motion Information (FPMI). The

FPMI is corresponding to the FPE, which is the information conveyed by camera

motion. It contains both the objective and subjective information the recorder may

perceive. However, during FPE, people do not perceive instability, but it is present

in the captured video. Recorders never feel dizzy when they record the video but

viewers feel the FPVs are too shaky to watch. Later in this paper, we show that this

is because the visual function that occurs when we watch the FPVs is different with

the visual function we rely on when we are in the real-life.

As a result, to help recorders to share FPE, what we should do is to:

(1) Preserve the similar component: preserve FPMI;

(2) Fix the unpleasant component: increase video stability.

A direct solution would be construct a video enhancement system based on a mea-

surement of the viewing experience of FPVs. To approach it, it is helpful to take the

fact that the experience of watching FPVs and living in real-life are based on different

visual function into consideration.

There are several off-the-shelf approaches which are related to our problem, such

as traditional video stabilization techniques, video stability measurements and FPV

watchability enhancement techniques. However, in the next Chapter, we show these

related works are insufficient. In Chapter 21.3, we provide an overview of our system.

Following the pipeline of our system, its subparts are introduced from Chapter 6 to

Chapter 9. Chapter 6 focuses on the motion estimation algorithm, which is a modified

visual odometer according to our application. The human perception model based on

eye movements is the basis of our system, which is presented in Chapter 7. Applying

the human perception model, we propose the quality metric of the viewing experience

of FPVs in Chapter 8 and describe the improving method in Chapter 9. Chapter 10

includes three parts of our experimental results. Firstly, we design and use subjective
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tests to finalize the parameter in our human perception model. Secondly, objective

and subjective tests are employed to test the robustness of our viewing experience

measurement. Thirdly, objective and subjective tests show the effectiveness of our

system by comparing with other methods. Note that this whole work is based on our

previous researches [1–3].
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4. RELATED WORK

4.1 Video stabilization

As we discussed, the viewing experience of FPVs includes two parts: video stability

and FPMI. Traditional video stabilization techniques can remove the shakiness within

FPVs, but they either have limited performance or damage the FPMI with high

probability. However, these traditional methods provide some valuable ideas.

Traditional video stabilization techniques include hardware-based methods and

software-based methods. Hardware-based video stabilization techniques include the

built-in function of wearable cameras such as GoPro Hero 5-7 and other hand-held

stabilizers. The problem with this solution is that it has limited performance. The

built-in function of GoPro Hero 5-7 can only remove small amounts of shakiness

since the camera records in real-time and must avoid obvious stitching errors when

applying the stabilization function. Hand-held stabilizers require users to hold the

device, which limits the users’ activities to riding or driving. Although wearable

gimbals are available, they are large and heavy for users who want to have long-

duration activities.

To stabilize a video using software-based method, three steps are performed: mo-

tion estimation, motion smoothing and frame/video reforming. Based on the motion

type they work with, the video stabilization techniques are classified into 2D [4–7] and

3D solutions [8–11]. In the 2D solutions, the motion on the image plane is estimated

using either local features or pixel intensity information. Then the frame transfor-

mation is calculated based on the smoothed 2D motions. In contrast, 3D solutions

estimate the camera poses/3D camera motions, which include both camera orienta-

tion and position information in 3D space. The estimation approaches mainly rely on

the methods of either Structure-from-Motion (SfM) [12] or visual-based Simultaneous
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Localization And Mapping (vSLAM) [13]. The advantage of 3D solutions is that they

have a full understanding of the physical camera motions. Given the 3D motion, it is

easier to stabilize FPVs according to the human intention. However, 3D solutions are

usually slower and more fragile than 2D methods because of the motion estimation

step. The motion estimation step in 3D solutions requires enough matching points

to be found across several frames and needs the translations between frames to be

large. Otherwise, the triangulation process may fail or be inaccurate. In addition,

pose optimization in 3D solutions is computationally expensive. The problem of all

existing software-based video stabilization techniques is that they over-stabilize the

FPVs, which will remove almost all the FPMI.

4.2 Stability measurements

To overcome the over-stabilization problem, measurements for both video stability

and FPMI are needed. They can be used to inform us the extent of ongoing stabiliza-

tion process and the amount of remaining FPMI. Precise measurements can help us

accurately find the optimum stopping instance of stabilization so that the resulting

video is stable while enough FPMI is preserved.

Currently, there is no related work on measuring FPMI while some works are

related to measuring the video stability. Some stability measurements are proposed

along with video stabilization techniques. In fact, many video stabilization techniques

are not based on measurements [6, 9, 14–16]. The result of lacking a measurement is

that their smoothing parameters are not adaptive and the stabilization process is

not controllable. However, the rest of the video stabilization techniques [4, 5, 7, 8, 17]

implicitly generate stability measurements as side-products. Some other stability

measurements are independent studies based on video quality assessment. All these

measurements compute stability scores based on the camera motion and can be clas-

sified into two categories: the motion types they analyze and the motion properties

they measure.
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Different motion types: The video stability measurements are based on ana-

lyzing 2D or 3D motions, which is similar to the stabilization techniques. 2D estima-

tors [4–7, 18–24] either track local feature points or apply optical-flow algorithms to

calculate the 2D motion. 3D methods [3, 8, 10, 11] estimate camera movements from

frame to frame using the epipolar geometry.

When deal with the stability estimation, this time, 2D methods have more ad-

vantages than 3D methods. In general, 2D methods have two advantages. First, we

have mentioned that the 2D motion is faster and more robust to compute. The whole

process of 3D motion estimation is fragile and time consuming. Second, theoretically,

video stability estimation based on 2D motions has a greater potential to be consis-

tent with human perception. This is because what viewers actually perceive are 2D

images with 2D motions. 2D motions include the information of both the camera

and the objects in the video. However, the 3D motion only provides information

about the camera itself; the scene structure information is missing. However, in our

work, we adopt the 3D motion as the subject to measure the video stability when

we stabilize FPVs. This is because we not only want to measure the stability of the

video and stabilize the video, but also want to measure the FPMI and preserve the

FPMI. The FPMI only correlates with 3D camera motion and is independent with

2D motion. Therefore, to achieve these two advantages, in this paper we measure the

stability based on 3D motion.

Different motion characterizations: To analyze the stability or shakiness

of camera motions, methods focus on two different characterizations of the motion:

intensity and frequency. Studies that focus on the camera motion intensity assume

that camera motion with higher intensity is shakier. Most of them use the camera

motion amplitude as the measurement of the motion intensity. For example, [18, 19]

uses the average motion amplitude of local feature points between frames as the

measurement. The Inter-Frame Transformation Fidelity (ITF) [20] is a special case

in this category, which does not estimate the actual motion but uses the PSNR

between adjacent frames as the measurement of motion intensity. One problem of
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these methods is that they do not consider the frequency of the camera motion. For

instance, back-and-forth motion and single-direction motion may generate the same

score under these algorithms but viewers would perceive a different degree of stability.

Therefore, many authors [21–24] consider the problem in the frequency domain.

After obtaining the camera motion, some use the first, second and even the third

derivative of the motion amplitude to measure the motion shakiness. Many video

stabilization algorithms adopt these methods since they are easy to calculate. In

[21–23], Motion-vector-based mean squared error (MV-MSE) is used. The original

motion is first filtered to generate a smooth motion. Then the difference between

the original motion and the smoothed motion is assumed to be the high frequency

component, which is used as the shakiness measurement.

However, all these stability measurements are not precise enough. This is because

they do not have a reliable human perception model. For the frequency-focus meth-

ods, the threshold between shaky motion and smooth motion in the frequency domain

is ambiguous. For the intensity-focus methods, numerical relationship between mo-

tion size and instability is unknown. A recent work [24] tries to solve this problem

by applying a machine learning process to analyze how different frequency bands of

camera motion influence human perception.

In this work, we approach this problem using a human perception model learned

from psychophysics. And we propose precise measurements for both video stability

and FPMI, which can guide us to appropriately stabilize FPVs.

4.3 FPV watchability enhancement techniques

There are also some works about enhancing watchability of FPVs [8,25–27], which

share the same target with us. However, they apply a different strategy to the problem

of shakiness. Instead of stabilizing frames by smoothing the camera motion, they try

to find and remove the frames which cause the shakiness. After the processing,

only the semantic segments, for example the segments that contain human faces, are
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preserved and construct of the resulting video. As a result, their resulting videos have

reduced content and are fast-forwarded version of the original videos.

However, we believe that not only are the selected specific frames semantically

meaningful but also there is semantic meaning in First-Person motions. Their strategy

has the same problem of the traditional video stabilization techniques, which also

ignores and discards FPMI.
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5. SYSTEM OVERVIEW

We adopt the pipeline of traditional video stabilization techniques as shown in Fig.

5.1. As we discussed in Section 4.2, we choose to estimate and edit 3D motion. There

are three main differences that make our system outperform traditional algorithms

in solving the problem of FPVs.

First, the motion smoothing step is replaced by our motion editing since this

is where traditional methods damage the FPMI. Within our motion editing step,

we employ two procedures: measuring and improving. The failure of traditional

video stabilization techniques informs us that stabilization is a too strong procedure

for FPVs. We need to precisely measure the video stability and FPMI in order to

carefully decide the stopping instance of stabilization.

Second, this motion editing step is based on a human perception model of First-

Person Motion conveyed by FPVs, which is seldom considered in traditional solutions.

We model the eye movements of viewers as a random process of choosing and tracking

targets based on the research in physiology [28–35]. Based on it, we propose our view-

ing experience measurement which includes both video stability and FPMI. Using our

measurement, we can design a new camera path whose goal is to provide more stable

view while preserving the FPMI, i.e. improving the viewing experience. On the basis

of the human perception model, the result of our viewing experience improvement

has higher human preference than traditional video stabilization techniques.

Fig. 5.1.: System pipeline
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Third, our system only edits angular motions. Based on our hypothesis, the

translations are necessary to convey the FPMI, which should be preserved. As a

result, we simplify the traditional 3D motion estimation algorithm to only extract

the angular motions. For monocular visual odometers, since there is no information

for the scene true depth, the estimated translations between different frames have

different unit, which is called the scale problem. To solve this problem, the detected

local features used to estimate camera poses need to present in successively several

frames. However, we only estimate camera rotations, which are independent with the

scales. This relaxes the constraint that enough features must always be seen across

time.
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6. 3D MOTION ESTIMATION

3D motion estimation or so-called the camera pose estimation is an old problem

in both the computer vision and the robotics communities where it is defined as

Structure-from-Motion (SfM) or visual Simultaneous Localization And Mapping (vS-

LAM). Motion or the camera pose usually refers to both the translation and rotation

of the camera. Traditional 3D video stabilization techniques apply these approaches

and remove both the angular motion and the translation of the camera.

However, we do not remove and thus do not need to estimate the camera trans-

lations. As we state, the translations include significant FPMI. The amplitude and

frequency of translations can reflect the moving speed and moving approach of the

recorder. For example, if the amplitude of forward translation is high, and the ampli-

tude and frequency of the translation in the vertical direction are also relatively high,

then we may infer that the recorder is running. Applying traditional stabilization

techniques, we may lose this important information since the video would look like it

was recorded using a drone if the vertical translation is smoothed or removed.

Also, translations are preferred in FPVs. Their importance is evident from First-

Person Video gaming, and watching a FPV is similar to playing a First-Person Video

game, except the viewer cannot control the viewing angle. In First-Person Video

games, the translations in vertical and horizontal directions are called “head bobbing”.

Recent First-Person Video games simulate head bobbing to make the games more

realistic. For this topic, [36] provided a study and showed that most players prefer

games that have head bobbing.

Since the translation is not estimated, the rotation between each two frames can

be estimated independently during a first pass, which is called the initialization. After

that, we build the pose graph and apply a graph optimization algorithm to reduce the

error introduced during initialization step. The initialization step is operated based
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on SURF [37] features with RANSAC (Random sample consensus) [38]. For each

two frames, we first assume they share a large enough baseline that a triangulation

can be performed successfully using epipolar geometry. When there are not enough

inliers after the RANSAC, we believe the triangulation fails and the camera motion

between these two frames is a pure rotation. In this situation, the fundamental matrix

degenerates into a homography.

Suppose the estimated rotation from frame m to frame n is Rn,m. The estimated

camera pose of the ith frame is Ri:

Ri = Ri,i−1Ri−1,i−2 · · ·R2,1. (6.1)

Using the graph optimization tools provided by [39], we refine the estimated rotations

using the objective function:

min
Ri,Rj∈SO(3)

∑
(i,j)∈L

∥∥Log(RT
i,jRiR

T
j )
∥∥2,

L = {(i, j) : i− j = l and i, j ∈ Z+}.
(6.2)

SO(3) refers to the special orthogonal group, which is group of all 3D rotations. It

restricts all R to be valid rotations during optimization. i and j are time indices of

camera poses. L is the constraint for frame index distance. The larger the L is, the

further the two frames are. In the experiments, we found l = 5 is large enough to

have a large baseline for FPVs recorded in 30fps. Note that this approach requires

the camera intrinsic parameters but relaxes the constraint of feature tracking.

These matrices in the special orthogonal group are mathematical expression of

camera poses, which do not have a physical meaning to humans. To edit camera mo-

tions, we need to decompose these matrices in the same way that humans understand

camera motions. After that, we can apply the human perception model to measure

the viewing experience of the camera motions.
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Humans understand camera motions in the sense of Euler angles. A camera motion

is usually understood as combination of pitch, yaw and roll, which are the rotations

around the x, y and z axes. Thus, we decompose a camera pose Ri into three Euler

angles. However, there is no unique solution of the decomposition. In order to make

the results have more realistic meaning and closer to the understanding of humans, the

decomposition order should coincide with the importance of human motions. Consider

the normal human activities, yaw is the primary and most important motion, which

is performed to look around. Pitch has intermediate importance, which is performed

to look up and down. Roll is seldom performed intentionally. So our goal is to remove

it during our stabilization procedure. As a result, the camera pose of the ith frame

Ri is decomposed as:

Ri = Rz(θz)Rx(θx)Ry(θy). (6.3)

The corresponding angles are computed as:

θy = tan−1
(−Ri(3, 1)

Ri(3, 3)

)
, (6.4)

θz = tan−1
(Rzx(2, 1)

Rzx(1, 1)

)
, (6.5)

θx = tan−1
(−Rzx(2, 3)

Rzx(2, 2)

)
, (6.6)

where

Rzx = RiRy(θy)
−1, (6.7)

and R(k, l) is the (k, l) entry of matrix R.
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7. HUMAN PERCEPTION MODEL

The viewing experience of watching FPVs is different than our real life First-Person

experience. This is because we rely on different visual functions. In this Chapter,

we first introduce human visual functions used in these two situations, which are the

Vestibulo-Ocular Reflex (VOR) and Smooth Pursuit Eye Movement (SPEM). Then

we introduce our revised eye movement model of SPEM, which considers the practical

situation.

7.1 Vestibulo-Ocular Reflex

When the recorder captures FPVs in real life, they never feel dizzy. This is

because their bodies apply the Vestibulo-Ocular Reflex (VOR) to compensate for the

rotations of their head [28]. The bio-signals from the semicircular ducts located in

their ears carry the information of the amplitudes of yaw, pitch and roll and control

the extraocular muscles to perform opposite eye motions to compensate the head

motion. As a result, the images of interested objects can be maintained at the center

of the visual field, i.e. the fovea. This process can be thought as an image stabilization

function of the human body. The frequency of VOR can reach up to 100 Hz [28],

which ensures the stabilization can be performed in real-time.

7.2 Smooth Pursuit Eye Movement

When watching a FPV, the viewer perform a different eye movement in order

to accomplish the stabilization task. Note that the VOR is disabled. The motions

that viewers perceive are not performed by their bodies so that their semicircular

ducts provide no information. Consequently, to stabilize the images, viewers can
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only rely on visual information and must perform Smooth Pursuit Eye Movement

(SPEM) [40], which allows humans to closely track visual targets. If we believe the

movement information used by VOR is the ground truth, then the SPEM is a process

which tries to predict the ground truth of the motion information. Viewers feel dizzy

when watching a FPV because this predicting process is not efficient enough.

Before the viewer starts to pursue the target, a catch-up saccade needs to be

performed to catch the target, which takes nearly 150 ms [29]. A catch-up saccade

may be also triggered when SPEM lag behind or over-shoot the target. Also, during a

catch-up saccade, visual information is not processed. All these lead to an experience

of instability.

In order to measure the viewing experience of FPVs, we need an approach to

measure the stability and FPMI. This requires that we first understand and model

the operating mechanism of the catch-up saccade based on [30]. The result in [30]

indicates that a catch-up saccade is a reflex triggered when the eye-crossing time

(TXE) is outside the range of 40 ms to 180 ms. TXE is defined as:

TXE =
−PE
ωrs

, (7.1)

where PE is the angular position error of the target with respect to the gaze. ωrs

is the relative angular speed (target’s image speed on fovea) or so-called retinal slip.

Intuitively, the ratio of angular position error and retinal slip is the time that human

eyes need to catch the target.

However, this model is not enough for building a measurement of viewing experi-

ence of FPVs. Next, we discuss the basic geometry of watching FPVs. By considering

the practical situations, we present our mathematical model of SPEM for FPVs. Our

measurement of viewing experience is shown in Chapter 8.
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object position with respect to the world coordinate and is independent of the camera
motion. It is only shown in the most left image for clarity.

Image Plane
(Top View)

Our target

𝑓

β#

d

Eyes

Camera 
Center o

Image Plane
(Top View)

Our target

𝑓

β#

d

Eyes

𝜃(𝑖)

Camera 
Center

o

Image Plane
(Top View)

Our target
β"

d

Eyes

Camera 
Center

𝑓
𝜃(𝑖 + 1)

o

Fig. 7.2.: Images of target object under yaw motion from the top view.
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7.3 Mathematical model of SPEM for FPVs

To simply the problem, we develop the model for yaw, pitch and roll motions

separately. Suppose the viewer observes a video with viewing distance d and the

camera is performing a yaw/pitch motion. Fig. 7.1 illustrates this in 3D. To help

readers understand the 3D geometry, Fig. 7.2 shows the top view of Fig. 7.1.

Fig. 7.1 shows the geometric relationship among the target object, camera and

viewer across the time. Images from the left to right illustrate when the camera yaws

from angle 0 (aligns with the coordinates) to angle θ(i), and to angle θ(i + 1) and

captures the object on the image plane. Images for pitch motion are similar but the

camera rotates along the x axis. For FPVs, the translation of the recorder within a

short period is relatively small with respect to the depth of most objects. As a result,

we assume the relative position of the target with respect to the camera center is

fixed.

Suppose the target position with respect to the camera center is βk at frame k

while the camera focal length is f . The viewing distance of the viewer is d and the

estimated camera position is θ. So the observation angle of the target for the viewer

at frame k is:

ϕobj(k; βk) = arctan
[f tan βk

d

]
. (7.2)

At frame k′, the observation angle under the coordinates of frame k changes to:

ϕobj(k
′; βk) = arctan

[f tan(βk − θ(k′ − 1) + θ(k))

d

]
, (7.3)

The geometry of roll motion is different from yaw and pitch as shown in Fig. 7.3.

Suppose the object is on the x− z plane in the kth frame. Then the position at frame

k′ is:

ϕobj(k
′; βk) = 2 arcsin

[r sin(θ(k′ − 1)/2− θ(k)/2)√
d2 + r2

]
, (7.4)

r = f tan βk. (7.5)
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Assume that the frame rate is 30 and the viewer performs a SPEM from frame k to

frame (k + 1). Then the PE(βk) and ωrs(βk) in equation (7.1) at frame (k + 2) can

be calculated as:

PE(βk; k + 2) = ϕobj(k + 2; βk)− 2ϕobj(k + 1; βk) + ϕobj(k; βk), (7.6)

ωrs(βk; k + 2) = 30 · PE(βk; k + 2). (7.7)

However, we found it is inaccurate to directly apply the condition given in equation

(7.1), for two main reasons. First, the model in [30] ignores the predictive ability of

SPEM. Second, the sensitivity of the human visual system needs to be taken into

consideration in practice. We improve the model given in equation (7.1), considering

each of these two reasons respectively in the following two new conditions:

0.04 ≤ |PE(βk; k + 2)|+ b

|ωrs(βk; k + 2)|
≤ 0.18 (7.8)

|PE(βk; k + 2)| < MAR, (7.9)

where k is the frame index, MAR is the minimum angular resolution of human eyes,

and b is the bias of position error estimation. If either one of these two conditions is

satisfied, the catch-up saccade will not be triggered. In the next two paragraphs, we

explain each of these two conditions.

The first condition, equation (7.8) addresses the fact that equation (7.1) treats

the SPEM as an open-loop system. In the experiments in [30], the position errors

are generated by changing the target position abruptly. This weakens the predictive

ability of SPEM, which is a key closed-loop characteristic of SPEM [31]. In addition,

[30] used laser spots or circles as the tracking target to test the SPEM properties of

human eyes. This will also underestimate the predictive ability of SPEM, because

according to [32, 33], the target shape can provide additional information for visual

tracking. [31, 34, 35] also concluded that the predictive ability can be generated by

scene understanding or the experiences of motion patterns. None of these factors are
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taken into account in [30]. A direct illustration of the failure of their model is that,

without the additional information, the target may precede the gaze in both position

and velocity, which would create a negative value of TXE.

In contrast, our modified constraint (7.8) treats the SPEM as a closed-loop system.

We recognize that the viewer can utilize the additional information (i.e. target shape,

scene content) to track targets. The eye movement can be accelerated before the next

frame is shown, which makes the retinal slip change and makes the TXE positive and

fall into the desired region. This is the reason we introduce the absolute values

in equation (7.8). However, there is no widely recognized mathematical model to

adjust for retinal slip [31], although most studies agree that the procedure relates

to a feedback control that has constant parameters based on visual content, scene

understanding or the experiences of motion patterns [31–35]. As a result, to describe

the characteristic of the feedback control and make our model compatible, we include

an unknown bias parameter b. Later in Chapter 10, we design a subjective test based

on real scenes to help us learn about the bias parameter. The learned parameter

makes our model accurately describe the SPEM in practical situations.

The second condition, equation (7.9), models a limitation of our visual system. A

position error, PE, less than the minimum angular resolution (MAR) cannot be per-

ceived by human eyes. In addition, the human visual system introduces an estimation

error when estimating the position error. This is another reason that introducing the

bias b is helpful.

Equation (7.8) and (7.9) are conditions on βk, the angular position of the target at

frame k. Solving them for each frame and for each type of motion (yaw, pitch or roll)

gives us an interval of βk. Any object in the current frame that has an angular position

within this interval can be tracked without having a catch-up saccade between the

next two frames, if the SPEM has already been performed. We define this interval as

B(k) for future convenience. B(k) contains all the information we need to compute

the viewing experience of FPVs.
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8. VIEWING EXPERIENCE MEASUREMENT

The camera motion of a FPV can be decomposed into three types of First-Person

Motions (FPMs), which are yaw, pitch and roll. The viewing experience measures of

all three types of FPMs are combined to be the viewing experience measure of the

FPV. In this Chapter, we propose two viewing experience measurements for FPMs,

which are all based on the object position interval B(n). Either measurement can be

used to measure the video stability and the FPMI.

The first measurement is called Viewing Experience (VE) score, which is based

on a probabilistic model. It measures the fraction of frames in a video that can be

tracked using SPEM. The second measurement is call Structure Viewing Experience

(SVE) score, which is a speed-up algorithm inspired by the VE score, but does not

have the same physical meaning. The approach of combining scores of different types

of FPMs is presented after discussing VE and SVE scores. Additionally, we extend

the human perception model into 2D motion and propose a 2D VE score. It can be

quickly computed and has higher potential to be consistent to human perception to

video stability. However, it can only measure the stability but not the FPMI.

8.1 3D Viewing Experience score

The VE score of a FPM is a fraction number indicating the amount of frames can

be tracked using SPEM under this FPM. Applying it to different components of a

FPM, we can obtain the stability or FPMI of a FPV, which is shown in Chapter 9.

Here, we show how a single VE score is computed given a motion.
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Fig. 8.1.: Example of B̃(n)

Suppose we want to compute the VE of a yaw or a pitch motion. B(n) is the

object position interval of each frame. To unify the coordinate of all frames, we add

the camera position θ(n) to B(n):

B̃(n) = B(n) + θ(n). (8.1)

For a roll motion, the object position is influenced by the yaw and pitch motion. So we

decompose the B̃(n) into vertical and horizontal components. And the corresponding

B̃(n)V and B̃(n)H are computed using:

B̃V (n) = B(n) + θpitch(n), (8.2)

B̃H(n) = B(n) + θyaw(n). (8.3)

In Fig. 8.1, the upper and lower boundaries show an example of B̃(n). Unlike B(n),

B̃(n) not only includes the object position interval of each frame but also has the

spatial relationship between the intervals across the whole video.

Consider the example in Fig. 8.1. The eye movements of the viewer is modeled

as a random process. Suppose the viewer randomly chooses a target to track within

the field of view (FOV) from the first frame. This target remains at the same object

position within a short period with respect to the camera in the first frame. So the
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trajectory of this target in Fig. 8.1 is a straight horizontal line. When this line

intersects with the boundaries B̃(n), the viewer loses tracking this target. In this

situation, one of two things happens. To keep tracking the same target, the viewer

can perform a catch-up saccade. Otherwise, a saccade eye movement is performed

to randomly retarget a new object within the FOV. Either of these two procedures

takes nearly 6 frames [29].

The procedure of targeting and smooth pursuit is defined as a trail of tracking. A

possible path of watching a video consists of several trails of tracking. By calculating

the length of each possible path and their probability, we can find the expected value

of the fraction of frames for which the viewer performs SPEM. As a result, a wider,

more open pathway between the upper and lower bounds shown in Fig. 8.1 will

produce a higher expected value, i.e. a higher VE score.

First, we compute the probability of a single tracking trail. Define Vi,j to be the

event:

Vi,j = {Target can be tracked from frame i to j}.

Define Ti,j to be the event:

Ti,j = {Target is tracked from frame i and lost at frame j}.

Then we have:

Prob(Ti,i+k+1) = Prob(V i,i+k+1, Vi,i+k)

= Prob(Vi,i+k)− Prob(Vi,i+k+1),
(8.4)

where

Prob(Vi,i+k) =

∣∣⋂i+k
n=iB(n)

∣∣
FOV

. (8.5)

Note that |·| computes the difference between the upper bound and the lower bound

of a interval. Here we assume the viewer will choose any target in the frame within

the FOV with equal chance.
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The probability of a possible path is the cumulative product of the probability of

all its tracking trails. Suppose for an N -frame video, a possible path pathm has n

trails of tracking. Then the probability of pathm is:

Prob(pathm) =
n−1∏
i=1

Prob(Tlm(i),lm(i+1)−6) · Prob(Vlm(n),N), (8.6)

where lm(i) encodes the start frame index of each trail of tracking in pathm. And the

length of this possible path is:

L(pathm) = N − 6(n− 1). (8.7)

So our VE score of a video from frame i to frame (i+N) can be computed as:

V E(i;N, θ) =
1

N + 1

∑
m

Prob(pathm) · L(pathm), (8.8)

where θ is the camera motion.

The reason we calculate a VE score for only a few frames instead of the whole

video is that objects may only be visible for a short period. To compute the equation

(8.18), we first identify all the possible paths for a length (N + 1) video. Then we

check whether each path is feasible or not. A path is not feasible when any of its

trails are not feasible, which is indicated when the probabilities in equation (8.4) and

(8.6) are less than 0. Then we let:

Prob(pathm) = 0. (8.9)

To reduce the computational complexity, we set (N + 1) to 10. As a result, for a

K-frame video, B̃(n) of yaw, pitch or roll is a (K−2) by 2 vector, and their VE score

has length (K − 12).
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Fig. 8.2.: B̃(n) of zero motion and motion with slope

8.2 Structure Viewing Experience score

The computing procedure of VE scores is a little time consuming. For N + 1 =

9, computing the VE of a 300-frame video requires around 0.425 seconds. On the

contrary, the Structure Viewing Experience (SVE) score introduced in this section

only needs 0.155 seconds. However, the price is that the SVE score does not have the

physical meaning like the VE score.

The SVE score shares the same mechanism with the VE score. Fig. 8.2 shows

the B̃(n) of a zero motion and a motion with slope. The zero motion has the largest

VE score since a target can be tracked across the whole video as long as it is within

the FOV. However, the motion with slope yields the VE score that is smaller than 1.

Intuitively, the shaded area in Fig. 8.2 decreases as the motion slope increases. This

reflect the fact that the VE score not only depends on the interval value B̃(n) of each

frame but also depends on the shape of B̃(n).

The more open the pathway of B̃(n) is, the higher VE the video has, which is

the inspiration of the SVE score. The most straight forward approach would be

to compute the shaded area in Fig. 8.2. However, this becomes more complicated



32

when the motion amplitude varies more heavily or frequently. Instead, we apply the

following equation to obtain a similar measurement, the SVE score, to the VE score:

SV E(i;N, θ) = 1− 2

(N + 1)N
·
∑N−1

m=0

(
∆B̃(i+m)

)(
N −m

)
FOV

, (8.10)

∆B̃(n) =
∣∣B̃(n+ 1)

∣∣− ∣∣B̃(n+ 1) ∩ B̃(n)
∣∣. (8.11)

where |·| computes the difference between the upper bound and the lower bound of a

interval.

We apply equation (8.11) to compute the ∆B̃ of each pair of adjacent frames,

which quantifies the amount of objects we would lose tracking from frame n to frame

(n+1). Then we compute the SVE score for a short period of the video using equation

(8.10). The main idea is to assign different weights to ∆B̃ of different time instants.

∆B̃ of earlier time instants have more influential to the openness of the object position

interval B̃ across the time, which also can be explained using the right plot in Fig. 8.2.

If a target is lost at the second frame, then this target cannot be tracked in totally

7 frames. If a target is lost at the 8th frame, then it only influences the viewing

experience for only 1 frame.

By considering the openness of the object position interval B̃ across the time, we

make the SVE score has the similar property and measure performance with the VE

score. Experiments of performance comparison are present in Chapter 10.

8.3 VE and SVE score of a video

Either the resulting VE score or the SVE score of a single FPM is a vector. Recall

that each input video has three types of FPMs: yaw, pitch and roll. As a result,

a FPV has 3 VE/SVE score vectors in total. To obtain a single measurement, we

combine all three vectors into a single vector, which describes the fraction of frames
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can be tracked using SPEM temporally. Suppose the measurement for the three

FPMs are My, Mx and Mz. Then the measurement for the whole FPV is Mall:

Mall(i;N, θ) = min
j=x,y,z

Mj(i;N, θ). (8.12)

Equation (8.12) suggests that the measurement of a FPV is also a vector. Each

element of the vector is a VE/SVE score for a short period. This VE/SVE score is

limited by the measurement of the most shaky motion among the yaw, pitch and roll.

In order to apply optimization procedures and do further analysis, in the following

Chapters, the VE/SVE scores refer to the mean square value of Mall, which are noted

as M. For a K-frame video, Mall is a vector with length (K −N − 2). As a result, M

is computed as:

M(θ) =
‖Mall(i;N, θ)‖
K −N − 2

. (8.13)

8.4 2D Viewing Experience Score

Our proposed 3D Viewing Experience (VE) score and Structure Viewing Experi-

ence (SVE) score are both based on 3D camera motion. As we discussed in Section

4.2, 2D motion is more robust and faster to estimate than 3D motion. Theoretically,

video stability estimated based on 2D motion has a greater potential to be consistent

with human perception since it contains object motion information that 3D motion

does not have. Motivated by this, we extend the model used by the 3D VE/SVE

to 2D and propose a 2D Viewing Experience score. However, note that the 2D VE

is suitable to measure the video stability for applications that need to quickly esti-

mation, but it has nothing to do with the FPMI since FPMI can only be computed

through 3D motion.
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Fig. 8.3.: 2D image motion of a visual target from frame n to frame (n+ 1).

8.4.1 2D-Mathematical model of SPEM

To create our 2D-VE, we recalculate condition (7.8) and (7.9) based on target

position on the screen with respect to human eyes using the 2D image motion of

interest points instead of target angular position βn with respect the camera.

Assume a viewer tracks a target from frame n to (n+ 1) and its 2D image motion

is estimated as shown in Fig. 8.3. The target moves from
(
x(n), y(n)

)
to
(
x(n +

1), y(n+ 1)
)

while this event is observed by the viewer with viewing distance d on an

image with width w and height h. αx(n) and αy(n) are target angular positions in

the viewer’s eyes in the horizontal and vertical directions respectively. αx(n) can be

calculated as:

αx(n) = arctan

∣∣x(n)− w/2
∣∣√(

y(n)− h/2)2 + d2
. (8.14)
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αy(n) and similar results can be derived for target angular positions in frame (n+ 1)

and (n + 2). We assume the viewer’s eye movement has a constant speed after the

target is tracked at frame n. Then the position error PE and retinal slip ω at frame

(n+ 2) in the horizontal or vertical direction can be calculated:

PEk(n+ 2) = αk(n+ 2)− 2αk(n+ 1) + αk(n), (8.15)

ωk(n+ 2) =
PEk(n+ 2)

FPS
, (8.16)

where k = x or y indicating the horizontal and vertical components. FPS is the

video frame rate. After substituting Equation (8.15) and (8.16) into condition (7.8)

and (7.9), if the condition is satisfied for both vertical and horizontal motion, we

can conclude that the current tracked target can be continually tracked at frame

(n + 2). We use C(·) to denote the processing of checking condition (7.8) and (7.9)

based on the input motion. The output of C(·) is binary: “1” indicates that the

condition is satisfied for both vertical and horizontal motion. “0” indicates a catch-

up saccade will be triggered. During the required 200ms (about 5 frames at 30fps)

nearly no information can be perceived. In the next section, we introduce how the

video stability is computed using this 2D mathematical model.

8.4.2 2D-VE of a video

Given a video, we first identify the interest points in each frame. Then we calculate

the possible tracking length of each interest points using the model we propose above.

The stability of a video is measured using the averaged possible tracking length of all

interest points.

For a N-frame length video segment, we split its frames into I by J regions (ver-

tically and horizontally). For each region, we choose its center as the interest point.

Then we calculate the optical-flow of each frame. Suppose we start to track the tar-

get from frame k and focus on the (i, j)th interest point. Its pixel location at frame

n(k < n ≤ N) is interpolated using the computed optical-flow of frame n, denoted as
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mi,j,k(n). We define the stability S of the (i, j, k)th interest point at frame (n+ 2) to

be:

Si,j,k(n+ 2) = C
(
mi,j,k(n);mi,j,k(n+ 1)

)
(8.17)

Si,j,k(n + 2) represents whether the (i, j, k)th target can be tracked using SPEM at

frame (n + 2). This is calculated only based on the motion of frame n and (n + 1).

However, to know about the stability of this target across the time, we need also

consider the catch-up saccade periods. For example, if Si,j,k is “1011111”, then it

needs to be converted to “1000001” to account for the fact that once a viewer can

no longer track at the second frame, and that a catch-up saccade lasting 5 frames is

required. For the converted resulting vector, we use the notation S∗i,j,k.

To calculate the stability of an N-frame video segment, we need to calculate

equation (8.17) for all IJ interest points and for all possible starting frame index

k (1 ≤ k < N). The overall video stability is estimated using our 2D-VE score, which

is calculated as:

V E2D =

√√√√ 1

K −N + 1

K−N+1∑
k=1

(
meani,j

|S∗i,j,k|
N

)2
. (8.18)

K is the total number of frames while | · | computes the L1 norm.
|S∗i,j,k|

N
calculates the

fraction of frames over which the (i, j, k)th interest point can be tracked using SPEM.

And the overall VE score is the average over all interest points. In the experiments,

we set N to 30 frames, I and J to 10 and 20.
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9. VIEWING EXPERIENCE IMPROVEMENT

To improving the viewing experience of a FPV, we edit its First-Person Motions

(FPM) and reconstruct frames to create a new version of the video. In this Chapter,

we start from systematically defining the FPM including both structure and proper-

ties. As we mentioned, the properties are the stability and FPMI. Then we introduce

the approach of measuring the properties using our VE/SVE scores. Again, the 2D

VE can only measure the stability but not the FPMI. As a result, we will ignore it

in this chapter. At the end, we demonstrate the optimization procedure that helps

editing the FPM given the measurements of the stability and FPMI.

9.1 First-Person Motion

First-Person Motion (FPM) is the angular camera motion estimated from FPVs,

which has three types: yaw, pitch and roll. We first introduce its properties which

are the intuitive feelings that viewers can directly perceive. After that, we introduce

its structure, which controls the properties. Following this order, reader may have

better understanding of the logic of our measurement assignment of each property in

Section 9.2.

9.1.1 Properties of FPM

The FPM has two properties: stability and First-Person Motion Information

(FPMI), which consist of the viewing experience of FPVs. The stability describes

the comfort extent of watching the FPV. A low stability makes it difficult for the

viewer to perceive the content of the video and may even causes dizziness.
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The FPMI is the information conveyed by FPM. It has two sub-parts: First-Person

motion range (FPMR) and First-Person feeling (FPF). FPMR is the objective infor-

mation, which is produced when the recorder looks around. The damage to FPMR

when doing motion editing makes the viewer lose any chance to observe some par-

ticular objects. FPF is the subjective information, which is the sense of watching

activities captured from the First-Person Perspective. It is produced by three con-

flicts. The first and main conflict for the viewer is that the motion he/she perceives

by watching FPVs is not consistent with what he/she perceives in his/her own First-

Person experience. The more obvious the conflict is, the more obvious the FPF is.

Actually, in real life, viewer eyes do not perceive many large motions using SPEM

(but using VOR).

The second and third conflicts have limited influence for the viewing experience

of FPVs but do exist. The second conflict is between the feeling of watching FPVs

and traditional videos (such as cinematographic videos). The viewer finds that the

current video (FPV) is not like the video he/she usually watches. By watching more

FPVs, this conflict may be eliminated. The third conflict happens in the vestibular

system caused by mismatched motions: the visual motions make humans feel that

their body is moving while the body has no physical motion. It causes disorder in the

visual system, which is called vestibular illusion. However, this effect varies with the

strength of visual cues as illustrated in [41]. Stronger visual clues make the viewer

more confident about the mismatched motions. Compared with VR systems, this

effect has limited influence for 2D screens where FPVs are played back.

Fig. 9.1 shows the relationship between the stability and FPMI. In general, there

is a trade-off between them. When the FPM has large amplitude, the FPMI in-

creases (in both FPMR and FPF) while the stability decreases. However, it is still

possible to increase the stability while preserving the FPMI, i.e. increasing the view-

ing experience of a FPV. This is because the trade-off between stability with FPF

and stability with FPMR occur at different timing and in different manner. More

detailed discussion are in Section 9.2.
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9.1.2 The structure of FPM

Two structures consist of a FPM: motions anchors and motion shape. An example

of a FPM is shown in 9.2. Motion anchors are the local extremes of the FPM. It can

be thought as the skeleton of the FPM. When the motion anchors are fixed, the

motion amplitude and motion frequency of the FPM is fixed, which make the FPMR

and FPF fixed respectively. The motion shape is the path between motion anchors,

which only influences the stability of FPVs. Note that the stability is also influenced

by the motion anchors since the possibilities of motion shape is limited by the motion

amplitude and motion frequency.

So the general strategy of our system is a two-step iteration. First, we modify

the motion amplitude of original motion anchors, which increases the video stability

while still preserving certain amount of FPMI. Second, we find the optimal motion

shape based on the new motion anchors, which yields the highest video stability. The

iteration terminates when we find the desirable motions that preserve an adequate

amount of FPMI and maximize the video stability.

Note that in the iteration, to simplify the problem, we only modify the motion

amplitude and motion shape of the FPM while preserving the motion frequency.
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To apply optimization algorithms to perform the iterations, we need a measure-

ment for the motion anchors. The problem is that motion anchors is just a set of

points while the measurements we proposed in previous Chapters are only suitable

for motion curves. As a result, we define a motion which is one-to-one relationship

with motion anchors: the pure FPM. The pure FPM is the zigzag path that connects

all motion anchors. An example of pure FPM is shown in Fig. 9.2 using dotted

lines. The pure FPM is uniquely determined by motion anchors, and vice versa. As

a result, the VE/SVE score of the pure FPM is a descriptor of motion anchors. Since

the FPMI is only determined by motion anchors, any measurement of the pure FPM

is a measurement of the FPMI.

9.2 Measurements assignment

To quantify the properties of the FPM, we extract corresponding structures and

assign different measurements to them. The aim here is demonstrating the logic of

the assignment.

Our proposed VE/SVE score measures both the stability and FPMI of FPVs.

Given the estimated FPM of a FPV, the stability is measured using the absolute

value of VE/SVE score since their definition align with each other. The higher the

VE/SVE score of the FPM is, the higher fraction of frames the viewers can perceive

and the higher stability the FPV has. The FPMI is measured by the negative VE/SVE

score of the pure FPM of the original FPM. This is because, firstly, any measurement

of the pure FPM is a measurement of the FPMI. Secondly, the FPMI increases when

the main conflict discussed in Section 9.1.1 becomes more obvious, which happens

when then FPM has higher frequency and larger motion amplitude. In this situation,

the VE/SVE score of the pure FPM decreases.

To better understanding the logic of the measurement assignment, consider the

example in Fig. 9.3. Fig. 9.3 (a) shows an example of pure motion: a zigzag path

connects motion anchors which have fixed frequency and amplitude. We perform
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the easing function introduced in the next section to find the optimal motion shape

that produces the highest VE/SVE scores. This process is performed repeatedly by

varying the motion amplitude from 1 to 20. The VE/SVE scores of the pure motion

and their corresponding optimal motion are shown in Fig. 9.3 (b). In this example,

the ratio of viewing distance with respect to the focal length is 6. Increasing or

reducing this ratio only shifts the curves to the right or left while the shapes do not

change.

This example shows that when the motion amplitude increases, the VE score of

the optimal motions decrease since the camera/view shakes more heavily. Thus, it

is reasonable to assign the VE/SVE score to be the measurement of FPVs’ stability.

The things happen on the VE score of the pure motion is more interesting. First,

there is a sharp decrease from point A to point B in Fig. 9.3 (b). Since we proposed

the negative VE/SVE score of the pure motion to be the measurement of the FPMI,

FPMI increases from point A to point B. This is because point B is where the FPF

becomes noticeable, which means the main conflict in viewers’ visual system become

obvious. It aligns with the fact that from point A to point B, the amplitude of FPM

gets larger. As the motion amplitude increase beyond point B, the VE scores of the

pure motion decrease gradually, which indicates the increasing of FPMR caused by

increasing angular motion variation.

Based on Fig. 9.3 (b), we realize that it is possible to increasing the stability of

FPVs while preserving their FPMI. Suppose the original FPV has large motions and

situation locates at the most right point on curves in Fig. 9.3 (b). When we start

to stabilize the FPV, the situation shifts on the curves and to the left. During this

period, the video stability increases while the FPMR decreases. So optimal stopping

instance point B, where the video loses no FPF while has large enough video stability.

However, note that this does not mean we have to lose all FPMR until we get to point

B. A more specific explanation and mathematical solution is given in the next section.
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Fig. 9.4.: General procedure of motion editing

9.3 Optimization procedure

Our optimization procedure operates based on the two-step iteration mentioned in

Section 9.1.2. In this section, we first systematically introduce the general procedure

and the mathematical definitions of parameters need optimizing. Then we propose

and discuss our objective function which enables us to increase the video stability

while preserving the FPMI. Finally, we supplement the speeding up method of the

optimization procedure.

9.3.1 General procedure and optimization parameters

Fig. 9.4 show the pipeline of the general optimization procedure. Given the

original motion, we first extract the pure FPM. The optimization module focus on two

tasks: adjusting the motion amplitude and searching the optimal motion shape that

yields the highest VE/SVE score given the amplitude adjusted motion anchors. This

means there are two sets of optimization parameters: motion amplitude reduction

rates and motion shape controlling parameters.
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Suppose the frame index of the ith motion anchor is A(i), the original camera

motion is θ and the new camera motion is θ̃. Their pure motions are θp and θ̃p.Then

the motion amplitude reduction rates of the ith motion anchor is defined as D(i):

D(i) =

∣∣∣θ̃p(A(i)
)
− θp

(
A(i)

)∣∣∣∣∣∣∣θp(A(i)
)
− θp

(
A
(

arg min
i 6=j

∣∣A(j)− A(i)
∣∣))∣∣∣∣ . (9.1)

Equation (9.1) groups the nearest two motion anchors and believes that they consist

of a FPM. The absolute amplitude difference between these two anchors is set to the

base size of the amplitude. The reduction rate is the ratio of the reduction amount

with respect to the based size.

We apply the easing function method to search the optimal motion shape. Easing

function methods are popular in the computer graphics community [42,43], which are

usually used to construct smooth motions. However, if we adopt the n-dimensional

polynomial easing function to search motion shapes, there will be n unknown param-

eters need optimizing for only one motion anchor pair. Usually, a 300-frame FPV has

over 30 single FPM. For longer videos, this parameter amount is unacceptable due

to the computational cost. As a result, we construct our own easing function in in

equation (9.2) which only requires 2 parameters for a motion anchor pair.

θ̃(n; ki, si) = θ̃p(n) + si ·
[n− (A(i) + A(i+ 1)

)
/2(

A(i+ 1)− A(i)
)
/2

]ki
∆θ̃p(n), (9.2)

∆θ̃p(n) = θ̃p

(
arg min

A

(
A(i)− n, n− A(i+ 1)

))
− θ̃p(n). (9.3)

Our easing function considers the constraint that there is no local extreme between

two input motion anchors. In equation (9.2), k controls the degree of the shape while

s controls the scale.
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9.3.2 Objective function

Our primary goal is to increase the video stability while preserving an adequate

amount of FPMI. Our conclusion is that the theoretical optimal stopping instance of

stabilizing is the point B in Fig. 9.3. At point B, the FPF just becomes noticeable and

the stability of the optimal motion we can get is at a high level. So the optimization

strategy is find the point where the VE/SVE score of the optimal motion is high (to

have a high stability) and the VE/SVE score of the corresponding pure motion is low

(to have necessary amount of FPMI). However, this is not enough.

We also need to pay more attention to the FPMR of some important motion. We

can increase the video stability and preserve an adequate amount of FPMI. This dam-

ages the FPMR since reducing motion amplitude will definitely lose part of the image.

However, this process treats unintentional motion and intentional motion the same.

We prefer to keep the FPMR of intentional motions. To solve this problem, we make

compensation to the motion anchors where the FPMR is important. For example, for

the FPMs caused by vibrations or unintentional head motions, the original FPMR

contains no information of the recorder’s personal interests. For the FPMs that are

larger than the FOV, we believe that the recorder perform the motion intentionally

and the FPMR has significant information. As a result, our objective function is

constructed as:

min
D,k,s

[
1−M(θ̃) + M(θ̃p)

]
+ αFPMR ·∆FPMRT , (9.4)

where θ̃ is the edited motion and θ̃p is the corresponding pure motion. M(·) is either

V E(·) or SV E(·). αFPMR is the vector of weights for motions that are larger than

FOV:

αFPMR(i) =
∆θ(i) · 1{x>FOV }∆θ(i)∑
j ∆θ(j) · 1{x>FOV }∆θ(j)

, (9.5)

∆θ(i) = θ
(
A(i)

)
− θ
(
A(i− 1)

)
, (9.6)
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And ∆FPMR is the vector of distortions:

∆FPMR(i) = 1−
θ̃
(
A(i)

)
θ
(
A(i)

) . (9.7)

9.3.3 Speeding up method of optimization

Our optimization procedure is performed baed on particle swarm, which enables

us to find the global optimizer. For a camera motion which has T motion anchors,

the proposed objective function has T + 2(T − 1) variables, where T is needed by

the reduction rate and 2(T − 1) is needed by the motion shape searching. To find

the global optimizer, when T is large, more particles and longer convergence time

are required. As a result, we construct a look-up table which produces the values of

motion shape variables k and s if we provide the motion amplitude.

To construct the look-up table, we pre-find all the k and s using the objective

function below and vary the motion amplitude from 0.1 to 30.

min
k,s

1−M(θ̃). (9.8)

This look-up table enables us to eliminate the parameter k and s in equation (9.4),

which reduce the number of variables by 3 times. Since the yaw and pitch motion

have different mathematical motion with the roll motion, their training process need

to be taken separately.
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10. EXPERIMENTAL RESULTS

In this Chapter, experimental results are present in two parts: the performance of

our proposed measurement and our whole system. Each part includes both objective

tests and subjective tests.

10.1 Tests for viewing experience measurement

So far we proposed our viewing experience measurements based on the model of

viewers’ eye movement. As we discussed, the measurements could help us finding the

optimal stopping instance of stabilization, where the video stability is improved and

also an adequate amount of FPMI is preserved. As a result, it is necessary to test

the performance of the measurements.

First, we design a subjective test to help us complete the design of our eye move-

ment model, which is the basis of the measurements. After that, an objective test is

performed to test the robustness of the measurements under noise and a subjective

test is applied to test its effectiveness in real FPVs.

10.1.1 Perception model parameter estimation

The bias parameter is the only thing we do not know in our human perception

model, which is used for both the 3D VE and 2D VE. Our target here is to find an

accurate bias parameter so that the measurement has a higher correlation coefficient

with the human subjective scores. The higher the correlation coefficient is, the more

accurate the stopping instance we can find.

The general idea is obtaining subjective scores of the stability of FPVs and ad-

justing the bias parameter. The optimal bias parameter is found when the Pearson
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(a) Lobby (b) Market

(c) University Street (US) (d) Park Walkway (PW)

Fig. 10.1.: Example frames of source videos

Linear Correlation Coefficient (PLCC) between subjective scores of the stability and

the VE scores is maximized. This process can also be performed using FPMI instead

of video stability, since they are based on the same measurement. The reason we

choose video stability is that it is easier to explain to subjects the content they are

asked to compare. As a result, the subjective test result would be more accurate.

Note that we also perform this experiment for the 2D VE score.

The designed subjective test is based on paired comparison, which includes 19

subjects. The test videos include 4 scenes. For each of the scene, there are 9 version

of videos, each having a different combination of motion amplitude in both yaw and

pitch to create different levels of video stability. Each video is 5 seconds long and

is played back on a 27-inch, 82 PPI screen at full resolution. The ratio of viewing

distance with respect to the equivalent focal length is 4. During the test, for each

comparison, only one question is asked: Which video is more stable?

Fig. 21.1 shows sample frames of the test videos. The resolution of all videos

is 1080p and the frame rate is 30 fps. These test videos are generated by adding

synthesized motions into 360◦ videos which are captured using a 360◦ camera-set

on a wheeled tripod. To capture the 360◦ videos, we slowly and smoothly move the
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Fig. 10.2.: Motion amplitude settings

tripod forward and record the scene. The obtained six videos are stitched using Kolor

Autopano Video 3 [44] with D-warp, color normalization, video stabilization and other

options on. Each frame of the resulting video is a equirectangular image. Based on the

synthesized motion of each frame, we centralize the camera view at a particular part

of the equirectangular image to create a perspective image. Collecting all resulting

perspective images, we generate a video with synthesized motions. The camera-set

consists of 6 GoPro Hero Session 4 cameras. According to the motion model used in

First-Person video games [45], yaw and pitch motions are synthesized using sinewaves

while the rate of pitch is twice as that of yaw and the motion amplitudes are shown

in Fig. 10.2. All the synthesized videos are designed to mimic First-Person running

videos. If the normal running speed is R meters per second, the step size is S meters

and the frame rate of recorded video is Frate, then the period of pitch motion T is

Frate

R
·S. Suppose the original video records M meters’ moving in N frames, then the

fast-forward multiple of the original video is N ·R
Frate·M .

There are two main reasons for using this synthesizing process. First, it enables

easy and accurate access to the camera motion since we actually generate it. Second,

it enables us to create videos that do not contain several potential distortions. For

example, since we move the tripod smoothly and slowly, videos are free from rolling

shutter. And since we use the 360◦ videos, all the test videos are free from black

areas.
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Table 10.1.: Bradley-Terry scores of all videos

Yaw Motion Amplitude
4.3 6.2 8.1 10

L
ob

b
y

P
it

ch
M

ot
io

n
A

m
p

li
tu

d
e

1.075 0 (±0.345) -3.057 (±0.422) -5.105(±0.550)
1.55 -4.027 (±0.533) -5.987 (±0.622) -7.813 (±0.809)
2.025 -6.464 (±0.652) -9.021 (±0.956)
2.5 -9.857 (±1.095)

M
ar

ke
t 1.075 0 (±0.387) -1.262 (±0.431) -2.184 (±0.495)

1.55 -1.268 (±0.468) -2.683 (±0.555) -4.445 (±0.720)
2.025 -3.199 (±0.580) -4.906 (±0.799)
2.5 -5.298 (±0.870)

U
S

1.075 0 (±0.370) -3.057 (±0.463) -5.041 (±0.588)
1.55 -3.734 (±0.551) -5.761 (±0.671) -7.087 (±0.796)
2.025 -6.948 (±0.763) -7.981 (±0.897)
2.5 -8.641 (±1.006)

P
W

1.075 0 (±0.434) -1.885 (±0.468) -3.202 (±0.515)
1.55 -2.083 (±0.455) -3.792 (±0.566) -5.101 (±0.658)
2.025 -4.530 (±0.624) -5.950 (±0.729)
2.5 -6.516 (±0.827)
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Fig. 10.3.: Average Pearson linear correlation coefficients of different bias parameters
across 4 scenes

The subjective test results are expressed using Bradley-Terry scores and are shown

in Table 10.1. To find the optimal bias parameter that maximizes the correlation

between subjective scores and our measurement, suppose the bias parameter is b, BT

scores of ith scene are stored in vector BTi and the corresponding VE scores is V Ei.

Then we use following equation to find the optimal bias parameter:

max
b

J =

√√√√ 1

N

N∑
i=1

(corr(BTi, V Ei))2, (10.1)

where corr(·) computes the Pearson linear correlation coefficient (PLCC).

For each possible bias parameter, we computes the mean squared value of PLCC

between the BT scores and VE scores across 4 scenes. The results under different

bias parameters are shown in Fig. 10.3. As can be seen, the optimal bias parameter

is 0.0183 for 3D motion model. And for the 2D motion model, the optimal bias

parameter is around 0.038.
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10.1.2 Measurement robustness

Our measurements VE and SVE are subjective measurements. Usually, the perfor-

mance of this kind of measurements are evaluated using subjective test, but objective

tests are also useful. We apply objective tests to evaluate the robustness of our

measurements, since objective tests are easy to perform massively.

The robustness here refers to the property of the measurements that similar ob-

jects which human subjects cannot distinguish should theoretically have same subjec-

tive measurement result. In practical, the less the difference between the measurement

results, the more robust the measurement is. However, this is not absolute. Using

the objective tests in this section and subjective test in the next section, we will show

that high robustness will degrade the effectiveness.

Our objective tests are based on similar enough motions that are expected to have

nearly equivalent viewing experience for viewers. First, we use the sine-wave as our

base motion. Then we modify the sine-wave motion by making small changes. The

small changes are bounded by the minimum angular resolution (MAR) so that the

viewer should not be able to perceive apparent difference between the base motion

and the synthetic motions. After that, we compute the VE/SVE scores of the base

motion and the synthetic motions. Then we are able to compute the measurement

errors caused by the difference between the base motion and the synthetic motions

using:

e =
1

r

r∑
i=1

∣∣∣M(θisyn)−M(θ)

M(θ)

∣∣∣ · 100%, (10.2)

where r is the number of experiment trials. The sine-wave we use has amplitude 1,

period 20 and 12 periods. θsyn is the synthetic motion and θ is the base motion. We

perform the experiment by increasing the amplitude of the sine-wave from 1 to 20.

For each amplitude the number of trials r is set to 100 and MAR is set to be 0.02.

The synthetic motions are generated using 3 operators: flipping, adding Gaussian

noise and adding slope. The flipping operator simply flips the sine-wave from left
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to right or up-side down. The operator of adding noise adds normally distributed

Gaussian noise using the following equation:

θsyn(n)− θsyn(n− 1) = θ(n)− θ(n− 1) +N
(

0,
(MAR · d

3f

)2)
, (10.3)

where f is the camera focal length and d is the viewing distance in pixels. The

adopted distribution bounds the amplitude of the noise so that the noise added to

the position error is smaller than MAR in human eyes with probability 99.73%. It is

equivalent to:

θsyn = θ +N
(

0,
(MAR · d

12f

)2)
. (10.4)

The operator of adding slope is the same with adding accumulated noise based on

equation (10.4), which models the drifting in motion estimation.

We assume the resolution of the video of the synthetic motion is 1080p, the viewing

distance is 3240 and focal length is 830. The error of VE and SVE scores are shown

in Fig. 10.4. From Fig. 10.4, we can see that our two measurements VE and

SVE are both robust under different operators. There are three main observations.

Firstly, the flipping operator does not influence the scores at all. Secondly, VE and

SVE have similar performance when the motion amplitude is large. Meanwhile, they

are more robust at high amplitude than at low amplitude. This is simply because

when amplitude is large, the noises are relatively small. Intuitively, that is when

videos become more shaky so that it is harder for viewers to distinguish the difference

between similar motions. Thirdly, in the low amplitude region, SVE is more stable

than VE under all operators except flipping. However, we cannot assert that SVE

is better than VE. On the contrary, larger changes under noise implies that VE is

a more sensitive measure, especially in the low amplitude region is where the FPF

increases dramatically according to Fig. 9.3 (b). We prefer a measurement that has

a higher sensitivity while it is robust enough. This is supported by the tests in the

next section.
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Fig. 10.4.: Error caused by synthetic motions
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10.1.3 Measurement effectiveness

To evaluate the effectiveness of our measurements, we treat them as quality esti-

mators of video stability and FPMI. We use videos and subjective test results from

our previous work [1] to test if the results of our measurements align with the subjec-

tive scores. Since [1] uses a different method of video stabilization, this experiment

is independent of our motion editing step and simply considers how effective the

VE/SVE is to measure the viewing experience. Note that the videos from [1] are real

videos, which makes the experiment result closer to the practical situation.

The resulting videos in [1] include three versions: the original ones, results of

their algorithm and the results from Microsoft Hyperlapse [8, 46]. Their subjective

scores are computed based on the Bradley-Terry model [47]. To test the effective of

measurements in the sense of subjective measurements, we apply the model proposed

in [48].

The general idea of this model is to examine the ordinal scale of the quality esti-

mator scores. As illustrated in [48,49], if the Bradley-Terry scores of three version of

the videos have the relationship: BT1 < BT2 < BT3, then the scores of a quality esti-

mator that has a good ordinal scale should be: QE1 < QE2 < QE3. Meanwhile, the

distance between the subjective scores and the distance between the quality estimator

scores should be similar. As a result, the model [48] yields the following conditions:

sign(BT3 −BT2) = sign(QE3 −QE2), (10.5)

sign(BT3 −BT1) = sign(QE3 −QE1), (10.6)

sign(BT2 −BT1) = sign(QE2 −QE1), (10.7)

sign(BT3 − 2BT2 +BT1) = sign(QE3 − 2QE2 +QE1). (10.8)

By calculating the number of conditions that are satisfied, we can use the fraction

of correctness to evaluate the effectiveness of our measurements. The results are

shown in Table. 10.2. We can see that for the first three conditions, VE and SVE
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Table 10.2.: Fraction of correct distance conditions

VE
Conditions Cdn 1 Cdn 2 Cdn 3 Cdn 4 Total
Stability 1 1 1 0.8 0.95

FPMI 0.8 1 1 1 0.95

SVE
Conditions Cdn 1 Cdn 2 Cdn 3 Cdn 4 Total
Stability 1 1 1 0.6 0.9

FPMI 0.8 1 1 0 0.7

have the same performance. It shows that they are both robust for the simple ranking

tasks of stability or FPMI. However, for the condition 4, the performance of VE is

much better than SVE, which supports the demonstration in the objective tests. VE

is a more sensitive measure, which ensures the distance similarity between subjective

scores and the quality estimator scores. This conclusion is more solid for measuring

the FPMI, since VE is more sensitive when the motion amplitude is small, where

FPF (part of FPMI) varies dramatically.

10.2 Tests for overall system

To evaluate our overall system, we first apply an objective test based to compare

our stabilization function of our system with existing stabilization techniques. After

that, we construct a subjective test to show our system can effectively improve the

stability of FPVs while preserving their FPMI. According to the experimental results

shown in previous section, we adopt VE as the measurement used in the tests of this

section.

10.2.1 Stabilization performance

Our stabilization performance test is based on 5 video sets, which are recorded in

5 different scenes (available at [50]). Each set includes 6 different versions of the same

video: an original video, an output of our system, an output result from Microsoft
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Table 10.3.: ITF scores of different video versions

Orig Ours HL DS [5] [6]
Yard 29.2 33.7 (0.6%) 33.7 33.7 (17.2%) 32.9 34.9 (37.0%)
Cave 29.3 33.6 (0.03%) 33.8 33.8 (7.3%) 33.5 34.1 (7.8%)
Beach 26.6 30.8 (0.74%) 30.9 30.9 (15.5%) 30.5 30.8 (10.0%)
Climb1 28.0 32.9 (0.5%) 32.6 32.6 (19.0%) 32.3 33.2 (22.6%)
Climb2 28.4 33.4 (0.76%) 33.6 33.6 (13.0%) 32.3 33.0 (13.4%)
Average 28.3 32.8 (0.5%) 32.9 32.9 (14.4%) 32.3 33.2 (18.2%)

Table 10.4.: Revised ITF scores

Orig Ours HL DS [5] [6]
Yard 29.2 33.7 33.7 33.0 32.9 32.3
Cave 29.3 33.6 33.8 33.4 33.5 33.7
Beach 26.6 30.8 30.9 30.4 30.5 30.3
Climb1 28.0 32.9 32.6 32.2 32.3 32.0
Climb2 28.4 33.4 33.6 32.5 32.3 32.3
Average 28.3 32.8 32.9 32.3 32.3 32.1

Hyperlapse (HL) [46], an output from Deshaker (DS) [51], an output from Youtube

stabilizer [5] and an output from [6]. The original videos are 10 seconds and recorded

by a GoPro Hero Session 4 with 1080p. To minimize the black area of all results,

each output is cropped to 1280× 720.

The objective measurement of video stability is based on inter-frame transforma-

tion fidelity (ITF) [20]. The test results are shown in Table 10.3 where a larger value

indicates higher video stability. According to Table 10.3, all stabilization methods

successfully stabilize the videos. Although our method does not have the highest value

among all methods, the difference between all 5 methods are significantly smaller than

the improvements.

As we mentioned in Section 4.2, ITF scores cannot predict subjective stability

scores well. One of the reason is that ITF only measures the ability of a stabilization

method to smooth the camera motion; and, ITF cannot measure the amount of black

pixels at the edges of the image. Table 10.3 shows, in parentheses, the percentage
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of black area for each method. Hyperlapse and Youtube stabilizer do not have black

area while [51] and [6] have significant amount of black area. Note that when we

obtain the results from [6,51], we disable the option to remove the black area. When

this option is enabled, it either scales the frames or introduces significant stitching

errors. However, this black area issue is not reflected by the ITF scores, which

will significantly degrade the stability in practical situation. For example, [6] has the

highest ITF score while its resulting videos are obviously less stable than our method,

which can be verified in the database [50].

As a result, we modified the ITF by taking the black area issue into account. The

revised ITF is calculated as:

ITF =
1

N − 1

N−1∑
k=1

PSNR(k), (10.9)

where N is the number of frames, and:

PSNR(k) = 10 log10

( 2552

MSE(k)

)
. (10.10)

To deal with the black area issue, we compute the mean square error (MSE) based

on the average of non-black area S of adjacent frames:

MSE(k) =
1

S

∑
i

∑
j

(
Ik(i, j)− Ik−1(i, j))

)2
. (10.11)

The revised ITF scores are shown in Table 10.4, where Hyperlapse has the high-

est score and our method is in the second place, which shows that our system can

effectively stabilize FPVs.
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10.2.2 Overall performance

To further subjectively evaluate the performance of our system on improving sta-

bility while preserving FPMI, we construct and discuss another subjective test in this

section.

This subjective test uses the same source videos with the previous section (section

10.2.1), which includes 5 different scenes shot by GoPro Hero Session 4 with 1080p.

Three versions are prepared for each video: the original one, our resulting video and

Microsoft’s result. All the test parameters are the same: videos are played back on a

27-inch, 82 PPI screen and the ratio of viewing distance with respect to the equivalent

focal length is 4.

Our test uses paired comparison, which includes 21 subjects. Subjects are asked

the following questions after shown each comparison: (1) Which video is more

stable; (2) In which video you can recognize more First-Person motion;

(3) If your friend tries to share his/her First-Person experience with you,

which one do you prefer. The subjective scores (with 95% confidence interval)

calculated using the Bradley-Terry model [47] are shown in Fig. 10.5, which also

includes the result from [1]. A higher score indicates higher stability, more FPMI or

higher preference.

As expected, the original videos have the highest score for FPMI and Microsoft’s

videos have the highest stability. Our system is in the second place for these two

scores. Meanwhile, the scores of our videos are closer to the desired videos: our

FPMI score is closer to the original videos’ while our stability score is closer to the

Microsoft’s. This illustrates that our system can effectively increase the stability

while preserving an adequate amount of FPMI. [1] has a similar FPMI score to ours.

However, their stability score is lower than ours. Moreover, the preference score of

our videos is the highest. As a result, we can conclude that our system is more

effective than the one in [1]. This is because our system is based on a more precise
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Fig. 10.5.: Result comparison of different version videos
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human perception model and has carefully designed measurements for the viewing

experience.
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11. CONCLUSION

In this work, we proposed two measurements (VE and SVE) that can quantify both

the stability and the First-Person feeling of a FPV. Based on the measurements, we

further proposed a system that can improve the viewing experience of FPVs. To

accomplish these two items, we described the human perception model, analyzed the

perceptual geometry of watching FPVs and defined the First-Person motion and its

properties. We also apply a subjective test to further improve the basic perception

model. Finally, we systematically evaluate our measurement and overall system using

objective tests and subjective tests.

The objective test of robustness show that our measurements are robust under

different operators that can create visually equivalent motions. The objective test

of stabilization performance shows that our system is as effective as existing works.

The subjective tests show that both measures of VE or SVE highly align with the

subjective scores. Also, our system can effectively increase the stability of FPVs while

preserving an adequate amount of FPMI.

Our system still has places can be improved facing the practical situation. Our

current pipeline is based on the 3D video stabilization procedure, which requires the

estimation of camera 3D motions. In the practical situation, the problem is that the

speed and accuracy cannot satisfy the real-time processing at the same time. One

solution would be enhance the 3D motion estimation algorithm based on a recent

work [52]. The other solution would be implementing the whole pipeline according

the 2D video stabilization procedure, which leads to many advantages. For example,

in Section 10.1.1, we can see that the fitting model of VE scores and subjective scores

depends on scenes content. Under the 2D solution, instead, we can obtain an unique

model which enables us to build a unified criteria of video stability and the video

content is no longer restricted as FPVs. Also, this also provide us convenience of
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removing the rolling shutter distortion as suggested by [6]. We will implement both

solutions in the future work and analyze their performance. In addition, we plan to

test our system on First-Person Sports Videos, which requires a more robust system.
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Dashcam Video Compression
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12. INTRODUCTION

As mobile devices are developing rapidly, more and more mobile videos are captured to

record daily life. One popular kind of mobile videos is the dash camera video (DCV),

which is captured by cameras mounted on the vehicle dashboard or built-in cameras of

vehicles. DCVs are used to record driving history and provide effective evidence about

traffic accidents. Of these DCVs, the ones that do not contain any abnormal situations

are usually deleted or overwritten. However, with the development of intelligent

vehicles [53–56], discarding these historical data seems inadvisable. These works

use dashcam videos (DCVs) as training samples to detect vehicles or model vehicle

behavior. However, to model complex traffic and vehicle behavior, a substantial

amount of DCVs is necessary; these can be collected by vehicle-video-sharing [57] or

vehicle-to-broadband cloud (V2B) platforms [58]. For these platforms, an effective

DCV compression approach is desired. Our aim is to find a storage mechanism for

DCVs, which systematically collect them and efficiently compress them.As a result

A common idea of efficiently storing data is jointly compressing the data that are

clustered. Clustering means to collect a group of objects that have similar properties.

Inside a cluster, the relationship between objects is measured by defined distance.

The more the objects are close to each other the higher correlation they have. As a

result, jointly compression which exploits the redundancy within clusters can achieve

a better compression result. Meanwhile, clustering also gets the objects sorted well.

Multi-view extension of HEVC (MV-HEVC) [59] is a recent example that has been

designed for efficiently encoding multi-view videos, which are recorded simultaneously

by different cameras. As a result, the video pairs are significantly correlated in spatial

and can be thought as naturally clustered. Being jointly compressed, their bit-rate

can be greatly reduced. This idea is available for DCVs.
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DCVs are possible to be clustered well. When a vehicle travels the same route

on two occasions, the two DCVs contain both static objects and new or moving

objects. Because vehicles may have the same location in different DCVs, the static

objects may be similar, which makes the corresponding frames highly correlated. As

a result, instead of compressing these videos separately, it is reasonable to consider

compressing correlated videos jointly.

However, DCVs are not multi-view videos (naturally clustered), so it is difficult

to use MV-HEVC directly. In some cases, it is hard to find redundancy between

two DCVs. Unlike in multi-view videos, for instance, static objects in DCVs may

be recorded under different illumination and the relative viewpoints on different days

may not be fixed, which are challenging situation for inter-view prediction algorithms.

And in some other cases, the redundancy is not explicit. Users may drive at a different

speed on different days, so the corresponding frames will not match temporally. There

is a set of best reference frames for the video to be encoded, but the current standard

coding tool does not have any way to find it. So our goal is to take advantage of the

existing framework of MV-HEVC/3D-HEVC tools as much as possible, by applying

several preprocessors to identify the DCVs that have correlations and create a specific

sequence that matches camera locations, orientations and illumination conditions

across time for the DCV to be encoded. Specifically, two problems need solving:

clustering DCVs and finding their temporal relationships.
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13. RELATED WORKS

There is little research about DCVs considering the two tasks: clustering and finding

temporal relationships. However, some approaches proposed for usual videos can

provide some valuable ideas.

13.1 Image set and Near-duplicated videos

Some related approaches focus on jointly compressing clustered images and videos.

These approaches are first applied on images. Zou et al. [60] proposed a system to

compress personal photos that have similar occasions. The sum of square difference

(SSD) computed during motion estimation is used to measure the similarity between

photos. Based on the similarity, photos are stored in a tree structure and compressed

using HEVC. In [61], a system using the same idea was proposed. However, local

features are used to measure the similarity instead of pixel values. Before using the

block-based motion compensation to compress the photos, geometric deformations

and photometric transformations are used to exploit the redundancy between photos.

Some of these approaches focus on near-duplicated videos (NDVs). NDVs [62]

are generated by replicating or editing a video in a variety of ways, such as changing

frame order, using different compression parameters or modifying image scales. Most

works of NDVs

citecheung2005fast,shang2010real,shen2007uqlips,chou2015pattern,chou2014near are

concentrated on key-frame-based video retrievals. Given the results, not only is a

matched video found but also a general timeline alignment can be created. This

is because the changes between key-frames are based on temporal resampling, such

as equally-spaced sampling (e.g. halving or doubling the frame rate). Part of this

research applies global features [63–65] to achieve fast retrieval while preserving the
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ability to generalize. Another part uses the local features [66, 67] and applies the

Bag-of-Words (BoW) technique or similar visual vocabulary approach to reduce the

computational cost. Inspired by the photo-oriented systems [60,61], Wang et al. [68]

proposed a compression system for NDVs. Although similar NDVs can be found,

some preprocessing is required before applying the video coding tools for compression.

Wang et al. first use an analyzer to retrieve the NDVs, and then apply the Bag-of-

feature to search the reference frames for each I frame. After that, a light regulator

is proposed to remove the effect of different lightness across different videos. Also a

homographic transform is applied to solve the resizing problem. Experiments show

that their system can effectively compress the NDVs.

However, the aforementioned clustering methods and preprocessors are not suf-

ficient and appropriate for DCVs. First, the photo-oriented methods only solve the

clustering problem, which makes them do not scale well to video processing. To clus-

ter similar DCVs, it would be inefficient to directly apply them to each of the frame in

DCVs. Normally, a DCV may have over 10 minutes content, which means there are

more than 20,000 frames to process. Approaches used for NDVs solve both problems

but do not perform well on DCVs. They take the advantage of the consistent manip-

ulation applied to create NDVs, whereas variation between DCVs are not consistent.

The key-frame-based video retrieval techniques used for NDVs are developed from the

photo-oriented methods. Instead of processing all the frames, these approaches only

generate features based on a set of key-frames. Unlike NDVs, DCVs are recorded in-

dependently. The contents of DCVs vary every day due to the changing vehicle speed,

weather conditions and driving routes. As a result, the correspondence between two

DCVs cannot be modeled using regular temporal resampling. Thus, key-frame-based

algorithms cannot provide an accurate timeline alignment. In addition, DCVs are

also difficult to be distinguished temporally since there are many on-road scenes that

are similar and do not have distinguishing features. So global features or quantized

local features cannot provide a confident video retrieval. Since most dash cameras
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have an associated GPS module, a much easier way to retrieve DCVs is to use the

GPS information recorded along with the videos.

The preprocessing algorithms mentioned above should also be reconsidered. Meth-

ods such as light regulator [68] are useful for stable illumination changes. A good ex-

ample is the manually changed lightness in NDVs. In DCVs, illumination conditions

are influenced by several factors and may vary locally within one frame. For instance,

the leaves of road-side trees may create irregular illumination changes within some

frames when vehicles drive along the road. The light regulator does not perform

well in this kind of scenario. Also, the homographic transformation does not always

provide benefits for compressing DCVs. Although the transformation can rectify

the corresponding frames in different view angles, when the difference between view-

points is large, as is frequently the case in DCVs, the transformation may actually

decrease the image quality.

13.2 Video synchronization

Video synchronization methods provide some idea to the problem of finding tem-

poral relationships. Instead of using local features, some algorithms for video align-

ment or video synchronization provide different ideas for timeline alignment. [69, 70]

are based on image intensity and use heavily downsampled images as the descriptors

to save computations. This enables the application of global optimization algorithms.

In [69], a dynamic Bayesian network is used to find an optimal correspondence re-

lationship between frames. [70] tries to find the relationship by minimizing the cost

function based on image difference. Note that [69,70] are based on a strong condition

that the relative viewing angle between different videos cannot be too large and the

vehicle must maintain the same lane. When this is not satisfied, experimental results

demonstrate our system has significantly improved compression efficiency relative to

the matching algorithm in [70]. Further, we have a different goal. [69] uses an interval

containing 3 to 6 frames to measure the goodness of each matching result. If the
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matching result falls into the interval, it is considered a true correspondence. How-

ever, we are interested in finding an exact frame correspondence that gives the highest

compression efficiency.

In this work, we proposed a system, which enables easy categorization of incoming

DCVs to allow effective compression and database construction. Two preprocessors

are developed: video retrieval and video alignment. In the video retrieval preproces-

sor, GPS information is used to query the reference videos for the new video. In the

video alignment preprocessor, a point-wise frame matching algorithm based on ORB

(Oriented FAST and Rotated BRIEF) features is used to find the best reference frame

for each current frame and use them to construct a new reference video. Experiments

showed that our previous system performs well on compressing DCVs. In the next

Chapter, our system structure is demonstrated. In Chapter 15, along with the data

structure, two preprocessors and more algorithm details are presented. Performance

of our system and comparison with others system are discussed in Chapter 16. Fi-

nally, we will conclude our work in Chapter 23. Note that this work is based on our

previous research [71].
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14. SYSTEM DESCRIPTION

To efficiently store DCVs, we propose a system based on clustering and compressing.

The general idea is illustrated in this Chapter. We first introduce the structure used

for classifying and clustering DCVs. Then, we show our video alignment preprocessor,

which further exploit the redundancy between clustered DCVs. In addition, we also

discuss the encoding and decoding structure of our system.

14.1 General framework

Fig. 14.1.: The cluster for a specific route

First, DCVs are classified according to the GPS information. The classification

structure is based on several paths that are pieces of driving routes. Every path

has its own standard GPS feature, which means there is no overlap between two

different paths. A single DCV is divided into video sequences according to these

paths. Different sequences are assigned to different classes by comparing their GPS

feature to the standard GPS feature of paths, which is illustrated in Chapter 15 in

detail.
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In each path class, video sequences that record the same path are clustered de-

pending on the illumination condition. When a new video sequence comes in, our

illumination matching algorithm is applied to find the video sequence which has the

most similar illumination condition with it. As the database developing, video se-

quences in the same class are clustered. Fig 14.1 shows the general idea of our

clustering structure.

Based on the clustering result, video sequences can be efficiently compressed. In

Fig 14.1, video 0 and video 1 are root nodes of the clustering structure, which are

compressed by standard HEVC. If the algorithm cannot find a similar video for the

new video, the new video will be set as the root node. Otherwise, the new video will

be set as a child node for an existing node and jointly compressed based on its parent

node.

Fig. 14.2.: The general idea of video alignment

Before jointly compressing the new video, an artificial reference video (called

the“baseline”) needs to be generated. This is finished by the video alignment. For

instance, suppose the matching video for the new video is video 1-0. The general idea

of the video alignment is shown in Fig 14.2. Since the vehicle speed is different in the

new video and video 1-0, the frames that can effectively compress the frames of the

new video are irregularly distributed in video 1-0. The task of the video alignment
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is to search and assemble these reference frames to construct the baseline. As a re-

sult, the baseline matches the camera locations of the new video across time and can

provides a good inter-view prediction.

Fig. 14.3.: The cluster-compression system of DCVs

Above discussed GPS classifier, illumination cluster and video alignment comprise

the main part of our whole system which is shown in Fig 21.2. The video retrieval

module includes the GPS classifier and illumination cluster structure. It is responsible

for identifying the new video and retrieving the video sequences that can provide as

much information as possible for compressing the new video. The video alignment

module is then used to store the reference video parameters into the database and

decode the corresponding historical video. Offered the indicating parameters and the

new video, it applies a frame-wise matching algorithm to find the specific reference

for each frame in the new video. After storing the reference frame parameter for each

frame, a baseline is constructed and used to compress the new video.

14.2 Encoding and decoding structures

Fig. 14.4.: Multiview prediction structure of HEVC [72]
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The 3D-HEVC encoder adopts the prediction structure shown in Fig 14.4. This

structure assumes the videos in both views share a common timeline, and enables

predictions between frames that are at the same time instances. In our case, the

baseline is set as the view 0 which provides information for view 1. The current video

is encoded as view 1 using inter or intra predictions and interview predictions. Since

the baseline is specifically constructed for the current video, the bit-rate of the current

video can be significantly reduced. While MV-HEVC also has the same prediction

structure, we apply the 3D-HEVC in our system so that we can take advantage of its

illumination compensation algorithm.

Fig. 14.5.: The encoding process

Fig 14.5 shows the encoding process of our system. The baseline should not be

recompressed during this stage, because it was already compressed once. It can be

reconstructed at any time using the historical data which is already stored in the

database. To encode the new video, the baseline should be used by the decoded

picture buffer (DPB) directly. Thus, only the bitstream of the new video and its

compression parameters need to be stored. Meanwhile, no motion information is

generated for the baseline. Consequently, two coding tools of 3D-HEVC which both

rely on the motion information of the baseline, the inter-view motion prediction and

interview residual prediction, must be disabled in the encoder.

Fig 14.6 shows the process of decoding DCVs. To decode the new video that

was encoded in Fig 14.5, it decodes the historical data including the baseline frames

and apply the frame reference parameters to construct the baseline. Since we never
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Fig. 14.6.: The decoding process

construct the bitstream of the baseline, the 3D-HEVC decoder has to use the recon-

structed baseline directly as the reference.
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15. PROPOSED DASHCAM VIDEO COMPRESSION

METHOD

In this work, we improve the two preprocessors: video retrieval and video alignment.

In this Chapter, we first illustrate the video retrieval preprocessor, which includes a

GPS-based video classification algorithm, an illumination-feature-based video clus-

tering algorithm and an adaptive switch algorithm (decides the coding mode of each

frame). Then we show the video alignment preprocessor. Based on the experiments,

the homographic transformation is disabled to achieve better compression perfor-

mance. Also, new searching strategies that can boost the point-wise frame matching

algorithm are demonstrated.

15.1 Video retrieval

Fig. 15.1.: The video retrieval preprocessor



78

Fig 15.1 shows the structure of the video retrieval preprocessor. When a new

video comes into the video retrieval preprocessor, its GPS information is first exacted

and used to find the matched geometric paths in the current database. According

to matching result, the new video is then divided into sequences are respectively

classified and encoded. Meanwhile, the current GPS database is updated.

Fig. 15.2.: Path matching and video dividing

Fig 15.2 shows a example. The current database includes 5 mutually independent

paths. Based on these paths, video 1 and 2 are divided into 3 sequences respec-

tively. Note that, their second sequences have the same geometric location, which

makes themselves classified into the same path class. When a new vide comes in, the

database is updated. Path 7 is added as a new class and the original path 5 is divided

into two separated paths. To clarify the operations here, we first introduce our data

structure.

For each new video, the database first assign it a video index Vc. Its GPS infor-

mation is represented as Gc = (G1
c , G

2
c , · · · , Gn

c , · · · , GN
c ). And its deduced reckoning

(DR) information is stored as DRc = (DR1
c , DR

2
c , · · · , DRn

c , · · · , DRN
c ). Note that,

Gn
pi is a GPS coordinate (xnc , y

n
c ). For the ith geometric path, the database includes its

GPS information Lpi = (L1
pi, L

2
pi, · · · , Ln

pi, · · · , LM
pi ). The database also has the index

set of its class members {Vpi}. For instance, in Fig 15.2, the index set of path 3 is

{V1, V2}.
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To find the match part of the new video and the geometric path i, a indicator

sequence is computed as follow.

Ii(n) = 1{x: x6T+e}

[
min

S(n−1)6m6M
‖(xnc − xmpi, ync − ympi)‖

]

S(n) is the closest point of nth second of the new video in the geometric path i.

S(n) = arg min
S(n−1)6m6M

‖(xnc − xmpi, ync − ympi)‖

T + e is the threshold that indicates whether the two location are identical while T

is the geometric constraint and e is the GPS error.

T =
‖(xnpi − xmpi, ynpi − ympi)‖

2

e =
Accuracy of GPS(km)

Distance per degree(km/degree)
≈ 1.35× 10−4

After this matching algorithm has been run for all the geometric paths in the

current database, the new video is divided into sequences which belong to different

path classes. Note that, instead of storing the GPS information of the new video,

we store the closest point of each second of matched sequences. At the same time,

the GPS information of the isolated part (non-matched part) becomes the standard

GPS information of the new path class. So the parameter set of a classified video

includes two part: path index set and GPS matching result. The path index set

indicates the component of the video. For example, the path index set of video 1

in Fig 15.2 is {P2, P3, P5}. The GPS matching result includes the closest point

of each second. For example, in Fig 15.2, the GPS matching result of video 1 is

{{0, length}, {SP3(n)}, {0, length}}. Here, we use “0” to indicate that these parts of

video are isolated while it is also necessary to record the corresponding length.
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Table 15.1.: Changing mechanism of parameter set

Paths Video Index Set GPS Info
Before New Video Inputed Path 5 {V2} {L1

P5, L
2
P5, · · · , LM

P5}

After New Video Inputed
Path 5 {V2} {L1

P5, L
2
P5, · · · , LD

P5}
Path 6 {V2; New Video} {LD+1

P5 , LD+2
P5 , · · · , LM

P5}
Videos Path Index Set GPS Matching Result

Before New Video Inputed Video 2 {P2,P3,P5} {{0, length}, {SP3(n)}, {0, length}}

After New Video Inputed
Video 2 {P2,P3,P5,P6} {{0, length}, {SP3(n)}, {0, length}, {0, length}}

The New Video {P7,P6} {{0, length}, {SP3(n)}}

As discussed before, the classification result of the new video may also update the

database. Use Fig 15.2 as a example, Table 15.1 shows the changing of the parameter

sets.

After the new video is classified, each path class operates the illumination clus-

tering algorithm to select a reference video sequence that has the most similar il-

lumination condition to the current video sequence. At this step, three situations

are included. First, new path classes which only have one video sequence (isolated

sequence) do not operate the illumination clustering algorithm. Meanwhile, the iso-

lated video sequences are decided to be encoded using standard HEVC. Second, video

sequences that cannot be assigned to the current illumination clustering structures

are also decided to be encoded using standard HEVC. Third, the rest of the video

sequences which are able to find the corresponding clusters are encoded using 3D-

HEVC. As a result, the encoding modes of every video sequence of the new video

are decided. Reference video parameters including the information of encoding mode

and reference video indexes are transfer to the video alignment preprocessor. The

illumination clustering algorithm is illustrated in the section 15.3 in detail.

Along with the GPS information, the DR information which includes bearing

and speed of the vehicle is also recorded by the dashcam. This information is then

employed by our stopping detection algorithm (an adaptive switch algorithm) which

decides whether our video alignment algorithm should be applied on the current

video sequence. For instance, if the vehicle is stopped or moving slowly, the best

reference frame is surely in the current video instead of in any prior video. To be

computationally efficient, our system will not use the proposed algorithms in these
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situations. However, if the bearing of the vehicle changes significantly, the recorded

scene will change a lot even if the vehicle speed is low. Our proposed should still be

used under this situation. Finally, the stopping detecting model generates a sequence

of indicators which implies the time we switch off the video alignment algorithms.

Note that, the encoding mode of each video sequence is fixed and only determined

by the illumination clustering result. A video sequence decided to be jointly encoded

may include some “stopping frames”. Although these frames do not apply our al-

gorithms to find reference frames, they are still encoded using 3D-HEVC by being

assigned a default picture as their reference frames.

15.2 Video alignment

Fig. 15.3.: The video alignment preprocessor

The video alignment preprocessor simultaneously finishes two tasks which are the

timeline alignment and image alignment. For each video sequence, given the encoding

indicators and the reference video parameters, the video alignment preprocessor uses

an ORB-based point-wise frame matching algorithm to complete a precise timeline

alignment. The timeline alignment guarantees every frame indicated to apply the

matching algorithm in the new video is matched with a reference frame (chosen from

the reference sequence) that is the closest to it. Based on the timeline alignment
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result, a rough image alignment is automatically completed because the same location

ensures the objects in corresponding frames look similar. In previous work [REF], we

used homographic transforms to further geometrically align the corresponding frames.

Later we will show that this is not necessary. Last, according to the matching result,

the final baseline is constructed using the decoded historical data.

For convenient, in this section, we assume all of the frames in the new video are

applied our algorithm.

15.2.1 Timeline alignment

GPS can provide location information for DCVs. However, its 1 Hz signal fre-

quency restricts its accuracy. DCVs have 30 frames per second so that frames’ re-

lationship within 1 second cannot be accurately estimated. Instead, the local visual

feature is used to construct the matching sequence that aligns the current video tem-

porally.

Our goal is to find a reference frame that gives the highest compression rate for

the current frame. To achieve this, the objects’ scale in the reference frame should

be similar to the ones in the current frame. We use the number of matching points

between two frames to measure their scale similarity. In the GPS and illumination

matched video, the frame that has the most matching points is selected to be the

reference frame for a current frame. This is because when similar scale is achieved,

the resolution is similar. And key-points are matched only when the resolution is

similar. The more area has similar scale, the more matching points the image pair

has.

However, not all local features are equally effective. Large-patch-based local fea-

tures such as ORB have higher accuracy. Scale-invariant features have lower accuracy,

such as SIFT [73]. Although scale-invariance increases features’ robustness, it also in-

creases the number of matching points that have dissimilar scale. Thus, we select the

ORB feature since it has a larger patch-size and is not completely scale-invariant [74].
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We use RANSAC [38] to remove unstable matches. Note that the initial set of match-

ing points may include many unstable matches. To obtain a more precise result, the

RANSAC algorithm [38] is used to remove those outliers.

Since there are many frames in the new video, what we desire is a feature that

can be computed quickly for extraction and matching. To further speed up the

algorithm, the frames are down sampled. Consequently, the feature should also be

robust to down sampling, which means the matching results using this feature need

to have more matching points after RANSAC. Based on the matching experiments of

most of the local features, we choose a feature by quantifying the “matching number

after RANSAC per second”. Our results demonstrate that the ORB [74] feature

outperforms other features.

Fig. 15.4.: The searching strategies

To search efficiently, two strategies are also developed. The first one is to search

only in one direction. For instance, in Fig 7, suppose the best match for the first

frame in the ith second of the current video is the first frame in the reference video

sequence. Since the vehicle is always moving forward, the matching frame for the

next frame in the current video must be after the previous match result temporally

within the reference video sequence.
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The second strategy is to estimate a small search range before starting. The

matching frame can be found within a small range S, since the reference video video

sequence has been roughly matched to the current video using GPS information.

After each iteration, the matching distance ∆f is calculated, which is the difference

between the frame number of the current matching result and the previous one. It

is directly proportional to the speed ratio between the reference and current video.

Thus to estimate this S, the average ∆f of the previous second and the velocity

information is used:

Si+1 = dd̂i+1e = dVB,i+1/VC,i+1

VB,i/VC,i

· die = d 1

29

VB,i+1/VC,i+1

VB,i/VC,i

30∑
n=2

∆fi,ne

In [70], a set of algorithms called SeqSLAM was proposed to solve a similar prob-

lem. It was shown to have good performance even when the data is captured in

different weather or seasons. In SeqSLAM, to match the frames in two video se-

quences, instead of using local features, all frames are down-sampled and frames in

one sequence are subtracted from frames in the other one. The frame pairs that have

small differences are considered to be matching pairs. Finally, they find the trajectory

that has the minimum sum of subtraction values.

However, this set of algorithms does not perform well for our database. This

is because their system is based on two assumptions which our database does not

satisfy. The first assumption is that the velocities of the same path in different

videos are repeatable. Otherwise, the trajectory in the difference matrix will be a

curve and cannot fit their straight line model. The second assumption is that the

viewpoints of the videos must be close. To have a more precise matching result, it

requires the contrast enhancement algorithm to maximize the difference between the

subtracted values. Consequently, they try to achieve a similar field of view for the

videos by using a single rectangle to crop the frames. However, this approach cannot

work well when the vehicle may operate on different lanes or have a different viewing

angle. The true matching frames will still have large differences although they are
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cropped. Meanwhile, our searching algorithm is robust to varying speed (and indeed,

the varying speed even helps us to search.). The local feature that we adopt is also

robust for different viewpoints.

15.2.2 Image alignment

To reduce the bit-rate of compressing one NDV using another, [61,68] align match-

ing frames at the pixel level using one or more homographic transformations. The

main idea is to use a 3 by 3 homographic transformation to align the matching frame

to a frame that was captured with a different viewpoint. As a result, by using multi-

view video compression, the motion vectors and displaced frame difference (DFD)

can be reduced. However, this is not necessary and sometimes it decrease the final

performance. Our performance results shown in Chapter 16 demonstrate that this

approach usually decreases the performance of our system by about 4%.

In the bitstream of a compressed video, motion vectors have much less bits than

the DFD. So we only need to consider how to reduce the DFD. One of reasons that the

MV or 3D HEVC encoder has better compression performance than normal HEVC is

that the reference block and the current block have the similar scale, which reduces

the DFD. As a result, we only need to ensure that similar scale content can be found

as much as possible, which is ensured by the timeline alignment. Some content does

not have exact the same scale, but has more similar scale than when using normal

HEVC. In HEVC, prediction units are allowed to be divided into smaller blocks.

These smaller blocks can deal with the content that does not have same but similar

scale.

Moreover, the homographic transformation can be thought as a non-linear filter.

Some parts of the original image are downsampled and some parts are upsampled.

The accuracy of the transformation mainly depends on the number and distribution

of the matching points. As long as the number is not enough or matching points are
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concentrated at a local area, the calculated transformation will destroy the image.

On the other hand, the timeline alignment is robust for these problems.

There is another approach for compressing two NDVs considering align frames in

pixel level, which is view synthesis [75]. This technique uses the camera parameters

and the depth map of the videos to synthesize the “aligned” frames for the current

frame. However, this approach is not practical for our case. This method is mainly

proposed for 3D videos which already have the depth maps and fixed relative position

between the pair of cameras, neither of which are available in our system.

15.3 Illumination Clustering

In Chapter 14, we point out that our system includes three main components: GPS

classifier, illumination cluster and video alignment. The first and third components

are already illustrated in section 15.1 and 15.2. These two components can classify the

DCVs according to the GPS information and align the relevant DCVs to make them

become quasi-multiview videos which can then be efficiently encoded by 3D-HEVC.

Nevertheless, to reach a higher efficiency, the illumination clustering is necessary,

which is introduced in this section.

Illumination clustering includes two parts: illumination compensation and illumi-

nation matching. If the illumination conditions of different videos are similar enough,

the illumination compensation model in 3D-HEVC is sufficient to complete the clus-

tering task. However, in most of the case of DCVs, illumination conditions for two

random DCVs are quite different. Our illumination matching algorithm is necessary

to leverage the performance of illumination compensation.

15.3.1 Illumination compensation

3D-HEVC includes a block-based illumination compensation model [76] which

uses a scale parameter and an offset parameter to compensate the reference block.

These parameters are calculated using the rows and the columns just before the
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reference and current blocks. However, the block matching algorithm is prior to the

compensation. When the illumination difference is large, there is a high probability

that objects are mismatched during this compensation. These mismatchings have

the minimum displaced frame difference (DFD). However, in these cases, illumination

compensation is unlikely to further reduce the displaced frame difference. As a result,

the compensation model in 3D-HEVC only works well when the illumination difference

is small.

Because our application creates videos that may have significantly different illu-

mination conditions, applying only the 3D-HEVC illumination compensation algo-

rithm is not very effective. Therefore, secondly, we design an illumination matching

algorithm, applied prior to 3D-HEVC compression, to leverage its illumination com-

pensation algorithm.

15.3.2 Illumination matching algorithm

Since our compression system is based on a continually growing database, we as-

sume the current video has several matching videos stored in the database. Among

these videos, the one that has most similar illumination as the current video is con-

sidered to be the best reference. To find it, we develop an illumination matching

algorithm which uses global features to recognize the illumination condition of video

sequences.

The stimulus of the camera S(λ) can be modeled as:

S(λ) = I(θ; i;λ) ·R(λ)

where I(θ; i;λ) is the illumination with the angle of incidence θ, intensity i and wave

length λ, and R(λ) is the reflectivity. This algorithm is operated over each path class.

Thus, the videos that it process are captured at the same location. As a result, the

reflectivity function of the same object is approximately unchanged, since stationary
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objects in the videos can be assumed as still. Thus, similar I(θ; i;λ) will produce the

similar stimulus, i.e. similar color distributions.

Consequently, to match those videos that have the similar illumination conditions,

a feature based on color distributions may be useful. In [77], it is claimed that the

skewness of the pixel values is an effective feature to rate the lightness of surfaces.

However, [78,79] disagree that simple statistical features cannot effective predict the

illumination conditions, stating that the geometric information of the light intensity is

also required. For instance, the video captured in the morning and the video captured

in the afternoon may have the same color histogram even though the positions of the

shadows are totally different. Considering the position of the cloud, sun, and the

shadows, we designed the feature as follow.

First, the features we adopted are the statistical mean and the contrast feature

proposed in [80]. This contrast feature was shown to accurately describe the distri-

bution of gray values. It is calculated as:

C =
σ

(α4)
1
4

where σ is the standard deviation and α4 is the fourth moment of pixel values.

Second, to use the geometric information, each frame is equally divided into four

quadrants. Frames are divided into upper quadrants and lower quadrants to eliminate

the influence of the clouds and sun, since the clouds and sun only appear in the sky.

Frames are divided into left and right quadrants to separately describe the position

of shadows and sun. For a n-frame sequence, we calculated the average statistic for

every quadrant: dul, dur, ddl, ddr. Then the illumination feature of one quadrant d of a

sequence is constructed as: Ilum(d) = (mean(d), C(d)). When a new video sequence

i comes into the current path class which has K historical videos, its illumination

feature of each quadrant is calculated. Based on each quadrant d, the kth historical

video sequence in the current path class calculates its distance to the new video:

D(k) = ‖Ilum(di)− Ilum(dk)‖2
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For each quadrant, a matching score is given to the historical video k based on the

rank of D(k) within the set {D(k) : 1 6 k 6 K}. The smaller the D(k) is, the higher

the score is. The final matching score of a video sequence is the sum of score of its

all four quadrants. Finally, the video sequence that has the highest score is chosen

as the best reference. This procedure is designed to ensure the algorithm is robust

when large unexpected objects appears in the video. For example, the white or dark

vehicle that tries to overtake.



90

16. EXPERIMENTAL RESULTS

To test our system, we built a DCV database was built that contains 86 videos

recorded in 3 different scenarios: downtown(21 videos), highway(35 videos) and boule-

vard(24 videos). In addition, videos of the same scenario were captured under 4

different illumination conditions: cloudy days, and clear days’ morning, noon and

afternoon. All of the DCVs are recorded by KDLINKS X1 Digital Recorder with

resolution 1920 × 1080. The DR information is also obtained. Each video will get

through the video retrieval and video alignment preprocessors.

We process each video with the video retrieval and alignment preprocessors. To

show the compression results, we use 300 frames of each output video of the video

retrieval preprocessor. Each video is predicted using one historical video which is

chosen by our illumination matching algorithm. To encode the DCVs, we utilize

the reference software of HEVC and its 3D extension. We encode each video using

quantization parameters, 30, 35, 40, 45, and use BD-BR (Bjøntegaard-Delta Bit-

Rate) [81] to quantify the results.

The 86 videos are divided into 2 test sets. Test set I includes videos that are

recorded on different days(21 videos for boulevard, 31 videos for highway and 17

videos for downtown). Test set II includes video pairs that are recorded at times that

differ by a few minutes only. There are 3 videos recorded in boulevard scenario, 4

videos in highway and 4 videos in downtown scenario. This ensures that the road-side

objects and illumination condition are nearly identical.

16.1 Performance of our system

Compared to standard HEVC, the performance of our system over test set II are

62.7% (downtown), 65.0% (highway) and 53.4% (boulevard). Since the difference
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Fig. 16.1.: The bit-saving across sequences
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between the reference video and current video are minimum, this is the upper-bound

performance.

Fig. 16.1 shows the performance of our system under different scenarios using test

set I. The x-axis represents the percentage of bit-saving in BD-rate. Every point in

this figure represents the fraction of sequences on which our system does not exceed

the corresponding percentage of bit-saving. Performance improves to the right. It

shows that our algorithm performs well in all three scenarios, although it performs

better in the downtown and highway scenario than in the boulevard scenario. The

average amount of bit-saving for the downtown, highway and boulevard scenarios

are 39.7%, 31.8% and 23.5% respectively. The downtown scenario has the highest

performance because it is insensitive to illumination conditions. It has small sky

area and a regular shadow shape, which is easy for the illumination compensation

module. The boulevard scenario has the lowest performance. It is more sensitive to

illumination conditions and has a large sky area like the highway scenario and a more

complex shadow. It requires more videos to construct a dense database so that the

best reference video can have a similar enough illumination condition to the current

video.

Fig. 16.2 shows the average performance of our system for each type of frame

using all videos. Here the subscript denotes the distance away from the reference

frame in the current view. This result is also based on test set II. The average

efficiency for P, B8, B4, B2 and B1 frames are 48.1%, 41.5%, 32.9%, 18.6% and 6.0%.

The further the frame is away from the reference frame in the current video, the

higher the compression efficiency. This is because for those frames far away from

the reference frame in the current video, the aligned reference frame in baseline can

provide a better prediction. However, if the timeline alignment is not optimal, the

compression efficiency will decrease correspondingly. This can be visualized using

Figure 16.3, which shows the usage of each type of frame, where the black area

indicates the inter-view prediction.
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Fig. 16.2.: The bits saving of each type of frame

Fig. 16.3.: The usage of inter-view prediction

16.2 Comparison to other methods

In Fig. 16.1, we also present the performance using SeqSLAM [70], which uses

image intensity for timeline alignment. Its average performance for the downtown,

highway and boulevard scenarios are 35.1%, 25.5% and 16.7%. The main reason
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that our algorithm outperforms SeqSLAM is that we have different definitions of

“best matching”. We define the best matching frame to be the one with the most

similar scale as the current frame. SeqSLAM chooses the frame that has the smallest

difference to the current frame as the optimal one. These two approaches are the

same only if the difference between viewing angles is quite small. In Fig. 16.1, our

algorithm is much better than SeqSLAM when the compression efficiency is lower.

This is because the strong assumption in SeqSLAM is not satisfied in these cases

because the viewing angles are not quite similar. Although our algorithm also cannot

achieve high performance in these cases, it is more powerful than SeqSLAM when

viewing angles are not quite similar. For cases which have similar viewing angles, our

algorithm and SeqSLAM both have high and similar compression efficiency. SeqSLAM

performs as well as our algorithm for only 3 sequences in test set I, although the

upper-bound performance on test set II are nearly identical.

Fig. 16.4a and Fig. 16.4b show the timeline alignment results of our algorithm

and SeqSLAM on a sample sequence from the highway scenario. In this sequence, the

viewing angles are a little different, which makes the result of SeqSLAM unstable.

This also causes the two algorithms to have quite different results. We take the

difference of these two matching results and plot the distribution in Fig. 16.4c.

Among 300 frames, around 50% of frames have more than a 4 frames difference. And

around 20% of frames have more than a 20 frames difference. Note that 4 frames

is already a large distance for video compression. Because the timeline alignment of

SeqSLAM is not optimal, its compression efficiency is lower than ours.

Figs. 16.4d to 16.4f show an example of matching frames for a P-frame. The

frame selected by our algorithm shares the same scale across most of the frame, while

the frame selected by SeqSLAM matches well only on the left side of the frame.

Large differences appear on the right side, which requires more bits for the DFD. For

this sequence, our algorithm achieves 29.4% average compression improvement while

SeqSLAM achieves 21.0%. For this specific frame, our algorithm achieves a 49.7%

savings while SeqSLAM only achieves 37.1%.
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(a) SeqSLAM Matching Result

(d) SeqSLAM Result Example

(b) Our Matching Result

(e) Example of Current Frame

(c) Matching Difference

(f) Our Result Example

Fig. 16.4.: Matching results of SeqSLAM and our algorithm
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If we use homographic transformations discussed in section 15.2.2, the performance

of our system decreases 4.2% (downtown), 4.7% (highway) and 2.2% (boulevard) while

SeqSLAM decreases 2.7%, 2.9% and 1.0%. The inaccurate matches of SeqSLAM are

less affected by the homographic transform than our more accurate matches are.
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17. CONCLUSION

In this work, we construct a DCV compression system that takes advantages of the

historical data recorded from previous trips on the same route. The video retrieval and

alignment preprocessors we design to construct a reference video using the historical

data enables us to leverage the power of the 3D-HEVC standard. Our experiments

show that significant compression improvements are achieved when DCVs are jointly

compressed with a carefully-formed reference video. On average, we achieve around

30% bit-rate savings.

While we described the system assuming it would be used by a single vehicle,

driving repeated routes on different days, our compression framework is also relevant

for multiple-vehicle systems. For example, it can be used by a bus company to archive

DCVs on a regular route.

Our future work will mainly focus on developing relevant applications. For exam-

ple, we are interested in data-driven solutions for road pedestrian detection. Based

on our system, huge amount of DCVs can be systematically stored. These videos

may provide nearly complete information of the recorded scenes. By identifying the

common visual information in the videos of a same scene, we may be able to remove

the abnormal objects, for example other vehicles or pedestrians, to create a “clean”

scene. By doing subtraction, we can easily detect the pedestrians in new incoming

videos in real-time.
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18. INTRODUCTION

The Visual Odometer (VO) is a hot topic in the computer vision community. The

main purpose of visual odometry is to use one or more cameras as the only input device

to estimate the 6 DoF (Degree-of-Freedom) of the camera(s). By using only visual

inputs, the VO becomes a significant tool for many other research and applications.

CameraScene Storage Visual 
Odometer

Computer Vision 
Applications

Fig. 18.1.: The data flow of computer vision applications

Fig. 18.1 shows the data flow of a typical computer vision application where

users apply the VO. The visual information is gathered and provided to the VO. The

motion estimation result of the VO is then used to enable various applications, such

as robotic navigation or video stabilization. In this situation, users are eager to know

both how the performance of the application is affected by using the current VO and

which VO provides the best application performance.

It is important to have a methodology that can help the user automatically choose

an optimal VO for their application. Currently, many VOs have been proposed. It

is challenging to choose an optimal VO manually because users must consider with

two variables: the method used by the VO and the type of input data used in the

application. Each VO differs not only in terms of the detailed operation (for example,

which specific features are used by a method based on local features), but also in

terms of the basic algorithmic and mathematical approach. Meanwhile, users may

have different conditions or assumptions for their input data, for example whether

the image frames have more camera sensor distortion or motion distortion. These

two variables lead to many possible combinations of data assumptions versus VO
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methods. Each VO algorithm has different strengths and weaknesses for each input

data type. Therefore, given the wide variety of options for both VO algorithms and

input data, it is important to have a systematic approach to select a VO for a given

type of input data.

To address this problem, current methods focus on creating a benchmark [82, 83]

based on a large dataset where they apply metrics to measure the pose error between

the estimation from VO and the ground-truth. In this work, we propose a VO evalua-

tion methodology instead of a benchmark. Our methodology includes an operational

protocol, which helps us to investigate the VO performance based on 5 influence fac-

tors, and includes various metrics designed for measuring VO performance in different

applications. Our methodology has advantages relative to a benchmark. First, it does

not rely on a large dataset, so it is not restricted by the data distribution, and second,

it can provide suggestions for the particular application that users are interested in.

In the next section, we propose a categorization of the applications that rely on

VOs, review current effective VOs, and review current evaluation methods for VOs.

In Section 20, we propose the concept of our evaluation methodology in contrast to

a benchmark. By jointly comparing the advantages and disadvantages of VOs and

all the possible situations of different applications in Section 21, we describe how

our methodology enables a thorough evaluation. Although our methodology can be

applied to any VO method, to show its effectiveness, in Section 22, we apply our

methodology to evaluate and analyze 4 existing VOs: Mono-VO, VisualSfM, Direct

Sparse Odometer (DSO) and SfmLearner. Finally, we conclude our work in Section

23.

All in all, our main contributions are (1) an evaluation methodology for VOs that

is more comprehensive than a benchmark; (2) new metrics to evaluate the perfor-

mance of VOs on visual augmentation applications; and (3) a detailed operational

protocol of the methodology, which is based on rigorous VO test conditions so that

the performance of VOs can systematically and effectively be distinguished.
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19. RELATED WORK

19.1 Applications of Visual Odometers

The goal of a VO is to estimate both the translation and rotation of the camera

using only visual information. Based on how this information is used, the target

applications for VOs can be categorized into two main parts: robotic perception and

visual augmentation. Robotic perception provides information for robotic systems,

and visual augmentation is relevant for human visual entertainment systems. The

goal of robotic systems is that the estimates of camera pose are numerically the

same as the ground truth. Example applications of robotic systems are visual-based

navigation systems [84, 85]. The goal of human visual entertainment systems is to

use the pose estimation results from the VO to perform further visual editing on the

images and videos. Example applications include Augmented Reality [86] or video

stabilization [8, 9, 11].

19.2 Existing Visual Odometers

Current state-of-art VOs can be classified into 3 types: local-feature-based meth-

ods, direct methods and deep-learning-based methods. The differences of their core

theories make them have different advantages and disadvantages. Local-feature-based

methods estimate the camera pose based on feature matching. Well-known features

include SIFT [73], SURF [37] and ORB [74]. These features are usually located at the

point on the image where the gradient is extreme in different directions and across

different scales. The advantage of this kind of method is that it is robust under

most image/video content since most images and video frames have sufficient gradi-

ent changes. The disadvantage of these methods is that they are influenced by the



102

quality of the feature points. When there is noise, motion blur or rolling shutter

distortion in the image, the location of the detected feature points or the computed

feature descriptors are inaccurate. Note that the influence of these distortions on the

local feature accuracy depends on the feature type and is hard to quantify.

Direct methods do not compute any feature descriptors and only predict the cam-

era poses based on the pixel values. Well-known algorithms include SVO [87], LSD-

SLAM [88] (the front-end part) and DSO [52]. The advantage of these methods is

that they are more robust under different image/video content than the local-feature-

based methods. As long as there is illumination change across the frames, direct

methods work fairly well, while local-feature-based methods may fail to detect any

feature points. In our evaluations, direct methods are also robust to noise and blur in

the image. However, direct methods are fragile when there is sudden or fast camera

motion.

Deep-learning-based methods are being developed recently. The most famous

method is called SfMLearner [89]. Deep neural networks usually require a large

amount of data to train, and these data are also required to have accurate labels. As

a result, these methods usually rely on several specific public datasets, such as the

KITTI dataset [82]. This limits their accuracy in those scenarios not included in the

datasets, for example indoor scenarios. However, as we show below, deep-learning-

based methods are also robust to noise and distortions in the image. This may because

the input to the network is usually a downsampled image and the downsampling

significantly reduces the influence of the noise and distortions.

19.3 Existing evaluation benchmarks of Visual Odometers

Current visual odometer evaluation benchmarks mainly focus on computing the

average performance on real scene data using pose error. Based on constructed

datasets, the evaluated VO yields the motion estimation results. Then the pose

error between the estimated motion and the ground truth motion is computed. Be-
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tween robotic perception applications and visual augmentation applications, current

benchmarks focus on the previous one, because VOs with small error values produce

numerically accurate pose estimations relative to the ground truth.

One of the most frequently used benchmarks is the KITTI benchmark suite [82].

The on-road real scene data is captured by a recording system mounted over a ve-

hicle. The camera system mainly includes a GPS module, two RGB cameras, and a

Li-dar. The ground truth camera pose and RGB images are provided and synchro-

nized. However, since the cameras are mounted on a vehicle, the camera motion is

constrained to have only yaw motion and translations. To evaluate the performance

of the VO, the Relative Pose Error [90] is used as a metric. On the contrary, the other

popular benchmark, the TUM dataset [83], provides indoor scenes with more random

camera poses. In [83], the Kinect camera is used to capture indoor scenes. The

camera motion is captured using a high-accuracy motion-capture system with eight

high-speed tracking cameras. Since the ground truth pose of the camera is provided,

the Relative Pose Error is again used to evaluate the performance of tested VOs. [91]

applies this dataset to further evaluate different VOs under different challenges. The

challenging situations include videos with a corridor, videos containing various scene

changes, videos with illumination changes, and videos with fast motion.

There are also evaluation benchmarks that are based on different metrics than the

Relative Pose Error. In [92], the author proposes to evaluate VOs based on 5 different

criteria: (1) the repeatability of the VO, which is measured by the covariance between

pose estimation in different runs; (2) the loop closure error, which is the distance

between the end point and start point when there is a loop closure in the video; (3) the

sparse bundle adjustment (SBA) re-projection error, which is the difference between

the re-projection of the inliers before and after the SBA; (4) the number of RANSAC

iterations, which indicates how much effort the RANSAC method needs to find a

solution; and (5) the percentage of the inliers with respect to original feature points.

The drawback of this metric is that criteria (3) to (5) only apply to local feature

based methods. Another benchmark [93] aims to evaluate the performance only for
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learning-based VOs. The proposed benchmark [93] is based on three different datasets

[82, 94, 95]. However, the adopted evaluation metrics are the Mean Square Error

(MSE) of the predicted label versus the real one, Normalized Root MSE (NRMSE)

and the Standard MSE (SMSE), which have been claimed in [90] to be ineffective for

comparison.

On the contrary, our evaluation methodology focuses on both robotic perception

and visual augmentation applications. Also, it does not rely on large dataset and is

effective for all VO methods.
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20. OUR CONTRIBUTION: AN EVALUATION

METHODOLOGY

In this paper, we propose an evaluation methodology for VOs, which is broader than

a benchmark. A complete evaluation methodology includes three parts: (1) a dataset

or a collection of datasets; (2) a metric or metrics that define goodness and (3) an

operational protocol which is a suggested strategy for using the datasets. The main

idea of our methodology is to evaluate the performance of the VOs under 5 influence

factors based on our operational protocol.

A benchmark does have both a dataset and a metric, but it does not have an

operational protocol, or say, its protocol is too trivial. For example, in the KITTI

benchmark [82], the dataset is the KITTI dataset and the metric is the Relative

Pose Error. The operational protocol is just performing the evaluated VO over all

data and using the average metric value to represent its performance. The drawback

of a benchmark is that it is based on the assumption that its dataset has a good

distribution, in that it covers all the scenarios for the application.

We propose a methodology, which is more user-oriented and does not rely on

assumptions of the data distribution. First, we propose two metrics for different

applications instead of a single pose error. This is because some VOs may perform

well on visual augmentation applications but not on robotic perception applications.

The proposed metrics are pose error and visual error. The pose error is designed

for robotic perception applications. VOs with small pose error produce numerically

accurate pose estimations relative to the ground truth. The visual error is designed

for visual augmentation applications. Applications incorporating VOs that have a

small visual errors produce visual results that are more comfortable for people to

perceive. Second, we develop the operational protocol rather than constructing and

relying on a large dataset. We consider 5 factors that may influence the performance
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of VOs, which are described in Section 21.1 below. Our protocol evaluates VOs based

on the 5 factors separately. And the dataset is also designed and constructed based

on the factors, which is shown in Section 21.

The advantage of our methodology is that depending on what the main factor is

for the users’ application environment, our methodology can provide suggestions on

which VO is more robust. And when users study a single VO, our methodology can

help find which the bottleneck factor is. Users can get the corresponding information

based on their application.
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21. METHODOLOGY DESIGN

In this section, we first discuss the 5 evaluation factors, then we discuss the operational

protocol of our methodology, namely, how we use existing datasets to evaluate VOs

based on each of the 5 factors. After that, our entire evaluation process is introduced.

The evaluation is accomplished using one factor at a time. To achieve this isolation

of factors and avoid the influence of other factors that are not being evaluated, we use

synthetic videos as our main input. We describe in detail how we synthesize videos.

Finally, the metrics used to evaluate the performance of VOs are discussed.

21.1 Evaluation factors

As we reviewed in the previous section, the performance of each VO method is

influenced by different factors of the input data. Our main goal here is to carefully

control these factors and construct rigorous VO test conditions so that the perfor-

mance of VOs can systematically and effectively be distinguished.

Fig. 18.1 shows the data flow of a typical computer vision application. A cam-

era with 3D motion captures the scene content. The resulting video is compressed,

transferred, and stored. Finally, the user selected visual odometer extracts the video

data, estimates, and provides the 3D camera motion to the computer vision applica-

tions. Any step before the motion estimation step may have factors that influence

the accuracy of the VO. And the accuracy of the VO affects the final performance

of the computer vision application. For example, rolling shutter distortion may lead

to drifting in the pose estimation so that virtual objects may shift across time in the

augmented reality application.

We describe the 5 factors in the order of the data flow. There are 2 factors at

the “scene” step: (1) whether the image frame has few features or rich features; and
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(2) whether or not the image frame is from a learned scenario. For different scene

content and structure, different VOs may perform differently. Having enough feature

points is critical for local feature based methods while it has less influence on direct

methods and deep-learning based methods. The deep-learning based methods are

influenced by whether the training set contains any content that is similar to the

content currently being processed.

There are also two factors at the camera capturing step: (3) whether the image

frame has noise from the sensor level; and (4) whether the image frame suffers distor-

tions caused by motions. Extreme illumination conditions may introduce noise and

distortions on the CMOS sensor. For instance, over-exposure may happen when there

is too much light. When under low light, high settings of ISO can introduce more

noise than usual. Frames taken with wide angle and wide aperture lens suffer from

optical vignetting. Also, the camera motion can introduce motion blur and rolling

shutter distortion on the frame.

Factor (5) is whether the image frame suffers compression distortions. It comes

from the last step before motion estimation: the storage or transmission. The lossy

compression steps in video codecs introduce more artifacts and blur as the compres-

sion rate increases. Any image-based VO may be influenced by compression.

21.2 Operational protocol

There are 3 aspects we want to control during the evaluation: camera motion,

compression rate, and image content. Amid the 5 factors, factor (4) concerns camera

motion, factor (5) concerns video compression, and the other three are about image

content. As a result, to isolate the influence of the 5 factors, we set up 3 general

test conditions on the test videos: (1) Synthetic motion + Synthetic content under

different compression rates; (2) Synthetic motion + Real content under different com-

pression rates; (3) Real motion + Real content under different compression rates. In

general, using synthetic or real motion, we can isolate the influence of camera motion.
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Table 21.1.: Detailed settings of test factors

Factor
Test Video Conditions

Motion Type Image Content Type Image Content Detail Video Dataset

(5)

(1) Synthetic Synthetic Less feature / Rich feature Virtual KITTI / Virtual KITTI
(2) Synthetic Synthetic Learned / Unseen Virtual KITTI / Synthetic Indoor photo
(3) Synthetic Synthetic / Realistic Virtual KITTI / KITTI
(4) Synthetic / Realistic Realistic Univerisity Street / Walk

(a) University Street
(b) KITTI

(c) Walk

(d) Virtual KITTI (Fog)
(e) Synthetic Indoor

(f) Virtual KITTI (origi-
nal)

Fig. 21.1.: Example frames of test videos

Using synthetic or real content images, we can isolate the influence of factors (1) to

(3), which are about image content. Using different compression rate, we can study

the influence of compression distortion. The detailed evaluation settings of each fac-

tor can be found in Table 1. Note that we assume the deep learning method to be

evaluated has been trained based on the KITTI dataset, which is true for most cases.

In the experiments, we chose the SfMLearner [89].

To evaluate the performance of VOs under factor (1), the number of feature points,

we aim to set it as the only variable. To achieve this, we use synthetic camera motion

and image content so that no distortion is introduced by the camera capturing step.

As a result, factors (3) and (4) are fixed. Also, the frames are from Virtual KITTI

dataset, which ensures the deep-learning method will have an input consistent with

its training input (factor (2) is fixed). Specifically, we choose a pair of frames in the

Virtual KITTI dataset. The two frames are from the same time instance but have

different synthetic illumination conditions: the frame from the original illumination
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condition (Fig. 21.1 (f)) has more feature points than the frame from the “fog”

illumination condition (Fig. 21.1 (d)) .

Factor (2) is used to evaluate if the performance of VO relies on scene structure.

Again, we aim to set the scene structure as the only variable. We evaluate the perfor-

mance of VOs with image frames from learned and excluded scenarios in the dataset.

We vary the scene structure of the two videos. One of the videos is synthesized using

frames in the Virtual KITTI dataset (Fig. 21.1 (b)). The other video is synthesized

using virtual indoor photos (Fig. 21.1 (e)), which are different than the data used

to train the deep-learning method. Also, we use synthetic camera motion and image

content to fix factors (3) and (4), and this time we control the number of feature

points to be similar to fix factor (1).

Factor (3) and (4) concern the camera capturing step. As a result, we correspond-

ingly vary the image content and camera motion to be synthetic or realistic. For

factor (3), we aim to set image distortion from the sensor level as the only variable.

Images from Virtual KITTI (Fig. 21.1 (f)) and KITTI dataset (Fig. 21.1 (b)) at

the same time instance are used to generate the video. We verify that the number

of feature points in both of the images are close to ensure factor (1) is fixed. Note

that we still use the outdoor images in order to avoid unfairness to the deep-learning

based methods (factor (2) fixed), and we use synthetic motion to avoid the motion

distortion (factor (4) fixed).

For factor (4), we set the influence of motion distortion as the only variable. We

vary the camera motion to be synthetic and realistic. However, it is hard to synthesize

a video with realistic motion distortion using a synthetic image. As a result, we make

a concession to allow the image content to be realistic but captured by the same

camera sensor. The video from dataset [3] (Fig. 21.1 (a)) is the video with synthetic

motion and real content. The video from dataset [96] (Fig. 21.1 (c)) is the video with

real motion and real content. Note that these two videos are both captured by the

GoPro, which helps to fix factor (3). Factors (1) and (2) are fixed using the same

method we apply when investigating factor (3).
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Fig. 21.2.: Our evaluation process

Factor (5) concerns the compression rate of the video codec. We consider that the

compression rate may have different effects on how the factors (1) to (4) affect VO

performance. As a result, when experimenting with factors (1) to (4), we change the

compression rate at the same time to investigate how performance changes.

21.3 Evaluation process

Fig. 21.2 shows the diagram of our evaluation process. The input of our process

is a video with known motion. The “motion” here indicates the rotations of the

camera, not translations. This is because we focus on evaluating the performance

of VOs to estimate rotations. There are two reasons. First, for most computer

vision applications, the accuracy of rotation estimation is much more important than

translation estimation. For example, in the augmented reality application, an added

virtual object needs to rotate according to the camera motion. While the size of

the object also needs to change accordingly when the translation is changed, this

can be achieved by comparing the size of the local patch where the virtual object is

located. Also, in video stabilization applications, rotational motion introduces more

perception of shakiness than translations [1]. Second, for existing VOs, the camera
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poses on the special Euclidian Group are usually first estimated using a error function.

Then the rotations and translations are decomposed from the resulting pose matrices.

Therefore, it is sufficient to evaluate the performance of VOs based on rotation results.

Given the input video, we first compress the video using H. 264 [97] with different

compression rates where we use the FFMPEG to compress the video. In total there are

7 versions of each video: the original video and compressed versions with Constant

Rate Factor (CRF) 18, 24, 30, 36, 42 and 48. Then we employ the desired VO

to estimate the motion of the camera. The resulting estimated camera motion is

then sent to the upper and lower branches in the block diagram to compute two

performance measurements: pose error and visual error. The visual error is designed

for visual augmentation applications, and is one of the main contributions of this

work. The pose error is designed for robotic perception applications. It is based on

the L2 error between the ground truth motion and the estimated motion. Detailed

descriptions of both are provided in Section 21.5, but the principles underlying the

visual error are explained next.

The visual error is designed to measure the performance of VOs for two main sam-

ple applications for visual augmentation: video stabilization and Augmented Reality.

We propose two measurements to quantify visual error: the Ordered-Inter-frame-

Transformation-Fidelity (OITF) and Random-ITF (RITF). Both OITF and RITF

are based on ITF [20], whose goal is to measure video stability. Both OITF and

RITF are computed based on the pixel values of the frames, where OITF is com-

puted between adjacent frames, and RITF is computed between random frames. In

Section 21.5, we will show that they can both be interpreted as a weighted measure

of the 2D motion amplitude between the frames. They are effective for choosing VOs

for video stabilization algorithms, as well as for Augmented Reality systems where

the goal is to ensure any attached virtual objects do not have drift when the camera

is moving around.

In the context here for Fig. 21.2, we compute both visual errors of a stabilized

video that has been constructed specifically to isolate the impact of motion, and to
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be independent of each images exact pixel values. This will allow the measures to

focus only on the impact of the stabilization result. To accomplish this, we apply

an image replacement step as shown in Fig. 21.2. Specifically, we create a stabilized

video by taking a static image, applying a ground truth rotational motion, and then

stabilizing it using the estimated motion from the VO being evaluated. The final

measures average each of OITF and RITF on stabilized videos created from a variety

of 2D images.

21.4 Video synthesis for our methodology

In this section, we introduce two approaches to generate the synthetic videos

that are used as the original input video in Fig. 21.2 for factors (1) to (4). Again,

the reason is we want to use synthetic videos with synthetic motion to control the

influence of motion distortion over VOs. One approach is newly proposed in this

work. It takes one image as input and provides a video that records this 2D image

with translations and rotations. This approach is used for factors (1) to (3). Another

approach is proposed in our previous related work [3]. It takes a video from a 360◦

video that is slowly moving forward as input and generates a video with designed

rotations. This approach is used for factor (4).

We first introduce our newly proposed method. We use this method to generate

videos with synthetic motions for factor (1) to (3) in Table 21.1. In this method, we

take one 2D image as input and synthesize its appearance by assuming the camera is

rotating around with 3D translations. The 3D plot of the camera motion is illustrated

in Fig. 21.3 (a) and the side view of the plot is shown in Fig. 21.3 (b). The virtual

camera rotates on a circle with radius r and speed ω rad/s. Its operating orbit has

distance d with respect to the 2D image. The camera points straight to the center o

of the 2D image with no rotation around its z axis.
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(a) 3D view of the synthesized motion

(b) Side view of the synthesized motion

Fig. 21.3.: Illustration of synthezied camera motion
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It can be shown that the translation between the camera center to the 2D image

center in the XYZ world coordinate is:

too′ =
[
rcos(ωt),−rsin(ωt), d

]T
, (21.1)

and the rotation matrix from the world coordinates to the camera coordinates is:

Rcw =
[ Rx

|Rx|
,
Ry

|Ry|
,
Rz

|Rz|

]
, (21.2)

where

Rx =


d2 + r2sin2(ωt)

r2cos(ωt)sin(ωt)

drcos(ωt)

 , (21.3)

Ry =


0

d

−rsin(ωt)

 , (21.4)

Rz =


−rcos(ωt)

rsin(ωt)

d

 . (21.5)

Suppose the intrinsic parameter of the virtual camera is K. To obtain the 2D coor-

dinates of four corners of the 2D image during the synthetic rotation, we have the

following state transfer function:

x(t) = K

RT
cw RT

cwtoo′

0 1

K−1x(0). (21.6)

In our methodology, we also use another video synthetic approach which is pro-

posed in our previous related work [3]. We apply this approach to generate a video

with synthetic motion for the factor (4) in Table 21.1. The reason the synthetic video

for factor (4) needs to be generated using this approach is that the comparison video
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“walk” is a realistic recorded video which has forward translation and depth changes

in the frames. We want to remove the influence of these two issues, and our newly

proposed approach in the previous paragraph cannot solve the problem. As a result,

we apply the approach we proposed in [3].

In [3], we mount 6 GoPro cameras on a tripod with wheels and record 360-degree

videos by slowly and smoothly moving the tripod forward. Then we use sine-waves

to synthesize yaw and pitch motions and apply the motion to the 360-degree video

to get a video with regular resolution. The resulting video looks like a First-Person

video that is recorded when the recorder is running forward. In this way, the resulting

video has synthetic rotation motions, forward translation and depth change.

21.5 Evaluation metrics

As we discussed in Section 19.2, different VOs are suitable for different appli-

cations. General applications are classified into robotic perception and visual aug-

mentation. For both kinds of applications, we provide measurements of the motion

estimation result. Pose error and visual error correspond to robotic perception appli-

cations and visual augmentation applications, respectively.

21.5.1 Pose error

Robotic perception applications numerically prioritize the accuracy of the motion

estimation because their goal is to localize the robot across time. Given a time

instance they want to know the accurate pose of the robot. As the time scale of

the estimation problem increases, they want the accumulated estimation error to be

small.

A straightforward measurement of the pose accuracy is to compute the L2 error

between the ground truth pose and the estimated pose across time. However, in [90],

the author shows that this is suboptimal. Assume the ground truth pose at frame i
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is pi and the estimated pose is p̂i. The error from frame i to frame j can be expressed

as:

ei,j =

j∑
t=i

(pt 	 p̂t)2, (21.7)

where 	 denotes the inverse compositional operator [90]. When the poses are repre-

sented using rotation matrices, this operation is equivalent to:

pt 	 p̂t = R−1t · R̂t. (21.8)

In [90], the author demonstrates that there are special cases that equation (21.7)

cannot handle. Assume there is only an estimation error between frame 1 and 2, and

there are no other estimation errors in the rest of the frames. This estimation error is

incorporated repeatedly until the last frame, if equation (21.7) is applied. Consider

two VOs that both only have one time error. The VO whose error occurs later in

the timeline has less error than the one whose error occurs in the first frame. This is

unfair. To solve this, [90] proposed to use the difference between the relative poses

as the error, which is computed using:

ei,j =
∑

i≤m<n≤j

(pm 	 pn)	 (p̂m 	 p̂n). (21.9)

To compute this error function from frame 1 to the end frame K, the KITTI dataset

benchmark updates this equation to:

e1,K =
∑

t=1:s:K−1

∠[(pt 	 pK)	 (p̂t 	 p̂K)], (21.10)

where ∠[·] is the rotation angle, and s is the step size.

For our metric, we adopt the similar error function. However, the KITTI dataset

contains only on-road data, which only have the yaw motion of the camera. In our
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case, we have yaw, pitch and roll motion. As a result, we modify the equation (21.10)

to be:

e1,K =
∑

t=1:s:K−1

(pt 	 pK) } (p̂t 	 p̂K), (21.11)

where Rm } Rn denotes the sum of rotation error on x, y, z three axes. Assume we

have a basis ex, ey, ez for the three axes. Then Rm }Rn can be expressed as:

Rm }Rn =
∑

i=x,y,z

‖R−1m Rnei − ei‖2. (21.12)

21.5.2 Visual error

Visual augmentation applications prioritize the motion estimation result based on

the performance of their algorithms. For example, the video stabilization algorithms

require the resulting videos to be smoothed based on the estimated motion; the

augmented reality applications desire that the attached virtual objects do not drift

when the camera is moving around.

There are two corresponding ideal cases of the motion estimation result: (1) the

estimation has small drift across time, but the drift accumulates to a large value; (2)

the estimation has errors around the ground truth motion, but there is no noticeable

accumulated error. Case (1) is desired for video stabilization applications since the

motion between adjacent frames is small. Case (2) is desired for augmented reality

applications since virtual objects do not drift across time. We create two visual errors

to evaluate the performance of VOs based on these two cases.

The proposed visual errors are Ordered-Inter-frame-Transformation-Fidelity (OITF)

and Random-ITF (RITF), which are used to measure the performance of VOs for

cases (1) and (2), respectively. They are based on the Inter-frame-Transformation-

Fidelity (ITF) [20], which has been widely used to evaluate video stability [98–101].

The original paper [20] and the subsequent citations [98–101] only describe it as a

Peak-Signal-to-Noise-Ratio (PSNR) value. However, as we will show below, ITF es-

sentially is a weighted 2D motion amplitude measurement. In the following, we first
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demonstrate this new interpretation and then provide the details of how we improve

the original ITF to obtain our new measurements, OITF and RITF, which are more

effective to evaluate VO performance on both video stabilization and Augmented

Reality applications.

Here, we re-interpret the ITF based on the Lucas-Kanade optical flow [102]. As-

sume we have a video I(t), which is a sequence of images. The pixel value at location

(x, y) is I(x, y, t). Suppose video I(t) has N frames and the maximum pixel value is

255. The original ITF proposed in [20] is computed using:

ITF (I) =
1

N − 1

N−1∑
k=1

PSNR(k), (21.13)

where

PSNR(k) = 10 log
2552

MSE(k)
. (21.14)

The MSE(k) computes the Mean-Squared Error between two frames at times k and

(k + 1). We reformulate equation (21.13) and (21.14):

ITF (I) = 20 log 255− 10

N − 1

N−1∑
k=1

logMSE(k). (21.15)

Now let’s consider the Lucas-Kanade optical flow. Under the brightness constancy

constraint, we have:

∂I(x, y, t)

∂x
vx +

∂I(x, y, t)

∂y
vy = −∂I(x, y, t)

∂t
. (21.16)

If the frame size is W by H, the Mean-Squared Error can be rewritten as:

MSE(k) =
1

W ·H
∑
x

∑
y

(
∂I(x, y, k)

∂t
)2

=
1

W ·H
∑
x

∑
y

(
∂I(x, y, k)

∂x
vx +

∂I(x, y, k)

∂y
vy)

2

(21.17)
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Combining equations (21.15) and (21.17), we can see that the original ITF is just a

function of motion amplitude vx and vy weighted by the local pixel gradient in the

vertical and horizontal directions. Ideally, the smaller the motion is, the larger ITF

becomes. In our metric, the smaller the motion in the stabilized video, the larger ITF

becomes and the more accurate the motion estimation is.

However, there are two main problems with this original ITF. First, the brightness

constancy constraint may not be satisfied. The video stabilization we perform in our

methodology (see Fig. 21.2) is a naive method without any image stitching techniques.

It is inevitable to have black regions in the resulting images. In this situation, the

gradient or derivative in equation (21.16) and (21.17) is meaningless. To solve this

problem, we proposed to use a revised ITF [1] which is only computed based on the

non-black region. To make it more precise, in this work, we propose to compute

ITF based on a Region-Of-Interest (ROI) and name the new metric Ordered-Inter-

frame-Transformation-Fidelity (OITF). When we compute the MSE, we apply a mask

δ(x, y, k):

MSE(k) =
1∑

x,y δ(x, y, k)

∑
x

∑
y

(δ(x, y, k) · ∂I(x, y, k)

∂t
)2, (21.18)

where

δ(x, y, k) =

0 if I(x, y, k) or I(x, y, k + 1) ∈ black region

1 otherwise

. (21.19)

Note that to determine whether a pixel is inside the black region, we do not rely on

the RGB value of the resulting video frame. Given the homography that is used to

stabilize the video, we have the precise binary mask of the black or non-black region

of each frame.

OITF is the first visual error we propose. The second visual error is called

Random-ITF (RITF). Recall that there are two cases for the motion estimation result.

Case (1) is ideal for video stabilization applications while case (2) is ideal for aug-
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mented reality applications. The OITF is only sufficient for evaluating case (1) since

it only measures the motion between adjacent frames. However, the resulting stabi-

lized videos in both cases have small motion between adjacent frames. This means

the OITF cannot distinguish these two cases. To solve this problem, we propose the

RITF to make the measurement more thorough.

The RITF is computed using the same equation as OITF. However, before the

computation, we randomly shuffle the frames in the stabilized video. In this situation,

for case (1), the expected error between resulting adjacent frames is larger than in

case (2). Using the OITF and RITF together, we can sufficiently evaluate the visual

error of the motion estimation result. If both values are large, it indicates that the

algorithm not only can provide a good result for video stabilization but also can be

helpful for Augmented Reality applications. Otherwise, the corresponding VO may

only be suitable for one of the applications.
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22. EXPERIMENTAL RESULTS

In this work, we apply our proposed metric to evaluate 4 different VOs: Direct-Sparse-

Odometer (DSO) [52], VisualSfM [103], Mono-VO [104] and SfMLearner [89]. They

typify different algorithmic approaches of VOs. The DSO is the state-of-art method

for direct approaches. Mono-VO and VisualSfM are local feature based methods.

However, VisualSfM includes the bundle adjustment that Mono-VO does not have.

SfMLearner is representative among the Deep-Learning-based methods. Theoreti-

cally, DSO is sensitive to camera motion; SfMLearner relies on the distribution of

its training dataset; the performance of Mono-VO and VisualSfM depends on feature

numbers; all of them are affected by the camera sensor distortion and compression

effects.

The output of our evaluation methodology is a three-dimensional matrix, which is

illustrated in Fig. 22.1. For each VO method, we have its evaluation scores under 6

different scenes across 7 different compression rates. The absolute performance matrix

(Fig. 22.1 (a)) is helpful to know the absolute performance of a VO under a certain

Scenes
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(b) Factor-based performance matrix

Fig. 22.1.: The outputs of our evaluation methodology



123

situation. To investigate the influence of a single factor on VOs, the factor-based

performance matrix (Fig. 22.1 (b)) is computed.

22.1 Computation of factor-based performance matrix

To compute the factor-based performance matrix, we focus on VO method i,

compression rate CRFj and factor (k). Recall that for each factor, we have the

ideal situation and a challenge situation. Suppose the ideal and challenge situations

correspond to scene m and n. Suppose the absolute score of these two situations are

E(i, CRFj,m) and E(i, CRFj, n) respectively, where E can be the pose error e or the

visual error OITF/RITF. Then the measurement of the method under compression

rate CRFj and factor (k) is computed as:

Efactor(i, CRFj, (k)) = E(i, CRFj,m) ∼ E(i, CRFj, n), (22.1)

where ∼ represents a general difference of the measurement, and can be a fractional

relationship or a subtraction relationship.

22.1.1 Relative influence of factors

For users, one interesting question is: which factor influences the current VO the

most? It is useful when users want to analyze the bottleneck of the performance of the

current VO. Based on equation (22.1), we propose a relative influence measurement.

For each VO, the resulting value is the performance change relative to the absolute

performance under the influence of factors.

However, to compare the impact of different factors on a single VO, we need an

approach to normalize the relationship between the variations in a given factor and

their influence on the performance metric (either pose error or visual error). For

example, when we investigate the influence of the number of features, we have an

ideal case with rich features and a challenging case with fewer features. When we
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investigate the influence of camera motion distortion, we have an ideal case with

synthetic motion and a challenging case with realistic motion. We need to unify the

variation of the number of features and the one of the camera motion distortion.

To address this problem, we propose to use the difference between OITF and

RITF as the normalizer of the performance difference between the ideal case and

the challenging case. High values of OITF only require the error between adjacent

frames to be small while high values of RITF require the error to be small for any two

random frames. It is harder for VOs to achieve high values of RITF than OITF. As

a result, the difference between OITF and RITF increases along with the variation

of the influence factor between the ideal case and the challenging case.

Therefore, we compute the relative influence of factors as:

Efactor(i, CRFj , (k)) =
E(i, CRFj ,m)− E(i, CRFj , n)

∆ITF (i, CRFj , n)
, (22.2)

where ∆ITF (i, CRFj, n) is computed as:

∆ITF (i, CRFj , n) = OITF (i, CRFj , n)−RITF (i, CRFj , n). (22.3)

For the pose error, a smaller value indicates better performance. For OITF and

RITF, larger values indicate better performance. Efactor is a fractional value. To

keep Efactor > 0, when computing the pose error, scene n corresponds to the ideal

case. When computing the OITF/RITF, scene m corresponds to the ideal case.

To compare the influence of different factors of a targeted VO, we further normal-

ize Efactor(i, CRFj, (k)) by dividing it using the maximum difference obtained when

exploring any of the 5 factors:

Efactor(i, CRFj, (k)) =
Efactor(i, CRFj, (k))

|maxk Efactor(i, CRFj, (k))|
. (22.4)

Since we have 3 measurements, we have 3 absolute performance matrices and 3 factor-

based performance matrices.
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Fig. 22.2.: Resulting performance measurements with no compression
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22.1.2 Absolute influence of factors

Another question users may be interested in is: which VO is the most sensitive to

the current factor? The relative influence measurements only indicate whether one

factor has higher or smaller influence relative to the other factors. To answer the new

question, we consider the absolute changes of the measurements computed based on

a concrete form of equation (22.1):

Efactor(i, CRFj , (k)) = E(i, CRFj ,m)− E(i, CRFj , n), (22.5)

where the normalization is performed over different VOs with the same factor:

Efactor(i, CRFj , (k)) =
Efactor(i, CRFj , (k))

|maxiEfactor(i, CRFj , (k))|
. (22.6)

22.1.3 Analysis of factor-based performance matrix

In Fig. 22.2 (a), (c) and (e), we show the relative performance measurements

based on the pose error and the visual error with no compression. In Fig. 22.2 (b),

(d) and (f), we show the corresponding absolute performance measurements. Fig.

22.2 (a), (c) and (e) help to investigate which factor influences the current VO the

most. Fig. 22.2 (b), (d) and (f) are used to investigate which VO is the most sensitive

to the current factor. In general, in Fig. 22.2, the larger the value is, the higher the

influence from the factor is.

Note that when the factor has less influence on the VO, the measurements under

the ideal case and the challenge case should be close. As a result, ideally all values

in Fig. 22.2 should be greater than or equal to 0. However, there are still several

negative values. This is because among those situations, the influence of factors other

than current investigated one have not been completely disabled. For example, unless

the input 2D images are the same, it is hard to completely disable the influence of

feature numbers. Increasing the testing dataset may be helpful to remove this effect

but currently, we focus on analyzing the positive signals.
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We analyze Fig. 22.2 (a), (c) and (e) one VO at a time. Mono-VO is mainly

influenced by the Feature and Sensor factor. One interesting point is that in the

figure of OITF, the Motion factor is much smaller than in RITF and the pose error.

This indicates that the main error caused by camera motion distortion of the Mono-

VO is the estimation drift. For the video stabilization applications, the factor of

camera motion distortion may not be critical.

The main influence factor for DSO is the camera motion distortion for all kinds

of applications. As we discussed in Section 19.2, DSO relies on minimizing the pho-

tometric error between frames. If there is a sudden motion between frames, or there

are rolling shutter distortions, DSO usually fails.

VisualSfM is also based on local feature matchings. However, the influence of the

camera sensor distortion is relatively smaller than the one in Mono-VO. This may

be due to the bundle adjustment. SfMLearner is a deep-learning-based method; Fig.

22.2 (a) (c) (e) indicate the Data factor is the main influence of its performance.

We analyze Fig. 22.2 (b), (d) and (f) factor by factor. It can be seen that the

local-feature-based methods, Mono-VO and VisualSfM, are the most affected by the

number of features, while DSO and SfMLearner exhibit nearly no influence. For

factor (2), whether the scene is from a learned scenario or an excluded scenario, the

SfMLearner is the most influenced. Note that there is a negative value for Mono-

VO in the OITF figure. This may result because not all factors have been completely

neutralized by our methodology. For factor (3), the camera sensor distortion, only the

Mono-VO is affected. Again, the reason that VisualSfM is not influenced may be the

existence of bundle adjustment. For the camera motion distortion, the direct-method,

DSO is the most fragile.

Based on Fig. 22.2, users can draw some interesting conclusions for their scenario.

To determine the optimal VO, it is ideal to know what the application is and what

the major influence factor of the system is. For example, if we know the application

is video stabilization, and the application scenario is a hallway with white walls, this
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means the major factor is Feature, so we will focus on the Factor column in Fig. 22.2

(d). In this case, the optimal VO is the DSO.

However, consider the situation that we may not know the target application or

we may not know the major factor. If we do not know the major factor and do know

the target application, one strategy is to check which VO is influenced by the fewest

factors. For example, if we assume the likelihood of different factors are equal, DSO

is the best choice even if we do not know the target application. In addition, from

the point of view of computer vision application system designers, if we know the

application is augmented reality or robotic navigation, according to Fig. 22.2 (a)

and (e), we may focus on preventing the camera motion distortion since it is a major

problem for all VOs. If we do not know the target application but know what the

major factor is, we may compare Fig. 22.2 (b), (d) and (f). For example, if the major

factor is Feature, on average DSO is the most likely to have the best performance. If

we can only choose from Mono-SLAM and VisualSfM, the better choice is VisualSfM.

22.2 Influence of compression rate

In addition to factors (1) to (4), we also have factor (5), which is the compression

rates. We want to investigate how the influence of each factor (1) to (4) changes

under compression.

We find there is no regular ordering pattern of the performance scores by vary-

ing the CRF, so we use the standard deviation to measure the fluctuation of the

performance of a VO across different CRF. For each VO and each factor (1) to (4),

we compute the standard deviation of their absolute performance across different

compression rates. For method i under factor (k), the standard deviation of the mea-

surement Efactor in equation (22.5) is computed. The value is redefined as Influence

of Compression rate ICi,(k).

The resulting ICs for the pose error, OITF, and RITF, are shown in Tables 22.1

to 22.3, respectively. We prefer the method that has a low value for ICi,(k). The
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Table 22.1.: Influence of compression rate on OITF

Feature Data Sensor Motion
Mono-VO 0.05293 0.00736 0.02862 0.00125
DSO 0.00099 0.00086 0.00014 0.22410
VisualSfM 0.03250 0.09120 0.01484 0.00546
SfMLearner 0.00027 0.00214 0.00070 0.00043

Table 22.2.: Influence of compression rate on RITF

Feature Data Sensor Motion
Mono-VO 0.01157 0.03851 0.03605 0.22373
DSO 0.00086 0.00022 0.00099 0.13416
VisualSfM 0.00202 0.00685 0.00823 0.04553
SfMLearner 0.00036 0.00082 0.00068 0.01697

Table 22.3.: Influence of compression rate on the pose error

Feature Data Sensor Motion
Mono-VO 0.26128 0.12951 0.05232 0.00181
DSO 0.00034 0.00033 0.00012 0.00459
VisualSfM 0.12961 0.02294 0.01704 0.03358
SfMLearner 0.01301 0.00787 0.00088 0.00053
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larger the IC value is, the more influence compression rate has for the investigated

factor. In other words, the compression effect makes a challenge situation even more

challenging.

In general, across the three Tables, DSO is the most stable method under com-

pression. All of its IC values are relatively lower than those of the other methods.

VisualSfM is the most fragile method among itself, DSO and Mono-VO. There are

two reasons VisualSfM is shown to be even worse than Mono-VO. First, without

compression, the absolute performance of VisualSfM is better than Mono-VO, so its

performance has more room to drop. Second, in order to do the bundle adjustment,

local features are preferred to be seen across different frames. This may not be satis-

fied when compression increases.

Note that low values of IC need to be carefully treated. Among all 4 methods, the

SfMLearner also has relatively small ICs. However, this is because it has the worst

performance for motion estimation. Under compression, it is usually fully broken and

yields useless motion estimation results.
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23. CONCLUSION

In this work, we propose an evaluation methodology that can help users to investigate

the performance of different VOs under various factors. The performance of VOs are

measured for two main applications: robotic perception and visual augmentation. A

pose error is proposed to measure the performance of VOs for the robotic perception

applications, while Ordered-ITF and Random-ITF are proposed to measure the per-

formance of VO for video stabilization and Augmented Reality applications, which

both belong to visual augmentation applications.

We considered 5 factors here that influence the performance of VOs. These 5

factors are the richness of feature points in image frames, whether the scene con-

tent is consistent in the training set, camera sensor distortion and camera motion

distortion. Furthermore, our methodology can also investigate how the compression

rate influences the performance of a VO when the previous factors are present. Our

methodology is designed to create comparisons in which 4 of these factors are held

constant and only one is varied.

Two main questions can be answered by applying our methodology: (1) which

factor influences the current VO the most, and (2) which VO is the most sensitive

to the current factor. The first question helps users to find the bottleneck of the

current VO. The second question provides suggestions when users want to select an

appropriate VO given a main influence factor.
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In this report, we present the current progress of our work on improving the

utility of egocentric videos. We split the problem into 2 parts: improvement of

viewing experience of entertainment videos and compression of documenting videos.

The research subjects are First-Person Videos (FPVs) and DashCam Videos (DCVs)

respectively.

The first part of this report (Chapter 1) focuses on the viewing experience model of

FPVs. Our primary motivation is that FPVs are created to share experience and in-

formation but shakiness makes them uncomfortable to watch. The viewing experience

model is proposed to improve the video stability while preserving the recorded expe-

rience and information unlike the existing video processing techniques. The model

includes a perceptually-motivated viewing experience measurement which measures

both the video stability and First-Person Motion Information (FPMI). The proposed

measurement is based on a mathematical model of the Smooth Pursuit Eye Movement

(SPEM), which human would perform when watching FPVs. The viewing experience

model also includes a motion editing method, which uses the proposed measurement

as the guidance to find the balance between video stability and FPMI in order to

improve the overall viewing experience. We apply both objective and subjective tests

on the viewing experience model. The tests show that viewing experience measure-

ment is robust and effective; the motion editing method can effectively stabilize FPVs

while preserving more FPMI than existing video processing techniques.

The second part of this report (Chapter 2) introduces our DashCam Video com-

pression system. Our goal is to efficiently collect and compress these documenting

videos. Our system jointly compresses incoming videos with historical DCVs that

record the same route based on 3D-HEVC and two proposed preprocessors: video

retrieval and video alignment preprocessors. The video retrieval preprocessor is per-

formed to detect matching videos for the incoming DCV based on the GPS infor-

mation and illumination condition. Given the matching videos, the video alignment

preprocessor carefully creates a baseline video by assembling corresponding frames

of incoming video frames that record the identical location based on local feature
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matching. Experimental results show that our system achieves 30% more bit-savings

with respect to the standard HEVC and outperforms other similar approaches.

The third part of this report (Chapter 3) works on an evaluation methodology

for Visual Odometry. We propose an evaluation methodology that can help users to

investigate the performance of different VOs under various factors. The system is

especially designed for users to choose an optimal VO based on their applications.

We use a pose error to measure the performance of VOs for the robotic perception

applications. And two visual errors are proposed to measure the performance of VO

for the visual augmentation applications. The influence factors include the richness

of feature points in image frames, whether the scene content is covered in the training

set, camera sensor distortion and camera motion distortion. Compared to traditional

benchmarks, our methodology does not rely on a large dataset.

By the time we finished this thesis, the egocentric video processing has became one

of the most popular topics in the industry. AR, vlog, and autonomous driving, either

one of these may change and has changed our life. We hope our work contributes to

our future.
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