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ABSTRACT

Kim, Jupyoung Ph.D., Purdue University, August 2019. Effects of Turbulent Flow
Regime on Pilot and Perforated Plate Stabilized Lean Premixed Flames. Major
Professor: Jay P. Gore Professor.

An experimental study of the effects of turbulent flow regime on the flame struc-

ture is conducted by using perforated-plate-stabilized hydrogen-piloted lean premixed

methane/air turbulent flames. The underlying non-reacting turbulent flow field was

investigated using two-dimensional three-components particle imaging velocimetry

(2D3C-PIV) with and without three perforated plates. The non-reacting flow data

allowed a separation of the turbulent flow regime into axial velocity dominated and

vortex dominated flows. A plate with 62% blockage ratio was used to represent the

stream-dominant flow regime and another with 86% blockage ratio was used to rep-

resent the vortex-dominant flow regime. OH laser-induced fluorescence was used to

study the effects of the turbulent flow regime on the mean progress variable, flame

brush thickness, flame surface density, and global consumption speed. In comparison

with the stream-dominant flow, the vortex-dominant flow makes a wider and shorter

flame. Also, the vortex-dominant flow has a thicker horizontal flame brush thickness

and a thinner longitudinal flame brush thickness. Especially, the horizontal flame

brush thickness for the vortex-dominant flow does not follow the turbulence diffusion

theory. Then, the vortex-dominant flow shows a relatively constant flame surface

density along the stream-wise direction, while the stream-dominant flow shows a de-

creasing flame surface density. Lastly, the vortex-dominant turbulent flow improves

the consumption speed in comparison to the stream-dominant turbulent flow regime

with the same velocity fluctuation level.
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1. INTRODUCTION

1.1 Combustion and our life

How long can people survive without electricity and transportation? In con-

temporary life, the energy represented by transportation and electricity is the most

important source of human life, as shown in Fig. 1.1-(a). In terms of transportation,

internal combustion (IC) engine and gas turbine engine are the dominant engines to

operate transportation: airplanes, automobiles, watercraft, and locomotives. Elec-

tricity production is also predominantly satisfied by consuming fossil fuels. Even

though alternative sources are evolving by utilizing wind and solar energies, energy

production, namely electricity generation and power generation for transportation

using combustion, has been dominant for many decades. Among fossil fuels, natural

gas-fired energy production has been the highest percentage of energy production and

will be expected drastic growth in the future, as shown in Fig. 1.1-(b). In addition,

combustion is the most high-power density method to generate energy. That is, the

combustion process provides a certain amount of energy with the smallest equipment

compared with other energy sources.

With the fact that the combustion is significant to our life, pollutant emission

regulations for energy-producing devices are getting strict with decreasing the amount

of emission rate per device. Thus, research and development of the combustion process

have to be done with the purposes of diminishing the impact of combustion on the

environment, both by cutting down pollutant emissions and increasing the efficiency

of combustion facilities. The traditional combustion process was not able to achieve

these two aims. However, turbulent fuel-lean combustion can accomplish both goals.

In combustion, gas turbine engines and IC engines are the two primary devices

not only in transportation but also in electricity production. Fig. 1.2 shows (a) a
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(a) (b)

Fig. 1.1. Annual energy consumption and production. Data dis-
tributed by U.S. Energy Information Administration (EIA)

photograph of general electric SGT-300 gas turbine engine from GE website, (b) a

schematic of a gas turbine engine, and (c) a schematic of an internal combustion

engine.

The author would like to focus on gas turbine engines, especially. Gas turbine en-

gines, including natural-gas-fueled power plants as well as jet engines of airplanes, are

complex machines. However, they involve three common sections. The compressor,

which pulls air into the engine, pressurizes it and supplies it to the combustor. The

speed of intaking air is at hundreds of kilometers per hour. The combustor generally

made up of a ring or canisters arrangement of multiple burners. In the manifold of

each burner, fuel is injected and mixes with the air from the compressor. The mix-

ture is burned at the combustion chamber at temperatures of more than 1600 ◦C in

today’s gas turbine engines (H class). The combustion produces a high-temperature

high-pressure gas stream that enters and expands through the turbine section. The

turbine is a complex array of alternate stationery and rotating blades. As hot com-

busted gas expands through the turbine, it spins the rotating blades. The turbine
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(a) GE SGT-300 gas turbine engine

(b) Schematic of a gas turbine

(c) Schematic of internal combustion engine

Fig. 1.2. (a) a photograph of general electric SGT-300 gas turbine
engine from GE website, (b) a schematic of a gas turbine engine, and
(c) a schematic of internal combustion engine
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performs a dual function. It drives the compressor to operate and turns a generator

to produce electricity.

Gas turbines can be categorized into two types: (1) aeroderivative engines and

(2) heavy frame engines. Aeroderivative engines operate at very high compression

ratios (usually more than 30). Aeroderivative engines tend to be very compact and

are useful when smaller power productions are demanded. Heavy frame engines are

characterized by lower pressure ratios (typically below 20) and tend to be physically

large. Because large frame turbines have higher power productions, they produce

more massive amounts of emissions and must be designed to achieve low emissions

of pollutants. One fundamental feature of a gas turbine engines’ fuel-to-power effi-

ciency is the turbine inlet temperature. Higher temperature generally means higher

efficiency, which can lead to a more economical operation. H class gas turbine en-

gine has 1600 ◦C turbine inlet temperature providing typically 170 - 230 MW and

1000 MW with a combined-cycle plant. The engines achieve efficiencies as high as 60

percent.

Fig. 1.3 present an example of a combustor of a gas turbine engine, patent US

8,631,656 B2. Figure (1) is a cross-sectional view illustration of a gas turbine engine

combustor with an array of fuel burners for operating with a number of circumfer-

ential flame temperature nonuniformities. Figure (2) is a schematical illustration of

the first array of carburetors in burners to reduce or eliminate acoustics for a 3 per

rev frequency in a gas turbine engine combustor with a single annular ring of fuel

injectors. Figure (3) is a schematical illustration of the second array of carburetors

in burners to reduce or eliminate acoustics for a 3 per rev frequency in a gas turbine

engine combustor with two annular rings of fuel injectors. Figure (4) is a schematical

illustration of the third array of carburetors in burners to reduce or eliminate acous-

tics for a 3 per rev frequency in a gas turbine engine combustor with three annular

rings of fuel injectors. Figure (5) is a schematical illustration of the fourth array of

carburetors in burners to reduce or eliminate acoustics for a 5 per rev frequency in

a gas turbine engine combustor with a single annular ring of fuel injectors. Figure
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(6) is a schematical illustration of the fifth array of carburetors in burners to reduce

or eliminate acoustics for a 5 per rev frequency in a gas turbine engine combustor

with two annular rings of fuel injectors. Figure (7) is a schematical illustration of the

sixth array of carburetors in burners to reduce or eliminate acoustics for a 5 per rev

frequency in a gas turbine engine combustor with three annular rings of fuel injectors.

A diverse concept of combustors has been designed and applied to the gas turbine

engines in order to achieve better performance and better fuel efficiency. Currently,

as a future map of gas turbine engines and IC engines, new concepts of a combustor

are evolving.

One of the concepts includes exhaust-gas recirculation (EGR) or flue-gas recircu-

lation (FGR). Mazas et al. [1] studied that the effects of CO2 and H2O addition on

premixed oxyfuel combustion with experiments and numerical simulations on the lam-

inar flame speed of CH4/O2/CO2/H2O(v) and CH4/O2/N2/H2O(v) mixtures. Kim et

al. [2] investigated NO emission characteristics experimentally for the oxy-fuel com-

bustors using FGR technology. They found the optimal inlet arrangement and operat-

ing conditions of the FGR oxy-fuel combustor with two separate oxidizer nozzles yields

the most stable flames in a wide range of CO2 ratios. Flame speed at atmospheric

and high pressures were numerically and experimentally investigated using the CO2

diluted outwardly propagating CH4/O2/He flames by Chen et al. [3]. Han et al. [4]

studied chemical effects including flame surface density and flame burning velocity of

CO2 diluted, piloted, turbulent CH4/air premixed flames using high-repetition-rate

OH PLIF. EGR or FGR are experimentally simulated mostly by CO2 addition as you

have seen because of a difficulty of addition of H2O into a combustor.

Another concept is lean premixed pre-vaporised (LPP) combustors. Lieuwen et

al. [5] provided special writing to combustion society about combustion dynamics

of LPP combustor. Dhanuka et al. [6] experimentally investigated the mechanism

that causes a periodic combustion oscillation in a LPP combustor. The combustor

was run with high flow rates of preheated air at elevated pressures, with Jet-A as

the fuel. The injector provided LPP combustion and featured a stable premixed
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Fig. 1.3. An example of a combustor of a gas turbine engine. Patent
US 8,631,656 B2. (1) a cross-sectional view illustration of a gas tur-
bine engine combustor with an array of fuel burners. (2) to (7) is six
sequential arrays of injectors of the combustor.

flame surrounded by a pilot flame. The combustor was indentified as stable over

a wide range of conditions, but instability associated with unsteady flashback and

liftoff of the flame were observed. Temme et al. [7] studied a LPP combustor showing
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surpassing features in reducing pollutant emissions. Phase-averaged particle image

velocimetry was first applied to a LPP combustor.

The last concept is a combustor through axial staged lean-mixture injection. A

staged fuel nozzle with a pilot mixer and the main mixer was developed and tested

using a single-sector combustor to control emissions by Yamamoto et al. [8]. The

test results showed that the combustor enables an 82% reduction in NOx emissions

relative to the ICAO CAEP/4 standard and a drastic decrease in smoke and CO

emissions. Saitoh et al. [9] investigated the emissions characteristics of a gas turbine

combustor characterized by the reaction enhancement of the secondary mixtures of

lean compositions by the burned gas from the primary stage. Adachi et al. [10]

developed a three-stage combustor to prove that lean premixed mixtures supported

by the hot burned gas from the upstream stage can be used for obtaining a better

trade-off between ultra-low-NOx and high combustion efficiency over a wide range of

operation conditions.

1.2 Combustion

Combustion is an exothermic chemical reaction, which means energy generated by

a chemical reaction is released into the environment. Deflagration and detonation are

two ways energy can be released. If the combustion process propagates at subsonic

speeds, it is deflagration. If the combustion process moves at supersonic speeds, it is

detonation.

The definition of deflagration is a fire in which a flame travels rapidly, but at

subsonic speed, through a gas. That is, a deflagration has the speed of burning lower

than the speed of sound in the surroundings. Everyday fire and most controlled com-

bustion are examples of a deflagration. The flame propagation velocity is less than

100 m/s and the over-pressure is less than 0.5 bar. Because it is controllable, a defla-

gration can be harnessed to do work. Examples of a deflagration include an internal

combustion engine, gas stove, fireworks, and gas turbine engine. A deflagration burns
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outward radially and requires fuel to spread. Thus, for example, a wildfire starts with

a single spark and then expands in a circular pattern if there is fuel available. If there

is no fuel, the fire burns out. The speed at which a deflagration moves depends upon

the quality of the available fuel.

Detonation means explosion. When a combination of reactions releases a lot of

energy in a very short time, the explosion may occur. It is characterized by a super-

sonic exothermic front above 100 m/s up to 2000 m/s and significant over-pressure

up to 20 bars. The front drives a shock wave ahead of it. Although technically a

form of oxidation reaction, a detonation doesn’t require combination with oxygen.

Unstable molecules release considerable energy when they split and recombine into

new forms. For Example, chemicals produce detonations include any high explosives,

such as TNT (trinitrotoluene), nitroglycerine, dynamite, picric acid, C-4. Detona-

tions, of course, can be used in explosive weapons such as nuclear bombs. In a much

more controlled manner, they are also used in mining, road construction, and the

destruction of buildings or structures.

In daily life, a deflagration has been utilized more than a detonation. A defla-

gration is used for power generation or electricity generation in order to maintain

billions of lives. Two main applications of the deflagration for the power generation

and electricity generation are the IC engine and gas turbine engine in aero and on

the ground. In the subsection, these engines will be discussed deeply.

1.3 Premixed flames

A terminology, a flame, is more widely and frequently used than deflagration.

Because deflagration is a fundamental component of a flame, a flame is the most

appropriate terminology rather than deflagration. That is, a flame consists of tons

of deflagration waves propagating in a localized area. Scientists and engineers are

focusing on the investigation of a characteristic of the combustion process by observing

a flame and related features.
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Herein, it may be pertinent to define a flame. A flame is a self-sustaining prop-

agation of a localized combustion zone at subsonic velocities [11]. There are several

key words in this definition. First, we require a flame to be confined; that is, the

flame occupies only a small portion of the combustible mixture at any one time. The

second keyword is subsonic. A discrete combustion wave that travels subsonically in

termed a deflagration.

A flame can be sustained by burning a mixture comprising a fuel and an oxidant,

for example, methane and oxygen in the air. The burned mixture consists a mixture

of water, carbon dioxide, and nitrogen at a high temperature, typically at about 2000

K. Most of cases, the burned mixture includes minor species such as carbon monoxide

and nitrogen monoxide. As temperature increases along with a flame, the pressure is

assumed constant even though there is a small pressure drop across the flame, from

the unburned mixture to the burned mixture. The density drops about six times

across the flame.

A flame can be divided into three modes in terms of fuel to air (oxidant) mixing

status: non-premixed flame, premixed flame, and partially premixed flame. First,

a non-premixed flame is when fuel and air are not mixed at all until the moment

of burning. Before fuel and air are burned, the two reactants exist separately. A

representative example of a non-premixed flame is a candle flame. Before a wax and

a surrounding air are burned and make a flame, the wax and the surrounding air

cannot be mixed at all. A premixed flame is, on the other hand, when fuel and air

are mixed completely so that the fuel and air mixture is spatially and temporally

homogeneous before a flame. Lastly, if fuel and air are mixed but not completely and

not homogeneously, it is a partially premixed flame.

1.4 Turbulent premixed flames

A turbulent premixed flame is a premixed flame with a turbulent flow speed

defined with Reynolds number and turbulent motion. Steps of physical mechanisms
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are: An energy released in the chemical reactions heats the product mixture. A part

of this energy is transported to the unburned mixture due to not only heat transport

by molecular heat conductivity but also mass transport of the product mixture toward

the unburned mixture, increasing the temperature of the unburned gas mixture in the

vicinity of the zone where the chemical reaction occurs. The increase in temperature

initiates chemical reactions ahead of the zone mentioned above, which moves toward

the unburned mixture, and the flame propagates. Therefore, the flame propagation

is controlled by molecular transport and chemical reactions.

Conservation equations for reacting flows will be to investigate flames in this study.

The physical mechanism during combustion can be understood by exploring mass

conservation equation, momentum conservation equation, species balance equation,

energy conservation equation, and a few basic equations described in [12] and [13].

Energy conservation equation can be manipulated to enthalpy conservation equation,

and then, temperature balance equation.

A turbulent premixed flame can be expressed by the following conservation equa-

tions.

Mass conservation equation

∂ρ

∂t
+

∂

∂xk

(
ρuk

)
= 0 (1.1)

where t is the time and xk = (x1, x2, x3) = (r, x, z) and uk = (u1, u2, u3) = (u, v, w)

are the spatial coordinates and the flow velocity vectors, respectively. The summation

convention applies for the repeated index k. ρ is density of the mixture.

Momentum conservation equation

∂

∂t

(
ρui
)

+
∂

∂xk

(
ρukui

)
=
∂τik
∂xk
− ∂p

∂xi
+ ρ

N∑
n=1

(
Ynfni

)
(1.2)
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where

τik = µ
( ∂ui
∂xk

+
∂uk
∂xi
− 2

3

∂uj
∂xj

δik

)
(1.3)

is a shear-stress component in ith direction on a surface whose outward normal is in

the kth direction. δik is the Kronecker delta and µ is the dynamic molecular viscosity

of the mixture. The terms on the RHS of equation 1.2 are associated with the viscous

force, the pressure force, and the body force. p is pressure and Yn is the mass fraction

of a chemical species n, where n = 1 · · ·N and fni is a body force per unit volume

acting on species n in the direction i. If this body force is due to a gravitational

acceleration g, the body force term can be written as ρng .

Species conservation equation

∂

∂t

(
ρYn
)

+
∂

∂xk

(
ρukYn

)
=

∂

∂xk

(
ρDn

∂Yn
∂xk

)
+ ẇn (1.4)

where Yn is the mass fraction of a chemical species n, where n = 1 · · ·N . The

molecular diffusivity, Dn, is of the nth species in the mixture and the mass rate, ẇn, is

of production or destruction of the nth species. The first term on the RHS of equation

1.4, the mass molecular flux of species n in direction k, has been approximated by

Fick’s law.

Energy conservation equation

The energy conversation equation can be written in many alternative forms [12–

15]. One of the equations is,

∂

∂t

(
ρh
)
+

∂

∂xk

(
ρukh

)
=
∂p

∂t
+

∂

∂xk

(
ukp
)
+τik

∂ui
∂xk
− ∂qk
∂xk
−ρ

N∑
n=1

Dnfnk
∂Yn
∂xk

+Q̇rad (1.5)

where

qk = −λ ∂T
∂xk
− ρ

N∑
n=1

hnDn
∂Yn
∂xk

(1.6)
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is the molecular flux of enthalpy. Q̇rad is the energy exchange per unit volume due to

radiation. T is temperature and λ is the thermal conductivity of the mixture. The

equation 1.5 and 1.6 can be simplified after a few assumptions:

• It is assumed that the flow Mach number is sufficiently low for compressibility

effects to be neglected, allowing the first, second, and third terms on the RHS

of equation 1.5 to be set zero.

• Radiative heat transfer is assumed to be negligible.

• Energy transfer due to body forces is assumed to be negligible.

• A mixture is treated as an ideal gas.

With the assumptions, now the energy conservation equation becomes

∂

∂t

(
ρh
)

+
∂

∂xk

(
ρukh

)
=

∂

∂xk

[
µ

Pr

∂h

∂xk
+ µ

N∑
n=1

( 1

Scn
− 1

Pr

)
hn
∂Yn
∂xk

]
(1.7)

Pr = µ/(ρa) = ν/a and Scn = µ/(ρDn) = ν/Dn are the Prandtl and Schmidt

numbers, respectively. a = λ/(ρcp) is the molecular heat diffusivity of the mixture.

The ratio of a/Dn = Scn/Pr is called the Lewis number, and Len is for the nth

species.

Herein, the energy conservation equation can be more simplified if we apply one

more assumption:

• It is assumed that Scn = Pr for all species; this requires both that Dn can be

approximated by a common value D for all species and that Sc = Pr for all

species. This means Lewis number is unity.

Then, the molecular-diffusion term, the second term on the RHS is canceled. The

equation 1.7 can be written as

∂

∂t

(
ρh
)

+
∂

∂xk

(
ρukh

)
=

∂

∂xk

[
µ

Pr

∂h

∂xk

]
(1.8)
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1.5 Motivation and objectives

As aforementioned in the very first section, new concepts of a combustor are

evolving to enhance the performance and efficiency of a combustor. This study will

investigate lean premixed flames, especially in turbulent flow conditions associated

with high gas velocity in a combustor. In lean premixed turbulent flames as well as any

turbulent flames, stabilization of the flames is essential for the efficient performance

and the reliable operation of gas turbine engines.

In gas turbine engines, the flowing gas velocities are much faster than the maxi-

mum flame speeds. The burning velocity must be identical to the flow velocity for a

stationary flame front. The two important factors which determine the rate of move-

ment of the flame front across the combustion chamber are the reaction rate and the

transposition rate [16]. Flame stabilization is usually achieved by creating recircula-

tion of some of the combustion products and hence to continuously preheat and ignite

the fuel/air mixture. The hot recirculating gases transfer heat to the colder ones ignite

those and initiate flame spread. The burned gases convey heat to the recirculation

zone to balance the heat lost in igniting the combustible gas. Sufficient energy must

be fed to the stabilization region to ignite the coming gas flow continuously.

To stabilize a flame on a burner, a few devices, flame holders, are utilized: (1)

bluff body [17–23], (2) swirler [24–29], (3) mesh [17, 18, 30, 31], and (4) perforated

plate [17, 18, 31–37]. Generally, the main flame is stabilized using a combination of

the flame holders, not using a single flame holder. In the combinations, a perforated

plate is the most widely used in the sequence of flame holders to stabilize a flame and

control the structure and dynamics of a flame. Though its high usage and importance,

the studies about the perforated plate are rarely done. In this study, a perforated

plate will be investigated. Particularly, the effects of turbulent flow regime generated

by a perforated plate on the flame structure will be discussed.

In the following chapter, chapter 2, there will be a literature review about tur-

bulent premixed flames, perforated plates as turbulence generators, particle image
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velocimetry measurements for turbulent flames and flows, and planar laser-induced

fluorescence measurements for turbulent premixed flames. Chapter 3 will describe the

burner used in this study. Then, chapter 4 will draw flame conditions and flame im-

ages. Chapter 5 and 6 are about particle image velocimetry and planar laser-induced

fluorescence measurements for the flames. Finally, chapter 7 presents the summary

and conclusion of this study.
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2. LITERATURE REVIEW

A literature review of four different schemes will be performed. First of all, I will

summarize studies about turbulent premixed flames to understand flames from the

burner used in this study. Second, turbulence generators will be reviewed to un-

derstand what types of turbulence generators are used in combustors and why this

study selects a perforated plate as a turbulence generator. Third, researches with

particle image velocimetry applied to turbulent flames/flows will be reviewed. Lastly,

researches with planar laser-induced fluorescence applied to turbulent flames will be

studied.

2.1 Turbulent premixed flames

Since Damköhler reported the effect of turbulence on premixed flames [38], there

have been extensive studies about turbulent premixed flames. Not only about com-

prehensive investigations for turbulent premixed flames, but also about specific char-

acteristics such as flame brush thickness, flame brush density, and consumption speed

(burning velocity) for the flames have been documented.

Turbulent flame brush

The turbulent flame brush thickness δT is one of the significant aspects of flames.

The turbulent flame brush indicates the spatial region over which the instantaneous

turbulent flame fronts are located [39]. The instantaneous flame fronts can be mea-

sured of the reaction layers of CH (Methylidyne) or OH (hydroxyl) radicals. Note

that the flame front has its thickness. Because the flame brush is a time-averaged

quantity, the average progress variable distribution through the flame brush can also
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be extracted or vice versa. In other words, where the leading edge and trailing edge

of the flame brush are the locations of mean progress variables equal to unity and

zero. Fig. 2.1 shows a schematics of the turbulent flame front and brush with (a) an

instantaneous flame front marked by CH layer [40], (b) superposition of instantaneous

flame fronts obtained at different times, and (c) a turbulent flame brush associated

with a time-averaged view of the same flame [11].

(a) (b) (c)

Fig. 2.1. Schematics of the turbulent flame front and brush. (a)
an example of instantaneous flame front marked by CH layer [40],
(b) superposition of instantaneous flame fronts obtained at different
times, (c) a turbulent flame brush associated with a time-averaged
view of the same flame [11].

The turbulent flame brush thickness can be determined in several ways. Gouldin

et al. and others [41–45] determined the thickness by finding the distance between two

specific mean progress variable surfaces; for instance the horizontal distance between

〈C〉 = 0.9 and 〈C〉 = 0.1. Whereas, Namazian et al. and others [46–52] determined

the thickness by the maximum gradient method followed by

1

δT,x
= max

∣∣∣∣∣d 〈C(x, r = 0)〉
dx

∣∣∣∣∣ (2.1)
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1

δT,r(x = x∗)
= max

∣∣∣∣∣d 〈C(x = x∗, r)〉
dr

∣∣∣∣∣ (2.2)

where the mean flame brush thickness along the burner centerline δT,x and those along

the radial direction δT,r(x = x∗) at a specific axial location. x and r are axial and

radial coordinates. Herein, the reaction progress variable C is defined as

C =
YF,u − YF
YF,u − YF,b

=
T − Tu
Tb − Tu

(2.3)

where YF is the mass fraction of fuel and T is the gas temperature. Subscripts u

and b represent unburned reactants and burned products, respectively. 〈C〉 is mean

progress variable for transient state. The different two methods for the turbulent

flame brush thickness present different quantitative values, whereas the qualitative

trends remain unaltered [44,45].

Summerfield et al. [30] proved the difference between a laminar premixed flame

and a turbulent premixed flame through chemiluminescence images. The images of

the laminar and turbulent premixed flames provided that it is noticeable the thickness

of turbulent flame brush is broadened than the thickness of the laminar flame which is

roughly constant along the position of flame brush. Karlovitz et al. [53] showed that

the increase of δT is controlled by the turbulent diffusion. That is, turbulence tends

to increase the flame brush thickness. Also, they developed the turbulent diffusion

model based on Taylor theory. Karlovitz et al. [53] showed that turbulent diffusion

controls the behavior of the flame brush thickness. They related the root mean

square displacement of the flame surface to the Taylor [54] length scale. According to

Karlovitz, turbulent diffusion broadens the distribution of an assembly but does not

produce a net motion. Starting from an arbitrary wavy flame front which is thought

to be produced by turbulent fluctuations, the flame front propagates in the normal

direction for short time intervals, while the turbulence motion is thought to be absent.

Portions of the flame front soon intersect each other, thus producing the characteristic
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shape of the instantaneous flame front. Sharp edges appear on the burned-gas side and

slightly curved surface elements on the unburned-gas side. Because of their oblique

positions, the back portions of the flame move forward with increased velocity. The

increased velocity compensates for backward diffusion and causes the entire flame

to move forward. Damköhler [38] stated that the fine-scale turbulence increases the

transport within the flame brush, whereas the large-scale turbulence does not affect

the structure of the instantaneous flame front. He further added that the diffusion

caused by the turbulent motion proceeds forward and backward within the flame

brush with equal velocity represented by the root-mean-square (rms) velocity.

The turbulent diffusion model by Karlovitz et al. predicted δT well with the

agreement of the turbulent flame brush measurement [45–47, 51, 55, 56], even though

it does not account for the non-homogeneous turbulence or radiation heat release in

flames. It was observed that the growth of the turbulent flame brush is linear to the

rms displacement of the flame front Yrms,

δT =
√

2πYrms, (2.4)

with the two approximations which are a Gaussian distribution of displacement of

the instantaneous flame front and the thin flame front. The rms displacement of the

flame front Yrms can be thought as the thickness of a turbulent mixing layer from

an admixture source in a statistically stationary case. The thickness of a turbulent

mixing layer can be derived using Taylor theory which is about the turbulent diffusion

process masked by the convection of the mixing layer by the mean flow. As a result,

the growth of the turbulent flame brush can be described with the equation [48],

δ2T = 4πu2rmsτLt

{
1− τL

t

[
1− exp

(
− t

τL

)]}
(2.5)

where urms is the rms of velocity fluctuation, τL is Lagrangian timescale, and t = x/ū.

x is the distance from the flame stabilization area and ū is mean velocity. It has proven

experimentally [4, 48, 49].
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Namazian et al. [46] measured the instantaneous flame front positions with the

two approximations: a Gaussian distribution of displacement of the instantaneous

flame front and the thin flame front. Boukhalfa and Gökalp [47] showed the increase

of the turbulent flame brush thickness with the azimuthal distance. Gouldin et al. [55]

reported the increase of the turbulent flame brush thickness with the axial distance.

Goix et al. [56] showed the important role played by the turbulent length scale at

the flame holder, where the burner exit is, in determining the flame behavior. The

evolution of the rms displacement of the flame front was shown to be very sensitive to

the turbulent intensity at the flame holder: the slope of rms displacement of the flame

front versus the downstream distance was found to be proportional to the turbulence

intensity. Lee et al. [42] observed the thickness of turbulent flame brush increases

as the mean flow velocity increases. Also, the thickness non-dimensionalized by the

integral length scale tends to show linear dependence on the H-factor derived from

the first moment equation of the reaction progress variable. Griebel et al. [43] showed

clearly the thickness of turbulent flame brush from a contour plot of the mean progress

variable in Fig. 2.2. Venkateswaran et al. [44] reported several results about the flame

Fig. 2.2. Contour plot of the mean progress variable 〈C〉 [43]

brush thickness. The thickness is independent of turbulence intensity near the burner

exit, where the distance of (〈C〉 = 0.5) is shorter than 0.5D. However, the thickness is

controlled by turbulence from the location where (〈C〉 = 0.5) is farther than 0.5D, and

higher levels of jet turbulence result in a thicker flame brush. D is the burner diame-
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ter, 20 mm. Second, the thickness is independent of the fuel composition. Third, the

pressure thickens the thickness. Tamadonfar et al. [45,57] also reported diverse vari-

ations of flame brush thickness. The trend of the normalized centerline flame brush

thickness is similar to the behavior of normalized characteristic flame height. The

normalized horizontal flame brush thickness develops with increasing axial distance

from the burner exit and increasing equivalence ratios from 0.7 to 1.0. The nor-

malized horizontal flame brush thickness increases with increasing total turbulence

intensity, whereas it decreases with increasing bulk flow velocity under a constant

equivalence ratio. The normalized centerline mean flame brush thickness decreases

with increasing equivalence ratio from lean to stoichiometric mixtures, whereas it

remains relatively constant with increasing equivalence ratio for rich mixtures. The

normalized centerline mean flame brush thickness for lean/stoichiometric mixtures

is higher than the corresponding value for rich mixtures. Kheirkhah et al. [51, 52]

also showed that the enhancement of turbulence intensity increases the flame brush

thickness. In addition, they clearly presented a correlation between the flame brush

thickness and the rms of the flame front position with a linear relationship, which

proposed as the equation 2.4.

Flame brush can be used to characterize other important parameters of flames

including flame surface density, consumption speed, and flame front curvature.

Flame surface density

The flame surface density Σ is the flame surface area per unit volume (m2/m3)

indicating the flame front convolution. A higher flame surface density means more

flame fronts exist in the area corresponding to a higher mean reaction rate [15]. Thus,

the flame surface density exists within the flame brush. There are three methods to

define the flame surface density. The first method is proposed by Shepherd et al.

[58–60] which is to overcome a two-dimensional measurement of a three-dimensional

flame surface density by a direct measurement of the flame front length and flame zone
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area as a function of the mean progress variable. It is obtained using the following

expression

Σ2D(〈C〉) =
1

nf

∑nf

p=1 Li,p(〈C〉)

A(〈C〉)
(2.6)

where nf is the number of flame images analyzed for each flame condition, and

Li,p(〈C〉) is the instantaneous flame front length of a flame realization p with re-

spect to the mean progress variable. It has been evaluated throughout Lachaux et

al. [61], Halter et al. [62], Yuen and Gülder [63], Cohé et al. [64], and Zhang et

al. [65, 66] for Bunsen-type flames, Shepherd [59] for V-shaped and stagnation-point

flames, and Shepherd et al. [67] for low-swirl stabilized flames.

The second method is obtained from the mean flame front length per unit area.

Following Filatyev et al. [68], the instantaneous flame front images are divided into

interrogation boxes. The instantaneous flame front length for each interrogation box

is obtained by multiplying the number of flame front pixels into the resolution of

the image. For each interrogation box, the mean value of all these lengths, which is

obtained by taking an average, divided by the area of the interrogation box is then

equal to the flame surface density of the desired region

The third method to evaluate the flame surface density was developed by Pope [69].

This method is based on the gradient of the progress variable in the flame zone. In

addition, Halter et al. [70] improved the equation proposed by Pope [69] for a Bunsen-

type burner. The flame surface density can be expressed as

Σ2D(r, h) =

√√√√〈(∂C
∂r

)2

+

(
∂C

∂h

)2
〉

(2.7)

where r and h are the radial and axial directions. The instantaneous flame surface

density is evaluated by calculating ∂C/∂r and ∂C/∂h for each pixel with the central

differencing scheme and determining its norm. The next step is to take an average of

all these values for each interrogation box. If the boxes are identical for the second and

third methods utilized to evaluate the flame surface density in the space coordinates,
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this will help to compare the flame surface density values using both methods at the

same physical locations.

Lee et al. [42] claimed that the maximum flame surface density increases as in-

creasing of normalized turbulent fluctuation velocity by laminar flame speed u
′
/SL or

decreasing of integral length scale. The maximum flame surface density tends to show

linear dependence on the K-factor. Also, the peak location of the flame surface den-

sity in 〈C〉 space is correlated in terms of the degree of gradient or counter-gradient

diffusion by turbulence. The flame surface density increases at a higher ambient pres-

sure due to decrease in the laminar burning velocity and the length scales of flame

wrinkling. Renou et al. [49] The maximum of flame surface density decreases as the

flame propagates and remains independent of the Lewis number in the 〈C〉 space. The

results also indicate a decreasing of the maximum flame surface density with u
′
/SL.

The peak location is a little less than the symmetrical value 〈C〉 = 0.5, and increases

slightly as the flame propagates. Tamadonfar et al. [57] reported that the maximum

flame surface density decreased with increasing equivalence ratio for many different

flames. In addition, the maximum flame surface density decreased with increasing

total turbulence intensity. The maximum flame surface density for rich mixtures was

higher than the corresponding value for lean/stoichiometric mixtures. Filatyev et

al. [68] reported that the maximum flame surface density decreases as mean flame

brush thickness increases due to turbulent diffusion. They also noticed the changes

in the flame surface area flame do play a major role in determining the trends in the

burning velocity results. To be specifically, merging of flamelets leads to a decrease

in flame surface area and ST . The geometric factor that causes flame wrinkling is

associated with flame height. That is, increasing the turbulence level tends to make

the flame propagate faster, but this is counteracted by the fact that a faster Bun-

sen flame becomes shorter, which reduces the residence time during which stretch is

applied.
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Consumption speed

The consumption speed of flames ST is the how rapidly the leading edge of the

flame brush will traverse a certain distance [39]. Physically, the consumption speed

can be divided into two concepts: global and local consumption speeds.

The global consumption speed provides an evaluation of total reactants consump-

tion rate for the defined flame. It is expressed as

ST,GC = Global consumption speed =
ṁR

ρRA〈C〉
(2.8)

where ṁR is the mass flow rate of the reactants, ρR is the density of the reactants,

and A〈C〉 is defined as the area of a certain value of the 〈C〉 contour; for example,

A〈C〉=0.5 means the area of the 〈C〉 = 0.5 contour. The global consumption speed

ST,GC that is typically measured in Bunsen geometries. It is proportional to the mass

flow rate of reactants. To use this definition it is necessary that all of the reactants

pass through the flame brush. Bunsen flames meet this requirement. Counterflow

and V-flames, on the other hand, are not appropriate because reactants flow not only

through the flame brush, but also through the region where there is on flame. To

readily understand the equation 2.8, consider a flat turbulent flame that has contours

of 〈C〉 that are flat planes. In the time ∆t the entire brush moves forward a distance

ST,GC∆t. The volume of reactants that was traversed by the wave is ST,GC∆tA〈C〉=0.5.

The mass of reactants in this volume is ρRST,GC∆tA〈C〉=0.5. Dividing this number by

∆t yields the mass per second of reactants traversed by the wave, which then is set

equal to the mass per second of reactants exiting the burner ṁR, which leads to the

equation 2.8. ST,GC can be determined in the same way from experimental or DNS

results.

The local consumption speed is a local fuel consumption rate at an interrogation

region with more insights into wrinkled flame surface area. It is defined as following

expression
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ST,LC = Local consumption speed = S0
LI0

∫ ∞
−∞

Σ dη (2.9)

where η is normal to the flame brush, S0
L is unstretched laminar flame speed, and I0

is the stretch factor. Profiles of flame surface density Σ are measured generally using

laser-imaging diagnostics. If we recall that the local consumption speed is defined

at an interrogation region, a control volume analysis can be adopted to the inter-

rogation region. The control volume analysis shown in Fig. 2.3 gives a relationship

between the area of wrinkled flame surface AT to the area of unwrinkled flame surface

(A〈C〉=0.5 or AL). The following expression is the relationship [39].

AT =

∫ ∞
−∞

Σ dV =

∫ ∞
−∞

Σ (ALdη) (2.10)

Then, the equation 2.9 can be simplified with the equation 2.10 into

ST,LC
S0
L

= I0
AT
AL

(2.11)

Fig. 2.3. Schematic of the wrinkled area (AT ) and the area of the
〈C〉 = 0.5 contour (AL). Also, labeled are the flamelet consump-
tion speed (SF,C) and the turbulent brush local consumption speed
(ST,LC). [39]
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The other studies developed empirical correlations, as well. For example, Driscoll

[39] developed the following correlation,

ST,LC
S0
L

= I0ΣmaxδT (2.12)

based on the empirical correlations [71, 72]

Σ = 4Σmax 〈C〉 (1− 〈C〉) (2.13)

〈C〉 =

[
1 + exp

(
−4 (η − ηm)

δT

)]−1
. (2.14)

The coordinate η is normal to the brush and ηm is the value of η where 〈C〉 equals

0.5. Schmidt et al. [73] showed the following correlation,

ST,LC,∞
S0
L

=
urms
S0
L

(
1 +Da−2

)−1/4
. (2.15)

They defined ST,LC,∞ is the fully developed turbulent local consumption speed. Kawan-

abe et al. [74] reported the following correlation,

ST,LC
S0
L

= 1 + 1.25

(
urms
S0
L

)0.7

. (2.16)

Peters [75,76] obtained the following correlation,

ST,LC,∞
S0
L

= 1 +
0.39

2

L

δL

[√
1 + 20.5Da−1 − 1

]
(2.17)

in the planar, one-dimensional case. L is the integral length scale of turbulence and

δL is laminar flame thickness.

Turbulence effect on consumption speed is also the key concept of turbulent flame.

According to Damköhler [38], fine-scale turbulence increases the transport phenomena

within the flame front, thereby increasing the burning velocity. The increased burn-

ing velocity is an effect of the increased flame surface. The burning velocity would

increase almost linearly with the intensity of turbulence. Griebel et al. [43] observed

an increase of the turbulence intensity and the integral length scale at the combustor

inlet leads to shorter flames i.e. to higher ST,GC . Tamadonfar et al. [45] observed
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that the leading edge and half-burning surface turbulent burning velocities increase

with increasing turbulence intensity, while they decrease with increasing bulk flow

velocity. Also, they increase with increasing longitudinal integral length scale. Two

correlations to represent the leading edge and half-burning surface turbulent burning

velocities were derived with respect to the equivalence ratio, non-dimensional turbu-

lence intensity, non-dimensional bulk flow velocity, and non-dimensional longitudinal

integral length scale. Results showed that the half-burning surface turbulent burning

velocity decreases with increasing flame height.

Comprehensive parameters such as characteristic flame height, mean volume of

the turbulent flame region, mean fuel consumption rate, two-dimensional flame front

curvature, local flame front angle, wrinkled flame surface area, mean flamelet con-

sumption velocity, and mean turbulent flame stretch factor were documented in the

other researches as well as the researches mentioned in this chapter. Also, their work

is well reviewed by authors such as Lipatnikov [12] and Driscoll [39].

2.2 Turbulence generator: perforated plate

Among various flame stabilization methods, the flame stabilization by a perforated

plate is the method have frequently been using. Since Videto and Santavicca [77] doc-

umented a turbulent flow system using perforated plates, numerous burners utilized

perforated plates as one of flame stabilization tools have been studied; recently stud-

ied by Chowdhury et al. [18], Skiba et al. [78], Tamadonfar and Gülder [45, 57], and

Won et al. [35]. In this section, two topics will be discussed. First, it will be about

what is the effects of the perforated plate on flows or flames. Next, it will be reviewed

about how perforated plates are utilized in combustion.

The turbulent flows generated by a perforated plate including the details of the

plates have been shown by a limited number of studies. Videto and Santavicca [77,79]

introduced freely propagating turbulent flows/flames with perforated plates which are

two slots in a rectangular duct resulting in 97.5% blockage ratio or 32 holes in a circu-
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lar duct resulting in 99.5% blockage ratio. For the latter case, they added a mesh grid

to break down the turbulence length scale. They emphasized the importance of per-

forated plates by describing many disadvantages of the configurations of conventional

flame stabilization mechanisms: rod stabilized flame, rim stabilized flame, edge stabi-

lized flame, and wall stabilized (stagnation). Using laser Doppler velocimetry (LDV),

they reported (i) The spanwise turbulence intensity increased lightly ahead of the

flame and by a factor of five to six across the flame, while the streamwise turbulence

intensity was relatively constant ahead of the flame and increased by only two to three

times across the flame, (ii) The spanwise, transverse integral length scale increased

100% across the flame, while the streamwise component increased by only 50%, (iii)

The degree of autocorrelation of both streamwise and spanwise velocities increased

across the flame, resulting in an increased turbulence time scale behind the flame, (iv)

The density-weighted kinetic energy doubled across the flame. This increase began

well ahead of flame arrival, (v) For the spanwise velocity component, there was an

increase of high-frequency fluctuations ahead of the flame and a slight shift in turbu-

lence energy towards lower frequency fluctuations behind the flame. In contrast, the

spectral distribution of the streamwise component was relatively unchanged through

the flame. Thole et al. [80] used the two-dimensional turbulent flows in a wind tun-

nel with perforated plates of holes with 5.08 mm in diameter in a lateral spacing

S=3D. Castro [81] discovered that the turbulent flow generated by a perforated plate

can be divided into two distinct regimes: a stream-dominated turbulent flow regime

and a vortex-dominated turbulent flow regime. The stream-dominated turbulent flow

regime exists when the blockage ratio (B.R.) is lower than 70%, whereas a B.R. higher

than 80% leads to a vortex-dominated turbulent flow regime. He observed the distinct

regimes from the drag coefficient, Strouhal number, and vortex zone location versus

porosity, as shown in Fig. 2.4. Porosity is 1 - B.R.. He proposed that, between B.R.

80% to 99%, a vortex dominates the wake, although its strength gradually decreases

as the vorticity in the shear layers decreases with air entrainment. The reversed flow

region and the vortex formation region move downstream as the B.R. decreases. Be-
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tween B.R. 70% and 0%, a far wake instability causes the periodic effects and a vortex

zone is not seen. The transition between the two flows is over a narrow range of B. R.

Several characteristic properties are observed to change under the two distinct flow

regimes.

Liu et al. [82] examined the effect of the plate blockage ratios (35%, 50%, and 60%)

and the plate hole diameters (25.4, 38.1, and 50.8 mm) through wind tunnel tests using

hot-wire anemometry (HWA). They claimed that the normalized turbulence intensity

and turbulence integral length scale can be varied independently by using perforated

plates with different hole diameters, blockage ratios, and downstream distances. The

increase of blockage ratio leads to the increase of turbulence intensity urms/ 〈u〉. They

found a variation of turbulent intensity by Reynolds number, but could not find a

correlation. Also, Liu et al. [83, 84] said that the turbulence intensity is higher and

more isotropic in the perforated plate with orifice-shaped holes than the perforated

plate with straight-shaped holes. Quinn [85] studied that potential core lengths, mean

streamwise velocity decays, jet spreading rates, and evolution of the jet. Griebel

et al. [43] used perforated plates of 50% and 65% blockage ratios with holes in a

hexagonal array to stabilized flames. The plates provided the non-dimensionalized

turbulent intensity 5 - 52. Coppola and Gomez [86] investigated not only the effect

of perforated plates of a range between 95.5% and 99.65% blockage ratio but also the

effect of the geometric parameter of holes in the plates. Using HWA to measure mean

streamwise velocity, turbulence intensity, and turbulence length scales, they concluded

that the plates with circular holes generate higher turbulent levels at a given flow rate

and preserve radial uniformity. From the work done by Nicolleau et al. [87], it is clear

that a perforated plate with holes in a hexagonal array gives advantages as shown in

Fig. 2.5: (i) the least pressure drop than any other geometries of hole, and maintains

constant pressure along streamwise direction, (ii) the perforated plate with holes in a

hexagonal array gives the uniform radial profile of streamwise velocity, but the other

plates with fractal holes or fractal arrays of holes do not, and (iii) the perforated

plate with holes in a hexagonal array generates the peak turbulence intensity near
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1©

2©

3©

Fig. 2.4. 1© Drag coefficient, 2© Strouhal number, and 3© vortex
zone location versus porosity [81]. Porosity = 1 - B.R.. Castro [81]
discovered that the turbulent flow generated by a perforated plate can
be divided into two distinct regimes.
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the plate, but the other plates with fractal holes or fractal arrays of holes generates

the peak turbulence intensity further than the case of perforated plate.

Marshall et al. [88] reported characteristics of flow field by the perforated plates

with the movable holes arranged in a hexagonal array. They confirmed uniformity

of mean streamwise velocity and rms velocity fluctuation as well as the increase of

turbulence intensity by increasing blockage ratio from 69% to 93%. They also argued

that the longitudinal length scale is sensitive to blockage ratio, but has no correlation.

Based on the work reviewed in the previous paragraph, many researches about

combustion have been used perforated plates to generate turbulence and to stabilize

flames [18, 23, 25, 31, 35, 36, 40, 45, 51, 52, 57, 65, 78, 89–105]. A perforated plate with

the holes arranged in a hexagonal array is the classical and general shape of plate to

stabilize flames, so that most of researches used the configuration of the perforated

plate Won et al. [35,89] and Windon et al. studied two-dimensional turbulent flames

with perforate plates of 78% and 50% blockage ratios. Kheirkhah et al. [31, 51,

52] equipped a plate with blockage ratio of 58%, and establish V-flame with a rod.

Sundaram et al. [90] installed three perforated plates of blockage ratio 46%, 57%,

and 67% in series on their burner. Tamadonfar and Gülder [45, 57] Chowdhury et

al. [18] used multiple turbulence generators for turbulence including bluff body, mesh,

impinging jet, perforated plate (blockage ratio 60%, 67%, and 78%). They achieved

turbulence intensities of 4%, 14%, 24%, and 30%. Skiba et al. [78, 91], Wabel et

al. [92], and Marshall et al. [25, 93, 94, 99] adopted the design of perforated plates by

Marshall et al. [88].

The studies including the details of flow field and flames documented mean veloc-

ity, rms velocity fluctuatoin, and corresponding length and time scales using HWA,

LDV, or PIV. However, their spatial resolutions were too big to analyze velocity

profiles and velocity decays in an appropriate scale. Furthermore, specific analysis

with high spatial resolution measurement was not achieved. In addition, no work

about flame has been done for the comparison of blockage ratios less than 70% and

higher than 80%. A range of blockage ratio of perforated plates between 70% and
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1©

2©

3©

Fig. 2.5. 1© The normalized pressure drop, 2© the normalized cen-
terline velocity by inlet velocity, and 3© turbulence intensity as a
function of downstream locations generated by different geometries of
turbulence generator plate [87]. (a), (b), (c), and (d) represent sets of
turbulence generator plates showing as figures on the left side of each
graph.
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80% is the threshold which distinguishes flow characteristics [81, 106, 107]. Thus, it

is required what is the effect of those blockage ratios on flow characteristics and then

flames [81,106,107].

2.3 Particle image velocimetry

Particle image velocimetry (PIV) is the latest and the most widely used technique

for the measurement of the flow field as proven in Fig. 2.6. It shows that PIV

has emerged to the dominant approach in experimental fluid mechanics since the

last three decades. This technique provides instantaneous velocity fields over global

domains. The techniques can be classified into 2D PIV and 3D PIV. The 3D PIV

techniques can again be divided into two categories: 3D PIV techniques that measure

in a three-dimensional domain (3D3C) and 3D PIV techniques that measure in a two-

dimensional domain (2D3C). The first category includes the tomographic PIV (TPIV)

[108] and holographic PIV [109] techniques. The stereoscopic PIV (SPIV) [110] and

dual-plane correlation PIV [111] techniques belong to the second category. The 3D3C

PIV techniques give complete three-dimensional velocity data in a 3D measurement

volume. However, they need an elaborate and costly experimental equipment and

long computation times but have low accuracy in comparison to the 2D and 2D3C

PIV techniques. These factors significantly narrow the practical utilization of the

3D3C PIV measurement techniques.

The principle of PIV is well explained in the books by Raffel et al. [113] and

Adrian et al. [114]. Most applications of PIV are described in the book by stanislas

et al. [115] and schroeder et al. [116]. The typical experimental setup of a PIV system

requires four basic components (Fig. 2.7):

• An optically transparent test-section containing the flow/flame with seeded

tracer particles

• A light source (pulsed laser) to illuminate the region of interest and light sheet

optics to deliver the light to the test-section
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Fig. 2.6. The occurrence of the trigrams hot wire anemometry (HWA),
laser Doppler velocimetry (LDV), and particle image velocimetry
(PIV) in Google Books (http://books.google.com) between 1952 and
2008. The graph taken from [112] and the data taken from Google
Ngrams.

• Recording hardware: a CCD/CMOS camera and a computer

• A computer with a suitable software to process the recorded images and extract

the velocity vectors.

Fig. 2.7. Experimental arrangement for 2D PIV [113]
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Using the experimental setup, the typical procedure of PIV technique consists

of [113]

• Seeding: The tracer particles have to be seeded to the flow.

• Illumination: These tracer particles have to be illuminated in a plane or vol-

ume of the flow at least twice within a short and known time interval.

• Recording: The light scattered from the tracer particles has to be recorded

either on two separate frames or on a sequence of frames of a camera.

• Calibration: A calibration obtains the relation between the particle image

displacement in the image plane and the tracer particle image in the flow.

• Evaluation: The displacement of the particle in the particle images between

the light pulses has to be determined through evaluation of the PIV recordings.

• Post-Processing: To detect and removed invalid measurements and to extract

complex flow quantities of interest, complicated post-processing is required.

The general stereoscopic PIV technique employs two CCD/CMOS cameras addi-

tion to the experimental setup of a 2D PIV system, with each camera simultaneously

capturing the same instantaneous particle configuration from a different angle [110]

as shown in Fig. 2.8. The current trend of stereoscopic PIV have been to use digi-

tal cameras to record the two views in the angular displacement configuration while

incorporating the Scheimpflug condition [110].

The geometric relationship between the real particle displacements (∆x, ∆y, and

∆z), and the apparent displacements measured by the first camera (∆X1,∆Y1), and

the second camera (∆X2,∆Y2) are presented below.

∆z =
−do (∆X1 −∆X2)

MnS − (∆X1 −∆X2)
(2.18)

∆x =
∆X1 (x− S/2)−∆X2 (x+ S/2)

MnS − (∆X1 −∆X2)
(2.19)
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∆y = −y∆z

do
+

∆Y1 + ∆Y2
2Mn

[
∆z

do
− 1

]
(2.20)

where Mn = di/do. do is the object distance to the middle of the light sheet, and di is

the corresponding image distance. For the Scheimpflug system, Mn can be calculated

from tanα/tanθ. S is the distance between the two cameras.

The measuring volume is confined by the thickness of the laser light sheet. Two

cameras at different angles capture each particle images associated with the laser

sheet. The particle displacements in the image planes captured by each camera

are calculated to 3D velocity fields. More calibration procedure addition to The

typical procedure of PIV technique is required to reconstruct the two particle images

at different angles related with a flow in a real world. There are two methods to

construct the images. First method developed by Willert [117] is by reconstructing

the two particle images at different angles and then extracting flow quantities. The

other method developed by Soloff et al. [118] is by extracting flow quantities from

each particle images and then reconstructing the extracted flow quantities.

Extensive developments on PIV algorithm have been done to increase the accuracy

of PIV such as cross-correlation [119–125], window offset [126, 127], multi-grid and

multi-frame [127, 128], window deformation [129], outlier [130, 131], and uncertainty

analysis [132–135].

Eckstein et al. [119] showed improvement in vector detection and accuracy using

Gaussian transformed phase correlation (GTPC) compared to standard Fourier-based

cross-correlation (SCC) techniques. They [121] advanced GTPC to robust phase cor-

relation (RPC) with the use of median image filtering. They [120] presented a ca-

pability of RPC by providing a reliable digital particle image velocimetry estimate

that substantially improves the measurement accuracy and resolution by attenuating

Fourier-based error image edge effects. A window offset is another way to decrease the

noise of PIV. Westerweel et al. [126] showed the use of a window offset that is equal

to the integer part of the displacement in pixel units reduces the noise level of the

measurement. Scarano et al. [127] performed improvement in accuracy for quantita-
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(a) Translation system

(b) Angular displacement system

Fig. 2.8. Two basic configurations for stereoscopic PIV systems: (a)
translation method and (b) angular-displacement method [110]

tive turbulence measurements using a window offset. They also showed that iterative

multi-grid approach allows a more precise displacement prediction. Sciacchitano et

al. [128] adapted an adaptive multi-frame technique providing a higher signal-to-noise

ratio and a more accurate velocity estimation. Scarano et al. [129] showed that a win-
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dow deformation gives the significantly improved accuracy and robustness of vector

estimation in the presence of highly sheared flows.

In order to quantify accuracy of vector estimation, outlier and uncertainty analysis

can be implemented. Westerweel et al. [131] demonstrated that the outlier detection

called the normalized median test yields universal probability density function for

the residual and that a single threshold value can be applied to effectively detect

spurious vectors. The percentage of the outlier, which reveals how many spurious

vectors exist in a vector filed, can give a PIV user to select the optimum combination

of PIV algorithms. The uncertainty can be analyzed in a few methods. The first

method [113] is by mapping the effects of selected primary error sources such as

shear, displacement, seeding density, and particle diameter to the true error for a given

measurement. The second method is particle image matching [136]. The uncertainty

of measured displacement is calculated from the ensemble of disparity vectors, which

are due to incomplete match between particle pairs within the interrogation window.

This method accounts for random and systematic sources of error; however peak-

locking errors and truncation errors cannot be detected. Also, the disparity can

be calculated only for particles that are paired within the interrogation window.

The last method is using signal-to-noise within the cross-correlation plane [135,137].

The ratio of primary-peak to secondary-peak in the cross-correlation plane gives the

measurement uncertainty.

Stereoscopic particle image velocimetry is used in many applications. Hof et

al. [138] and Kapakli et al. [139] used the technique to observe turbulent pipe flows.

ElHassan et al. [140] measured turbulent jet flows using the technique. Herpin et

al. [141] measured a turbulent boundary layer. Tanahashi et al. [142] developed dual-

plane stereoscopic particle image velocimetry. Stereoscopic particle image velocimetry

is also adapted to measure premixed turbulent flames by many researcher: Boxx et

al. [143], Weinkauff et al. [144], Trunk et al. [145], Steinberg et al. [146, 147], and

Petersson et al. [148].
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2.4 Planar laser-induced fluorescence

PLIF stands for planar laser induced fluorescence. PLIF has been used to measure

species concentration, temperature, pressure, and velocity [149,150]. Details of PLIF

can be found in Kychakoff et al [151] and a schematic of a PLIF experiment is shown

in Fig. 2.9.

Hydroxyl (OH) and methylidyne (CH) are two representative species to reveal a

flame structure. Hydroxyl radical is generally abundant in flames from the reaction

zone to products, and has a peak near the flame front. Furthermore,excitation wave-

lengths, λex ≈ 280315 nm for the A2Σ+ −X2Π
(
v

′
= 0, v” = 0

)
and

(
v

′
= 1, v” = 0

)
bands, are conveniently generated with Nd:YAG-pumped dye lasers using efficient,

long-lived red dyes. OH has thus been used as a flame front marker, though with

some ambiguity in complex flow fields [152]. Methylidyne exists in low concentra-

tions so that it is difficult to detect and susceptible to fluorescence [152]. However, its

primary advantage over hydroxyl is that its distribution within a flame corresponds

reasonably well to the region for peak heat release rate [153]. Initially, it was em-

ployed of the A2∆−X2Π
(
v

′
= 0, v” = 0

)
band near 431 nm for excitation. Next, it

was demonstrated of B2Σ− −X2Π
(
v

′
= 0, v” = 0

)
band near 390 nm for excitation.

Recently, C2Σ+ − X2Π
(
v

′
= 0, v” = 0

)
band near 314 nm for excitation has shown

to detect CH. The C-X band has advantages: (1) the fluorescence yield is not signifi-

cantly affected by pressures, (2) large emission coefficient, and (3) the coincidence of

OH and CH bands enables simultaneous OH and CH measurement [154] and/or easy

tuning between OH and CH.

The fluorescence phenomenon using energy level diagram is shown in Fig. 2.10.

The left image shows the vibrational and electronic energy levels of an absorbing

molecule. An electron in the lower energy level (ground energy level) absorbs a

photon specified by a wavelength of laser. Then, it is excited to an upper (excited)

energy level. There is a spontaneous emission to a certain energy level. If this electron
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Fig. 2.9. Experimental arrangement for planar laser-induced fluorescence [155]

gives out a photon during the process of releasing energy, then that photon is seen as

a fluorescence signal.

Fig. 2.10. Fluorescence phenomenon using energy level diagram from
English Wikipedia

Simultaneous OH/CH PLIF, which has the signal excitation at 314.415 nm and

fluorescence at 320 nm (in the CH C-X band and the OH A-X band ), has been done

by Skiba et al. [78] with LDV measurement. Simultaneous OH PILF/CH2O PLIF

has been done by Marshall et al. [93, 94], Pfadler et al. [156], Skiba et al. [91] with
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LDV measurement, Chowdhury et al. [18] with PIV measurement, Won et al. [35]

with HWA measurement.The simultaneous OH PILF/CH2O PLIF has OH signal

excitation at near 283 nm and fluorescence at 310 nm and CH2O signal excitation at

355nm and fluorescence at between near 370 and 530 nm.

The fluorescence signal is given by

Nphoton = n0
1W12

(
Av′v”

Qquench + Av′v”

)
∀c

(
Ωc

4π

)
ηc∆tL (2.21)

where Nphoton is the number of photons collected per CCD array pixel, n0
1 is the num-

ber density of OH molecules in the ground state, W12 is the stimulated emission rate

coefficient, and Av′v” is the fluorescence transition rate coefficient. ∀c is the volume

from which LIF signal is collected, Ωc is the solid angle subtended by collection lens,

ηc is the transmission efficiency of optical collection system, and ∆tL is the pulsing

time of the laser. n0
1, Qquench, and W12 are the variables changing in the interrogation

image. n0
1 and Qquench are temperature dependent. Also, W12 is influenced by colli-

sional and Doppler broadening as well as laser intensity collected per CCD array pixel

as W12 =
A21ILλ

3
21

8π}c gv(ω). A21 is the spontaneous emission rate coefficient, IL is the

laser intensity per CCD array pixel, λ21 is the wavelength of the laser, } is normalized

Planck’s constant, c is the speed of light, and gv(ω) is the Voigt profile by collisional

and doppler broadenings.
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3. PREMIXED AXISYMMETRIC REACTOR ASSISTED

TURBULENT BURENR

A premixed axisymmetric reactor assisted turbulent burner is developed to investigate

characteristics of stabilized turbulent premixed flames sustained by a pilot flame. A

turbulent premixed flame in this burner cannot be sustained without a pilot flame.

The burner can be operated at both atmospheric and high-pressure conditions up

to 20 bars. The burner is also called as PARAT burner by way of abbreviation of

premixed axisymmetric reactor assisted turbulent.

3.1 Burner design

A cross-sectional schematic diagram of the burner [157] is shown in Fig. 3.1. The

burner is 523 mm long and consists of four components: a fuel/air injection component

(red part in the figure), a diverging duct (yellow part in the figure), a converging duct

(purple part in the figure), and an outlet (green part in the figure). The gray part in

the figure is the casing of the burner. The fuel/air injection component is 178 mm

long, the diverging duct is 168 mm long, the converging duct is 147 mm long, and

the outlet is 30 mm long. The duct diameter varies from 18 mm to 27 mm along the

longitudinal direction of the burner.

The outlet has a main exit and an annular exit. The main exit has an 18 mm

diameter (D), and the annular exit has a 28 mm outer diameter and 24 mm inner

diameter. Premixed fuel/air stream flows out through the main exit. Pilot fuel flows

into separately embedded feeding lines and is ejected through the annular exit. The

path of the pilot fuel stream is depicted in the figure.

Air enters the inlet of the air/fuel injection component. Then, fuel is injected from

the side of the fuel/air injection component through the fuel inlet. Fuel-air mixing
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occurs as it passes through the different mixing stages along the burner. The first

stage is a bluff body (gray disk in the middle of the injection component in Fig. 3.1).

The second stage includes the diverging and converging ducts. The third stage is

the base perforated plate located between the diverging and converging ducts. The

fourth stage is the main perforated plate located between the converging duct and

the outlet. Hence, the premixed fuel and air mixture is achieved at the outlet. The

premixed condition can be identified using acetone planar laser-induced fluorescence,

described in the next section.

Fig. 3.1. Cross-sectional schematic of PARAT burner.
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In terms of turbulence, the bluff body and the two turbulence generator plates

have an important role in this burner. Not only high turbulent Reynolds number

but also the turbulence intensity can be increased with utilization of a bluff body

and turbulence generator plates. The initiation of turbulence is from the bluff body.

Furthermore, the diverging and converging components have a function to make fully

developed turbulent flow providing thinner boundary layer by preventing flow sepa-

ration and recirculation zones near the duct wall. This geometry of the duct with

enough length provides uniform integral scale as well as uniform mean and fluctuating

velocities along the cross section of the duct. At the end of the diverging component,

the enhanced turbulent eddies are created by the turbulence generator plate of block-

age ratio 90 percent. The eddies are broken down into smaller scales throughout

the converging component [158]. Thus, before the second turbulence generator plate

located at the end of converging duct component, the scale of turbulent eddies is

already approached to fine scale. In addition to these steps, the second turbulence

generator plate augments integral scale and turbulent eddies. The purpose of the

combination of these four devices is to achieve uniform and high turbulent Reynolds

number including high turbulence level.

Photographs of the hardware of PARAT burner is shown in Figure 3.2 as the

sideview (left) and the topview. There is a support leg to hold the burner on the

ground in the photographs.

3.2 Specification of turbulence generator plates

Based on literature review, the geometry of the most effective and widely used tur-

bulence generator plate is circular perforated plate with hexagonal hole arrangement.

This is applied to this study as well. A photograph of turbulence generator plates is

shown in Fig. 3.3. The greatest disk is the base turbulence generator plate where is

at between converging and diverging duct components. The two other disks are the

main turbulence generator plates. The upper disk has 86 percent blockage ratio, and
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Fig. 3.2. Photographs of PARAT burner. (Left: sideview of PARAT
burner. Right: topview of PARAT burner)

the lower disk has 62 percent blockage ratio. The blockage ratios are determined from

the threshold, the blockage ratio between 70 and 80 percent: one is smaller than the

threshold and the other is greater than the threshold.

Depending on blockage ratio, Castro demonstrated experimentally that two dis-

tinguishable flow regimes exist. In the low blockage ratio, more bleed air is allowed

to pass through a turbulence generator plate resulting in the re-circulation region

moving further downstream although its strength gradually decreases as the eddies in

the shear layer decrease with the introduction of bleed air. In the high blockage ratio,

in the other hand, the re-circulation region is only located near field of a turbulence



45

generator plate [81]. In addition to this study, Othman suggests the range between

70 and 80 percent is in this range, where makes the bleed air is not allowing the flow

to come around to create the re-circulating region. Some geometry alter this range

such as decreasing the bar thickness ratio of the turbulence plate or moving lower

blockage region close to the duct center and therefore produce large velocities in the

central region of the duct [107].

One of the two main disks can be installed at between converging duct and exit

components. The configuration of holes for all disks are based on hexagonal arrange-

ment as shown in Figure 3.4.

3.3 Degree of mixing of PARAT burner

To prove the reactant from PARAT burner is 100 percent premixed before the

burner exit, acetone planar laser induced fluorescence (acetone PLIF) is performed

[159]. The experimental setup of acetone PLIF will be described in the following

Fig. 3.3. A photograph of turbulence generator plates.
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Fig. 3.4. CAD diagram of the turbulence generator plates. Scale
in inch. From top to bottom, 62 and 86 percent main turbulence
generator plates and 90 percent base turbulence generator plate.
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subsection 3.3.1. Figure 3.5 shows the image of acetone PLIF of the flow at the exit

of PARAT burner. Qualitatively, the image shows the status of mixing is uniform.

In Figure 3.6, but also, the graph shows a constant acetone intensity along the radial

direction extracted from the figure 3.3.1. Acetone is a marker of how much mixing is

proceeded. If the intensity of acetone is inhomogeneous and having numbers of spots,

the fuel and air inserted at the first stage of the burner are not premixed. However, if

the fuel and air are mixed well and exist in the constant percentage of mole fractions

or volume/mass fractions in any given sample, the intensity of acetone is shown as

Fig. 3.6.The degree of mixing is consistent with the figure 3.5 and the graph 3.6 in

different Reynolds numbers this study explored: from 10,000 to 25,000.

Decreasing of the intensity of fluorescence from acetone at the boundary of the

flow shown in the graph 3.6 is because of mixing between the main stream from the

burner and the surrounding air. In the region where there is the surrounding air

only, the intensity of fluorescence from acetone becomes zero. Because Fig. 3.5 is

without any background removal, it can be readily interpreted that there is definitely

no signal if there is no acetone.

Found on the mixing level, PARAT burner is defined as a premixed burner. This

results in a flame from PARAT burner is a premixed flame. Among the characteristics

of premixed axisymmetric reactor assisted turbulent (PARAT) burner, the first term

is attached as the reason mentioned above. The next term, axisymmetric, is because

the burner is designed and fabricated as a duct shape is circular. The reason why

the term, reactor assisted, is added is because a pilot flame initiated from a reactor

assists to sustain a main flame. The last term, turbulent, is hinge on turbulent flames

this study will examine.

3.3.1 Experimental setup of acetone PLIF

Methane as a fuel side is mixed with acetone vapor and inserted to the fuel inlet.

Air is injected to the air inlet. To capture the acetone concentration in a mixture, it is
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Fig. 3.5. An image of acetone planar laser induced fluorescence. The
flow consisting fuel, air, and acetone emits fluorescence showing uni-
form premixed condition generated from PARAT burner.

Fig. 3.6. A radial profile of acetone intensity at the exit of the burner.
It shows uniform premixed condition generated from PARAT burner.
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used of the system consisting of a double-pulsed, frequency-quadrupled, Q-switched

Nd:YAG laser (Spectra-Physics Quanta-Ray GCR200 PIV400-10), an optical system,

and a high-speed CCD camera (PIVCAM 10-30, TSI Inc., 1000x1016 pixels) with a

camera lenses (Tamron AF 28-300 mm F3.5 lenses). The fundamental wavelength

of the laser is 1064 nm. The laser operates at 266 nm after the fourth harmonic

crystal and emits 150 mJ per pulse at 10Hz, with a pulse duration of 9 ns. Images of

fluorescence from acetone excited by 266 nm were collected through the high-speed

CCD camera. A blue colored glass filter was used to filter out 266 nm and admit

only acetone signal. A laser-pulse synchronizer (Model: 610034, TSI Inc.) was used

to synchronize the laser and the CCD cameras

3.4 Capabilities for high temperature and high pressure testing

The PARAT burner was established on a quartz-windowed combustor for a high-

pressure test. Plumbing and instrumentation diagram (P&ID) is shown in Figure 3.7.

The high-pressure air system in Zucrow laboratories supplied the compressed air for

oxidant for combustion, film cooling surrounding inner wall of the combustor, and

pressurizing of the gap of quartz windows of the combustor. An electric heater also

heated the air. The pipes were insulated by wrapped tape. The primary fuel system

injected natural gas for fuel at the main exit, and the secondary fuel system injected

the hydrogen for a pilot flame. Water circulation system cooled the combustor shell

to prevent overheating. Another water supplied at a downstream of the test facility

to cool the exhaust gases for quenching NOx and protecting the gaskets of the back-

pressure control valve. The entire system was remotely operated using the LabVIEW

system shown in Figure 3.8.

The flame operating condition is shown in Table 3.1. The inlet air was heated

to 587 K. THe back-pressure of combustor was increased to 0.52 MPa by flowing

the heated air at 0.16 kg/s (0.045 kg/s from burner injector and 0.12 kg/s from film

cooling) before the ignition test. Air inlet velocity was about 60 m/s, which is selected
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to be far away from the laminar flame speed of 0.4 m/s at standard conditions (0.1

MPa bar, 300 K). An ignition laser was set to 300 mJ per pulse at 10Hz. The hydrogen

flow rate was 0.091 g/s. Image sequence of ignition test is shown in Figure 3.9. After

the ignition of the hydrogen pilot flame, the CH4/air flame was established as shown

in Figure 3.10.

Table 3.1.
Operating condition of PARAT burner at high pressure and temperature

Re # 100,000

Equivalence ratio 0.8

H2 flow rate 4.9 g/min

Inlet mixture temperature 587 K

Combustor pressure 0.53 MPa

Film cooling flow rate 7.3 kg/min K

3.5 Capabilities for atmospheric pressure testing

Capabilities for atmospheric pressure testing are proven in the next chapter. The

next chapter will show flame conditions and images under atmospheric pressure, which

this study focuses on.
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Fig. 3.7. Plumbing and Instrumental Diagram (P&ID) of the experi-
mental arrangement of high-pressure and high-temperature tests

Fig. 3.8. The control panel of LabVIEW of the high-pressure and
high-temperature tests using
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Before ignition

Ignition

2 minutes after ignition

Fig. 3.9. Image sequence of hydrogen pilot ignition of the PARAT
burner under high-pressure and high-temperature condition.
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Hydrogen pilot flame

Main flame with Hydrogen pilot flame

Fig. 3.10. Image sequence of natural gas turbulent premixed flame of
the PARAT burner under high-pressure and high-temperature condi-
tion.
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4. OPERATING CONDITIONS AND FLAME IMAGES

This chapter provides operating conditions of experiments under atmospheric pressure

and corresponding flame images.

4.1 Operating Conditions

A rule across the conditions is fuel lean and turbulence in order to investigate

flame characteristics can be utilized in a combustor of gas turbine engine following

high performance and low NOx. First of all, this study will see the difference between

reacting and non-reacting flows. Secondly, it will be examined the difference between

62 % and 86% blockage ratios. Lastly, it will be shown how flames change as Reynolds

number increases. The flame conditions described above is attached in Table 4.1. The

table shows different Reynolds numbers following by the constant equivalence ratio

and pilot hydrogen mass flow rate. For the two different blockage ratio, 62 % and 86

%, this operating conditions are repeated. Not only flames, presented also as reacting

flows, but also non-reacting flows are examined for all conditions. Thus, total 24 cases

are studied.

Flames conditions are calculated using engineering equation solver (EES). The

properties of gases are based on gas mixture at NTP, 25 ◦C and 1 atm. Density of

methane is 0.6483 kg/m3, density of air is 1.169 kg/m3, and density of hydrogen is

0.08128 kg/m3.

The uncertainty shown in the table includes uncertainties of a flow calibrator and

a flow meter.
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Table 4.1.
Operating condition of PARAT burner at atmospheric pressure

Flame # 1 2 3 4 5 6

Equivalence ratio 0.8

Re # 10,000 12,500 15,000 17,500 20,000 22,500

(± 1 %)

Bulk velocity 8.5 10.6 12.7 14.9 17.0 19.1

(± 0.05 m/s)

CH4 flow rate 111 138 166 194 221 249

(mg/s ± 1 %)

Air flow rate 2,381 2,975 3,571 4,166 4,762 5,356

(mg/s ± 1 %)

Pilot H2 flow rate 2.71

(mg/s ± 1 %)
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4.2 Flame Images

Flames are visualized by a camera, Panasonic Lumix DMC-LX100 with 13 megapixel

and 60 fps. Figure 4.1 and 4.2 show ensemble averaged flame images for 12 seconds.

A focus and an exposure are identical for the images. A white scale bar indicates a

height of an inner boundary of a potential core, which presents a border line of reac-

tant gases and intermediate product gases. It can be also interpreted as a start line of

reaction zone at the center of the flame along the streamwise direction. The reaction

zone in an ensemble averaged flame image exists until the flame tip. This flame tip is

shown as a yellow scale bar. The procedure of image processing to determine a flame

tip and a a boundary of a potential core is depicted in Figure 4.5. In order to capture

a flame tip, a raw image is split into red, green, and blue (RGB) regimes (step 1 in

the figure). The gradient filter is applied to the RGB images, and then, it is applied

a threshold filter, which is 1 or minimum value, to the images (step 2 in the figure).

This will gives where is a flame tip. There are two method to capture a boundary

of a potential core. The first method is through applying a threshold filter to RGB

images (step 3-1 in the figure). The second method is by using hue, sensitivity, and

brightness (HSB) color threshold filter (step 3-2 in the figure). Both methods give

the same result. To set the threshold for the step 3-1 and step 3-2, the set value is

determined when a structure of a potential core in the image is attached with the

burner surface.

Figure 4.1 and 4.2 show flame images with 62 % blockage ratio (B.R). As increases

Reynolds number, a height of flame tip increases until there is extinction. Simultane-

ously, a potential core grows and its height is 1/5 of a height of flame tip, as measured.

In the same trend, Figure 4.3 and 4.4 show flame images with 86 % B.R. The height

of flame tip as well as the height of potential core are shorter than the case of 62 %

B.R. This is because high B.R turbulence generator makes high turbulence level re-

sulting in higher re-circulation degree. This will be proven in the experiment section

quantitatively. In terms of flame extinction, the 86 % B.R reaches earlier than the 62
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%. This is because too much powerful turbulence extinguishes a flame by suppressing

chemical reaction in the certain flow time and reaction time, represented as Damkhler

number. That is, even if the mean velocity is identical, high turbulence leads to high

instantaneous velocity, which results in the instantaneous velocity exceeds the limit

of chemical reaction time of a flame. This causes extinction of a flame.

The growth of a flame tip is increases linearly, and a potential core is growing

exponentially. By far, when a rate of increase of a potential core reaches a certain

value, a flame is extinguished. This will also be investigated.

The estimation of height of potential core is validated using coherent anti-Stokes

scattering (CARS) in Figure 4.6. The determination of a potential core through flame

(a), (b), and (c) is well matched with the height of (d) which is temperature profile

measured by coherent anti-Stokes scattering (CARS).
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Fig. 4.1. Flame images with 62 % blockage ratio of turbulence gener-
ator plate. (left to right: Re 10000, 12500, and 15000)
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Fig. 4.2. Flame images with 62 % blockage ratio of turbulence gener-
ator plate. (left to right: Re 17500, 20000, and 22500)
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Fig. 4.3. Flame images with 86 % blockage ratio of turbulence gener-
ator plate. (left to right: Re 10000, 12500, and 15000)
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Fig. 4.4. Flame images with 86 % blockage ratio of turbulence gener-
ator plate. (left to right: Re 17500 and 20000)
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Fig. 4.5. Procedure of image processing to determine a flame tip and
an inner boundary of a potential core
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Fig. 4.6. Validation for the determination of a potential core through
a flame image. Figure (a), (b), and (c) are from image processing.
(d) is temperature profile measured by coherent anti-Stokes scattering
(CARS)



64

5. PARTICLE IMAGE VELOCIMETRY ON TURBULENT

PREMIXED FLAMES

Particle image velocimetry (PIV) is performed in order to investigate flow structure.

Stereo particle images velocimetry (SPIV or stereo PIV) is mainly used to examine

the flow structure, but planar particle image velocimetry is also utilized to support

SPIV in the sense of accuracy.

5.1 Stereoscopic particle image velocimetry

Most fluid flows are three-dimensional flows. The flames from the PARAT burner,

as shown in the previous chapter, cannot be an exception. Simultaneous measure-

ment of three velocity components is essential for the analysis of three-dimensional

flows. Planar PIV technique using a single camera provides only in-plane veloc-

ity components, which are two components. Stereo PIV technique, however, offers

out-of-plane velocity component as well as in-plane velocity components using depth-

perception employing two cameras simultaneously. Such dual camera systems re-

semble the binocular vision that allows human beings to distinguish between near

objects and far objects. Fundamentally, a single camera cannot resolve the out-of-

plane motion. Instead, the out-of-plane component is projected on to the image plane

and causes an error in the in-plane component due to perspective. The stereoscopic

PIV method can eliminate the perspective error, yielding accurate three-dimensional

velocity data. In order to measure three-dimensional particle displacements, a pro-

cessing algorithm characterizes this situation as having three unknowns ∆x ∆y ∆z)

with a single camera providing only two equations. The addition of a second, dif-

ferent camera, provides two additional equations which may be used to solve for the

three-dimensional information.
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Accurate calibration is an essential prerequisite for measuring accurately the three

velocity components. Mostly, calibration is achieved by placing a planar calibration

target with a regularly spaced grid of marks at exactly the position of the light sheet

and moving the target by a specified amount in the out-of-plane direction. From

the information of the images of the calibration target captured at multiple positions

in the out-of-plane direction, the mapping functions are calculated. The mapping

functions are the functions that transfer coordinates from the image world to the real

world.

A disparity vector map is computed on the real particle images by cross-correlation

of the images from cameras 1 and 2 to determine if the calibration plate coincides

with the light sheet. This determination is done in terms of distance and angle. From

the disparity vectors, the actual position of the laser sheet in space is fitted and the

mapping functions are corrected accordingly. From the computed correlation maps,

the position and thickness of the two laser sheets can be derived to determine the

thickness, degree of overlap and the flatness of the two sheets.

Some general recommendation for stereo PIV as described by Raffel et al. [113]

are:

• Multi-level or translated targets provide a good calibration environment.

• Calibration from a single image of a planar target is possible but should only

be used if translation is not possible.

• For optimum measurement accuracy the enclosed angle between the camera

viewing axes should be close to 90◦.

• The unavoidable misalignment between calibration target and light sheet plane

requires disparity correction or self-calibration schemes using the actual particle

images.

• Disparity correction can also be used to correct for movement of the cameras

during the measurements (i.e. vibration).
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• The minimum PIV sample size should be at least the same size as the light

sheet thickness.

• Image reconstruction should use in appropriate image interpolation schemes.

Iterative image deformation and image back-projection can be combined in a

single step for the best performance.

5.2 Experimental setup

A stereo PIV system was implemented to the burner in order to investigate flow

structure in a flame. A schematic diagram of stereoscopic PIV system is shown in Fig.

5.1. This system consists of a double-pulsed, frequency-doubled, Q-switched Nd:YAG

laser (Spectra-Physics Quanta-Ray GCR200 PIV400-10), an optical system, and two

high-speed CCD cameras (PIVCAM 10-30, TSI Inc., 1000x1016 pixels) with two

camera lenses (Tamron AF 28-300 mm F3.5 lenses). The fundamental wavelength

of the laser is 1064 nm. The laser operates at 532 nm after the second harmonic

crystal and emits 400 mJ per pulse at 10Hz, with a pulse duration of 9 ns. The

illumination of seeded tracer particles was achieved using the 532 nm laser. Images

of Mie scattering from the particles were collected through the two high-speed CCD

cameras. The particle images were recorded through two TSI 600067 Frame Grabber

after the two camera lenses. A laser-pulse synchronizer (Model: 610034, TSI Inc.)

was used to synchronize the laser and the CCD cameras. Two CCD cameras have 45◦

angle with respect to orthogonal plane to a laser sheet. Both cameras were adapted

with Scheimpflug adaptors in order to adjust a depth of field with a laser sheet. The

laser beam was formed into a 50 mm diameter collimated beam using spherical lenses

(f1 = - 15 mm, f2 = 50 mm) and focused to a waist using a cylindrical lens (f3 =

200 mm). The thickness of laser sheet was 800 m and the visualized flow field

was 40 mm x 40 mm. A single-level calibration plate (Fig. 5.2) was used to build

a three-dimensional mapping model for stereo PIV reconstruction as well as to align

the laser sheet and cameras. Since a single-level calibration plate was utilized, a



67

motorized linear slide was used to move the calibration plate. This allows to build

multiple calibration planes for a three-dimensional reconstruction mapping model.

The sampling frequency was 10 Hz and the temporal separation, t, was between

7 and 12 s. The temporal separation was adjusted depending on calculated bulk

velocity. The pixel resolution was 42 m/pixel and the spatial resolution is 0.7 mm x

0.7 mm x 0.8 mm. Nominal diameter 0.5 m alumina (Al2O3) particles were seeded

into the air flow after heating at 100C for 24 hours. Stokes number reflect how well

seeded particles characterize the flow behavior is 0.003. One thousand particle image

pairs were captured for statistical analysis. Images were capture at the center of the

burner. To capture images at the different axial location, a linear slide was utilized

for moving the burner up and down.

Fig. 5.1. Experimental setup of the stereo PIV system applied to
characterize flow field of flames of PARAT burner.
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Fig. 5.2. A single-level calibration plate used to to build a three-
dimensional mapping model for stereo PIV reconstruction as well as
to align the laser sheet and cameras. The left image is a view from
left side w.r.t the center of the burner. The right image is a view from
right side w.r.t the center of the burner.

5.3 PIV processing

For the analysis of stereo PIV, PRANA [160] software was used. As a three-

dimensional mapping model which is used to dewarp the coordinates of images to the

coordinate of real-world, third-order polynomial model was selected. Self-calibration

procedure [161] was adopted to correct the disparity between two cameras due to

misalignment as shown in Fig. 5.4. The average X Disparity is 4.213 Pixels, the

average Y Disparity is 0.46408 Pixels, the rms X Disparity is 3.9415 Pixels, the rms

Y Disparity is 0.42401 Pixels. These values corresponds to the misalignment of alpha

= 0.791843 deg, beta = 0.77327 deg, gamma = 0.118655 deg, δ z = 0.531872 mm, δ

x = 0.214525 mm, and δ y = 0.0111554 mm.

Before the analysis of stereo PIV, an image processing was performed to remove

background and noise in the particle images. The minimum intensity over all images

was subtracted for the particle images, and then, image intensity was normalized.

The particle images for non-reacting flow and reacting flow are shown in Fig. 5.3. In

the image of non-reacting flow, there are two border lines at left and right sides of

the jet flow. The border lines are the shear layers between the jet flow and boundary

area. Vortex by mixing of the jet flow and boundary air also can be seen. In the
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image of reacting flow, however, there are two border lines at left and right sides

of reactants. The border lines are between reactants and products. That is, the

border lines present the reaction layer. The reason is because the density of products

is generally 5 times less than the density of reactants. This leads to decreasing of

particle density in the gas resulting in less particle images in products’ area than

reactants’ area. The reaction layer will be seen more clear in OH PLIF or CH/OH

PLIF, which will be introduced in the next chapter.

To calculate flow velocity vectors, multi-pass multi-grid window-deform with dis-

crete window offset was employed. Corresponding to multigrid method, bicubic multi-

grid method was used for velocity interpolation with Gaussian smoothing. The inter-

rogation window sizes were 64x64 pix2 and 50% overlap (first pass) and 25x25 pix2

and 50% overlap (final pass). Corresponding to window-deform method, Sinc with

Blackman filter deform method was used for image deformation. The image defor-

mation was converged within 5 times, seldom within 10 times. To calculate particle

displacement, robust phase correlation (RPC) [162] and three-point Gaussian estima-

tor for subpixel peaks were implemented. Stereo reconstruction process was achieved

using a generalized reconstruction (Soloff reconstruction [118]). Error sources based

on focusing effects, diffraction and aberration artifacts, forward and backward scat-

tering intensity variation, and calibration error were tried to be minimized so that

uncertainty is lower than turbulent fluctuation level. In addition, the reason why this

study use self-calibration is that the choice of the stereo reconstruction algorithm

and camera calibration model does not give a significant effect on the out-of-plane

velocity error, however, an accurate self-calibration is vital to producing high-quality

stereo reconstructions [163]. Following this, an accurate 2D PIV process is essential

for high-quality stereo 2D3C PIV results.

Uncertainty analysis is achieved through two methods: (1) image condition inves-

tigation [113] and (2) PPR based on cross correlation [133,135]. The first method re-

quires displacement, displacement gradients, seeding density in a certain interrogation

window size and particle image diameter on the true errors for a given measurement.
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Fig. 5.3. Seeded particle images of non-reacting flow (left) and re-
acting flow (right). The images are after background removal and
intensity normalization

This method gives 0.02 pix uncertainty. The second method requires PPR that is

originated from the cross-correlation plane. This method provides local uncertainty

in the image plane for a given measurement. The magnitude of uncertainty through

PPR analysis is larger than the one from image condition analysis. The uncertainty

from the second method gives between 0.1 and 0.2 pix/frame. In addition to the

uncertainty, we observed an edge effect on PIV result. Specifically, there was small

velocity decreasing right above the burner exit, 3% difference from the streamwise

velocity along the burner center line. There are two reasons. The first reason is

the use of multipass multigrid PIV algorithm that was utilized in order to enhance

the accuracy of PIV calculation. At the initial grid size, the interrogation window

includes the outside of the burner exit. The second reason is the burner surface in

the particle image. Even though background removal was applied, the image of the

burner surface cannot be removed. Thus, the velocity vector in a certain range (from

x/D=0 to x/D=0.13) was not selected for this study.

Less than 8% of vectors were found as outliers (erroneous vectors) in the final

pass using the universal outlier detection method. Most of the outliers were located
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Fig. 5.4. A disparity map showing a misalignment between the laser
sheet and the image plane.

inside the shear layer due to lack of seeding particles. The universal outlier detection

was performed for 3x3 vectors. Vectors more than 3 standard deviations from the

mean were removed from the ensemble for mean and RMS calculation. The PIV

measurements do not resolve the smallest scale of velocity fluctuations ( 0.05 mm).

Therefore, the uncertainties in the turbulent fluctuation measurements result from

both spatial averaging effects and measurement uncertainties.

Following the PPR uncertainty method [133, 135], our PIV data has the upper

limit of uncertainty, 0.18 pixel, and the lower limit of uncertainty, 0.10 pixel for 68.5

% confidence level. In the case of the 95 % confidence level, the PIV data has the

upper limit of uncertainty, 0.60 pixel, and the lower limit of uncertainty, 0.014 pixel.

The graphs are shown in this study use 68.5 % confidence level with the averaged

value of upper and lower limits. The range of uncertainty bar in the graphs, however,

is too small to present in the graphs. The uncertainty error bar is hidden by dots in
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the graphs. A reader can understand the magnitude of uncertainty is as much as the

size of dots in the graphs.

5.4 Results and discussion

Velocity profiles with a contour plot of total velocity are shown in Fig. 5.5.

Reynolds number is 10,000. Flow direction is presented in arrows, and the magnitude

of the flow direction is shown in color. The velocity presented here is total velocity,

V =
√
u2 + v2 + w2. Uniform blue areas, mean o m/s, on the left-bottom and right-

bottom side of the figures are due to masks to prevent erroneous vector calculation

during PIV processing. The area has almost no particles because it is the outside of

burner (nozzle) exit and right above the burner surface. The non-reacting flow has a

freely propagating jet flow with decreasing core area (red area in the figure) and an

approximately constant width of jet flow. The reacting flow, on the other hand, has

a expanding jet flow with increasing core area (red area in the figure) and a broaden

width of jet flow. The plot of 86% B.R dose not have a difference with the plot of

62% B.R shown in Fig. 5.5.

Fig. 5.6 shows more detailed velocity profiles along radial direction for the reacting

case of the Fig. 5.5 at three axial locations where are exit, 2D (36 mm above the exit),

and 4D (72 mm above the exit). Because stereo PIV was performed for the flows,

three velocity components can be extracted. From the figure, a few observations

are available : (1) extremely different streamwise velocity profiles at exit with the

turbulence generator plates of 62% and 86% blockage ratio with the same flow rate,

equivalence ratio, burner configuration except the plates, (2) the different streamwise

velocity profiles are converged to the same velocity profile as approaching to x/D =

4 (D is the burner diameter 18.2 mm), and (3) locally isotropic turbulent fluctuation

based on the same magnitude of rms velocities urms, vrms, and wrms. There is no

significant observation of the radial and out-of-plane velocity profiles except radially
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Fig. 5.5. Ensemble-averaged velocity profiles. Velocity profiles of non-
reacting flow (left) and reacting flow (right) of 62 % B.R. Reynolds
number is 10,000

outward flow exists at near x/D=2. This is because the flows are freely propagating

jet flow and the measurement is at the center of the burner.

The previous studies [81,107] suggest that the threshold of the stream and vortex

dominated regimes is between a B.R. of 70% and 80% for non-reacting jets. From

the stereo PIV measurements reported here, the threshold appears to be between

62% and 86%, which is consistent with the past data. There is a sudden jump in the

turbulence level between B.R. 62% and 86%. As the B.R. increases, the turbulence

level rises as many studies have revealed. However, turbulence level increases sharply

from 18% to 40% when B.R. changes from 62% to 86%. Second, the changing shape

of the mean flow profiles indicate that there is a threshold dividing the flow profiles

into two groups. The flow profiles for B.R. 62% has a top-hat profile, while the flow

profiles for B.R. 86% has a sharp central cone.
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Fig. 5.6. Velocity profiles along radial direction. Velocity profiles of
62 % B.R (left) and velocity profiles of 86 % B.R (right) at three
axial locations, exit(x/D=0.13), x/D=2(36 mm above the exit), and
x/D=4(72 mm above the exit). Reynolds number is 10,000
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Probability density function (PDF) of the three velocity components for the two

plates of 62% and 86% B.R at Re 10,000 is shown in Figure 5.7 and 5.8. At the exit,

86% B.R has a broaden width of PDFs compared to 62% B.R resulting in higher rms

velocity. But, as approaching to x/D=4, the shape of PDF is getting equal.

As increase Reynolds number by increasing flow rate, velocity is proportionally

increased with Reynolds number. In Fig. 5.9, streamwise velocity profiles along radial

direction for different Reynolds numbers are presented. The magnitude of mean and

rms axial (streamwise) velocities are tabulated in Table 5.1. The reasons why only

the streamwise velocity is given are the mean radial and out-of-plane velocities have

no noticeable change and the magnitude of the rms radial and out-of-plane velocities

can be represented as the rms axial (streamwise) velocity due to isotropic turbulent

fluctuation. The streamwise velocity is increased linearly while maintaining the shape

of profile. However, the velocity at shear layer (the left-end and right-end of radial

distance shown in the graphs) seems to have a fixed value, near 3 m/s.

Axial (streamwise) mean velocity Vmean and rms velocity Vrms in m/s for B.R.

62% and B.R. 86% flames as indicated in the Table 5.1. Mean and rms axial velocities

increase with a higher B.R. As Reynolds number increases, both B.R 62% and 86%

generate higher mean and rms streamwise velocities.

The one of the motivation for this study, a decay of streamwise velocity, is shown

in Fig. 5.10.

Normalized mean streamwise velocity and normalized rms streamwise velocity for

B.R 62% and 86% with different Reynolds numbers at non-reacting condition are

presented. It is obvious that the two B.R generate absolutely different decay, and

strongly supports the assertion that the two blockage ratios result in significantly

different flow regimes. The B.R. 62%, which represents a stream-dominated flow

regime shows a decrease of only 5% to 10% in the streamwise velocity between x/D=0

and x/D = 4.5. While the B. R. of 86% causes as much as 40% decrease in the mean

streamwise velocity. With respect to rms turbulent fluctuations in the streamwise

velocity, the B.R. 62% flame shows a decrement to 80% of the exit rms turbulent
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Fig. 5.7. Probability density function (PDF) at three axial locations
for 62 % B.R and Reynolds number 10,000. PDF is measured at the
three axial locations, exit, 2D(36 mm above the exit), and 4D(72 mm
above the exit) along the center of the burner exit.
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Fig. 5.8. Probability density function (PDF) at three axial locations
for 86 % B.R and Reynolds number 10,000. PDF is measured at the
three axial locations, exit, 2D(36 mm above the exit), and 4D(72 mm
above the exit) along the center of the burner exit
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Fig. 5.9. Streamwise velocity profiles along radial direction for all
Reynolds numbers performed in this study. Streamwise velocity pro-
files of 62 % B.R (left) and velocity profiles of 86 % B.R (right) at
three axial locations, exit, 2D(36 mm above the exit), and 4D(72 mm
above the exit). Reynolds numbers are from 10,000 to 22,500 with
2,500 interval.
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Table 5.1.
Properties of flames. Axial (streamwise) mean velocity Vmean and
rms velocity Vrms in m/s for B.R. 62% and B.R. 86%

Re # 10,000 12,500 15,000 17,500 20,000 22,500

B.R. 62%

Vmean 10.8 13.0 15.2 17.0 19.8 22.5

Vrms 1.78 2.25 3.15 4.09 4.18 4.47

B.R. 86%

Vmean 13.7 16.9 19.5 23.1 26.6 28.7

Vrms 3.10 3.41 4.05 5.56 5.79 5.84
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fluctuations at the near 1D axial location and then remains constant until an axial

location of 2D. Beyond this location, the normalized rms velocity shows a significant

recovery back to the exit value at the 4.5 D location. This is in significant contrast

with the continuous decline to values between 50% and 60% at 4.5 D downstream of

the burner exit for the B.R. 86% flame.

The mean velocities between non-reacting and reacting flows for Re=10,000 is

shown in Fig. 5.11. There is a significant difference in the mean axial (stream-wise)

velocity by combustion. In the case of B.R. 62%, the mean axial velocity has no

meaningful change at the center area (-0.2<r/D<0.2) where there is no combustion

happens, while the velocity is slower at the side (-0.5<r/D<-0.2 and 0.2<r/D<0.5))

where combustion is proceeding above the location. In the outer area (r/D<-0.5 and

r/D>0.5), the velocity affected by combustion is higher than a non-reacting flow. In

the case of B.R. 86%, the mean axial velocities between reacting and non-reacting

flows show the same phenomenon except the center area. The center area for B.R.

86% contains combustion zone which leads to the higher mean velocity affected by

combustion. Thus, if the measurement location is in the reaction zone, the velocity is

increased. However, the velocity is retarded if the measurement location is below the

reaction zone. The radial (span-wise) and azimuthal (out-of-plane) velocities cannot

find a significant difference at this location (x/D=0.13). It would be helpful to know

where the combustion zone is through OH PLIF images such as Fig. 6.4

The RMS velocities between non-reacting and reacting flows for Re=10,000 is

shown in Fig. 5.12. Through turbulence by combustion, RMS velocities for all direc-

tions are increased. However, the ratio of the increase in B.R. 86% was smaller than

the case of B.R. 62%.

The decay of stream-wise mean velocity between non-reacting and reacting flows

for Re=10,000 is shown in Fig. 5.13. The gap between two cases are caused by tur-

bulence generated by flame as mentioned in [53]. The two physical models presented

in [50]. Interestingly, the gap between two cases can lead to estimation of a height

of potential core (Fig. 5.14 and 5.15. When the gap reaches to minimum point, it
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Fig. 5.10. Stream-wise velocity decay along the streamwise direction
for B.R 62% and 86%. Normalized mean streamwise velocity (top)
and normalized rms streamwise velocity (bottom) are presented.
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Fig. 5.11. Mean velocities along radial direction for both B.R.s.
Re=10,000. x/D=0.13
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Fig. 5.12. RMS velocities along radial direction for both B.R.s.
Re=10,000. x/D=0.13
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corresponds to the height of The estimation from a visible image was explained in

chapter 4.2. These two estimations with the estimation by CARS are in the good

agreement. Now, it can be concluded that streamwise velocity is retarded near the

borderline of reactants core and accelerates in a flame where the reaction starts. Si-

multaneously, rms velocity jumps beyond the fluctuation by a turbulence generator

plate due to combustion effect.
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Fig. 5.13. An axial velocity decaying along streamwise direction for
both B.R. Reynolds number is 10,000
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Fig. 5.14. Estimation of a height of a potential core for 62 % B.R
using an axial velocity decaying along streamwise direction.
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Fig. 5.15. Estimation of a height of a potential core for 86 % B.R
using an axial velocity decaying along the stream-wise direction.
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6. OH PLANAR LASER-INDUCED FLUORESCENCE ON

TURBULENT PREMIXED FLAMES

6.1 Experimental setup

Planar laser-induced fluorescence (PLIF) using OHQ1(8) transition in theX2Π(v” =

0) → A2Σ+(v
′

= 1) vibrational band was employed to characterize flame structures.

A frequency-doubled, Q-switched Nd:YAG laser (Spectra-Physics Quanta-Ray GCR

series) operates at 532 nm delivering 700 mJ per pulse at 10 Hz with a 9 ns pulse

duration was used to pump a dye laser operating at 566.64 nm. The wavelength of

the dye laser was measured using a High Finesse wavelength meter (WS6 Precision).

Again, the wavelength was frequency-doubled using a BBO crystal to 283.32 nm in

order to excite the Q1(8) transition. The OH fluorescence signal near 310 nm was

collected using a Semrock interference filter (FF01-320/40-25) in combination with a

UV-grade lens. A transmission of 74% at 310 nm was provided for the Semrock inter-

ference filter transmits only the OH fluorescence signal and block the scattered laser

radiation at 283 nm. Furthermore, the polarization of the incoming laser was set to be

orthogonal to the camera axis so that the scattered light to the camera is minimized.

An intensified CCD camera (PI-MAX 4 ICCD camera, Princeton Instruments) was

used to acquire OH signals. The camera system was positioned orthogonal to the

direction of the laser propagation and the plane of the laser. To avoid saturated OH

fluorescence, the laser power is set to 0.85 mJ per pulse. The time gate and gain

of the intensified camera were adjusted to 2 s and 40. These settings give only OH

fluorescence signal of 310 nm. The camera operated at 10 fps at full resolution of

1024x1024 with 16-bit image depth.
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Fig. 6.1. Experimental setup of the OH PLIF system applied to char-
acterize the structure of flames from PARAT burner.

6.2 OH PLIF data processing

To obtain high signal-to-noise of OH fluorescence, a few steps of image processing

were performed. The image itself has a 16-bit depth, but it is also affected by a laser

profile and absorption along the laser propagation direction. An intensity profile of

the laser sheet (Fig. 6.2) was acquired from the averaged image of OH fluorescence

captured at a higher location than a flame tip. A single OH fluorescence image of

the constant and uniform OH concentration in the laser sheet is the most preferred

condition, but it is impossible in practical conditions. Thus, the practical method to

recognize the intensity profile of the laser sheet is averaging OH fluorescence images

where OH molecules are uniformly distributed as much as possible, and the OH

concentration is low so that there is the least effect of absorption. The location

where these conditions meet is far downstream of a flame. It would be desirable

that the flame is broad so that the air entrainment from the side to a flame area

is minimized. Then, more uniformly distributed and unperturbed OH concentration

can be achieved.
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Fig. 6.2. The laser intensity profile of the sheet forming to OH PLIF.
The resolution is identical for images of OH fluorescence (1024pixel x
1024pixel with 30 m per pixel).

The laser is coming from left to right in the figure and is focusing at 620 pixel

(vertical) and 680 pixel (horizontal). The intensity profile of the laser sheet is a result

of a combination of the laser beam profile and converging-diverging by lenses. This

explains why the laser has Gaussian profile along vertical, horizontal, and azimuthal

directions. The measured laser intensity profile is well fitted with Gaussian profile.

The fitted profile is applied to correct the intensity of OH fluorescence. The absorption

coefficient is calculated from instantaneous OH fluorescence images along horizontal

direction at each vertical location.

Fig. 6.3 shows the sequence of PLIF image processing. Step 1 shows a raw

image of OH PLIF. Then, the laser intensity profile of Fig. 6.2 including information

about laser absorption corrected resulting in a raw image shown in Step 2. Step 3 is a

binarized image to detect the reaction layer by separating the reactants and products.

The blue-colored area presents the reactant, and the yellow-colored area displays the

product. The blue-colored area at the lower left on the image presents pure air from

the surrounding, not from the burner.



91

Fig. 6.3. The sequence of image processing for images of OH fluorescence.

It is difficult to quantify a number of OH molecules using PLIF, but it is desirable

to detect more accurate signal for OH molecules which allows us to quantify where is

flame fronts. The reason why OH PLIF images are difficult to quantify is because the

number of photons collected per CCD array pixel on the flame and quenching rate

in the probe volume is dependent not only the number density of OH molecules but

also temperature. Thus, even if laser correction is applied, a number of OH molecules

is only available after temperature profile is procured. Fortunately, the temperature

dependency is less than the signal to noise ratio of OH PLIF image which allow us

to quantify the location of the flame front.

6.3 Results and discussion

6.3.1 OH PLIF image

Based on the two distinct regimes, reacting flows with the conditions tabulated in

Table 1 are established and compared. Primarily, Fig. 6.4 (a) shows the images for

the flames with B.R. 62% and 86% with the Reynolds number 10k and equivalence

ratio 0.8. The images are ensemble averaged for 12 seconds with 60 fps. The focus and

exposure time are identical for the images. A white scale bar on the left side indicates

the height of the inner boundary of a pure reactant core, that was determined from
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the mean progress variable surface. It presents a borderline of reactant gases and

intermediate product gases. It can also be interpreted as a start line of the reaction

zone at the center of the flame along the streamwise direction. The blue-colored

reaction zone in the flame image exists until the flame tip. This flame tip is shown as

a yellow scale bar on the right side. The B.R. 62% gives a longer flame length, but

the B.R. 86% gives a thicker waist of flame as well as a shorter pure reactant area.

Fig. 6.4. (a) Flame image by a regular camera. (b) Instantaneous OH
PLIF image. (c) Mean progress variable determined by the ensemble-
averaged image of the reactant/product zones. The condition of the
flames was at equivalence ratio 0.8 and Reynolds number 10,000. The
image on the left side is for B.R. 62%, and the image on the right side
is for B.R. 86%.

Fig. 6.4 (b) presents a representative instantaneous OH PLIF image. It is noted

that this image is correlated spatially but not temporally. In agreement with the

flame images, the B.R. 62% gives a more extended reactant area. The B.R. 86%

generates a much shorter reactant area including more wrinkling flame front and
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more unburned pockets. A contour of the mean progress variable is shown in Fig.

6.4 (c) by calculating the ensemble-averaged binarized OH PLIF image. The mean

progress variable provides the same trend for the reactant area.

6.3.2 Mean progress variable

The flame structure can be compared using profiles of the mean progress variable.

Fig. 6.5 presents the mean progress variable along the radial direction at x/D < 2.75.

The location where the mean progress variable starts to increase from < C >= 0

is compared to discuss the burning speed. The B.R. 86% starts to burn earlier

than B.R. 62% at the same axial locations. For instance, the B.R. 86% starts to

burn at r/D = 0.35 and the B.R. 62% does at r/D = 0.42. The mean progress

variable for B.R. 86% starts to increase at the inner radial location as compare to

the case of B.R. 62% for all axial locations. The B.R. 86% has a slower burning rate

which can be concluded from the lower slope of the mean progress variable along the

radial direction. The lower slope corresponds to a thicker flame brush thickness. At

x/D = 2.75, the B.R. 62% still starts from < C >= 0, while the B.R. 86% starts

from < C >= 0.5.

Fig. 6.6 presents the mean progress variables along the radial direction at x/D

higher than 2.75. The B.R. 86% starts to react from the mean progress variable 0.5,

0.65, 0.85 at x/D =2.75, 4, and 5 respectively, while the B.R. 62% initiates a reaction

from the mean progress variable 0, 0.35, 0.62 at the same locations. At x/D = 5.5,

the B.R. 62% starts to burn from the mean progress variable 0.81.

The flame waist, which is the maximum radial distance when a flame reaches

< C >= 1.0, can be determined from the mean progress variable. For B.R. 62%, the

flame waist is 0.70D and exists at x/D = 4. For B.R. 86%, the flame waist is 0.72D

and exists at x/D = 1.5. That is, the B.R. 86% has a wider flame.

In Fig. 6.7, it is apparent that for B.R. 86%, burning starts and completes at the

earlier locations than B.R. 62%. To compare these locations, < C >= 1.0 and 0 are
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Fig. 6.5. Mean progress variable along the radial direction for B.R.
62% and B.R. 86% at x/D < 2.75. The condition of the flames was
at equivalence ratio 0.8 and Reynolds number 10,000.

Fig. 6.6. Mean progress variable along the radial direction for B.R.
62% and B.R. 86% at x/D > 2.75. The condition of the flames was
at equivalence ratio 0.8 and Reynolds number 10,000.

used as the leading edge and trailing edge of reaction zone. For B.R. 62%, the fuel/air

mixture starts to burn at the axial location 2.1D and finishes the combustion at the

axial location 7.2D. However, for B.R. 86% burning occurs from the axial location
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Fig. 6.7. Mean progress variable along the axial direction for B.R.
62% and B.R. 86%. The condition of the flames was at Reynolds
number 10,000. The lines indicate the maximum slopes of each curve.
The distance in between intersections of the slope and x-axis indicates
δt,x

0.5D to 5.7D. As seen from the difference between the locations, the thickness of

reaction zone for the B.R. 86% is 5.2D. It is similar to the range for the B.R. 62%

which is 5.1D. However, the mean flame brush thickness along the burner centerline

δt,x calculated by Eqn (1) gives 2.4D for the B.R. 86% and 2.7D for the B.R. 62%.

This is depicted in the figure. The lines indicate the maximum slopes of each curve.

The distance in between the intersections of the slope and x-axis indicates δt,x. It can

be interpreted that a wider flame and a shorter mean flame brush thickness along

the burner centerline δt,x occur as turbulence intensity increases [45, 48], while the

thickness of reaction zone that is the distance between < C >= 1.0 and 0 is similar

even if turbulence level increases.
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6.3.3 Flame brush thickness

The turbulent flame brush thickness along the radial direction δt is measured

based on Eqn 2.1 and compared with Eqn 2.5. Fig. 6.8, 6.9, and 6.10 present the

turbulent flame brush thickness along the axial direction. Both are normalized by the

burner diameter D. The B.R. 86% has a thicker flame brush than the one of 62%. A

higher turbulence level does have an effect on a thicker flame brush thickness along

the radial direction, which is opposite from the trend of flame brush thickness along

the centerline. The significant difference can be seen when it is compared with the

empirical equation Eqn 2.5. The properties used for the equation are listed in Table

1. In the case of B.R. 62%, it is well fitted by the equation. However, the B.R.

86% is not fitted with the empirical equation. Instead, it fits well when (V (0)/V0)
0.6

is multiplied to the flame brush thickness in the empirical equation. The updated

empirical equation is written as

δ2T = 4UKπu
2
rmsτLt

{
1− τL

t

[
1−

(
− t

τL

)] }
(6.1)

where UK = (V (0)/V0 )1.2 is a correction factor involving V (0) the streamwise

velocity at the centerline and V0 is the bulk velocity which is calculated by
Q[m3/s]

Exit area[m2]
.

In the figure, the fitting line with uncorrected is plotted by the empirical equation

Eqn 2.5, and the other line with corrected is plotted by Eqn 6.1. It can be proposed

that this difference is originated from the flow regime. The increase of flame brush

thickness affected by a higher turbulence level is limited, while the characteristic of

the vortex-dominant flow regime significantly increases the flame brush thickness.

The empirical equation underestimates the flame brush thickness [48] at the down-

stream where the mean progress variable starts from nonzero. The measured flame

brush thicknesses were not shown at these locations. For B.R. 62%, the locations

are beyond x/D = 3, 4, and 5 for Reynold number 10k, 12.5k, and 15k respectively.

For B.R. 86%, the locations are beyond x/D = 4, 5, and 6 for Reynold number 10k,

12.5k, and 15k respectively.
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Fig. 6.8. Flame brush thickness normalized by the burner diameter
along the axial direction normalized by the burner diameter. Reynolds
number is 10,000. The empirical equation of flame brush thickness for
the B.R. 86% requires a correction to fit with the experimental flame
brush thickness, whereas the B.R. 62% does not.

6.3.4 Flame surface density

Fig. 6.11 provides the flame surface density (FSD) vs. the mean progress variable

for the Reynolds number 10k. It is calculated over a flame. The B.R. 62% has several

points for flame surface density beyond 0.15 mm−1 apart from the mainstream. Ex-

cept these scattered points, the B.R. 86% has more distributed flame surface density

than the B.R. 62%. This distribution is getting wider toward < C >= 0.5 along the

mean progress variable. Meanwhile, the B.R. 62% has relatively constant distribu-

tion except the scattered points. The wider distribution may be because of the higher

degree of flamelet wrinkling near < C >= 0.5 for the B.R. 86%. On the other hand,

lesser wrinkling of flamelet leads to thin and constant distribution of flame surface
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Fig. 6.9. Flame brush thickness normalized by the burner diameter
along the axial direction normalized by the burner diameter. Reynolds
number is 12,500. The empirical equation of flame brush thickness for
the B.R. 86% requires a correction to fit with the experimental flame
brush thickness, whereas the B.R. 62% does not.

density. The scattered points may come from the locations where certain parts of the

flamelet remain unperturbed even if the flamelet fluctuates.

The mean flame surface density vs. the mean progress variable for the entire flame

is shown in Fig. 6.12, 6.13, and 6.14. The mean flame surface density vs. the mean

progress variable for 0.4 < x/D < 2 is shown in Fig. 6.15, 6.16, and 6.17.They are for

Reynolds number = 10,000, 12,500, and 15,000. Below x/D = 0.4 is not included due

to the effect of the pilot flame. The mean flame surface density for the entire flame

shows that the B.R. 86% has higher values at all mean progress variables. However,

it is opposite at the upstream of the flame. That is, the B.R. 62% is higher. In

addition, the maximum flame surface density for the B.R. 62% decreases from 0.21
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Fig. 6.10. Flame brush thickness normalized by the burner diameter
along the axial direction normalized by the burner diameter. Reynolds
number is 15,000. The empirical equation of flame brush thickness for
the B.R. 86% requires a correction to fit with the experimental flame
brush thickness, whereas the B.R. 62% does not.

at the upstream to 0.13 for the entire flame, whereas the maximum flame surface

density for the B.R. 86% shows a relatively less change from 0.17 to 0.13. It can be

inferred that the B.R. 62% generates a drastic drop of flame surface density along

the flame axis and the B.R. 86% generates a relatively constant flame surface density

along the flame axis. The vortex-dominant flow regime would cause the difference.

Higher turbulence existing in the vortex-zone is not consumed easily and retains its

strength until flame tip, then generates a high level of flamelet wrinkling resulting in a

relatively constant flame surface density. Low turbulence originated from a low B.R.

may generate greater flame surface density at the upstream, but the low turbulence
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gets consumed in a short distance. Then, a level of flamelet wrinkling relies on the

turbulence originated from the interference between flow and the surroundings.

The maximum mean flame surface density for the entire flame is decreasing as

Reynolds number increases, while the maximum mean flame surface density for 0.4 <

x/D < 2 is increasing as Reynolds number increases.

Fig. 6.18, 6.19,and 6.20 shows the flame surface density along the centerline. The

B.R. 86% makes a sharper and higher flame surface density profile than B.R. 62%.

The existence of the vortex-zone resulting in higher turbulence could produce the

higher flame surface density profile.

6.3.5 Global consumption speed

The global consumption speed ST,GC = ṁR

ρRA<C>
at < C >= 0.05 was calculated

and is shown in Fig. 6.21. The unperturbed laminar flame speed SoL = 0.32m/s was

calculated using CHEMKIN with the GRI 3.0 mechanism. The global consumption

speed for Re 10k gives 1.45 m/s for B.R. 62% and 2.33 m/s for B.R. 86%. It implies

that B.R. 62% has a greater area of < C >= 0.05 with the constant mass flow rate

of reactants ṁR and density of reactants ρR. A thicker flame brush is interpreted

as a lower consumption speed. The combined effects of the thickened flame brush

along the radial direction and the shrunk flame brush along the centerline result in

a thinner flame brush per flame. While the global consumption speed increases with

turbulence fluctuation at a constant Reynolds number, it decreases with increasing

turbulence fluctuation by increasing Reynolds number. The trend of consumption

speed or turbulent burning velocity has been reported for both cases: it increases as

turbulence fluctuation is rising [43,45] but starts to decrease at a certain point [12].

The existence of the vortex-zone in turbulent flow has as an important role when

the global consumption speed is compared at the same turbulence fluctuation. For

instance, u′/SoL = 9 gives , ST,GC/S
o
L = 4 for B.R. 62% and ST,GC/S

o
L = 12 for B.R.
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86%. It can be suggested that the vortex-zone in turbulent flow at the same velocity

fluctuation level improves the consumption speed.
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Fig. 6.11. Flame surface density vs. the mean progress variable for
Reynolds number = 10000.
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Fig. 6.12. Mean flame surface density vs. the mean progress variable
for the entire flame. Reynolds number = 10,000.

Fig. 6.13. Mean flame surface density vs. the mean progress variable
for the entire flame. Reynolds number = 12,500.
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Fig. 6.14. Mean flame surface density vs. the mean progress variable
for the entire flame. Reynolds number = 15,000.

Fig. 6.15. Mean flame surface density vs. the mean progress variable
for 0.4 < x/D < 2. Reynolds number = 10,000.
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Fig. 6.16. Mean flame surface density vs. the mean progress variable
for 0.4 < x/D < 2. Reynolds number = 12,500.

Fig. 6.17. Mean flame surface density vs. the mean progress variable
for 0.4 < x/D < 2. Reynolds number = 15,000.
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Fig. 6.18. Flame surface density along the centerline. Reynolds number = 10,000.

Fig. 6.19. Flame surface density along the centerline. Reynolds number = 12,500.
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Fig. 6.20. Flame surface density along the centerline. Reynolds number = 15,000.
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Fig. 6.21. Global consumption speed versus turbulence fluctuation
normalized by the unperturbed laminar flame speed.
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7. CONCLUSION

In regards to the next generation of gas turbine, which are lean premixed pre-vaporised

combustors and axial staged lean-mixture injection, fundamental study about lean

turbulent premixed flames was performed. In the condition, flame stabilization is

essential and significant for good performance and low NOx combustion. The flame

stabilization is accomplished by recirculation. The hot recirculating gases transfer

heat to the colder ones ignite those and initiate flame spread. The burned gases carry

heat to the recirculation zone to balance the heat lost in igniting the combustible gas.

Adequate energy must be supplied to the stabilization zone to continuous ignition on

the incoming gas flow. For the recirculation, this study selected to use perforated plate

among various turbulence generators because of its popularity. There is a significant

factor to select a geometry of perforated plate. That is a blockage ratio. Flow with

a perforate plate has a blockage ratio (B.R.) 0-70% generates the stream-dominant

turbulent flow, and flow with a perforated plate has a B.R. 80-99% develops the

vortex-dominant turbulent flow. In this study, B.R. 62% represents the flow in the

stream-dominant turbulence regime, while B.R. 86% represents the flow in the vortex-

dominant turbulence regime.

In order to examine the effects of turbulent flow regime on the flame structure, a

premixed axisymmetric reactor assisted turbulence burner was newly developed. The

experimental apparatus allows a study of the effects of blockage ratio of perforated

plate successfully because the burner provides the fully-developed turbulent flow if

no perforated plate is installed. Based on the fully-developed turbulent flow, the

characteristics of a turbulent flow varied by the different blockage ratio of perforated

plate can be examined. Furthermore, the burner has a capability of high-pressure

and high-temperature test conditions.
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Using the newly designed burner and the two perforated plates with B.R 62%

and 86% respectively, the effects of turbulent flow regime on the flame structure was

experimentally investigated. We performed analysis of visible image, stereo particle

image velocity, and OH planar laser-induced fluorescence measurements. Methane/air

mixture was used for the main flame, and hydrogen was used for the pilot flame.

They show entirely different profiles of velocity. The stream-dominant turbulent

flow has a top-hat flow profile along the radial direction, but the vortex-dominant

turbulent flow has a sharp cone in the center in addition to a top-hat flow profile.

Also, the stream-dominant turbulent flow has a low level of turbulence which gets

consumed over a short distance, whereas the vortex-dominant turbulent flow provides

a high level of turbulence which cannot be consumed over a short distance and hence

it is transferred to the far downstream at least until 4.5D. In detail, it was observed

that (1) the different streamwise velocity profiles at exit, (2) the different streamwise

velocity profiles are converged to the same velocity profile as approaching to x/D =

4, and (3) locally isotropic turbulent fluctuation based on the same magnitude of

rms velocities urms, vrms, and wrms. Turbulent intensity Vrms/Vmean of B.R 62%

is ranged from 16.5 to 20.7%. With a higher B.R, turbulent intensity increases to

the range from 18.1 to 24.1%. Mean and rms streamwise velocities increase with a

higher B.R. As Reynolds number increases, both B.R 62% and 86% generate higher

mean and rms streamwise velocities. At the exit, 86% B.R has a broaden width of

PDFs compared to 62% B.R resulting in higher rms velocity. But, as approaching to

x/D=4, the shape (the width and height) of PDF is getting equal. The ratio of decay

of mean streamwise velocity for B.R 86% is 40% at x/D=4, but B.R 62% makes 10%.

B.R 86% keeps decaying rms velocity until 55% of the initial value. In contrast, B.R

62% makes decaying velocity until 85% and recovering to the initial one. The gap

of decays between non-reacting and reacting flows is caused by turbulence generated

by flame. The gap between two cases can lead to estimation of a height of potential

core. These three estimations through visible images, PIV, and CARS are in the good

agreement.
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Significantly different flames are observed based on flame height, height of pure re-

actant core, the mean progress variable, flame brush thickness, flame surface density,

and consumption speed. Flames with the stream-dominant flow only show the flame

structure originated from turbulence. On the other hand, flames with the vortex-

dominant flow show the flame structure originated from turbulence and the effects

of the vortex-dominant turbulent flow. The effects of turbulence are (1) higher tur-

bulence produces a wider and shorter flame and (2) higher turbulence generates a

bigger horizontal flame brush thickness and a smaller longitudinal flame brush thick-

ness. The effects of vortex-dominant turbulent flow can be described into three. First,

the vortex-dominant turbulent flow regime makes the horizontal flame brush thickness

much larger than what it is expected by the turbulence diffusion theory [53]. This

disagreement can be corrected by multiplying a correction factor UK = (V (0)/V0 )1.2

where V (0) is the streamwise velocity at the centerline and V0 is the bulk veloc-

ity which is calculated by
Q[m3/s]

Exit area[m2]
. Second, the vortex-dominant turbulent flow

shows 47% decreasing of mean flame surface density along the streamwise direction,

while the stream-dominant turbulent flow forms 77% drop of mean flame surface den-

sity along the streamwise direction. Thus, the vortex-dominant turbulent flow has a

lesser change in mean flame surface density. Third, the vortex-dominant turbulent

flow increases the consumption speed by 300% in comparison to the stream-dominant

turbulent flow with the same velocity fluctuation level.

Flow with a perforate plate has a blockage ratio (B.R.) 0-70% generates the

stream-dominant turbulent flow, and flow with a perforated plate has a B.R. 80-

99% develops the vortex-dominant turbulent flow. In this study, B.R. 62% represents

the flow in the stream-dominant turbulence regime, while B.R. 86% represents the

flow in the vortex-dominant turbulence regime.

This is a significant practical result for combustor designer interested in utilizing

a perforated plate. They have to consider a B.R. of perforated plate. To emphasize

the two distinct flow regime, I would like to duplicate the sentence. Flow with a

perforate plate has a blockage ratio (B.R.) 0-70% generates the stream-dominant



112

turbulent flow, and flow with a perforated plate has a B.R. 80-99% develops the

vortex-dominant turbulent flow.
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