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ABSTRACT

Tamanampudi, Gowtham Manikanta Reddy Ph.D., Purdue University, August 2019.
Reduced Fidelity Analysis of Combustion Instabilities Using Flame Transfer Func-
tions in a Nonlinear Euler Solver. Major Professor: William E. Anderson.

Combustion instability, a complex phenomenon observed in combustion cham-

bers is due to the coupling between heat release and other unsteady flow processes.

Combustion instability has long been a topic of interest to rocket scientists and has

been extensively investigated experimentally and computationally. However, to date,

there is no computational tool that can accurately predict the combustion instabil-

ities in full-size combustors because of the amount of computational power required

to perform a high-fidelity simulation of a multi-element chamber. Hence, the focus

is shifted to reduced fidelity computational tools which may accurately predict the

instability by using the information available from the high-fidelity simulations or

experiments of single or few-element combustors. One way of developing reduced

fidelity computational tools involves using a reduced fidelity solver together with the

flame transfer functions that carry important information about the flame behavior

from a high-fidelity simulation or experiment to a reduced fidelity simulation.

To date, research has been focused mainly on premixed flames and using acoustic

solvers together with the global flame transfer functions that were obtained by in-

tegrating over a region. However, in the case of rockets, the flame is non-premixed
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and distributed in space and time. Further, the mixing of propellants is impacted by

the level of flow fluctuations and can lead to non-uniform mean properties and hence,

there is a need for reduced fidelity solver that can capture the gas dynamics, nonlin-

earities and steep-fronted waves accurately. Nonlinear Euler equations have all the

required capabilities and are at the bottom of the list in terms of the computational

cost among the solvers that can solve for mean flow and allow multi-dimensional mod-

eling of combustion instabilities. Hence, in the current work, nonlinear Euler solver

together with the spatially distributed local flame transfer functions that capture the

coupling between flame, acoustics, and hydrodynamics is explored.

In this thesis, the approach to extract flame transfer functions from high-fidelity

simulations and their integration with nonlinear Euler solver is presented. The dy-

namic mode decomposition (DMD) was used to extract spatially distributed flame

transfer function (FTF) from high fidelity simulation of a single element non-premixed

flame. Once extracted, the FTF was integrated with nonlinear Euler equations as a

fluctuating source term of the energy equation. The time-averaged species destruc-

tion rates from the high-fidelity simulation were used as the mean source terms of

the species equations. Following a variable gain approach, the local species destruc-

tion rates were modified to account for local cell constituents and maintain correct

mean conditions at every time step of the nonlinear Euler simulation. The proposed

reduced fidelity model was verified using a Rijke tube test case and to further assess

the capabilities of the proposed model it was applied to a single element model rocket

combustor, the Continuously Variable Resonance Combustor (CVRC), that exhib-
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ited self-excited combustion instabilities that are on the order of 10% of the mean

pressure. The results showed that the proposed model could reproduce the unsteady

behavior of the CVRC predicted by the high-fidelity simulation reasonably well. The

effects of control parameters such as the number of modes included in the FTF, the

number of sampling points used in the Fourier transform of the unsteady heat release,

and mesh size are also studied. The reduced fidelity model could reproduce the limit

cycle amplitude within a few percent of the mean pressure. The successful constraints

on the model include good spatial resolution and FTF with all modes up to at least

one dominant frequency higher than the frequencies of interest. Furthermore, the

reduced fidelity model reproduced consistent mode shapes and linear growth rates

that reasonably matched the experimental observations, although the apparent abil-

ity to match growth rates needs to be better understood. However, the presence of

significant heat release near a pressure node of a higher harmonic mode was found

to be an issue. This issue was rectified by expanding the pressure node of the higher

frequency mode. Analysis of two-dimensional effects and coupling between the local

pressure and heat release fluctuations showed that it may be necessary to use two

dimensional spatially distributed local FTFs for accurate prediction of combustion in-

stabilities in high energy devices such as rocket combustors. Hybrid RANS/LES-FTF

simulation of the CVRC revealed that it might be necessary to use Flame Describing

Function (FDF) to capture the growth of pressure fluctuations to limit cycle when

Navier-Stokes solver is used.

The main objectives of this thesis are:
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1. Extraction of spatially distributed local flame transfer function from the high

fidelity simulation using dynamic mode decomposition and its integration with

nonlinear Euler solver

2. Verification of the proposed approach and its application to the Continuously

Variable Resonance Combustor (CVRC).

3. Sensitivity analysis of the reduced fidelity model to control parameters such as

the number of modes included in the FTF, the number of sampling points used

in the Fourier transform of the unsteady heat release, and mesh size.

The goal of this thesis is to contribute towards a reduced fidelity computational

tool which can accurately predict the combustion instabilities in practical systems

using flame transfer functions, by providing a path way for reduced fidelity multi-

element simulation, and by defining the limitations associated with using flame trans-

fer functions and nonlinear Euler equations for non-premixed flames.
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1. INTRODUCTION

1.1 Overview of combustion instability

Combustion instability is a phenomenon that arises due to coupling between heat

release and other unsteady processes [1–3]. It is observed in rocket engines, gas tur-

bine engines and many other devices like the blast furnace and heating units. A small

perturbation in pressure caused by any of the processes like vortex shedding, atom-

ization and chemical kinetics, when coupled with heat release oscillations can lead to

amplification of pressure oscillations. The level of oscillations can be very small and

harmless or very large and damaging. The level of pressure oscillations depends on

the operating parameters and the geometry of the device.

The “singing flame”, where a flame produces sound when a tube of sufficient

length is used, observed by Byron Higgins in 1777 is one of the earliest references

to combustion instability. Another important reference to combustion instability was

found in the work by Rijke [4], where a flame located at the quarter length from the

inlet of the tube, which is open at both ends, showed self-excited pressure oscillations

that are coupled with the heat release fluctuations. It was Rayleigh [1], who proposed

the famous Rayleigh criterion,

∫ τ

0

∫ V

0

p′(x, t)q′(x, t)dvdt >

∫ τ

0

∫ V

0

φ(x, t)dvdt (1.1)
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where p′ and q′ are the unsteady pressure and heat release fluctuations, τ is the time

period, v is the volume of the combustor and φ is the wave energy dissipation, that

instabilities occur when Eq. 1.1 is satisfied, i.e., when the energy entering the system

is greater than the energy leaving the system. It also states that pressure oscillations

continue to grow when the pressure and heat release oscillations are coupled in phase

and damp when they are coupled out of phase. The system, however, may reach a

limit cycle, where there is no growth or decay of oscillations due to nonlinearities and

losses through the boundaries.

The most prominent reference to the combustion instabilities observed in a prac-

tical system dates to the Saturn F-1 engine development in 1960s. During the testing

phase, the instability levels that exceed the threshold of safe engine operation were

observed [5]. To control the observed instabilities a series of tests were performed

by trial and error approach by using different configurations of baffles and fuel in-

jectors. After rigorous testing over two years, the best arrangement of injectors and

baffles that allows stable operation of the engine by damping any transverse and tan-

gential instability modes was found. The final design of the F-1 injector plate with

baffles is shown in Fig. 1.1.

Combustion instability is one of the main risks associated with rocket and gas

turbine engine development [6–8]. A rocket engine which did not show any kind of

pressure oscillations during the test phase can suddenly start to show high pressure

oscillations due to a minor change in the operating conditions or design alterations,

which could end the mission. In rocket engines, it can be very difficult to identify the
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Fig. 1.1. The Saturn F-1 engine with baffles installed to prevent
combustion instabilities [5]

source of combustion instabilities given the complexity of the flow field. Also, it could

cost many millions of dollars in full-scale testing of the engine to identify and control

the instabilities. Affordability being one of the main objectives of new rocket engine
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development programs, combustion instability and the underlying mechanisms must

be well understood to reduce the cost and to increase the margin of safety.

1.2 Types of instability

Although there is no exact dividing line between the various regimes of combustion

instability, based on the frequency at which combustion oscillations occur, they are

classified into three types: 1. Chugging [9] is a low-frequency combustion instability

that occurs at several hundreds of Hz due to coupling between the bulk mode and mass

flow oscillations, 2. Buzzing [10] is an intermediate frequency combustion instability

that occurs around higher hundreds to low thousand Hz due to the interaction between

the propellant feed system and combustion chamber and, 3. Screeching [11] is the

high-frequency combustion instability generally observed in rockets due to coupling

between acoustics, injection flow oscillations and other sub-process of combustion. The

source of high-frequency combustion instabilities is difficult to determine due to the

complex flow field associated with the rocket engines.

Based on the system to which they are coupled, Barrere and Williams [12] classi-

fied the combustion instabilities as: 1. instabilities that occur only in the combustion

chamber without coupling to other parts of the engine (combustion-chamber insta-

bilities), 2. instabilities that occur due to interaction with other parts of the engine

such as the feed system (system instabilities), and 3. instabilities that occur due to

chemical reactants (intrinsic instabilities).
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Combustion instabilities are further classified based on the type of oscillations:

1. self-excited combustion instabilities that initiate due to a self-induced perturba-

tion in the system, such as a small change in pressure drop across the injector that

leads to mass flow fluctuations which in-turn causes heat release fluctuations. These

fluctuations continue to grow until they reach a limit cycle due to inherent coupling

between the heat release fluctuations and other flow processes [13–15] such as flame-

vortex interactions [16] [17], and flame-acoustic interactions as shown in Fig. 1.2. The

instabilities observed in the Saturn F-1 engine are self-excited combustion instabili-

ties. 2. forced combustion instabilities are initiated by an external forcing that causes

the flow perturbations. External forcing is often used as a stability rating tool, and

in experiments as an independent test variable.

Fig. 1.2. Block diagram showing closed loop of self-excited combustion instability
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1.3 Governing mechanism of combustion instability

Combustion instabilities in any device are mainly governed by two types of mech-

anism, linear and nonlinear mechanism. If combustion instabilities in a system are

governed by linear mechanism, the fluctuations either grow or decay exponentially

as shown in Fig. 1.3. However, the fluctuations in a practical system reach a limit

cycle instead of growing forever as shown in Fig. 1.4. The initial growth of fluctua-

tions at low amplitudes is typically characterized by linear mechanisms, but as the

amplitude of fluctuations increase, the nonlinear mechanisms take over restricting the

exponential growth of fluctuations. Although there is no clear boundary, the nonlin-

ear mechanisms become prominent when the oscillation levels are more than 5% of

the mean pressure.

Fig. 1.3. Pressure variation with time showing linear growth regime
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Fig. 1.4. Pressure variation with time showing limit cycle

1.4 Modeling approaches

Combustion instability is being studied both experimentally [10,18–23] and com-

putationally [24–30] for the past several decades. A majority of the studies are re-

stricted to a single element combustion chamber. As of today, no feasible experimental

procedure or computational tool exists that can predict the combustion instabilities

in full scale engine.

It is of utmost importance to be able to predict the combustion instabilities in

a full-size combustor. That is, one should be able to predict the level and growth

rate of instabilities that can be expected in a combustor during the design phase

itself so that necessary modifications can be made to the engine design to prevent the

instabilities in an engine while in operation. Once developed and tested, the predictive
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tools would help reduce the uncertainty factor associated with engine operation and

the cost associated with engine testing.

1.4.1 high-fidelity simulations

In the present day, there are many high-fidelity computational techniques such as

large eddy simulations (LES), detached eddy simulations (DES), and direct numerical

simulations (DNS) that provide a great amount of detail about the phenomena un-

der study, which cannot be observed through experiments. These methods solve the

multi-dimensional Navier Stokes Equations accounting for chemical reactions, mean

flow, flame dynamics, vortex interactions, turbulence, viscosity, boundary effects, etc,.

The high-fidelity techniques can be used to study complex flow fields such as the gas

turbines and rocket combustors. Tucker et al. [31] simulated the rocket combustor us-

ing LES, unsteady Reynolds Averaged Navier Stokes (URANS), and steady Reynolds

Averaged Navier Stokes (RANS) and pointed out the modeling challenges associated

with these simulations. They observed that the results of URANS and fine grid LES

compared well with each other. However, the work by Tucker et al. did not focus on

combustion instability modeling. Brookes et al. [32] modeled bluff body stabilized sim-

plified gas turbine system using URANS to study combustion instabilities associated

with the system. LES [33, 34] is being used widely to study combustion instabili-

ties in gas turbine systems. Angelberger et al. [33] studied combustion instabilities in

backward facing step using LES and observed that the large eddies play a prominent

role in the combustion instability of the system under study. Shipley et al. [35] inves-
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tigated combustion instabilities in a seven element Transverse Instability Chamber

(TIC) using DES. The results provided a deeper insight into the phenomenon leading

to combustion instabilities. Heat release contour of the seven element TIC obtained

through DES is shown in Fig. 1.5. Although the high-fidelity simulations provide

valuable and detailed information, they require an enormous amount of computa-

tional power. Especially, this situation becomes worse in the simulation of complex

fields which require three-dimensional modeling and detailed chemical kinetics. In

addition, one of the key parameters that characterize the instabilities, their growth

rate, is difficult to obtain using high-fidelity simulations, as it would require enor-

mous computational power to be able to capture the entire growth period and limit

cycle of the system. Hence, the use of high-fidelity computational techniques to pre-

dict combustion instabilities in full-size combustors can take a very long time and is

not preferred in situations that demand a quick turnaround time. An alternative to

high-fidelity simulations is the reduced fidelity simulations that solve wave equation,

linearized Euler equation, or nonlinear Euler equations. A block diagram showing the

various approaches of combustion instability modeling arranged in term of fidelity

and associated cost is shown in Fig. 1.6.

1.4.2 Reduced fidelity simulations

Reduced fidelity simulations based on the wave equation and Euler equations [37]

[38] require considerably less time to obtain a solution compared to the high-fidelity

models. The reduced fidelity methods can be broadly classified into linear and non-
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Fig. 1.5. Heat release contour of a 7 element Transverse Instability
Chamber obtained from a 3D high-fidelity simulation [35]

linear methods. The linear methods use simple equations and are based on wave

equation or linearized Euler equations. Using linear methods, the eigen-modes and

eigen-frequencies can be predicted. However, the growth rates predicted correspond

to the linear system where the pressure fluctuations grow exponentially without any

bounds. Using linear methods, the limit cycle amplitudes cannot be predicted. To

overcome the limitations of the linear models, work has been done on the nonlinear

modeling of combustion instability by accounting for nonlinear acoustics and com-
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Fig. 1.6. Block diagram showing various approaches of combustion
instability modeling arranged in terms of fidelity and associated cost
[36]

bustion [39–42]. Nonlinear modeling of combustion instability is significantly more

challenging than the linear analysis. The reduced fidelity models despite being able

to accurately capture the resonant modes of the chamber do not account for all the

physics involved and cannot predict the combustion instabilities to the full extent. In

order to use these reduced fidelity models to study combustion instabilities, addi-

tional information about the interaction of flame and acoustics of the chamber must

be provided externally as a source term. Using the reduced fidelity approach, some

of the important parameters such as the resonant frequency, growth rate of resonant

modes can be predicted to help characterize the combustion instabilities associated
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with the system to a certain extent. However, the reduced fidelity models cannot

inherently account for the coupling between unsteady heat release fluctuations and

flow fluctuations. Hence the unsteady heat release response needs to be specified as

an input to the reduced fidelity techniques.

The n − τ time-lag approach proposed by the Crocco [2] has been widely used

to account for unsteady combustion in the reduced fidelity models. The time lag

model characterizes the global heat release fluctuations in the combustion chamber

to a reference pressure or velocity fluctuations using the two parameters n and τ . It

is expressed as,

q′

q̄
= n

p′(t− τ)

p̄
(1.2)

where n is the interaction index and τ is the time lag between the global (integrated

over the entire combustion chamber) heat release fluctuations and reference pressure

fluctuations. Although the n − τ model has shown success in capturing reasonable

growth rate and frequencies, the main drawback of the model is the lack of generality

of the parameters n and τ . They must be determined for every system to perform

reduced fidelity analysis. Over the years the time-lag model proposed by Crocco has

undergone many changes in the way the n and τ are calculated but its form remain

unchanged. Similar time-lag models were developed by Dowling and Stow [43].

The other frameworks used to describe the flameacoustic interactions in the re-

duced fidelity models are: 1. The transfer matrix approach, and 2. The flame transfer

function approach. In the transfer matrix approach [44] [45], which can also be termed
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as acoustic network model, the flame is represented as black box and the flow up-

stream and downstream of the flame are connected through the transfer matrix,p′down
u′down

 = M(f)

p′up
u′up

 ,M(f) =

Mpp(f) Mpu(f)

Mup(f) Muu(f)

 , (1.3)

where ( )’ indicates the fluctuating quantities, ( )down down indicates the downstream

variables and ( )up indicates the upstream variables and M(f) is the transfer matrix.

In this approach of acoustic network model, each part of the system is considered

as a lump and are connected to each other through the transfer matrix. Although

this approach is being used widely, considering the flame as a black box makes this

approach less appealing than the approach using flame transfer function.

Using flame transfer function (FTF) [46] approach, the information about flame

is externally provided to the reduced fidelity model in the form of unsteady source

term or unsteady heat release fluctuations,

FTF (ω) =

q̇′

q̄

ṗ′

p̄

or FTF (ω) =

q̇′

q̄

u̇′

ū

. (1.4)

Flame transfer function is a carrier function that provides information about the

unsteady flame response. When used together with reduced fidelity models, FTFs

can help characterize the combustion instabilities of a system to a certain extent

using limited computational power. In this thesis, the main emphasis is on the flame

transfer functions.

The flame transfer functions are being extensively used to study the combustion

instabilities of premixed flames [47–50]. However, their application to non-premixed
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flames is very limited [51] [52]. Flame transfer functions were calculated both for

the laminar [53] [54] and turbulent [55–57] premixed flames involving complex ge-

ometries. However, the studies related to the FTFs of turbulent premixed flame

are limited given the complexities associated with their extrapolation and complex

acoustic/flame coupling. The flame transfer functions have been calculated experi-

mentally [58–62], computationally [48, 53, 55, 63] and analytically [64–66]. The flame

transfer functions are most extensively extracted from the experiments following the

global flame transfer function approach in which the FTF is obtained by using the

volume integrated heat release measurements and the velocity measured at the inlet

of the combustor [58] [61]. Some studies have been dedicated to obtaining spatially

distributed flame transfer function from the experiments [67] following the local flame

transfer function approach in which the local heat release measurements were used

for the FTF extraction. The heat release measurements in the combustor are usually

based on the CH* and OH* chemiluminescence measurements. In addition to being

used in the reduced fidelity models, FTFs also help shed information on how the flame

responds to various flow parameters. Various studies dedicated to the investigation of

the influence of various flow/flame parameters on the FTF can be found throughout

the literature [68]. Through these studies, it is possible to unlink the coupling between

various phenomenon leading to combustion instabilities. Preetham et al. [56] through

their investigation on the effect of flame structure on FTF, found that the average

area of turbulent flame is less compared to the laminar flame as the small turbulent

scales will help disseminate larger fluctuations in the flame area and hence it leads
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to a lower gain of the FTF. The flame transfer function data obtained from the ex-

periments is further used to develop an analytical flame transfer function dispersion

relation given by Noiray et al. [65],

H(ωr + iωi) = F (ωr), (1.5)

where,

H(ω) =
4πh

αω

ūP

(E − 1)Ā

c

SL
(cotan(

ωL

c
)− ωl

cP
(1 +

lv
rp

(1 + i))), (1.6)

and F (ωr) is the flame transfer function, which can be solved to predict the Eigen

modes and growth rate of resonant modes. In this approach, the original FTF mea-

sured from the experiments or computations can be assumed to be a combination of

several Gaussian functions with varying time delays in order to better fit the data as

given by Kaess et al. [51]

F (ω) = (1 + a)e−iωτ1−
ω2σ21

2 − ae−iωτ2−
ω2σ22

2 , (1.7)

where, the unknowns τ1, τ2, σ1, σ2 can be calculated based on the available data.

Using similar approach, Kim et al. [67] showed that the global flame transfer function

can accurately predict the resonant modes and growth rates if the flame length is less

than 10% of the acoustic wavelength. Otherwise, local flame transfer function was

found to be more accurate.

The extraction of the flame transfer function from high-fidelity simulations is less

common compared to the extraction from experiments. However, there is growing

interest in this area and several studies can be found throughout the literature [48]
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[53] [55] [69] [70]. Most of the studies involving extraction of the FTF from CFD

simulation can be categorized into two based on the approach used, 1. Generic FTF

approach, in which the global FTF in frequency domain was simply obtained by

taking the ratio of the Fourier transform of the global heat release fluctuations and

Fourier transform of pressure or velocity fluctuations [53], 2. Extraction of FTF using

impulse response function, in which the FTF is extracted in the time domain using

the Weiner - Hopf method, which is based on correlation of the data, as given by Luis

et al. [70],

Γijhi = ci, (1.8)

where Γ is the auto-correlation matrix of the input signal (pressure or velocity mea-

sured at the reference location) and c is the cross-correlation of the input signal and

heat release signal, h is the unit impulse response function obtained by inverting the

above equation. The unit impulse response in the time domain can be converted into

the frequency domain by taking z- transform, which then takes the form,

F (ω) =
L∑
k=0

hke
−iωkδt, (1.9)

given by Luis et al. [70] and Scarpato et al. [63]. Using the generic FTF approach,

Duchaine et al. [53] investigated the effect of flame speed, the expansion angle of burnt

gases, inlet air temperature, inlet duct temperature and combustor wall temperature

on laminar premixed flame by characterizing the flame response through FTFs ob-

tained from DNS simulations and found that laminar flames are more sensitive to
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flame speed and inlet duct temperature. Similarly, Preetham et al. [56] investigated

the response of turbulent premixed flames to harmonic forcing and found that the

average flame area is less when the turbulent flame is subjected to higher ampli-

tudes of excitation, because of the small turbulent scales that disseminate the flame

area fluctuations. The second approach of using impulse function was mainly used

in studies where the intention was to integrate the developed FTF with acoustic

solvers. Scarpato et al. [63] investigated a reheat combustor considering flame as a

multiple input single output system using the Weiner- Hopf method to unlink the cou-

pling between the effects of various flow parameters on combustion instability. The

main assumption of the Weiner-Hopf method is that the system is linear, which is true

only at small fluctuation levels and is well applicable to the gas turbine systems but

not to the rocket systems. Further, the FTF is only a frequency dependent function

and hence it cannot characterize the flame response at all fluctuation levels, especially

in a system with higher fluctuation levels. Flame Describing Function (FDF) is an

amplitude dependent flame transfer function and can be expressed as

FDF (ω, p′) =

q̇′

q̄

ṗ′

p̄

or FDF (ω, u′) =

q̇′

q̄

u̇′

ū

. (1.10)

Flame describing function helps predict the limit cycle amplitude in addition to the

resonant modes and growth rate when integrated with a nonlinear solver. Several

studies can be found in the literature in which FDF was extracted from the exper-

iments and a dispersion relation was developed to implement the FDF in acoustic
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solver [65] [71] [66] [64]. Flame describing function also helps study the limit cycles

of multiple flame combustors [71].

One of the recent works on FTF/FDF in premixed flames is done by Han et

al. [72]. In their study, a bluff body stabilized partially premixed flame combustor was

simulated using an LES solver. Further, the flame describing function was extracted

from the high-fidelity simulations and was used in the reduced fidelity thermo-acoustic

modeling network tool developed in-house. Han et al. [72] successfully analyzed the

limit cycle behavior of the combustor using the flame describing function. This is one

of the first attempts where a flame describing function extracted from high-fidelity

simulations was successfully implemented in a reduced fidelity acoustic tool. The FDF

obtained by Han et al. showing the gain and phase for various flow fluctuation levels

and frequencies is shown in Fig. 1.7. The use of FDF/FTF extracted from high-fidelity

simulations in reduced fidelity tools is only at the beginning stage.

Among the very limited studies on the extraction of FTF from non-premixed

flames [51] and application of combustion response models to study non-premixed

flames [52], particular interest is a recent attempt on combustion instability predic-

tion of non-premixed flames by Frezzotti et al. using quasi one-dimensional Euler

equations. In her work, the response functions were extracted from two different sim-

ulations, DES and URANS, and two flame response models similar to Crocco’s n− τ

model, one based on pressure and the other based on velocity for each reference sim-
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Fig. 1.7. The FDF obtained by Han et al. showing the gain and phase
for various flow fluctuation levels and frequencies [72]

ulation were developed. The velocity-time lag response function used by Frezzotti et

al. is,

q̇us(x, t) = gu(x)αuA(x)[u(xu, t− τu)− ū(xu)], (1.11)

where,

gu(x) =
e− (x−µu)2

2σ2
u√

2πσ2
u

, (1.12)

αu is the coefficient of proportionality, τu is time lag, µu is mean of Gaussian distribu-

tion, σu is the standard deviation of Gaussian distribution. It was assumed that the
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flame transfer function follows Gaussian distribution close to the dump plane and is

zero elsewhere. The parameters such as mean, and variance were modeled such that

the assumed Gaussian profile closely represents the mean heat release profile observed

in the high-fidelity simulations. Further, two important parameters, the time lag, and

coefficient of proportionality were determined using cross-correlation and the least

square method respectively. Although the response function was distributed, only a

particular value of time lag and proportionality constant were used in accordance

with Crocco’s n− τ model [2]. The combustion response models were then used with

quasi one-dimensional Euler equations and the results obtained agreed well with the

reference DES simulation as shown in Fig. 1.8.

Fig. 1.8. Comparison of a) pressure trace, and b) Power Spectral
Density (PSD) between the DES simulation, one-dimensional pressure
and velocity lag models [52]
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Although a good agreement was obtained using one-dimensional solver, the appli-

cation of this approach is limited to axial instability and transverse instability modes

in a multi-element chamber cannot be predicted. Also, employing a one-dimensional

solver, one of the main assumptions made by Frezzotti et al. in calculating the steady

state conditions was that the oxidizer burns instantaneously in the chamber following

a prescribed sinusoidal pattern and produces corresponding reactants. This assump-

tion has made the flame appear to be more of a distributed premixed flame with a

specified rate of production of products that varies spatially in the region specified,

rather than a non-premixed flame where the flow mixes on its own and produces

products accordingly. Further, the mixing of propellants is impacted by the level of

flow fluctuations and can lead to non-uniform mean properties and hence, there is a

need for reduced fidelity solver that can capture the gas dynamics, nonlinearities and

steep-fronted waves accurately.

1.5 Objectives

Based on the literature review, it is clear that there has not been a lot of re-

search in the area of using FTFs to study non-premixed flames. To model the non-

premixed flames, acoustic solvers [73] [74] are limited as they do not account for

flow mixing, cannot capture steep-fronted waves, and cannot be applied to compli-

cated geometries. Nonlinear Euler equations have all the required capabilities that

are necessary to model the non-premixed flames and are at the bottom of the ta-

ble in terms of the computational cost among the solvers that can solve for mean
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flow and account for flow mixing. The NLE solver can capture steep-fronted waves,

allow multi-dimensional modeling, allow modeling of complicated geometries and re-

alistic boundaries. Although viscous effects are not included in the NLE equations,

NLE solver accounts for flow mixing through the numerical viscosity associated with

it. However, the impact of viscous terms on the results obtained through this approach

needs to be evaluated.

The literature review also reveals that most of the FTF studies involve reference

pressure/velocity based global FTFs due to compact and continuous nature of the

premixed flame. However, in case of non-premixed flames, especially in rocket combus-

tors, the flame is very energetic, erratic, detached, intermittent and extends far into

the chamber [75] [76]. This behavior of flame could impact the local coupling between

the heat release and pressure fluctuations and hence a spatially distributed local FTF

may be necessary to accurately study the combustion instabilities in non-premixed

flames using FTF and NLE solver.

The present thesis uses multi-dimensional nonlinear Euler equations together with

spatially distributed local flame transfer functions, where the constant of proportion-

ality and time lag are spatially resolved and calculated locally, to study and predict

the combustion instabilities of non-premixed flames. This procedure will presumably

allow us to treat the coupling between heat release and pressure fluctuations more

accurately. Also, using multi-dimensional nonlinear Euler equations will allow us to

study transverse instabilities in rectangular and cylindrical chambers using multiple

elements.
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In summary, the main objectives of this thesis are

1. Extraction of spatially distributed local flame transfer function from the high-

fidelity simulation using dynamic mode decomposition and its integration with

nonlinear Euler solver.

2. Verification of the proposed approach and its application to the Continuously

Variable Resonance Combustor (CVRC).

3. Sensitivity analysis of the reduced fidelity model to control parameters such as

the number of modes included in the FTF, number of sampling points used in

the Fourier transform of the unsteady heat release, and mesh size.

1.6 Outline

In this thesis, the reduced fidelity approach that uses flame transfer functions

together with the nonlinear Euler equations is proposed and the numerical aspects of

the proposed model were verified using a Rijke tube test case and was subsequently

applied to the CVRC. Sensitivity analysis of the reduced fidelity model to important

control parameters was studied. This thesis is organized as follows:

In chapter 1, a short background on combustion instability and the problem state-

ment were presented. The concept of the flame transfer function and its use in the field

of combustion instability was introduced. Also, a brief review of the literature related

to the current thesis was presented. Further, a clear distinction between work done

by others and the work proposed in this thesis was presented. In this thesis, the NLE
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solver was used as a reduced fidelity solver that uses the spatially resolved local FTF

as the combustion response function. The NLE solver is at the bottom of the table

among the solvers that can solve for the mean flow and allow multi-dimensional mod-

eling. Unlike acoustic solvers, NLE solver accounts for flow mixing (through numerical

viscosity) that characterizes the non-premixed flows and captures the steep-fronted

waves in addition to accounting for compressibility effects. Through this solver, com-

plicated geometries can be modeled and realistic boundaries similar to high-fidelity

simulations can be simulated. NLE solver also allows for modeling of transverse in-

stability waves and rectangular chambers. However, the impact of the viscous terms

on the performance of this model may need to be evaluated. The choice of spatially

resolved local FTF was made based on the fact that flame in non-premixed combustor

extends far into the chamber, unlike the premixed flames which are compact. Also, in

the systems under consideration, the rocket combustors, in addition to high energy

levels, the flame is erratic, detached and intermittent. This behavior of the flame can

affect the local coupling between the heat release and pressure fluctuations and hence

a spatially distributed local FTF was used in this thesis.

In Chapter 2, the background on the reference experiment and simulation is

provided. The reference experiment, Continuously Variable Resonance Combustor

(CVRC) is a single element model rocket combustor developed at Purdue Univer-

sity to study longitudinal combustion instabilities. This system is equipped with a

movable oxidizer post whose length can be varied from 0.089 m to 0.1905 m either

continuously during a test or fixed for a particular test. The stability behavior of the
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CVRC ranged from 8% to 40% when the oxidizer post length was changed from 0.089

m to 0.1905 m. Numerous tests of the CVRC revealed that this system exhibited a

consistent and repeatable behavior of pressure oscillations that are 8% of the mean

pressure when the oxidizer post length was fixed at 0.089 m. Hence this weakly non-

linear case of CVRC with 0.089 m oxidizer post length was chosen as the reference

case. The high-fidelity simulation of the same case, a two-dimensional axisymmetric

hybrid RANS/LES simulation, was performed using an in-house solver GEMS. This

simulation was performed using a mesh consisting of 100k nodes and a single step

global chemistry. The high-fidelity simulation predicted a limit cycle pressure oscilla-

tion on the order of 10.5% of the mean pressure. This high-fidelity reference simulation

was used as the source to extract the data necessary to perform a reduced fidelity

NLE-FTF simulation. Further, an overview of the decomposition techniques, Proper

Orthogonal Decomposition (POD) and the Dynamic Mode Decomposition (DMD) is

presented along with the justification for using DMD to extract the flame transfer

functions.

In chapter 3, a brief literature review on the flame transfer function is pre-

sented. The approach to extract flame transfer function from high-fidelity simulations

and their integration with nonlinear Euler solver is presented. The flame transfer func-

tions were extracted from high-fidelity simulations by applying the Dynamic Mode

Decomposition (DMD) technique to the pressure and heat release fluctuations in the

time domain to isolate frequency content. DMD is a dimensionality reduction tech-

nique similar to Proper Orthogonal Decomposition (POD) [77] which reduces a high
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dimensional complex raw data set into lower dimensions (modes) that represent dom-

inant features of the raw data set. POD reduces the raw data with a focus on error

minimization between the reduced and original data set. POD organizes the reduced

data set based on the energy content of each mode. Each POD mode comprises of

multiple frequencies. In contrast, DMD assumes a linear relationship in time between

the snapshots of raw data and thereby reduces the raw data set into modes that are

associated with a distinct frequency. This feature of DMD helps to identify the rela-

tionship between variables at a particular frequency. Hence DMD was employed to

extract the FTF from high-fidelity simulation. This is also the first step in integrating

the FTF and NLE solver. In the next step, the time-averaged species destruction rates

from the high-fidelity simulation were imported to the NLE solver. In the NLE solver,

the source term was split into the mean and fluctuating part. The mean source term

comprises of the time averaged species destruction rates from the hybrid RANS/LES

simulation. In the final step, the FTF obtained in the first step is integrated with the

NLE solver as the fluctuating source term of the energy equation. The imported FTFs

make use of the evolving pressure data of the NLE solver and calculate appropriate

unsteady heat release.

In chapter 4, the verification of the proposed approach using a Rijke tube test

case and its application to the CVRC is presented. The proposed approach was ver-

ified using a Rijke tube of length 0.5 m with a head addition zone 0.125 m from

the inlet of the tube. Crocco’s n-τ model was used to generate the unsteady heat

release fluctuations. This model allows for accurate verification of the numerical as-
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pects of the proposed approaches of FTF extraction and its integration with NLE

solver. The results obtained revealed that the gain of the FTF extracted is equal to

n imposed and the phase of the FTF is equal to the τ imposed. The obtained FTFs

when integrated with the NLE solver were able to reproduce the mean variables and

limit cycle statistics to a good extent verifying the proposed approaches. Upon suc-

cessful verification, the proposed approaches were applied to the CVRC. During the

initial runs, although the NLE-FTF simulation reached a limit cycle, non-physical

temperature was observed close to the dump plane due to constant addition of mean

heat without considering the local cell constituents. However, imposing a restriction

on the mean heat based on the local cell constituents lead to pressure and temper-

ature drop. This issue was corrected by following a variable gain approach which

maintains the correct amount of heat in the system while considering the local cell

constituents. Through the variable gain approach, accurate mean conditions in the

chamber were obtained and the NLE-FTF simulation was able to reproduce the limit

cycle to a good extent. The pressure cycle analysis revealed that the NLE-FTF sim-

ulation was able to predict global pressure trends however it could not capture all

the details of hybrid RANS/LES simulation. The fuel cycle analysis revealed that the

NLE-FTF simulation was able to capture the fuel accumulation near the dump plane

during the compression cycle and its destruction during the expansion cycle. How-

ever, the temperature cycle analysis revealed that the NLE-FTF simulation showed

a broader temperature range as expected because the unsteady heat release does not

consider the local cell constituents. Although the results motivated the application of
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the proposed approach to transverse instability chamber, before any further applica-

tion it is imperative to understand the effects of control parameters on the proposed

model.

In chapter 5, the sensitivity analysis of the reduced fidelity model is presented. The

sensitivity of the model to the number of modes in the FTF, the number of sampling

points used in the Fourier transform of unsteady heat release fluctuation and the

mesh size was studied. When high-frequency modes, which has a pressure node in the

heat release zone were included in the NLE-FTF simulation, it resulted in numerical

instability since the FTF was defined as the ratio of heat release fluctuations to pres-

sure fluctuations. To eliminate this issue, the modes were stretched at the location

of a pressure node. However, it resulted in a slight increase in the limit cycle am-

plitude of the NLE-FTF simulations. As the number of modes included in the FTF

was increased, the limit cycle amplitudes of the NLE-FTF simulation approached the

reference high-fidelity simulation. However, the 4- and 5- mode simulations showed a

slightly higher limit cycle amplitude due the node issues. The NLE-FTF simulation

was able to reproduce the high-fidelity simulation to a good extent under the con-

straints of good spatial resolution and an FTF that includes all modes up to at least

one higher dominant frequency than the frequencies of interest. In addition to limit

cycle amplitudes, the NLE-FTF simulations were also able to reproduce the mode

shapes and linear growth rates observed in the experiment. Further analysis using a

reference point based two-dimensional FTF resulted in higher limit cycle amplitudes

revealing that it is necessary to account for local coupling between the heat release
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and pressure fluctuations. Also, the simulation with one-dimensional local FTF re-

sulted in higher limit cycle amplitudes and lower growth rates indicating that the

two-dimensional effects are important.

In chapter 6, a summary of the work done, and objectives achieved are pre-

sented. In addition, the recommendations for future work are also presented. Finally,

the contribution of this thesis to the scientific body is presented.

This thesis will attempt to make a significant contribution towards a compu-

tational tool which can accurately predict the combustion instabilities in practical

systems in a reasonable amount of time using limited computational power. It will

provide a pathway for performing reduced fidelity multi-element simulations and by

defining the limitations associated with using flame transfer functions and nonlinear

Euler equations for non-premixed combustors.
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2. BACKGROUND ON CONTINUOUSLY VARIABLE

RESONANCE COMBUSTOR

In this chapter, a brief overview of the experimental setup of the reference case and re-

sults corresponding to that experiment are presented. The reference experiment used

in this thesis is a single element model rocket combustor, the Continuously Variable

Resonance Combustor (CVRC), with an oxidizer post length of 0.089 m. This case ex-

hibited pressure fluctuations on the order of 8% of the mean pressure and its behavior

is found to be very consistent and repeatable during the experiments. The high fidelity

simulation of this case, two-dimensional axisymmetric hybrid RANS/LES simulation,

was performed using the in-house compressible flow Navier-Stokes solver GEMS. The

framework of the GEMS solver and the results obtained in the high fidelity simulation

are also presented. In addition, an overview of the modal decomposition techniques

and the reason for choosing DMD is explained.

2.1 Experiment

The reference experiment selected for the present work is Continuously Variable

Resonant Chamber (CVRC), a single element combustion chamber with a gas-gas

coaxial injector, capable of exhibiting self-excited longitudinal instabilities [22] [78]

[79]. The schematic of the CVRC is shown in Fig. 2.1. The CVRC has a variable
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length oxidizer post which can be adjusted by using an actuator connected to the

post. The oxidizer post is choked at the inlet to maintain constant mass flow rate

and at the end, it is connected to a dump combustion chamber of length 0.381 m,

which ends in a choked nozzle. The oxidizer post length can be varied from 0.089 m to

0.1905 m either continuously during an experiment or can be fixed at any particular

post length of interest between 0.089 m and 0.1905 m. This feature helps to study

the effect of acoustic resonance on combustion instability. The CVRC is very highly

instrumented and is equipped with a set of high-frequency pressure transducers to

measure the pressure. It is also equipped with a quartz window to perform optical

measurements such as CH* and OH* chemiluminescence.

Fig. 2.1. Experimental setup of the Continuously Variable Resonance
Chamber (CVRC)

The CVRC uses 90% hydrogen peroxide as the oxidizer, which when passed

over a catalyst bed decomposes into 42.35% oxygen and 57.65% water vapor at
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1030K. Methane at 298 K is used as the fuel. The CVRC is operated at an equivalence

ratio of 0.8. The test conditions are summarized in Table. 2.1.

Table 2.1.
Operating conditions of CVRC

Parameter Value

Fuel mass flow rate, kg/s 0.024

Fuel temperature, K 300

Oxidizer mass flow rate, kg/s 0.3175

Oxidizer temperature, K 1030

Equivalence ratio 0.8

Chamber Pressure, MPa 1.4

Chamber length, m 0.381

Oxidizer post length, m 0.089 0.190

The current version of CVRC was developed and extensively studied by Yu et

al. [22] following the earlier the work with fixed-geometry combustors by Miller et

al. [78] [79]. Several experiments were performed by Yu et al. both by translating the

post length continuously during an experiment and by fixing the post length. Yu et al.

observed that the CVRC exhibited varying levels of instability when the oxidizer post

length was changed. The most stable case was observed when the oxidizer post length

was 0.089 m, with pressure fluctuations around 8-10% of the mean pressure. The most

unstable case was observed when the oxidizer post length was 0.1397 m, with pressure
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fluctuations around 40% of the mean pressure. At oxidizer post length 0.1905 m, the

system was found stable during some runs and unstable during the rest.

A comparison of the high-passed pressure traces between the 0.089 m oxidizer post

length case and 0.1397 m oxidizer post length case, measured 0.368 m downstream of

the dump plane is shown in Fig. 2.2. A clear distinction in the amplitude of pressure

fluctuations between the two cases can be seen in Fig. 2.2. Also, a comparison of

power spectral densities (PSDs) of pressure traces between the 0.089 m oxidizer post

length case and 0.1397 m oxidizer post length case, measured 0.368 m downstream

of dump plane is shown in Fig. 2.3. The first three dominant modes in the 0.089 m

oxidizer post length case were observed at 1440 Hz, 2844 Hz, and 3722 Hz, whereas in

the 0.1397 m oxidizer post length case the first three dominant modes were observed

at 1355 Hz, 2716 Hz and 4071 Hz.

(a) (b)

Fig. 2.2. High passed pressure trace comparison between CVRC a)
0.089 m, and b) 0.1397 m oxidizer post length cases
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(a) (b)

Fig. 2.3. Comparison of PSDs between CVRC a) 0.089 m, and b)
0.1397 m oxidizer post length cases

During the experimental runs, as shown in Fig. 2.4, it was observed that the

system’s behavior was found to be consistent and repeatable for the oxidizer post

length of 0.089 m. Also, the instability levels on the order of 8% - 10%, considered to

be in the “weakly nonlinear regime”, represents a realistic system near the transition

of what is generally regarded as unstable operation whereas the instability levels of

40% are rarely observed. Further, it is believed that at such high amplitudes the

nonlinear interactions between the flame and acoustics play a very important role. he

FTF is a linear function and its applicability to high amplitude cases is yet to be

evaluated. Hence, for the aforementioned reasons, the CVRC case with 0.089 m post

length case was chosen to be the reference case for the work presented in this thesis.
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Fig. 2.4. Variation of instability amplitude with oxidizer post length
as observed in experiments [80]

2.2 Simulation

The reference simulation selected for the present work is Continuously Variable

Resonance Chamber (CVRC) described in section 2.1. The CVRC was extensively

studied numerically [28] [29,81–85] by employing several high fidelity techniques such

as the detached eddy simulation (DES). Harvazinski et al. [81] performed three dimen-

sional DES simulations of the CVRC with 0.089 m, 0.1397 m and 0.1905 m oxidizer

post lengths and compared them with two dimensional DES simulations. They ob-

served that both two-dimensional and three-dimensional simulations could predict

the limit cycle behavior. Further, Harvazinski et al. [86] studied the impact of inlet

boundary conditions by performing the simulation of CVRC with choked slots and
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no slots. They observed only a minor difference between the two cases. Sardeshmukh

et al. [29] performed two dimensional axisymmetric DES simulations of the CVRC

with 0.089 m, 0.1397 m and 0.1905 m oxidizer post lengths using detailed chemistry,

GRI 1.2 set, for methane-oxygen reaction. A comparison of the pressure traces and

power spectral densities between the experiment and detailed chemistry simulations

for the CVRC 0.089 m oxidizer post length simulation is shown in Fig. 2.5.

(a) (b)

Fig. 2.5. Comparison of a) pressure trace and b) PSD between the
experiment and hybrid RANS/LES with detailed chemistry
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2.2.1 Computational framework

The numerical simulations of the CVRC were performed using Generalized Equa-

tion and Mesh Solver - GEMS, an in-house Fortran based finite volume compressible

flow solver. The GEMS solver being a three dimensional compressible Navier-Stokes

solver, it solves the continuity, momentum equations for u, v, and w, energy, k, ω,

and species equations. The partial differential equations that are being solved are

∂Q

∂t
+
∂E

∂x
+
∂F

∂y
+
∂G

∂z
+
∂Ev
∂x

+
∂Fv
∂y

+
∂Gv

∂z
= H (2.1)

where, Q is a vector of conserved variables,

Q =



ρ

ρu

ρv

ρz

ρh0 − p

ρk

ρω

ρYl



(2.2)

where ρ is density, u, v, w are the velocities in x, y and z direction respectively, p

is the pressure, h0−p
ρ

is the total internal energy, k is the turbulent kinetic energy, ω
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is the dissipation rate, Yl is the species mass fraction of lthspecies, E, F , and G are

vectors of inviscid fluxes,

E =



ρu

ρu2 + p

ρuv

ρuw

ρuh0

ρuk

ρuω

ρuYl



, F =



ρv

ρuv

ρv2 + p

ρvw

ρvh0

ρvk

ρvω

ρvYl



, G =



ρw

ρuw

ρvw

ρw2 + p

ρwh0

ρwk

ρwω

ρwYl



, (2.3)

Ev, Fv, and Gv are vectors of viscous fluxes,

E =



τxx

τyx

τzx

uτxx + vτyx + wτzx + qx

(µ+ σ ∗ ρk
ω

)∂k
∂x

(µ+ σ ρk
ω

)∂ω
∂x

ρDi
∂Yi
∂x



, F =



τxy

τyy

τzy

uτxy + vτyy + wτzy + qy

(µ+ σ∗ ρk
ω

)∂k
∂y

(µ+ σ ρk
ω

)∂ω
∂y

ρDi
∂Yi
∂y



,
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G =



τxz

τyz

τzz

uτxz + vτyz + wτzz + qz

(µ+ σ∗ ρk
ω

)∂k
∂z

(µ+ σ ρk
ω

)∂ω
∂z

ρDi
∂Yi
∂z
,



(2.4)

where σ and σ∗ are the parameters of the k-ω turbulence model, Di is the mass

diffusivity of the ith species, the heat flux term qi is

qi = −K ∂T

∂xi
+ ρ

N∑
l=1

Vi,lYlhl +Q, (2.5)

where the shear stress term τij is

τij = (µ+ µt)(
∂ui
∂xj

+
∂uj
∂xi
− 2

3

∂um
∂xm

δij), (2.6)

the source term H is

H =



0

0

0

0

0

ρτij
∂ui
∂xj
− β∗kω

γ ρω
k
τij

∂ui
∂xj
− ρβω2 + ρσd

ω
∂k
∂xj

∂ω
∂xj

ω̇l



, (2.7)
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β, σd,β∗ are the parameters of the k − ω turbulence model, where ω̇l is the chemical

source term of species l.

If the chemical mechanism has N species and M reactions, the species production

rate of species l is

ω̇l = Wl

M∑
m=1

(v′′lm − v′lm)rm (2.8)

where Wl is the molecular weight of species l, rm is the rate of reaction m,

rm = kf,mΠN
l=1[Xl]

v′l,m − kr,mΠN
l=1[Xl]

v′′l,m (2.9)

where v′′lm, v′lm are the stoichiometric coefficients of species l on the right and left side

of reaction m,
N∑
l=1

v′lmXl

kf,m⇐=⇒
kr,m

N∑
l=1

v′′lmXl (2.10)

kf,m is the rate of forward reaction of reaction m,given in Arrhenius form,

kf,m = AT bexp(
−Ea
RT

) (2.11)

where Ea is the activation energy, A and b are the Arrhenius constants of a given

reaction. The reverse reaction rate kr,m is determined using the equilibrium constant

kr,m =
kf,m
KC,m

(2.12)

where the equilibrium constant is

KC,m = (
1bar

RT
)
∑N
l=1 v

′′
l,m− v′l,m X exp(

δs0

R
− δh0

RT
) (2.13)

The DES model requires the flow variables to be decomposed into the mean and

fluctuating component in time. To avoid the additional complex terms involving den-

sity and velocity that needs to be modeled, Favre averaging was used in GEMS. The
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complete set of equations, the Jacobians, and the numerical schemes employed were

explained in detail by Harvazinski [87]. In brief, the governing equations given in

this section were solved in GEMS following finite volume methodology, employing

a second order implicit scheme in time with dual time method to reduce factoriza-

tion errors. In GEMS, spatial fluxes are evaluated using a second order approximate

Riemann solver.

2.2.2 Computational setup

For the current thesis, a two-dimensional axisymmetric hybrid RANS/LES sim-

ulation of the CVRC 0.089 m oxidizer post length case was performed with a single

step global chemistry using the in-house solver GEMS. In this hybrid RANS/LES

simulation, the k-ω turbulence model was used to model the flow near the walls and

in the regions where the grid resolution can resolve the length scales DES mode calcu-

lations were performed. The computational setup of the CVRC with a close-up view

of the computational mesh is shown in Fig. 2.6. The mesh consists of 100k nodes.

Both the oxidizer and fuel inlets were modeled as the constant mass flow bound-

aries and the exit of the chamber was modeled using the static pressure boundary. In

terms of species mass fraction, the fuel inlet was modeled as 100% CH4 and the oxi-

dizer inlet was modeled as 42% O2 and 58% H2O. The chemical kinetics were modeled

using a single step global chemistry reaction

CH4 + 2O2 −→ CO2 + 2H2O (2.14)
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Fig. 2.6. Computational setup of the CVRC

where the constants of the production rate described by the Arrhenius form are given

in Table. 2.2.

ω̇ = AT b e−
Ea
RT [Fuel]m[Oxidizer]n (2.15)

Table 2.2.
Single step global reaction constants

Parameter Units Value

A (kmol
m3 )1−n−m)1

s
1
kb

0.636e11

b - 0.0

Ea
R

K 24356.0

m - 0.2

n - 1.3

The hybrid RANS/LES simulation with the above computational setup exhibited

limit cycle pressure oscillations with peak-to-peak amplitude around 10.5% of the
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Fig. 2.7. Comparison of Power Spectral Density (PSDs) between the
experiment and hybrid RANS/LES simulation with global chemistry

mean pressure. A comparison of the Power Spectral Densities (PSDs) of the pressure

trace measured 0.368 m downstream of the dump plane is shown in Fig. 2.7. The

hybrid RANS/LES simulation exhibited dominant modes at frequencies 1700 Hz,

2750 Hz, and 3350 Hz, which are slightly higher than the frequencies observed in

the experiment. It is believed that the higher frequencies are due to slightly higher

adiabatic flame temperature observed in the simulation. The data obtained in this

simulation were used as the reference high fidelity simulation to extract flame transfer

function.

To reduce the dimensionality of the complex raw data obtained from the high-

fidelity simulations the data reductions techniques such as the Proper Orthogonal

Decomposition (POD) and Dynamic Mode Decomposition (DMD) are being widely
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employed. POD was originally developed by Kosambi in 1943 whereas the DMD was

developed by Schmid [77] in 2010. The early application of these techniques was

limited to turbulent cold flow studies to identify the coherent turbulent structures

that are otherwise difficult to observe [88] [89]. As the techniques gained popularity,

the application of these techniques now extends to identifying the flame dynamics

in the combustion chamber [75] [90] [91]. Both the POD and DMD reduce the high

dimensional data set into lower dimensions (modes) but they differ in the way the

data is reduced. POD reduces the data with a focus on error reduction between the

original and reduced dimension data set. POD organizes the data based on the energy

content of each mode. Each POD mode comprises of multiple frequencies. In contrast,

DMD assumes a linear relationship in time between the snapshots of raw data and

thereby reduces the raw data set into modes that are associated with a distinct

frequency. This feature of DMD helps to identify the relationship between variables

at a particular frequency. Unlike the traditional post processing techniques such as

band-pass filtering which require a priori knowledge of the dominant frequencies and

are susceptible to the various parameters used for the filtering, the decomposition

techniques provide a systematic approach to identify the dominant features of the

system.
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2.2.3 Proper orthogonal decomposition

In general, a random function R(x, t) varying in two dimensions, say, x - spatial

coordinate and t - time, can be approximated as a finite sum

R(x, t) =
M∑
k=1

ak(t)φk(x), (2.16)

with the assumption that the original function R(x, t) can be recovered for a large

M . Based on the choice of φh(x), which can be chosen from Fourier series, Chebyshev

polynomial, Legendre polynomials, and so on, the ak(t) varies accordingly. In case of

POD, the φk(x) is chosen to be orthonormal, that is,

∫
x

φk1(x)φk2(x)dx =


1, if k1 = k2

0, otherwise

(2.17)

then ak(t) can be calculated using φk(x),

ak(t) =

∫
x

R(x, t)φk(x)dx, (2.18)

instead of using all other φ’s.

Consider a matrix D representing the data set with N rows and m columns,

where each column contains data corresponding to N spatial locations measured at

time t. So, m columns represent the data collected from time t to t+ dt m, where dt

is the time interval. Singular Value Decomposition (SVD) of matrix D yields,

D = UΣV T , (2.19)

where U is an N X N orthogonal matrix, V is an m X m orthogonal matrix, Σ is

an N X m diagonal matrix with Np = min(N,m) diagonal elements and all other
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elements except the diagonal elements zero, the superscript T indicates the transpose

of a matrix. The diagonal elements of Σ, called the singular values of A, are unique

non-negative numbers, σi, arranged in the descending order. Let Q = UΣ, then

D = QV T . Letting qk be the kth column of Q and vk be the kth column of V , we can

write the D as,

D = QV T =

Np∑
k=1

qkvk
T . (2.20)

In the above representation, if N > m, i.e, the number of spatial locations are greater

than the number of time snapshots, we will get Np = m POD modes and qk, the kth

column of Q represents the temporal mode of kth POD mode and vk, the kth column

of V or the kth row of V T represents the spatial mode of the kth POD mode. The

kth POD can be expressed as,

Dk = qkvk
T = ukσkvk

T . (2.21)

Dk is the low-order representation of the original data set D approximated using the

kth POD mode. σk represents the relative energy associated with the kth POD mode.

2.2.4 Dynamic mode decomposition

Consider a situation where the data set of N snapshots is represented as

V1
N = v1,v2,v3, . . . ,vN , (2.22)

where vi represents the ith snapshot or flow field. Assuming a linear relationship

between two consecutive snapshots, vi and vi+1, i.e,

vi+1 = Avi, (2.23)
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the matrix v1
N can be expressed as,

V1
N = v1,Av1,A

2v1, . . . ,A
N−1v1. (2.24)

Also, assuming that beyond a critical number of snapshots, adding more snapshots

will not improve the vector space represented by V1
N , i.e, beyond the critical limit,

the vector vN can be represented as linear combination of the previous vectors,

vN = a1v1 + a2v2 + . . .+ aN−1vN−1 + r (2.25)

where r is the residual vector. In matrix form, it can be represented as,

vN = v1
N−1a + r, (2.26)

where aT = a1, a2, . . . , aN−1. Hence,

AVN−1
1 = VN

2 = VN−1
1 S + reTN−1 (2.27)

where, eN−1 is the (N -1)th unit vector and S is the companion matrix,

S =



0 a1

1 0 a2

. . . . . .
...

1 0 aN−2

1 aN−1


. (2.28)

Applying QR-decomposition on VN−1
1 , we get,

VN−1
1 = QR. (2.29)
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The last column of the companion matrix S, (N − 1) component vector a, can be

calculated as,

a = R−1QTvN (2.30)

Instead of computing the companion matrix by calculating the vector a as shown

above, a robust implementation that results in full matrix S̃, that is related to S

through similarity transformation, can be achieved through Singular Value Decom-

position (SVD) of VN−1
1 , given by,

VN−1
1 = UΣW T . (2.31)

Then,

VN
2 = AVN−1

1 + reTN−1 = AUΣWT + reTN−1. (2.32)

Choosing A such that,

VN
2 = AU, (2.33)

and minimizing residual,

UT r = 0, (2.34)

we get,

UTAU = UTVN
2 WΣ−1 ≡ S̃. (2.35)

The dynamic modes can be constructed as

φi = Uyi, (2.36)

were, yi is the ith eigenvector of S̃. In matrix form, it can be expressed as,

Φ = UT (2.37)
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where, T is the eigenvector matrix of S̃, obtained by eigen decomposition,

S̃ = T−1ΛT. (2.38)

The POD and DMD techniques were applied to the CVRC data obtained from

the hybrid RANS/LES simulation. The relative mode energy of the POD modes of

static pressure is shown in Fig. 2.8. The figure shows that the contribution of modes
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Fig. 2.8. POD mode energy variation of the static pressure

to the full energy spectrum drops rapidly for the initial tens of modes and then

flattens out as the mode number increases. This is expected since the POD arranges

the eigenvalues in the descending order. It also means that by reconstructing the

data using the first tens of modes we may be able to recover most of the original

raw data. A comparison of the PSDs of a pressure trace between the original data

and the reconstructed data using five POD modes and ten POD modes is shown in
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Fig. 2.9. It can be observed from the plot that five mode POD reconstruction was
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Fig. 2.9. Comparison of PSDs of POD reconstructed data and original data

able to reproduce the PSD accurately up to 3000 Hz, whereas the ten mode POD

reconstruction was able to reproduce the PSD up to 6000 Hz. This is in accordance

with the expected POD behavior that the more the number of POD modes included,

the better will be the reconstructed data. A detailed study of the impact of number

of POD modes used in the reconstruction of original data set is performed by Huang

et al. [92]. A sample PSD of a POD mode of the static pressure obtained from the

2D axisymmetric hybrid RANS/LES simulation of the CVRC 0.089 m oxidizer post

length case is shown in Fig. 2.10.
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Fig. 2.10. A sample PSD of a POD mode of the static pressure ob-
tained from hybrid RANS/LES simulation of the CVRC

It can be observed from the PSD that the POD mode contains multiple frequen-

cies. However, to extract the FTFs we need the information at particular frequencies

of interest. The DMD power spectrum of static pressure obtained from the same

simulation data is shown in Fig. 2.11. Using the DMD energy spectrum, dominant

modes can be identified, and the information related to those particular frequencies

can be extracted. The PSD of the data set reconstructed using five dominant DMD

modes is compared with the PSDs of reconstructed POD data set and original data

in Fig. 2.12.

From the figure, it can be seen that the reconstructed DMD data only reproduced

the five dominant modes included in the reconstruction. Hence DMD was used in

this thesis to extract the flame transfer functions at frequencies of interest. Also,
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Fig. 2.11. DMD power spectrum of the static pressure obtained from
hybrid RANS/LES simulation of the CVRC
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Fig. 2.12. Comparison of the PSDs between the reconstructed POD,
DMD data set and original data
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Huang et al. [75] investigated the application of POD and DMD to study self-excited

combustors and found that DMD is superior to POD. Huang et al. observed that

POD analysis is susceptible to the spatial information provided. POD was not able

to capture the dominant mode accurately when only part of the full chamber was

analyzed. Also, it is often difficult to provide physical interpretation of the POD

modes due to the presence of multiple frequencies in a given POD mode. In contrast,

DMD provides cleaner mode shapes and can provide better physical interpretation of

the mode shapes corresponding to various dominant frequencies. So, DMD was found

to a better tool to study combustion instabilities.
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3. FRAMEWORK OF NONLINEAR EULER SOLVER

AND FLAME TRANSFER FUNCTION

In this chapter, a brief literature review on the flame transfer function is presented. The

approach to extract the flame transfer function from high fidelity simulations and their

integration with nonlinear Euler solver is presented. The flame transfer functions were

extracted from high fidelity simulations by applying the DMD technique to pressure

and heat release fluctuations in the time domain to isolate frequency content. In

the NLE solver, the source term was split into the mean and fluctuating part. The

mean source term comprises the time averaged species destruction rates from the

hybrid RANS/LES simulation. The FTF obtained from high-fidelity simulations is

integrated with the NLE solver as the fluctuating source term of the energy equa-

tion. The imported FTFs make use of the evolving pressure data of the NLE solver

and calculate appropriate unsteady heat release.

The flame transfer function (FTF) is a simple function which takes pressure or

velocity fluctuations as input and gives heat release fluctuations as the output. It can

be simply represented as shown in Fig. 3.1. The flame transfer function characterizes

the response of the flame to pressure or velocity perturbations. The flame transfer

functions are used to reproduce the unsteady flame behavior in reduced order sim-

ulations [73] [93] that inherently do not account for the flame response to pressure



55

or velocity perturbations through the mathematics involved unlike the high fidelity

simulations. Thus, a reduced fidelity model accounts for unsteady flame response

necessary to accurately characterize and predict the combustion instabilities.

Fig. 3.1. Block diagram representation of FTF

The flame transfer function, by definition, is only dependent on the frequency of

the input fluctuations,

q′′′(ω) = FTF (p′(ω)) (3.1)

The above expression can be interpreted as, when pressure fluctuations ( p′) at fre-

quency ω are input through the FTF, the output will be heat release fluctuations

(q′′′) heat release fluctuations at the same frequency.

The output heat release fluctuations will be zero for pressure fluctuations at a

frequency other than the frequency at which FTF was developed. In brief, to obtain

heat release fluctuations at various frequencies, FTFs need to be extracted at all those

frequencies. Every flame transfer function is associated with certain magnitude and
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phase information to transform the input pressure fluctuations to the corresponding

heat release fluctuations with appropriate magnitude and phase.

Historically, the flame transfer functions have been calculated experimentally [50]

[67] [94] , computationally [48] [53] [55] [63] and analytically [64] [65] [66] [95] . Once

extracted, the flame transfer function can be used together with low order models

(e.g., acoustic models) to analyze combustion instabilities. However, the flame transfer

function, by definition, being a linear function that depends only on frequency, limits

its application to study systems that exhibit low level combustion instabilities. In

case of systems that exhibit high level of instabilities, nonlinear effects dominate, and

the response of the flame can vary drastically with the amplitude of pressure fluc-

tuations. This necessitates the need for multiple flame transfer functions at different

forcing amplitudes.

3.1 Integration of FTF with nonlinear Euler solver

To implement the FTF, a nonlinear Euler (NLE) solver with three species - oxi-

dizer, fuel and products - was chosen. Although three species are being solved in the

NLE, their destruction/production rates are obtained from the time averaged refer-

ence hybrid RANS/LES solution to reduce the computational cost. The governing

equations that are being solved are

∂Q

∂t
+
∂E

∂x
+
∂F

∂y
= Hmean +Hq, (3.2)

where,
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Q =



ρ

ρu

ρv

ρh0 − p

ρYf

ρYox



, E =



ρu

ρu2 + p

ρuv

ρuh0

ρuYf

ρuYox



, F =



ρv

ρuv

ρv2 + p

ρvh0

ρvYf

ρvYox



,

Hmean =



0

0

0

0

¯̇ωf

¯̇ωox



and,Hq =



0

0

0

q̇′′′

0

0



(3.3)

Hmean is the mean source term; Hq is the unsteady source term; ρ is the density; u,

v are the components of velocity in x and y direction respectively; h0 is the stagna-

tion enthalpy; p is the pressure; Yf , Yox are the mass fraction of fuel and oxidizer

respectively; ¯̇ωf , ¯̇ωox are the mean species production and destruction rates obtained

by time averaging LES data; q̇′′′ is the fluctuating heat release given by FTF.

The fluctuating heat release, q̇′′′(−→x , t), is obtained by performing inverse Fourier

transform on the product of the FTF and pressure fluctuations in the frequency

domain obtained by performing Fourier transform on time domain data,

q′′′(−→x , t) = F−1(p′(−→x , ω) ∗ FTF (−→x , ω)), (3.4)
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where F−1 is inverse Fourier transform. The procedure followed in integrating the

flame transfer function with the nonlinear Euler solver assumes that the time averaged

species destruction/production rates obtained from hybrid RANS/LES simulation will

maintain proper mean conditions in the nonlinear Euler simulation.

The integration procedure of the nonlinear Euler solver and the FTF mainly in-

volves three steps: 1. Extract the flame transfer function from the high-fidelity sim-

ulation data of the combustor under study, 2. Obtain the time averaged species de-

struction rates from the high-fidelity simulation and add them to the nonlinear Euler

equations as source terms to species equations and initiate the NLE simulation using

time averaged hybrid RANS/LES solution and run the simulation until sufficient data

(frequency resolution) necessary to activate the FTF are obtained, and 3. Activate

the FTF and continue the NLE simulation.

Fig. 3.2. Flow chart showing the steps involved in NLE-FTF simulation
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In this thesis, in step-2, the NLE simulation without the FTF was run for 4ms to

record the pressure data of the NLE simulation. For the baseline simulation of the

CVRC presented in chapter 4, the recorded time domain pressure data of the NLE

simulation was converted into frequency domain by choosing 1024 pressure points at

equal intervals of time from the recorded data. The effect of number of pressure points

used for the conversion of time domain pressure data into frequency domain on the

prediction capability of the proposed reduced fidelity model is presented in chapter 5.

A moving window of 4ms of pressure data in the time domain was used throughout

the NLE simulation to obtain the pressure data in the frequency domain at every

time step, which is necessary to calculate corresponding heat release fluctuations in

the time domain. The length of pressure data obtained determines the frequency

resolution. Hence, if sufficient length of pressure data is not obtained, one possibility

is that the FTF applied may have no effect. The other possibility is that the FTF may

produce spurious oscillations. Hence, it is critical to obtain sufficient data (frequency

resolution) to activate the FTF.

If preferred, in step-2, instead of initiating the NLE simulation from time averaged

hybrid RANS/LES solution, the NLE simulation can be initiated on its own, similar

to hybrid RANS/LES simulation. In such case, the NLE simulation may be allowed to

reach a steady state before forcing the inlet mass flow or back pressure, to record the

pressure data necessary to activate the FTF are obtained. If forcing is used in step - 2,

it must be turned off before activating the FTF in step 3. In the approach presented

in this paper, heat release fluctuations are obtained by performing an inverse Fourier
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transform on the product of the FTF and pressure fluctuation data in the frequency

domain. The approach to extract FTF from the high-fidelity simulations is outlined

in the next section.

3.2 Extraction of FTF from high-fidelity simulation

The flame transfer function (FTF), is a linear function that uses pressure and/or

velocity fluctuations as an input and gives heat release fluctuations as the output. It is

used in reduced fidelity models to account for unsteady combustion by characterizing

the response of the flame to pressure or velocity fluctuations. In the present work,

pressure is used as the reference fluctuating input. The FTF is associated with a gain

G(−→x , ω) and phase φ(−→x , ω) to transform the input fluctuations to a corresponding

heat input fluctuation with appropriate magnitude and phase. Using pressure as the

fluctuating parameter, the spatially resolved FTF, FTF (−→x , ω), can be mathemati-

cally expressed as

FTF (−→x , ω) =

q′′′(−→x ,ω)

q̄(−→x )

p′(−→x ,ω)

p̄(−→x )

= G(−→x , ω)eiφ(−→x ,ω) (3.5)

The above expression can be interpreted as, when pressure fluctuations p′ at frequency

ω are input through the FTF, the output will be heat release fluctuations q′′′ at the

same frequency. The ratio of magnitudes of heat release and pressure fluctuations at

a particular frequency and location give gain G(−→x , ω) of the FTF and the difference

of phases between the heat release and pressure fluctuations at that frequency and

location gives the local phase of FTF, φ(−→x , ω). The Dynamic Mode Decomposition
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(DMD) technique [77] can be applied on the reference fluctuation and heat release

fluctuation in the time domain to isolate the frequency content. Mathematically, it

can be expressed as

FTF (−→x , ω) =
|q′′′(−→x , ω)|eiφq′′′(−→x ,ω)
|p′(−→x , ω)|eiφp′(−→x ,ω) @ω

= G(−→x , ω)eiφ(−→x ,ω) (3.6)

|q′′′(−→x , ω)| =

√
1

T2 − T1

∫ T2

T1

[q′′′(−→x , t)]2dt
@ω

(3.7)

|p′(−→x , ω)| =

√
1

T2 − T1

∫ T2

T1

[p′(−→x , t)]2dt
@ω

(3.8)

φ(−→x , ω) = φq′′′(−→x ,ω) − φp′(−→x ,ω) (3.9)

Through the above procedure, the magnitude of the FTF and the local phase

difference between the heat release and reference fluctuation can be obtained. This

approach results in a spatially resolved FTF in the frequency domain. For reference

fluctuations at frequencies that lie outside the frequency range associated with the

FTFs developed, the output heat release fluctuations will be zero. To obtain the

heat release fluctuations that interact with the combustor modes, FTFs need to be

extracted at each frequency that corresponds to a mode of interest.
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4. APPLICATION OF THE REDUCED FIDELITY

MODEL TO THE CVRC

In this chapter, the verification of the proposed approach using a Rijke tube test case

and its application to the CVRC are presented. The proposed approach was verified

using a Rijke tube of length 0.5 m with a heat addition zone 0.125 m from the inlet of

the tube. Crocco’s n-τ model was used to generate the unsteady heat release fluctua-

tions. The results obtained showed that the proposed approach was able to reproduce

the mean variables and limit cycle statistics to a good extent verifying the proposed

approaches. Upon successful verification, the proposed approach was applied to the

CVRC. During the initial runs, although the NLE-FTF simulation reached a limit

cycle, non-physical temperature was observed. The corrective measures employed to

resolve the temperature issues are also discussed in this chapter. Through the vari-

able gain approach, accurate mean conditions in the chamber were obtained and the

NLE-FTF simulation was able to reproduce the limit cycle to a good extent. A com-

parison of the pressure, temperature and fuel cycle between the NLE-FTF simulation

and the hybrid RANS/LES simulation is also presented. The results showed that the

NLE-FTF approach was able to reproduce global pressure and fuel cycle, but it could

not capture all the details. The temperature cycle analysis revealed that a broader

temperature range was observed in the NLE-FTF simulation.
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4.1 Rijke tube

A Rijke tube is a simple open-open end thermoacoustic device that generates

sound when an appropriate amount of temperature gradient was applied in the lower

half of the tube. This behavior was first observed by Rijke in 1859 [4] and hence the

device was named after him. The original Rijke tube is a vertical pipe that is open to

atmosphere at both ends and a gauze located in the lower half of the pipe as shown

in Fig. 4.1. The gauze when heated by a flame creates a mean flow in the tube due to

natural convection. It was found that a high intensity tonal sound is generated when

a sufficient temperature gradient was applied at a one quarter length from the bottom

end of the tube. The expansion of gas near the flame and its compression near the

ends was believed to be the reason for the sound generation in the tube. Later, it was

found that the Rijke tube satisfies the Rayleigh criterion and is the main reason for

exhibiting thermoacoustic instability.

Although the original Rijke tube setup is simple it does not allow for an indepen-

dent control of the mean flow and the amount of heat added to the flow. Hence, a

horizontal version of the Rijke tube came into existence. In this version of Rijke tube,

the mean flow is provided by a blower and an electric heater whose heat settings can

be adjusted independently replaced the gauze. This setup allows for a better control

of the parameters governing the behavior of Rijke tube [96].
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Fig. 4.1. Original vertical Rijke tube [96]

4.2 Verification of the reduced fidelity model

The proposed approach of extracting the FTF and integrating it with the nonlinear

Euler solver were verified using a Rijke tube test case. A Rijke tube of length 0.5 m

and radius 0.0225 m was considered. In this test case, unsteady heat release was added

0.125 m from the inlet of the tube following Crocco’s [2] n− τ model

q′ = np′(t− τ) (4.1)

where n = 2.8e-5 W/Pa and τ = 0. The heat addition zone was spread across a

length of 9 mm. Imposing constant pressure at both inlet and outlet in the absence

of an acoustic isolation is an ill-defined boundary condition, hence the surrounding

atmosphere is modeled. The pressure boundary conditions were imposed at the inlet
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and outlet of the surrounding domain as shown in Fig. 4.2. For all calculations and

results reported henceforth, only the interior tube is considered [97].

 

2 m 0.5 m 2 m 

Outlet (Static 

Pressure 

boundary) 

Inlet 

(Stagnation 

Pressure 

boundary) 

Heat addition zone – 

width 0.009 m, radius 

– 0.0225 m 

Axis 

Wall 0.1 m 

0.125 m 

Fig. 4.2. Rijke tube setup

The raw pressure measured 0.125 m from the inlet of the tube and the DMD

power spectrum of the pressure are shown in Fig. 4.3. The peak-to-peak pressure

oscillations in the limit cycle of this system were found to be around 10.5% of the

mean pressure. A single dominating mode at 650 Hz corresponding to the 1L mode

of the tube was observed from the DMD power spectrum. Following the procedure

outlined in section 3.1, the flame transfer function corresponding to 650 Hz was

extracted and the gain and phase of the FTF is shown in Fig. 4.4. The gain of the

extracted flame transfer function was 2.8e-5 W/Pa, equal to the n of the Crocco’s n-τ

model imposed, and the phase lag was zero, equal to the τ imposed. This verified that

the approach followed to extract the gain and phase of the FTF is mathematically

correct.
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Fig. 4.3. a) Pressure trace measured 0.125 m from the inlet of the
tube, and b) the DMD power spectrum of pressure

The FTF was integrated with the nonlinear Euler solver following the procedure

outlined in section 3.1. The raw pressure measured 0.125 m from the inlet of the tube
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(a) (b)

Fig. 4.4. a) Gain of the flame transfer function, and b) phase of the
flame transfer function (Only the zone of heat addition is shown in
the figure)

in the nonlinear Euler simulation with the FTF is shown in Fig. 4.5. The peak-to-peak

pressure oscillations in the limit cycle were found to be 10.8 % of the mean pressure,

which is in very good agreement with the original simulation data. A comparison

of the limit cycle pressure and Power Spectral Density (PSD)s between the original

simulation and the simulation with FTF is shown in Fig. 4.6. A very good agreement

between the limit cycle pressure fluctuations and PSDs was observed. Also, a very

good agreement in terms of the mean flow variables was also observed between the

original simulation and the simulation with FTF.

The one-dimensional mean temperature and pressure obtained by time averaging

the limit cycle data and then volume averaging along the radius of the tube are shown

in Fig. 4.7.
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Fig. 4.5. Pressure trace measured 0.125 m from the inlet of the tube
in the simulation with the FTF

From the results obtained, i.e., accurate limit cycle amplitude and mean variables,

it can be inferred that the approach proposed to extract the spatially distributed local

flame transfer function and its integration with nonlinear Euler solver is verified. Suc-

cessful verification of the proposed approach motivated its application to a model

rocket combustor that demonstrates repeatable self-excited instability.

4.3 Application of the reduced fidelity model to the CVRC

The dynamic mode decomposition power spectrum of pressure and heat release

signals of CVRC 0.089 m oxidizer post length case is shown in Fig. 4.8. The DMD

spectrum of pressure shows that the first three dominant modes were observed at
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Fig. 4.6. Pressure trace and PSDs comparison between original sim-
ulation and simulation with FTF
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(a)

(b)

Fig. 4.7. Comparison between the original simulation and simulation
with FTF a) Mean Pressure, and b) Mean temperature
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1700 Hz, 2750 Hz and 3375 Hz, whereas the DMD spectrum of heat release shows

only two dominating modes at 1700 Hz and 3375 Hz.

Following the approach outlined in section 3.2, the flame transfer functions cor-

responding to the first three dominant modes of the pressure, 1700 Hz, 2750 Hz and

3375 Hz were extracted from the hybrid RANS/LES simulation data. The gain of the

flame transfer function, which is the ratio of heat release and pressure fluctuations,

and phase of the flame transfer function, which is obtained by cross correlation of

pressure and heat release fluctuations, for the first three dominant modes is shown in

Fig. 4.9. The gain of the FTFs appears to be more distributed for low energy modes

and concentrated for the high energy modes. It is expected, since the gain of FTF

is the ratio of heat release and pressure fluctuations. Higher heat release and lower

pressure fluctuation levels leads to higher FTF gain and vice-versa. The presence of

high FTF gain at the pressure node locations, where small amounts of heat addition

are much larger than the small pressure fluctuations that exist there, can be explained

by the same reason.

The phase difference results show that the temporal coupling between heat release

and pressure fluctuations varies across modes. The phase difference plot for the 1700

Hz mode shows a very strong coupling between the heat release and pressure fluctua-

tions compared to other modes. It is evident from Fig. 4.9 that both the FTF gain and

phase difference are very distributed, justifying the need for a spatially distributed

FTF.
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(a)

(b)

Fig. 4.8. Dynamic mode decomposition power spectrum of a) pressure
fluctuations and b) heat release fluctuations of the CVRC 0.089 m
oxidizer post length case
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(a)

(b)

Fig. 4.9. a) The gain and b) phase of flame transfer function corre-
sponding to the first three dominant modes of the CVRC 0.089 m
oxidizer post length case

Once the FTFs were extracted, the NLE- FTF simulation of the CVRC was per-

formed as outlined in section 3.1. To eliminate any mesh size-related uncertainties, the

same mesh that was used in the hybrid RANS/LES simulations was used for the NLE

simulations. The NLE-FTF simulation was initialized using the time averaged hybrid
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RANS/LES solution and the time averaged species production rates of the reference

high fidelity simulation were imposed as the species source terms in the NLE simu-

lation. The unsteady NLE simulation with constant species destruction/production

rates obtained by time averaging the DES species destruction/production rates was

run for around 4ms (without activating the FTF) to calculate the unsteady flow field

necessary to activate the FTF. Once sufficient pressure fluctuation data (frequency

resolution) were obtained, the data were then passed through the FTF. A series of op-

erations resulted in the heat release fluctuations corresponding to the input pressure

fluctuations. The pressure fluctuation data that pass through the FTF to get corre-

sponding heat release fluctuations at every time step were updated at every time step

by eliminating the first data point and making space for the new pressure fluctuation

data point. The NLE simulation was continued until a limit cycle was reached.

The pressure trace measured 0.368 m downstream of the dump plane in the NLE-

FTF simulation is shown in Fig. 4.10a. In the hybrid RANS/LES simulation, pressure

oscillations around 10.5% of the mean pressure were observed, whereas in the NLE

simulation, pressure oscillations around 16% of mean pressure were observed. A com-

parison of the PSDs of the NLE and reference hybrid RANS/LES simulation is shown

in Fig. 4.10b. As expected, the PSD of NLE simulation showed higher peaks due to

higher p′ limit cycle amplitudes observed.

A comparison of the time averaged variables between the NLE and DES simula-

tions is shown in Fig. 4.11. The time averaged variables showed that although the

mean pressure matched very well between the hybrid RANS/LES and NLE simula-
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(a)

(b)

Fig. 4.10. Pressure trace measured 0.368 m downstream of dump
plane in the CVRC 0.089 m oxidizer post length a) NLE simulation
with FTF b) Reference DES simulation c) Comparison of PSDs
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(a) (b)

(c) (d)

Fig. 4.11. Comparison of time averaged a) Pressure b) Temperature c)
CH4 (fuel) mass fraction and d) O2 (oxidizer) mass fraction between
the NLE-FTF and hybrid RANS/LES simulation

tions, a very high mean temperature close to the dump plane and higher species mass

fractions were observed.
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As shown in Fig. 4.12, a closer look at the radial temperature profile revealed that

very high temperature was observed especially in the re-circulation zone close to the

dump plane.

Fig. 4.12. Comparison of the radial distribution of time averaged tem-
perature measured 0.0254 m downstream of the dump plane between
NLE-FTF and the hybrid RANS/LES simulation

The unsteady temperature traces measured at locations 0.0254 m downstream

of the dump plane and 0.368 m downstream of the dump plane shown in Fig. 4.13

revealed very high temperature fluctuations. The temperature trace at 0.0254 m lo-

cation showed that temperature near the dump plane reached around 5500K which is

non-physical. Although the temperature at the 0.368 m location did not reach 5500

K, it is still far greater than the adiabatic flame temperature. It can be seen from the

temperature trace that non-physical temperature was present even before the FTF
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was activated at 4ms and the temperature appears to have achieved some reasonable

values as the time progress and pressure fluctuations increase.

(a) (b)

Fig. 4.13. Unsteady temperature trace NLE-FTF simulation mea-
sured a) 0.0254 m, and b) 0.368 m downstream of the dump plane

A closer look at the two dimensional contours of the unsteady variables such as

temperature, species mass fraction and heat release rate showed that applying con-

stant species destruction rates obtained by time averaging the hybrid RANS/LES

species destruction rates resulted in constant addition of heat irrespective of the local

cell constituents. In short, heat addition was observed in places where neither fuel

nor oxidizer was present. This excessive constant heat addition, especially close to the

dump plane, resulted in non-physical temperature. The constant species destruction

rates which were imposed in the NLE simulation were obtained by time averaging the

species destruction rates of the reference DES simulation which almost reached the

limit cycle with 10% pressure fluctuations as soon as the reaction started. However,
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in the NLE simulation the fluctuations start from almost 0 -1% and grow gradu-

ally. Imposing the species destruction rates corresponding to flow with 10% pressure

perturbations on a flow field with 1% pressure perturbations resulted in heat addition

at the wrong locations. This observation is supported by more reasonable tempera-

ture values measured during the time around which higher pressure fluctuations show

up as shown in Fig. 4.13.

As a corrective measure, a limit was imposed on the species destruction rates in

the NLE simulation, based on the available cell constituents in such a way that only

available cell constituents were burnt and the species destruction rates in that location

gets adjusted accordingly. This imposed limit made sure that no excessive heat was

added in any location where it was not supposed to be added. The NLE simulation

without the FTF was then performed for the CVRC 0.089 m oxidizer post length

case. The pressure and temperature trace of the CVRC 0.089 m oxidizer post case

measured 0.0254 m and 0.368 m downstream of dump plane in the NLE simulation

performed without the limit and with limit on species destruction rate are compared

in Fig. 4.14 and Fig. 4.15 respectively. Although, the temperature appears to be well

within the expected range at both the locations, the pressure dropped considerably.

The time averaged profiles corresponding to the CVRC 0.089 m oxidizer post

length case with the limit imposed on species destruction rate is shown in Fig. 4.16. A

considerable drop in the all the mean quantities was observed. A considerable amount

of fuel and oxidizer were unburnt leading to drop in all mean variables.
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(a)

(b)

Fig. 4.14. Comparison of a) pressure, and b) temperature measured
0.0254 m downstream of the plane between the two cases, with and
without limit on species
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(a)

(b)

Fig. 4.15. Comparison of a) pressure, and b) temperature measured
0.368 m downstream of the plane between the two cases, with and
without limit on species
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(a) (b)

(c) (d)

Fig. 4.16. Comparison of time averaged a) Pressure b) Temperature c)
CH4 (fuel) mass fraction and d) O2 (oxidizer) mass fraction between
the NLE-FTF and hybrid RANS/LES simulation
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To overcome the issue of the pressure drop that was observed when the limit

on species destruction rate was imposed and to use the correct amount of fuel and

oxidizer in the NLE simulation, the heat addition approach was modified to account

for changes in local cell constituents by implementing a variable gain approach, in

which the local species destruction rates were multiplied by a gain defined as the ratio

of heat added in the NLE simulation to the mean heat added in the reference hybrid

RANS/LES simulation.

Gain(t) =
¯̇qref

q̇NLE(t)
(4.2)

where ¯̇qref is the mean integrated heat release rate of the reference simulation and

q̇NLE(t) is the instantaneous integrated heat release rate of the NLE simulation.

ω̇f (
−→x , t) = Gain(t) ∗ ¯̇ωf,lim(−→x , t) (4.3)

where ω̇f (
−→x , t) is the instantaneous local fuel destruction rate of the NLE simulation

and ¯̇ωf,lim(−→x , t) is the local time averaged fuel destruction rate obtained from hybrid

RANS/LES simulation and adjusted for local cell constituents. Using this dynamic

gain approach correct mean conditions at every time step of the NLE-FTF simulation

and at varying flow fluctuation levels required for using the FTF were obtained.

The FTF was activated once pressure data is obtained and the NLE-FTF simula-

tion was continued thereafter. The pressure trace measured close to the aft end of the

combustor, at 0.368 m downstream of the dump plane is compared in Fig. 4.17. The

pressure trace in the NLE-FTF simulation shows a steady growth before reaching a

limit cycle due to the linear relationship between unsteady heat release and pressure
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imposed by the FTF. In the NLE-FTF simulation, the heat release rate is maintained

constant using the time-averaged species production rates from the high-fidelity sim-

ulation. At the beginning of the NLE simulation, when the FTF is turned off, the

local change in heat release rate would be only due to the hydrodynamics and/or

mass flow fluctuations in the oxidizer and fuel posts but not because of the acous-

tics. So, the initial pressure fluctuations do not grow (they directly reach a limit cycle

due to low-level hydrodynamics and/or mass flow fluctuations that exists in the ab-

sence of pressure effects) since there is no coupling between pressure and heat release

fluctuations. Once the FTF is turned on, the pressure fluctuations and heat release

fluctuations are coupled. However, since the initial pressure fluctuations are only due

to hydrodynamics, they will be of a low magnitude and hence the heat release fluc-

tuations corresponding to them will also be low. These low heat release fluctuations

will lead to a slight increase in pressure fluctuation level, which then increase the heat

release fluctuation level and the process goes on. This growth behavior prevents the

NLE simulation to reach the limit cycle immediately. Thus, the NLE-FTF simulation

is able to show a growth of pressure fluctuations which was not observed in the hy-

brid RANS/LES simulations. A comparison of heat release mode shapes during the

growth phase of NLE-FTF simulation, corresponding to a pressure peak at the dump

plane is shown in Fig. 4.18. It can be observed that the heat release mode shape

remains unchanged throughout the growth phase and only the amplitude of heat re-

lease increased with the increase in pressure amplitude. This behavior is expected

due to the linear nature of the flame transfer function.
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Fig. 4.17. The pressure trace measured 0.368 m downstream of the
dump plane in a) NLE-FTF simulation b) Hybrid RANS/LES simu-
lation

Whereas, in the hybrid RANS/LES simulation, since the pressure and heat release

fluctuations are inherently coupled, the ignition event could possibly act as a ”bomb

setup” [5] [20] and push the system to a high amplitude limit cycle in a very short
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Fig. 4.18. Comparison of the heat release mode shapes during the
growth phase of NLE-FTF simulation corresponding to a pressure
peak at the dump plane

duration. This is why the hybrid RANS/LES simulation starts to exhibit the high

amplitude pressure fluctuations as soon as the ignition occurs. We believe this is

largely due to the way the ignition in hybrid RANS/LES is initiated.

Comparison of the pressure-time traces at limit cycle conditions and PSDs be-

tween the NLE-FTF and reference high fidelity simulations are shown in Fig. 4.19. The

peak-to-peak pressure oscillations in the limit cycle of NLE-FTF simulation were

found to be 10.8% of the mean pressure, agreeing well with the reference of 10.5%

predicted by the hybrid RANS/LES simulation. However, the NLE-FTF pressure

trace appears to be more sinusoidal compared to the hybrid RANS/LES simulation

pressure trace which contains much sharper peaks. This difference between the NLE-

FTF and the reference simulation is expected since only three FTFs corresponding to
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Fig. 4.19. Comparison of a) limit cycle pressure trace and b) PSDs
between the NLE-FTF and hybrid RANS/LES simulations

the first three dominant modes were used. It should be noted that the thermal conduc-

tivity and viscosity are not included in the NLE solver. The PSD comparison between

the NLE-FTF and high fidelity simulations shows that the dominant 1L mode (1700
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Hz) and 2L mode (3375 Hz) are reproduced by the NLE solver to a good extent. Some

discrepancy was observed in capturing the 2750 Hz mode. The FTFs included were

based on the first three dominant modes observed in the DMD spectrum of the pres-

sure. However, the DMD spectrum of heat release showed only two dominant modes

corresponding to the first and third dominant modes of the pressure. The absence of

the effects of heat release at frequencies other than the three modes considered could

be a reason for the discrepancy observed in the NLE simulation. Also, a comparison

of the mean variables as shown in Fig. 4.20, reveal that the NLE-FTF simulation

was able to reproduce the mean variables to a good extent. The slight discrepancy

in the mean properties is believed to be due to the local flow differences between the

NLE-FTF and hybrid RANS/LES simulation.

A typical pressure cycle of the NLE-FTF and hybrid RANS/LES simulation is

compared in Fig.4.21. The NLE-FTF simulation is seen to generally match the wave

motion in the chamber and oxidizer post as seen from the hybrid RANS/LES. The

points of the analyzed cycle are numbered on the pressure trace shown in Fig. 4.19a. The

cycle begins with high pressure at the aft end of the combustor in both the sets of

results. The correspondence observed at the second point of the cycle between the

low pressure region within the oxidizer post suggests the similarities of the physics

being modeled. The heat release in the case of NLE-FTF is dependent on the fluc-

tuating pressure, which serves as an input to the FTF. The FTF in addition to the

mean species consumption rate, approximates the unsteady heat release in the hybrid

RANS/LES and due to the limited number of modes used in its construction, the dif-
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Fig. 4.20. Comparison of time averaged a) Pressure b) Temperature c)
CH4 (fuel) mass fraction and d) O2 (oxidizer) mass fraction between
the NLE-FTF and hybrid RANS/LES simulation

ferences in the pressure contours are discernible. The third point of the cycle, which

shows the peak pressure at the head end of the combustor shows this difference. Since
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the heat release at the head end during the limit cycle conditions is the primary

driving mechanism, the differences in the rest of the pressure cycle are expected.

Fig. 4.21. Comparison of pressure and CH4 limit cycles between hy-
brid RANS/LES and NLE-FTF simulations

The fuel mass fraction cycle obtained is shown in Fig. 4.21. The periodic com-

bustion observed during the limit cycle in the hybrid RANS/LES is mimicked in the

NLE-FTF approach. The mean species destruction rates imposed are limited accord-

ing to the local mixture conditions, which allows the accumulation of the fuel. The
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Fig. 4.22. Comparison of axisymmetric two dimensional temperature
contours between the NLE - FTF and hybrid RANS/LES simulations
for one pressure cycle
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FTF based heat release, while accounting for the fluctuating part ensures the total

fuel consumption. With this approach, the start of the fuel consumption during the

initial two points of the cycle followed by maximum fuel destruction during the third

point and beginning of the fuel accumulation for the next cycle can be seen in the

last two points of the cycle from both sets of the results.

The corresponding temperature cycle is shown in Fig.4.22. The NLE-FTF simu-

lation has wider range of temperatures compared to the hybrid RANS/LES simula-

tion. This is due to the unsteady heat release, which does not depend on the local cell

constituents, instead relying on the unsteady pressure at that location. After reach-

ing the limit cycle condition, the same amount of heat is added and removed during

the compression and expansion halves of the cycle, which maintains correct mean

temperature and hence the correct mean speed of sound. The frequencies obtained

in the NLE-FTF simulation therefore closely match those observed with the hybrid

RANS/LES results, as shown in Fig. 4.19b.

As discussed earlier, the NLE-FTF simulation shows the growth of pressure fluc-

tuations before reaching the limit cycle. This behavior of NLE-FTF simulation helps

understand how the flow characteristics change with increasing amplitude of pressure

fluctuations. A comparison of pressure and fuel cycles at the beginning of growth pe-

riod and during the limit cycle of NLE-FTF simulation is shown in Fig. 4.23. From

the figure, it can be seen that, a major difference between the two regimes appear to

be the amount of fuel accumulated near the dump plane as the returned pressure wave

from nozzle reaches the dump plane. At the beginning of the growth phase, since am-
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plitude of pressure fluctuations is low, the amount of fuel accumulation upstream the

dump plane is low. So, the flame is still attached and continuous. In contrast, during

the limit cycle, the high amplitude pressure fluctuations lead to considerable amount

of fuel accumulation upstream of the dump plane and prevents the fuel from entering

the combustor. This may lead to a detached and discontinuous flame and equiva-

lence ratio fluctuations. Hence, at high levels of instability it is difficult to isolate

the mechanisms leading to instability. The flow behavior observed in the NLE-FTF

simulation at low and high instability levels is in good agreement with the historical

studies on effect of vortex shedding on combustion instability [25] [16] [17].

The cycle analysis and PSD amplitude comparison shows that the NLE-FTF

simulation is able to reproduce the major flow characteristics. From the perspective

of the limit cycle comparison, the NLE-FTF simulation was able to reproduce the

high fidelity solution to a good extent. It suggests that the proposed approaches

of the spatially resolved FTFs extracted from the high fidelity hybrid RANS/LES

simulation together with a nonlinear Euler solver can reproduce the behavior of a

rocket combustor to a good extent both in terms of mean variables and limit cycle

statistics. Although the results obtained motivate the extension of this approach to a

multi-element system, the next imperative is to understand the effects of the model

control parameters on its predictive capability.



94

Fig. 4.23. Comparison of pressure and fuel mass fraction contours
for one pressure cycle between the growth phase and limit cycle of
NLE-FTF simulation
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5. SENSITIVITY ANALYSIS OF THE REDUCED

FIDELITY MODEL

In this chapter, the sensitivity analysis of the reduced fidelity model is presented. The

sensitivity of the model to the number of modes in the FTF, the number of sampling

points used in the Fourier transform of unsteady heat release calculation and the mesh

size is discussed. The issues observed due to the presence of pressure node in the heat

release region are discussed in detail. The NLE-FTF simulation was able to reproduce

the high fidelity simulation to a good extent under the constraints of good spatial res-

olution and an FTF that includes modes at least one higher dominant frequency than

the frequencies of interest. Further, analysis of NLE simulations with reference point

based two-dimensional FTF and one-dimensional local FTF is also presented. The

results obtained indicate that the NLE-FTF simulation was able to reproduce the

reference high-fidelity simulation to a better extent when two-dimensional local FTFs

are used instead of reference point based two-dimensional FTF and one-dimensional

local FTF. The results of the hybrid RANS/LES-FTF simulation of the CVRC are

also presented.

The CVRC results presented in section 4.3 were obtained using the FTFs cor-

responding to first three dominant modes observed in the DMD power spectrum of

pressure, the same mesh as reference hybrid RANS/LES simulation and 1024 sam-
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pling points for Fourier transform calculation of the unsteady heat release. The control

parameters such as the number of modes in the FTF, the number of sample points

used for the Fourier transform and the mesh size may influence the prediction capa-

bility of NLE - FTF model to a certain extent. To establish the utility and generality

of the model, we characterize the effects of these control parameters on its predictive

capability. Hence a sensitivity analysis of the proposed NLE - FTF reduced fidelity

model was performed using the CVRC 0.089 m post length case. The number of modes

considered for FTF extraction to use in the NLE - FTF simulation were varied from

one to five; the number of sampling points for the unsteady heat release calculation

was varied from 128 to 1024; and the mesh size was varied from 20000 to 100000

nodes.

5.1 Number of modes in the FTF

Five cases were studied by varying the number of modes included in the flame

transfer function used in the reduced fidelity simulation. In case 1, only the first

longitudinal mode of the CVRC, 1700 Hz mode, was included in the FTF. This

mode was apparent in both pressure and heat release spectra. In case 2, the first two

longitudinal modes of the CVRC, 1700 Hz and 3400 Hz modes were included in the

FTF. Again, both these modes were apparent in pressure and heat release spectra. In

case 3, the first three dominant modes of the DMD power spectrum of pressure, 1700

Hz, 2750 Hz and 3400 Hz modes were included in the FTF. In case 4, the FTFs

corresponding to the first four dominant modes of the DMD power spectrum of heat
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release, 1700 Hz, 3400 Hz, 5075 Hz and 5275 Hz were included in the FTF. In case 5,

the FTFs corresponding to the first five dominant modes observed in the DMD power

spectrum of the pressure and heat release, 1700 Hz, 2750 Hz, 3400 Hz, 5075 Hz and

5275 Hz were considered. To avoid any inconsistencies due to mesh size, all the cases

were run using the same mesh used for reference hybrid RANS/NLE simulation.

First, the results of NLE-FTF simulation are compared to the results of hybrid

RANS/LES simulation from which the FTFs were extracted. A comparison of the

limit cycle pressure trace between the hybrid RANS/LES simulation and reduced

fidelity NLE simulations with varying number of modes in the FTF is shown in

Fig. 5.1. From the plot, it can be seen that the limit cycle pressure traces of all

the NLE-FTF simulations except the 1-mode and 5-mode NLE - FTF simulation

are in close agreement with each other and agree with the reference high fidelity

simulation data to a good extent. The average peak-to-peak pressure oscillations in the

reference high fidelity simulation measured over the entire limit cycle are 10.5% of the

mean pressure. In the reduced fidelity simulation, the average peak to peak pressure

oscillations of the 1-mode, 2-mode, 3-mode, 4-mode FTF and 5-mode FTF simulations

are 14.0%, 13.5%, 10.8%, 12.0%, and 14.5% respectively. The limit cycle amplitudes

observed in the experiment, hybrid RANS/LES simulation and the reduced fidelity

simulations are summarized in Table. 5.1 [98].

From the results, it can be seen that agreement between the NLE-FTF and ref-

erence simulation improves as the number of modes in the FTF are increased from 1

to 3. However, the NLE-FTF simulations with the 4-mode and 5-mode FTF showed
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slightly higher level of fluctuations than the 3-mode FTF simulation. We conjecture

that the discrepancy in the limit cycle amplitudes of the 4-mode and 5-mode FTF

simulations is due to the presence of a pressure node in the heat release zone for

these higher modes. Among the five cases, the peak to peak pressure oscillations in

the limit cycle of NLE-FTF simulation with the 3-mode FTF agreed best with the

hybrid RANS/LES simulation.

As is evident from Fig. 5.1, the hybrid RANS/LES simulation exhibited much

sharper peaks compared to the NLE-FTF simulation. The NLE-FTF simulation with

the least number of modes in the FTF exhibited more sinusoidal behavior (broad

peaks) than others. This behavior may be due to the approximation of heat release

oscillations as the sum of limited number of sine waves. It can be observed from the

plots that the pressure peaks are becoming much sharper as the number of modes

in the FTF are increasing. A near-exact match of wave shape may be possible if

even more modes are included in the FTF formulation. However, this is prevented by

the numerical issues that arise in the high frequency modes due to the presence of

pressure node in the heat release region.

A comparison of PSDs between the hybrid RANS/LES simulation and the NLE-

FTF simulations is shown in Fig. 5.2. From the plot, it can be seen that the NLE-FTF

simulations mostly reproduced the modes that were included in the FTF of that par-

ticular simulation. The 1-mode FTF simulation reproduced only the first longitudinal

mode, which was overestimated. No other dominant peaks corresponding to the higher

longitudinal modes were observed. The 2-mode FTF simulation reproduced the first
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longitudinal mode to a good extent and slightly under-estimated the second longi-

tudinal mode. Similar to the 1-mode FTF simulation, no other peaks corresponding

to the higher longitudinal modes were observed. The 3-mode FTF simulation repro-

duced the first longitudinal mode to a good extent, but under-estimated both the

2750 Hz mode and second longitudinal mode. The 4-mode FTF simulation repro-

duced the first and second longitudinal modes to a good extent but overestimated

the 3L mode. Similarly, the 5-mode FTF simulation reproduced the first and second

longitudinal modes to a good extent but overestimated the 3L mode. In addition,

the 5-mode FTF simulation also reproduced the 2750 Hz mode to a good extent. Al-

though the 4- and 5-mode FTF simulations have slightly overestimated the limit cycle

amplitudes, the overshoot appears to be mainly due to incorrect estimation of the 3L

mode. Both 4-, and 5-mode FTF simulations have reproduced the 1L, and 2L modes

more accurately than other FTF simulations. To get better insights, the limit cycle

pressure fluctuations observed in the NLE-FTF simulations were band-passed around

the dominant frequencies (with 5% filter width on either side of the dominant fre-

quency) and the observed peak-to-peak amplitudes are summarized in Table. 5.3. The

band-passed results confirm the trend observed in the PSDs. Although the PSD com-

parison showed that the peaks of the 1L mode matched well between the NLE-FTF

and hybrid RANS/LES simulation, the band-passed data revealed that the peak-

to-peak amplitudes of the 1L mode observed in the 3-, 4-, and 5-mode NLE-FTF

simulations is higher than the hybrid RANS/LES simulation by 1%. This indicates

that the PSD peak corresponding to 1L mode is slightly broader in the NLE-FTF
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simulations when compared to the hybrid RANS/LES simulation. The band-passed

results confirm that the discrepancy observed in the limit cycle amplitudes of 4- and

5-mode FTF simulations is due to the overestimation of 3L mode.

As mentioned earlier, the presence of pressure node of high frequency mode in the

heat release region is believed to be partly responsible for this overestimation of the

3L mode by the 4-, and 5-mode FTF simulations. The pressure and the heat release

mode shapes corresponding to the 5075 Hz mode of the 4 modes FTF simulation

are shown in Fig.5.3. The mode shapes reveal the presence of pressure node in the

region where the heat release is substantial. The FTF, being the ratio of heat release

fluctuations and pressure fluctuations, can have a very large value at the pressure

node as a consequence. The gain of the FTF of 5075 Hz is shown in Fig.5.4a. From

the plot, it can be seen that the gain of the FTF is very high at the location of pressure

node, which probably leads to non-physical heat addition/removal in the NLE-FTF

simulation.

To address this issue, the pressure mode shape of the 5075 Hz mode was slightly

modified by spreading the node out so that the high gain regions in the flame transfer

function are eliminated as shown in Fig.5.4b. It can be seen from the FTF plot that

the correction eliminated only the hot spots near the node, and the magnitude of FTF

was unaltered at other locations. A sample 3L pressure mode shape and the pressure

mode shape with spread out nodes is shown in Fig. 5.5. This correction is believed to

have led to overestimation of 3L mode by the 4-, and 5- mode FTF simulations. A

correction of this sort is likely necessary for any spatially-resolved FTF simulations
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(a)

(b)

Fig. 5.3. The a) pressure mode shape and b) heat release mode shape
corresponding to the 5075 Hz mode of the CVRC

(a)

(b)

Fig. 5.4. The gain of flame transfer function of 5075 Hz mode a)
before and b) after correction

with high frequency modes (which may have pressure nodes in the heat release zone)

and needs to be investigated further. Based on the results of all NLE-FTF simulations,

it appears that we may have to consider n+ 1 modes FTF for accurate prediction of

n dominant mode system, where n is the number of dominant modes expected in the
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Fig. 5.5. The sample pressure mode shapes of a 3L (third longitudinal)
mode showing the node stretching

system. For example, if a system exhibits first harmonic at 2000 Hz and if we would

like to predict the behavior of system till the third harmonic, 6000 Hz, then it may

be necessary to include modes up to 8000 Hz in the FTF formulation.

A comparison of the pressure mode shapes between the hybrid RANS/LES sim-

ulation and the NLE-FTF simulations is shown in Fig. 5.6 and Fig. 5.7. All the

NLE-FTF simulations with varying number of modes in the FTF reproduced the

mode shape of first longitudinal mode accurately. The 1-mode FTF simulation failed

to reproduce the mode shape of second longitudinal mode. It was expected since only

the information related to the first longitudinal mode was included in the FTF. The
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2-, 3-, 4- and 5-mode FTF simulations reproduced the mode shape of the second

longitudinal mode well. From the results, it is evident that if sufficient number of

modes are included in the FTF, the NLE-FTF approach can predict accurate limit

cycle behavior, mean flow conditions and mode shapes.

Fig. 5.6. Comparison of the mode shapes of first longitudinal mode
between Hybrid RANS/LES simulation and NLE - FTF simulation

One of the interesting features of the reduced fidelity NLE-FTF approach is that

it is capable of capturing growth rates in addition to the limit cycle behavior, mean

flow conditions and mode shapes. The flow fluctuations in the NLE-FTF simulation

start at very low level and grow until they reach the limit cycle prescribed by the FTF
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Fig. 5.7. Comparison of the mode shapes of second longitudinal be-
tween Hybrid RANS/LES simulation and NLE - FTF simulation

extracted from the high-fidelity simulation. During this period of growth, for a certain

period of time when the flow oscillations are small, they grow at an exponential rate,

termed as linear growth. As the fluctuation level increases, the nonlinearity of the

system starts to dominate, and the growth of flow fluctuations deviates from being

exponential and may reach a limit cycle or exhibit transient behavior. The linear

growth rate has been a primary interest of reduced fidelity solvers that use wave
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equation or linearized Euler equations [34]. It should be noted that the experiment

also exhibits a period of linear growth.

The growth rates of the first longitudinal mode of the 2-, 3-, 4-, and 5-mode

FTF simulations were measured using the band passed pressure signal and fitting

an exponential curve to the peaks of pressure trace. The growth rates reported in

this study were measured during the period of growth where the growth is linear

or best represented by the exponential curve. The exponential curve fit was not ap-

plied to the entire growth period since the growth might not be linear throughout

the growth period. The 1-mode FTF simulation is not included in the comparison

since it overestimated the first longitudinal mode. A comparison of the growth rates

between the NLE-FTF simulation and experiment is shown in Fig. 5.8. Since the

hybrid RANS/LES simulation did not exhibit growth of modes to limit cycle, the

experimental data were used here for the comparison with the NLE - FTF simula-

tions. In the experiments, the growth rate of the first longitudinal mode was found

to be approximately 76 1/s. In the 2-,3-, 4-, and 5-mode FTF simulations the growth

rate of the first longitudinal mode was found to be 96 1/s, 116 1/s, 98 1/s, and 95

1/s respectively, in reasonable agreement with each other and the experiment. From

the figure, it can also be observed that the limit cycle amplitude of pressure fluctua-

tions in the experiment is considerable smaller than that observed in the NLE-FTF

simulation. It is expected because the reference experiment exhibited two dominated

modes of equal strength as shown in Fig. 2.3.
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Fig. 5.8. Growth rate plots of the first longitudinal mode of a) CVRC
0.089 m experiment, and b) 3 modes FTF simulation, (The red line
shows the exponential curve fit to the band passed pressure trace -
this is the period of linear growth)
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A comparison of the growth rates of the second longitudinal mode between the

experiment and 5-mode FTF simulation is shown in Fig. 5.9. The growth rate of the

second longitudinal mode in the experiment, 4-mode FTF, and 5-mode FTF simu-

lation was found to be 300 1/s, 270 1/s, and 330 1/s respectively. The 1-, 2- and 3-

mode FTF results are not included in the growth comparison of the second longitudi-

nal mode since they either over or under-estimated the second longitudinal mode. The

growth rates corresponding to various FTF simulations is shown in Table. 5.3. From

the results obtained, it is clear that the NLE-FTF simulations estimated very reason-

able growth rates when compared to the experimental growth rates. This potential

ability of the FTF-NLE model to accurately grow to the limit cycle prescribed by

the extracted FTF at limit cycle conditions is remarkable and needs to be further

investigated. For instance, nonlinearities of heat release field at the conditions of this

study may be sufficiently weak such that linear growth to the limit cycle is a good ap-

proximation (acoustic nonlinearities are accounted for by the NLE framework). The

use of amplitude dependent FTFs, or flame describing functions, are probably needed

for cases where there are strong nonlinear effects of amplitude on the heat release.

A comparison of the phase-plane plots between the hybrid RANS/LES simulation

and the NLE-FTF simulation is shown in Fig. 5.10. The phase-plane plots confirm

the observations from the limit cycle pressure trace comparisons and cycle analysis

presented earlier that the NLE-FTF simulations were only able to reproduce the ma-

jor characteristics of the flow that are represented by the FTFs included. The chaotic

phase portrait of the hybrid RANS/LES simulation indicates that there are numer-
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ous high frequency modes present in the system, whereas the more organized phase

portrait of NLE-FTF simulations indicate that there are limited number of modes in

the system. This the reason why the hybrid RANS/LES simulation exhibited much

sharper pressure peaks whereas the NLE-FTF simulation pressure traces were more

sinusoidal.
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Fig. 5.10. Comparison of phase plane portraits between the hybrid
RANS/LES simulation and NLE-FTF simulations

A comparison of the Rayleigh index, defined as,

R(−→x ) =
1

t2 − t1

∫ t2

t1

p′(−→x , t)q̇′′′(−→x , t)dt, (5.1)

between the NLE-FTF simulations and the hybrid RANS/LES simulation is shown

in Fig. 5.11. Rayleigh index reveals the extent of coupling between the pressure and
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heat release fluctuations. From the Rayleigh index of hybrid RANS/LES simulation

we can see that the pressure and heat release are coupled in phase in the shear layer

and out of phase in the recirculation zone. The Rayleigh index of all the NLE-FTF

simulations show that the coupling between heat release and pressure fluctuations

in the shear layer region and recirculation zone is accurately reproduced. However,

the magnitude of Rayleigh index is slightly high in case of 1-, 2-, and 5- mode FTF

simulations. This is because of the slightly higher limit cycle pressure oscillations and

subsequent higher heat release fluctuations observed in the NLE-FTF simulations.

5.2 Number of sample points used in unsteady heat release calculation

In addition to varying the number of modes in the FTF, a sensitivity analysis is

also performed by varying the number of sampling points of pressure used in Fourier

transform to obtain the unsteady heat release. By varying the number of sample

points, we effectively varied the rate at which pressure data is collected in the NLE-

FTF simulation to calculate the unsteady heat release. The rate at which pressure

data were collected determines the highest frequency resolved. Four cases were simu-

lated with number of sampling points set to 128, 256, 512 and 1024 points. For this

analysis, all the simulations were run using the 3-mode FTF, since that simulation

showed better agreement with the hybrid RANS/LES simulation in terms of the limit

cycle amplitude. It was found that the NLE-FTF simulation with 128 and 256 sam-

pling points exhibited pressure fluctuations with peak-to-peak amplitudes measured

around 14% of the mean pressure. Whereas, the NLE-FTF simulation with 512 and
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Fig. 5.11. Comparison of Rayleigh index (Pa.W/m3)) between the
NLE-FTF simulations and hybrid RANS/LES simulation

1024 sampling points exhibited pressure fluctuations with peak to peak amplitudes

measuring around 13% and 10.8% of the mean pressure respectively. A comparison

of PSDs between the FTF-NLE simulations with varying number of sampling points

and hybrid RANS/LES simulations is shown in Fig. 5.12. It can be observed from the

PSDs comparison plot that as the number of sampling points were increased the pre-

diction capability of the NLE- FTF simulations seemingly improved. The NLE-FTF

simulations with a smaller number of sampling points overestimated the first two
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longitudinal modes. It is noteworthy that the difference in the limit cycle amplitudes

between the hybrid RANS/LES simulations and the NLE-FTF simulation is within

2%.
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Fig. 5.12. Comparison of PSDs between NLE-FTF simulations with
varying number of sampling points and hybrid RANS/LES simulation

5.3 Mesh size

Mesh sensitivity analysis was performed by varying the mesh size from 20,000

nodes to 100,000 nodes. This analysis was performed using the 3-mode FTF, similar

to the sampling points analysis. Three simulations were performed by setting mesh

size to 20,000, 50,000 and 100,000 nodes corresponding to the coarse, intermediate
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and fine mesh sizes respectively. The peak to peak limit cycle amplitudes of pressure

fluctuations were found to be 4%, 8% and 11% of the mean pressure in the coarse,

intermediate and fine mesh respectively. This deviation of results at lower mesh size

is expected due to excessive numerical damping in coarse mesh. A comparison of the

PSDs between the hybrid RANS/LES simulation and the NLE-FTF simulation at

various mesh sizes is shown in Fig. 5.13. From the plot, it can be seen that very low

energy dominant modes were observed in the case of coarse mesh and the energy

of dominant modes converge to the hybrid RANS/LES simulation as the mesh size

was increased. Also, it was observed that as the mesh size was increased from coarse

to fine, the limit cycle amplitudes of pressure fluctuations converged to the hybrid

RANS/LES simulation results. The fine mesh, which was used for hybrid RANS/LES

simulation was used for all the NLE-FTF simulations.

5.4 Two dimensional reference point based FTF

Most previous applications of the FTF uses a reference signal, e.g. velocity fluctu-

ations at the combustor inlet, as input. To understand the importance of accounting

for local coupling between heat release and pressure fluctuations, further analysis was

performed using two dimensional point based distributed FTF. In two dimensional

point based distributed FTF, instead of calculating the gain and phase of the FTF

using local heat release and pressure information, the gain and phase of the FTF were

calculated using a reference pressure signal located upstream of the dump plane. For

this study, the pressure signal 0.0127 m upstream of the dump plane was used as
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Fig. 5.13. Comparison of PSDs between NLE-FTF simulations with
varying mesh size and hybrid RANS/LES simulation

the reference and only the first three dominant modes, 1700Hz, 2750Hz, and 3400 Hz

were considered in the extraction of FTF. The gain and phase of the two dimensional

point based distributed FTF is shown in Fig. 5.14.

One advantage of using FTFs based on the reference signal is that it eliminates the

issues related to the presence of pressure nodes in the heat release zone, which were

observed in two dimensional spatially resolved FTFs with 4 and 5 modes. However,

the dependency of the heat release fluctuations of the entire combustor on the pressure

signal at one particular location makes the approach vulnerable. The obtained FTFs

were integrated with the NLE solver in the same way as outlined in section 3.1. The
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(a)

(b)

Fig. 5.14. The gain and phase of the first three modes of two dimen-
sional reference point based FTF

pressure trace measured in the NLE-FTF simulation 0.368 m downstream of the dump

plane is shown in Fig. 5.15.
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Fig. 5.15. The pressure signal measured 0.368 m downstream of the
dump plane in NLE-FTF simulation with two- dimensional reference
point based FTF

From the plot, it can be observed that the pressure fluctuations grew exponentially

up to 40% of the mean pressure before the system reached a limit cycle with pressure

fluctuations that are 30% of the mean pressure, far off the expected results. In con-

trast, the NLE-FTF simulation performed using two-dimensional spatially resolved

FTF reached a limit cycle with pressure fluctuations 10.8% of the mean pressure,

as shown in Fig. 4.19a, close to the p′ predicted by reference hybrid RANS/LES

simulation. A comparison of the limit cycle amplitudes and PSDs between the two

dimensional point based FTF and reference hybrid RANS/LES simulation is shown
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in Fig. 5.16. The PSD and pressure trace comparison show that the NLE-FTF sim-

ulation with two dimensional point based FTF has resulted in a completely different

system in comparison to the reference hybrid RANS/LES simulation. The instanta-

neous high heat release events in the rocket combustor may affect the local coupling

between pressure and heat release fluctuations. Hence, the use of a reference pres-

sure signal may not be able to accurately capture the coupling between pressure and

heat release fluctuations, leading to results that are far off from the reference simula-

tion. Hence, it is preferable to use spatially resolved FTFs based on local heat release

and pressure for prediction of combustion instabilities in rocket combustors.
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Fig. 5.16. Comparison of a) PSDs and b) pressure trace between
the hybrid RANS/LES simulation and the NLE-FTF simulation with
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5.5 One dimensional spatially resolved local FTF

To understand the importance of accounting for two-dimensional effects, further

analysis was performed using a one dimensional spatially distributed FTF. The one

dimensional spatially distributed FTF was obtained by using spatially averaged (in

radial direction) DMD modes of pressure and heat release. The gain and phase of

the FTF were then calculated using local pressure and heat release fluctuations. For

this study, the 3-mode FTF with the first three dominant modes, 1700 Hz, 2750 Hz

and 3400 Hz was considered. The gain and phase of the one dimensional spatially

distributed FTF is shown in Fig. 5.17. It can be seen that there is no variation of the

gain and phase of the FTF in the radial direction for the one-dimensional FTFs. For

this study, two dimensional axisymmetric NLE simulation was performed together

with the one dimensional FTF.

A comparison of the pressure traces and PSDs between the hybrid RANS/LES

simulation, the NLE-FTF simulation with two dimensional spatially resolved FTF

(henceforth referred as 2D FTF simulation), and the NLE-FTF simulation with one

dimensional spatially resolved FTF (henceforth referred as 1D FTF simulation) is

shown in Fig. 5.18. In 1D FTF simulation, the limit cycle has peak-to-peak pressure

fluctuations 14% of the mean pressure, 3% higher than those observed in the 2D FTF

simulation. The PSDs show that the 1D FTF simulation has overestimated both the

1L and 2L modes. Also, the growth rate measured in the 1D FTF simulation is 39

1/s, much lower than the growth rate observed in the 2D local FTF simulations.
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(a)

(b)

Fig. 5.17. The gain and phase of the first three modes of one-
dimensional spatially resolved local FTF

Although no significant difference in the limit cycle amplitudes was observed be-

tween the 2D FTF and 1D FTF simulations, in both the simulations local gain and

phase were used to calculate the corresponding heat release fluctuations and the sim-

ulations were performed using 2D NLE solver. Since the computational cost is same

for both the 1D FTF and 2D FTF simulations and better agreement with the high-
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Fig. 5.18. A comparison of the a) PSDs and b) limit cycle pressure
trace between the hybrid RANS/NLE simulation, the NLE-FTF sim-
ulation with two-dimensional spatially resolved local FTF, and the
NLE-FTF simulation with one-dimensional spatially resolved local
FTF
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fidelity simulations was observed in case of 2D FTF simulations, it is preferable to

use 2D FTF simulations for prediction of combustion instabilities in rocket combus-

tors. The results obtained indicate that two dimensional spatially distributed local

FTF simulations reproduced the combustion instabilities more accurately than the

one dimensional FTF simulations and two dimensional point based FTF simulations.

5.6 Hybrid RANS/LES simulation with FTF

To evaluate the effects of viscosity, thermal conductivity and species diffusion on

the results obtained, a hybrid RANS/LES simulation with 3-mode FTF was per-

formed. This simulation was performed as outlined in section 3.1, in the same way

as NLE-FTF simulation. A comparison of the pressure trace between the hybrid

RANS/LES-FTF and NLE-FTF simulations with 3-mode FTF is shown in Fig. 5.19.

It was observed that the hybrid RANS/LES simulation exhibited limit cycle with

peak-to-peak pressure fluctuations 2.5% of the mean pressure whereas the NLE-FTF

simulation exhibited limit cycle with peak-to-peak pressure fluctuations 10.8% of the

mean pressure. The hybrid RANS/LES-FTF simulation did not continue to grow

to a high amplitude limit cycle unlike the NLE-FTF simulation. The comparison of

pressure traces revealed that both the hybrid RANS/LES-FTF and NLE-FTF exhib-

ited similar peak-to-peak amplitude for a certain duration (6ms-18ms), after which

the NLE simulation grew to a limit cycle whereas the hybrid RANS/LES simulation

continued to exhibit low amplitude limit cycle. A comparison of the PSDs for that

duration (6ms-18ms), shown in Fig. 5.20 confirmed that both the simulations have
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Fig. 5.19. Comparison of pressure traces between the NLE-FTF and
hybrid RANS/LES-FTF simulation with 3-mode FTF

similar frequencies and magnitudes corresponding to the dominant modes (1700 Hz

and 2750 Hz). These results indicate that the FTF imposed did not result in ac-

curate gain that was necessary for the pressure fluctuations to grow in the hybrid

RANS/LES-FTF simulation, whereas in the NLE-FTF simulation the gain imposed

by the FTF was sufficient to make the pressure fluctuations to grow to a high ampli-

tude limit cycle. The inclusion of viscosity, thermal conductivity and species diffusion

effects appears to damp the pressure fluctuations to a certain extent and hence a

higher gain of FTF might be necessary for the pressure fluctuations to grow. So, it

might be necessary to use amplitude dependent FTF (FDF) to capture the growth

of pressure fluctuations in the hybrid RANS/LES-FTF simulation. Further investi-
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Fig. 5.20. Comparison of PSDs between the NLE-FTF and hybrid
RANS/LES-FTF simulation with 3-mode FTF when both the simu-
lations have exhibited similar p’

gation into the hybrid RANS/LES-FTF simulation is necessary to better understand

the effects of viscosity, thermal conductivity and species diffusion.
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6. SUMMARY AND CONCLUSIONS

In this chapter, the summary of the work done, and conclusions are presented. Further

the recommendations for future work and the contribution of this thesis towards

scientific community is also presented.

6.1 Summary

The work presented here centered on an exploration of the use of flame transfer

functions together with the nonlinear Euler equations to reproduce the combustion

instabilities in a model rocket combustor. The approach followed to extract the flame

transfer functions and to integrate the flame transfer functions with nonlinear Euler

equations was presented. The proposed approach was successfully verified using a

horizontal Rijke tube test case and the results were presented. Further, the proposed

approach was applied to the CVRC 0.089 m oxidizer post length cases and the results

obtained were presented along the issues identified. The sensitivity of the reduced

fidelity model to control parameters was studied and the results were presented.

In this thesis, the NLE solver was used as a reduced fidelity solver that uses two-

dimensional spatially resolved local FTF as the combustion response function. The

NLE solver is at the bottom of the list in terms of computational power requirements

among the solvers that can solve for the mean flow and allow multi-dimensional model-
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ing. Unlike acoustic solvers, NLE solver accounts for flow mixing (through numerical

viscosity) that characterize the non-premixed flows and captures the steep fronted

waves in addition to accounting for compressibility effects. Through this solver com-

plicated geometries can be modeled and realistic boundaries (same boundary condi-

tions as the high-fidelity simulations) can be simulated. The NLE solver also allows

for modeling of transverse instability waves and rectangular chambers. However, the

impact of the absent viscous terms on the performance of this model may need to

be evaluated. The choice of a spatially resolved local FTF was made based on the

fact that the flame in non-premixed combustor extends far into the chamber unlike

the premixed flames which are compact. Also, in the system considered, the rocket

combustors, in addition to high energy levels, the flame is erratic, detached and in-

termittent. This behavior of the flame can affect the local coupling between the heat

release and pressure fluctuations and hence, a spatially distributed local FTF was

used in this thesis.

The reference experiment used in this thesis, Continuously Variable Resonance

Combustor (CVRC) is a single element model rocket combustor developed at Purdue

University to study longitudinal combustion instabilities. This system is equipped

with a movable oxidizer post whose length can be varied from 0.089 m to 0.1905 m

either continuously during a test or fixed for a particular test. The stability behavior

of the CVRC ranged from 8% to 40% when the oxidizer post length was changed

from 0.089 m to 70.1905 m. Numerous tests of the CVRC revealed that this system

exhibited a consistent and repeatable behavior of pressure oscillations that are 8% of
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the mean pressure when the oxidizer post length was fixed at 0.089 m. Hence this case

of CVRC with 0.089 m oxidizer post length was chosen as the reference case. The

high fidelity simulation of the same case, a two-dimensional axisymmetric hybrid

RANS/LES simulation, was performed using an in-house solver GEMS. This simu-

lation was performed using a mesh consisting of 100k nodes and a single step global

chemistry. The high-fidelity simulation predicted limit cycle pressure oscillations on

the order of 10.5% of the mean pressure. This high-fidelity reference simulation was

used as the source to extract the data necessary to perform a reduced fidelity NLE-

FTF simulation. Further, the Dynamic Mode Decomposition (DMD) was used in this

thesis to extract the flame transfer functions. DMD was preferred for the work pre-

sented in thesis due to its capability to decompose the data based on the frequency

content.

Flame transfer functions were extracted from the high fidelity simulations by ap-

plying DMD to the pressure and heat release fluctuations in the time domain to isolate

frequency content. This is the first step in integrating the FTF and NLE solver. In

the next step, the time averaged species destruction rates from the high fidelity sim-

ulation were imported to the NLE solver. In the NLE solver, the source term was

split into the mean and fluctuating part. The mean source terms comprise of the

time averaged species destruction rates from the hybrid RANS/LES simulation. In

the final step, the FTF obtained in the first step was integrated with the NLE solver

as the fluctuating source term of energy equation. The imported FTFs make use of
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the evolving pressure data of the NLE solver and calculate appropriate unsteady heat

release.

The proposed approach was verified using a Rijke tube test case. The test case

is a tube of length 0.5 m with a heat addition zone 0.125 m from the inlet of the

tube. Crocco’s n-τ model was used to generate the unsteady heat release fluctua-

tions. This model allowed for accurate verification of the numerical aspects of the

proposed approaches of FTF extraction and its integration with NLE solver. The

results obtained revealed that the amplitude of the FTF extracted is equal to n im-

posed and the phase of the FTF is equal to the τ imposed. The obtained FTFs when

integrated with the NLE solver were able to reproduce the mean variables and limit

cycle statistics to a good extent verifying the proposed approaches.

Upon successful verification, the proposed approach was applied to the CVRC. Dur-

ing the initial runs, although the NLE-FTF simulation reached a limit cycle, non-

physical temperature was observed close to the dump plane due to constant addition

of mean heat without considering the local cell constituents. However, imposing a

restriction on the mean heat based on the local cell constituents lead to pressure and

temperature drop. This issue was corrected by following a variable gain approach

which maintains correct amount of heat in the system while considering the local cell

constituents. Through the variable gain approach, accurate mean conditions in the

chamber were maintained and the NLE-FTF simulation was able to reproduce the

limit cycle to a good extent. The pressure cycle analysis revealed that the NLE-FTF

simulation was able to predict global pressure trends however it couldn’t capture all
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the details of hybrid RANS/LES simulation. The fuel cycle analysis revealed that the

NLE-FTF simulation was able to capture the fuel accumulation near the dump plane

during the compression cycle and its destruction during the expansion cycle. How-

ever, the temperature cycle analysis revealed that the NLE-FTF simulation showed

broader temperature range as expected because the unsteady heat release does not

consider the local cell constituents.

The sensitivity of the model to the number of modes in the FTF, the number of

sampling points used in the Fourier transform of unsteady heat release fluctuation and

the mesh size was studied. For high frequency modes where there was significant heat

addition at a pressure node, this approach resulted in numerical instability since the

FTF was defined as the ratio of heat release fluctuations to pressure fluctuations. To

eliminate this issue, the pressure modes were stretched at the location of pressure

node. This resulted in a slight increase in the limit cycle amplitude of the NLE-FTF

simulations. As the number of modes included in the FTF were increased, the limit

cycle amplitudes of the NLE-FTF simulation approached the reference high-fidelity

simulation. However, the 4- and 5- mode simulations showed slightly higher limit cycle

amplitudes due to the aforementioned node issues. The NLE-FTF simulation was able

to reproduce the high fidelity simulation to a good extent under the constraints of

good spatial resolution and an FTF that includes all dominant modes up to at least

one higher dominant frequency than the frequencies of interest. In addition to the limit

cycle amplitudes, the NLE-FTF simulations were also able to reproduce the mode

shapes and linear growth rates observed in the experiment. Further analysis using a
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point based two-dimensional FTF resulted in higher limit cycle amplitudes revealing

that it is necessary to account for local coupling between the heat release and pressure

fluctuations. Also, the simulation with one-dimensional local FTF resulted in higher

limit cycle amplitudes and lower growth rates indicating that the two dimensional

effects are important. Hybrid RANS/LES-FTF simulation of the CVRC revealed

that it might be necessary to use Flame Describing Function (FDF) to capture the

growth of pressure fluctuations to limit cycle when Navier-Stokes solver is used.

6.2 Conclusion

A reduced fidelity model that solves the nonlinear Euler equations together with

a two-dimensional spatially distributed multi-mode flame transfer functions obtained

from high-fidelity hybrid RANS/LES simulation was used to predict combustion

instabilities in a model rocket combustor exhibiting self-excited instabilities. The

methodology for extraction of the flame transfer functions from high-fidelity sim-

ulations and their integration with nonlinear Euler equations is detailed. Spatially

distributed flame transfer functions corresponding to the strongest modes apparent

in the pressure and/or heat release spectra were extracted from the high-fidelity sim-

ulation using DMD. The unsteady heat release was added as a source term in the

nonlinear Euler solver. The approach was successfully verified using a Rijke tube test

case, and then applied to the CVRC to assess the capability of the reduced fidelity

model to reproduce the high fidelity simulation behavior. The mean pressure and

the limit cycle amplitude of pressure fluctuations predicted by the reduced fidelity
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model were in close agreement with the reference high fidelity simulation. The cycle

analysis revealed that the reduced fidelity model captured the global pressure trends

and periodic combustion behavior.

To better understand the effects of control parameters of the reduced fidelity

model, a sensitivity analysis was performed by varying the number of modes in the

flame transfer function, the number of sampling points used to calculate the un-

steady heat release, and the mesh size. The sensitivity analysis showed that the

reduced fidelity model could reproduce the limit cycle amplitude predicted by the

high fidelity simulation very closely, with deviations within 2% of the mean pressure,

when good spatial constrain was applied together with a flame transfer function that

contains unsteady heat release information at frequencies at least one mode higher

than the frequencies of interest. The reduced fidelity model was also able to repro-

duce the mode shapes. The reduced fidelity model also showed linear growth prior

to the limit cycle, with predicted growth rates in good agreement with experimental

growth rates. However, this somewhat surprising result should be further investi-

gated. Analysis of two-dimensional effects and coupling between the local pressure

and heat release fluctuations showed that it may be necessary to use two-dimensional

spatially distributed local FTFs for accurate prediction of combustion instabilities

in high energy devices such as rocket combustors. To understand the importance

of viscosity, thermal conductivity and species diffusion, which were neglected in the

NLE-FTF simulation, a hybrid RANS/LES-FTF simulation was performed. The re-

sults revealed that it might be necessary to use the FDF to capture the growth of
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pressure fluctuations to high amplitude limit cycle in the hybrid RANS/LES-FTF

simulation. Using FTF together with hybrid RANS/LES resulted in low amplitude

limit cycle. Further investigation is necessary to better understand the effects of the

viscosity, thermal conductivity and species diffusion.

The results suggest the reduced fidelity model, nonlinear Euler solver together

with spatially distributed local FTF, may be able to predict the behavior of weakly

nonlinear combustion instabilities. For more nonlinear behavior, amplitude-dependent

flame describing functions may be necessary. Important next steps in proving the gen-

erality and utility of this approach include its application to transverse instabilities,

and a combustor with multiple elements.

6.3 Future Work

The work done through this thesis is only the first step towards developing reduced

fidelity tool for combustion instability prediction. In this thesis, only the capability

of the proposed model to reproduce the high-fidelity simulation was evaluated. Fur-

ther steps towards the final goal include evaluation of the capability of the proposed

model to reproduce the multi-element transverse instability chamber, to predict an

unknown longitudinal instability chamber and finally to predict an unknown multi-

element transverse instability chamber. Also, instead of using 2D axisymmetric

hybrid RANS/LES simulation as the reference high fidelity simulation, a 3D DES

simulation should be used since the physics of turbulent flows may not be accurately
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captured by the 2D axisymmetric simulation. The advantage of the proposed approach

over flamelet model based simulations needs to be evaluated.

To evaluate the capability of the reduced fidelity model to reproduce the multi-

element transverse instability chamber, first the multi-element system that exhibits

pressure oscillations around 10% of the mean pressure needs to be identified. Then,

similar to the CVRC case, reduced fidelity simulation should be performed by extract-

ing the flame transfer functions from high-fidelity simulations and integrating them

with the nonlinear solver. However, the node issue observed in the CVRC reduced

fidelity simulations with high frequency modes, may cause issues in the multi-element

reduced fidelity simulation even with the first few dominant modes. In case of multi-

element simulation, the heat release is spread across the chamber and there is a

greater possibility to have non-collocated pressure and heat release nodes. Similar to

the CVRC simulation, mode stretching near the nodes can be applied as an initial

correction step to check the effect of the correction. However, a detailed study needs to

be performed to evaluate the effect of extent of mode stretching. Another approach

to solve this issue is to formulate the FTF based on two independent variables so

that in the vicinity of the node of one variable, FTF can be defined based on the

other variable. However, it would require utmost care in identifying and extracting

the FTFs from the independent variables. If the variables are dependent, then there

is a chance the effects of variables on the FTF may be double counted. While per-

forming this work, it would be interesting to evaluate the effect of the input FTF,

i.e., the behavior of the reduced fidelity model when FTFs corresponding to 1-, 2-,
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and 3-injector element sets were used as the FTFs for all other elements. This will

help obtain information on the minimum number of injector elements that needs to

be modeled in the high fidelity simulation.

Further, the capability of the reduced fidelity model to predict the behavior of

an unknown single element longitudinal chamber must be evaluated. To do this, the

FTFs corresponding to a wide range of frequencies must be extracted. For this study,

the CVRC 0.089 m oxidizer post length case can be treated as an unknown system. To

extract the FTFs at different frequencies, high-fidelity simulations can be performed

by adjusting the chamber length. However, this may result in varying instability

levels. Hence, high-fidelity simulations may be performed by using an upstream forcing

together with non-reflecting boundary condition and a sponge zone at the downstream

end. While performing this study it would be interesting to study the effects of FTFs

at varying amplitude, i.e., the FDF, on the predictive capability of the reduced fidelity

model.

The evaluation of the reduced fidelity model to predict the behavior of an unknown

multi-element chamber is the final goal of this work. At this point, to perform this

simulation, there are several questions that needs to be answered first. What is the

effect of FDF on the prediction of NLE-FTF simulation? How to perturb a transverse

system to obtain FTFs at varying frequencies and amplitudes? How many injector

elements must be modeled to extract the FTF? All these questions must be answered

while performing the above two tasks.
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The contribution of this thesis to the scientific body is an exploration of a pathway

towards a computational tool capable of accurately predicting the combustion insta-

bilities in practical systems through the use of reduced fidelity nonlinear Euler equa-

tions and spatially distributed two-dimensional local flame transfer functions. This

thesis defined the limitations associated with the combination of non-premixed flames,

flame transfer functions, and the nonlinear Euler equations, necessary for further in-

vestigations and development of the computational tool.
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