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ABSTRACT

McArthur, Daniel R. Ph.D., Purdue University, August 2019. Design of an Autonomous
Unmanned Aerial Vehicle for Physical Interaction with the Environment. Major Professor:
David J. Cappelleri, School of Mechanical Engineering.

Unmanned aerial vehicles (UAVs), when paired with an onboard camera, have proven

to be useful tools in many applications, including aerial photography, precision agriculture,

and search and rescue operations. Likewise, UAVs capable of physically interacting with

the environment have shown great potential to help people perform dangerous, or time-

consuming tasks more safely and efficiently than they could on their own. However, due to

onboard computation and battery life limitations and complex flight dynamics, using UAVs

to physically interact with the environment is still a developing area of research. Consider-

ing these limitations, the primary goals of this work are to (1) develop a new UAV platform

for aerial manipulation, (2) develop modular hardware and software for the platform to en-

able specific tasks to be performed autonomously, and (3) develop a visual target tracking

method to enable robust performance of autonomous aerial manipulation tasks in unstruc-

tured, real-world environments. To that end, the design of the Interacting-BoomCopter

UAV (I-BC) is presented here as a new platform for aerial manipulation. With a simple tri-

copter frame, a single additional actuator for generating horizontal forces, and lightweight,

modular end-effectors, the I-BC aims to balance efficiency and functionality in performing

aerial manipulation tasks, and is able to perform various tasks such as mounting sensors

in hard-to-reach places, and opening small doors or panels. An onboard camera, force and

distance sensors, and a powerful single board computer (SBC) enable the I-BC to oper-

ate autonomously in unstructured environments, with potential applications in areas such

as large-scale infrastructure inspection, industrial inspection and maintenance, and nuclear

decontamination efforts.
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1. INTRODUCTION

Unmanned aerial vehicles (UAVs), when paired with an onboard camera, have proven to

be useful tools in many applications, including aerial photography, surveillance, inspection,

precision farming, and search and rescue operations. In particular, rotary-wing UAVs (as

opposed to airplanes) are ideally-suited for operations that require the UAV to remain rela-

tively still (such as up-close inspection and surveillance operations), since they are capable

of vertical take-off and landing (VTOL), and can hover with zero translational velocity.

Researchers have been actively developing new designs and control strategies for rotary-

wing UAVs (particularly quadrotors) for the past few decades. These efforts have produced

robust attitude stabilization and position controllers (see [1–4]), but, until recently, complex

flight dynamics and limitations in onboard computation power and battery life have limited

small UAVs’ ability to physically interact with the environment (e.g. to manipulate objects

or transport payloads).

1.1 Motivation

Recent technological advancements, such as the development of powerful, lightweight

single board computers (SBCs), lighter, more energy-dense batteries, and 3D-printing tech-

niques for rapid prototyping, have helped enable the development of new UAV platforms that

are capable of both observing and physically interacting with the environment through aerial

manipulation. These manipulations may involve pushing, pulling, grasping, sliding, rolling,

twisting, etc., and are generally performed to achieve some overarching goal: placement,

assembly or disassembly of components, transportation of cargo, etc. With applications in

search and rescue [5], construction [6, 7], infrastructure inspection and maintenance [8–10],

and many more, UAVs capable of performing aerial manipulation tasks have shown great

promise as tools that can take people out of harm’s way and help people perform dangerous or
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time-consuming tasks more safely and efficiently than they could on their own. However, in

order to realize the full potential of these interactive UAVs on a large scale and in real-world

scenarios, much research remains to be done to develop their safety, efficiency, and autonomy.

In the following sections, we will review recent research efforts in the literature concerning

two fundamental challenges associated with autonomous aerial manipulation. First, we will

consider several issues related to the design of the vehicle itself, and second, we will consider

issues related to the localization of UAVs in unstructured environments and the localization

of target objects for aerial manipulation.

1.2 Literature Review: Vehicle Design for Aerial Manipulation

To date, a large portion of the research in the field of aerial manipulation has made use

of traditional rotary-wing UAV platforms (e.g. quadrotors) which benefit from mechanical

simplicity and stable flight performance, and can be produced at a low cost. However, most

of these vehicles are underactuated (either because they have fewer actuators than degrees

of freedom (DOF), or because they have several actuators mounted and oriented in the same

plane), and are thus unable to independently control forces and torques in all 6 DOF. For

example, in order for a quadrotor to move forward in the horizontal plane, it must first

change its orientation by tilting so that the thrust from its main rotors has a component

in the forward direction, thus resulting in a forward acceleration. This coupling between

position and attitude limits the pose trajectories attainable by underactuated UAVs, and, as

a consequence, limits their ability to interact with the environment since physical interaction

tasks may require the ability to instantaneously resist or apply arbitrary forces and torques

in any of the 6 DOF. In order to perform aerial manipulation tasks, the limitations of

underactuated UAVs need to be resolved. Three key ways to address these limitations

will be considered in the following sections: 1) adding to or changing the configuration

of the primary actuators of a UAV to increase the number of independently controllable

DOF, 2) adding a robotic arm with one or more DOF to augment a UAV’s total number



18

of independently controllable DOF, and 3) considering physical interaction tasks that only

require the application of forces or torques in a limited number of DOF.

1.2.1 Novel Actuator Configurations

Various actuator configurations have been investigated recently to improve upon the

performance of traditional underactuated rotary-wing UAV platforms. As discussed above,

these improvements have the potential to enhance or enable various aerial manipulation

capabilities.

Reconfigured UAV Platforms

Consider, for example, a typical hexrotor, which has six main rotors mounted in a single

horizontal plane with each rotor rotating about a vertical axis. In [11], each of the primary

rotors of a hexrotor were mounted to its frame with a fixed rotation (20◦) about the central

axis of their radial mounting arms (see Fig. 1.1). Since the rotor thrust vectors are no longer

strictly vertical, the combined thrust vectors of all six rotors span the space of Cartesian

forces and torques, thus making the vehicle (dubbed the Dexterous Hexrotor) fully actuated.

With this actuator configuration, it was shown that the vehicle can hover in one place with

a tilted orientation (−10◦ roll angle), and translate while maintaining a level attitude. Later

work determined optimal hexrotor tilt angles based on a variety of objectives, including max-

imizing force exertion capacity and flight efficiency [12], maximizing the vehicle’s dynamic

manipulability measure [13], and minimizing the control effort required for a desired flight

trajectory [14]. The control of a hexrotor with tilted variable-pitch propellers has also been

proposed in [15], with simulations demonstrating its ability to track a position trajectory

and rotate in place.

The advantages of dynamically-changeable rotor tilt angles have also been considered on

tricopters [16], quadrotors [17–19], and hexrotors [20] with the addition of actuators that

allow the primary rotors to tilt during flight. In [16], the two front rotors of a tricopter tilt

forward to generate large longitudinal pushing forces (22 N) approximately equal to the full
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Figure 1.1. : Fully-actuated hexrotor platforms. Left: Dexterous Hexrotor [11]; right: CAD
rendering from [14].

weight of the vehicle. In [17], dual axis tilting propellers are used to increase the agility and

fault tolerance of a quadrotor, but the vehicle’s full actuation for complex pose control is not

analyzed. However, [18] presents the Holocopter quadrotor with tilting propellers that can

hover in place with high precision (average error ≈ 1.7 cm), follow an eight-shaped trajectory

while simultaneously tracking a sinusoidal pitch rotation of the vehicle’s body, and remain

still in space while rotating up to ≈ ±55◦ around the roll and/or pitch axes. Similarly, [19]

presents the quad tilt rotor UAV, which has four main rotors mounted on servo-actuated

arms. This setup allows the vehicle to tilt up to 260◦ from level, and experimental results

demonstrate a stable transition between level (0◦ roll/pitch) and perpendicular (90◦ pitch)

hovering. This capability provides the possibility of flying in narrow spaces or potentially

interacting with a vertical surface.

New UAV Platforms

In addition to reconfiguring traditional UAV platforms, several research groups have also

developed novel UAV configurations that are fully or overactuated. Similar to the tilt-rotor

UAVs described above, the overactuated Omnicopter UAV [21] uses three variable-angle

ducted fans to control its roll and pitch angles and to provide lateral forces, however, its

primary thrust and yaw control are generated by two coaxial counter-rotating propellers
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at the center of the vehicle frame (see Fig. 1.2). Thus, the Omnicopter is able to achieve

horizontal translation while maintaining a level attitude.

Figure 1.2. : Left: Fully actuated Omnicopter UAV [22]; right: ODAR (omni-directional
aerial robot) [23].

More recently, optimization techniques have been used to design unique UAV configu-

rations [23–25]. In [23], pairs of symmetrically-attached (with respect to the main vehicle

frame) reversible rotors were considered as basic actuator elements, and the optimal at-

tachment location of each rotor pair on a single carbon-fiber tube (the main vehicle body)

was determined with the goal of maximizing the control wrench generation. Experiments

performed with the resulting ODAR (omni-directional aerial robot) platform (see Fig. 1.2)

demonstrated its ability to simultaneously track a circular position trajectory and a sinu-

soidal pitch angle trajectory, perform vertical pitch-flipping (virtual pivoting around one of

its ends), and exert a large downward force of ≈ 30 N . Unlike [23], [25] preselected the

number and orientation of rotors (eight rotors fixed to the vertices of a cube) to minimize

the dependence of the vehicle’s dynamical characteristics on its orientation, and then deter-

mined the rotor orientations by maximizing the vehicle’s agility (measured by the 2-norm of

the maximum attainable force-torque output in any direction). While the resulting vehicle

is capable of accelerating up to 24 m/s2 in any direction (not considering gravity), and can

simultaneously track position and orientation trajectories, its controller (using a simplified

force and torque model) was not able to fully decouple the vehicle’s translational and ro-
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tational dynamics, thus resulting in fairly large position and angle tracking errors (up to

≈ 0.1 m and ≈ 5◦, respectively).

1.2.2 UAVs Augmented with Robotic Arms

Another approach to resolving the problem of underactuation in aerial manipulation re-

search is to endow a traditional UAV platform with one or more robotic arms, thus increasing

its total number of controllable DOF.

Some of the early efforts in this area used ducted-fan UAVs or quadrotors along with a

multiple-DOF manipulator attached to the side of the airframe to make contact with vertical

surfaces. [26] presents the design of a manipulation system composed of a 3-DOF Delta

manipulator and a novel 4-DOF end-effector for performing inspection-by-contact tasks, e.g.

non-destructive testing (NDT) with an ultrasonic sensor. This manipulator can perform

Cartesian movement to compensate for UAV dynamics to help place sensors and objects at

desired locations. In [27], the manipulator was attached to a commercially-available AscTec

Pelican quadrotor, and an impedance controller was designed to allow the system to contact

a vertical surface. Experimental results confirmed that the system is able to remain stable

while applying a force to a wall. In a similar approach, [28] also demonstrated a stable

docking capability between a ducted-fan UAV and a vertical surface.

Considering more complex aerial manipulation scenarios, [29] determined that a multiple-

DOF robotic arm could be mounted underneath a helicopter to perform aerial manipulation

tasks, however, it was noted that 1) the control system models are complicated due to the

dynamic coupling between the manipulator and helicopter, and 2) even small interaction

forces between the manipulator and helicopter can lead to low-frequency instabilities and

oscillations if the manipulator motion is not restricted to a single dimension or else compen-

sated for in the helicopter flight controller. In a related work, [30] demonstrates the first use

of a fully actuated redundant robot arm mounted underneath a helicopter (see Fig. 1.3) to

perform an aerial manipulation task (grasping a pole and pulling it out of a fixture).
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Figure 1.3. : Left: Helicopter with fully actuated robotic arm [30]; right: PUL5AR 5-DOF
robotic arm mounted under AscTec Pelican UAV [31].

Several other research groups have focused specifically on the design of robot arms for

aerial manipulation. For instance, [32] presents a 3-DOF parallel manipulator (mounted

beneath an AscTech Neo hexrotor) that provides a large planar workspace in front of the

vehicle, [31] presents the 5-DOF PUL5AR robot arm (see Fig. 1.3) that minimizes kinematic

coupling between its motion and the UAV attitude, and [33] presents a 3-DOF compliant

robot arm with a compliant finger and torque estimation for applications that involve contact

forces between the robotic arm and the environment.

1.2.3 Limited-DOF Aerial Manipulation Tasks

Having considered various UAV and manipulator configurations that enable or enhance

physical interaction capabilities for UAVs, let us now consider the interaction tasks them-

selves. Specifically, we will consider three subsets of aerial manipulation tasks that do not

require full actuation in all 6 DOF, namely object transport and assembly, inspection by

contact, and lightweight maintenance and perching.
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Object Transport and Assembly

The first instance of unstructured object retrieval with an aircraft-mounted gripper was

performed by the Yale Aerial Manipulator [34], which consists of a 4 kg helicopter equipped

with a custom, compliant gripper that balances loads across each of its four fingers (see

Fig. 1.4). The object retrieval was performed by manually flying the vehicle above the

object, switching to an autonomous position hold mode as the gripper was closed on the

object, and then increasing the thrust to lift the object off the ground. Successful object

retrieval was demonstrated 18 times with objects including a softball (160 g, 89 mm), PVC

cylinder (900 g, 390 mm), wood block (700 g, 265 mm), and a weighted tool case (1.45 kg,

335 mm).

Figure 1.4. : Yale Aerial Manipulator carrying a toolcase [35].

In a similar effort, [34,36–38] each examine the task of grasping and/or manipulating an

object from above with a quadrotor. [36] utilizes both impactive grippers (which use clamping

motions and frictional forces) and ingressive grippers (which penetrate into surfaces with

metal hooks) to grasp objects at predefined locations, and develops methods for identifying

important flight parameter changes (e.g. moments of inertia, mass, and center of mass offset)

that occur when carrying an object. Experiments that included these parameter changes in

the controller design showed significant improvements in position-tracking performance.
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In contrast to the above experiments, which have objects at predefined locations, [37]

uses a custom compliant gripper and an IR camera (with an IR LED marker placed next

to the object) to locate and grasp an object (150 g stuffed toy), and [38] uses a custom

electro-permanent magnetic gripper and downward facing RGB camera to detect and grasp

both static and moving objects. In the latter work, dozens of experiments showed that

the proposed visual-servoing method enabled the UAV to autonomously detect, grip, and

transport a static object to a drop-off location with a success rate > 95%, even in the

presence of wind disturbance up to 15 m/s. In the case of objects moving linearly in an

arbitrary direction with a velocity of 0.1 m/s, the success rate dropped to 78%.

Exploiting a quadrotor’s ability to independently control its 3D position and heading (yaw

angle), [6] explores the task of assembling three-dimensional cubic structures composed of

beams and columns with magnetic ends. A simple 1-DOF gripper (19 g) with a pair of fingers

attached beneath a quadrotor (AscTec Hummingbird) is used to pick up each component

from a bin and then assemble it into a cubic structure (by placing it at a desired position

from above). Error detection is achieved without the need of additional sensors in two

ways: first, when picking up a component, the thrust-to-hover is compared to the nominal

thrust required to hover with the weight of the payload, and second, while still grasping

a component that has been placed on the structure, the UAV executes an open-loop yaw

moment and, if the vehicle’s yaw angle remains at the setpoint, then the part is considered

to have been fixed in place.

Inspection By Contact

Much of the research in the area of inspection by contact is motivated by potential in-

dustrial applications, such as large-scale infrastructure inspection, and inspection and main-

tenance of power plants, wind turbines, etc. [28, 39, 40]. Similar to the first example in

section 1.2.2, [41, 42] consider tasks that require physical contact with a vertical surface.

In [41], impact-control strategies are considered for a ducted-fan miniature UAV (DFMAV)

that enable docking with and sliding against a wall. Similarly, [42] presents the design of
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the AIRobots CoaXial-rotor prototype (ACX) which is able to achieve stable docking and

controlled sliding on walls. The ACX has a pentagon-shaped frame and its docking mecha-

nism uses compliant materials with integrated force sensing resistors (FSRs) to provide force

feedback during the docking and sliding maneuvers. Experiments demonstrated the ACX’s

ability to slide horizontally while maintaining contact against a wall.

Considering the challenge of handling impacts during highly dynamic physical interaction

tasks, [43] developed a manipulator system composed of a rod and a locking mechanism that

converts the kinetic energy of a collision into potential energy (stored in the manipulator).

Experiments performed with the manipulator attached above a quadrotor showed that, for

impacts at ≈ 2 m/s, the peak force exerted on the target was reduced by 78% (from 54.2 N

to 11.8 N) when the locking mechanism was used. This allowed the vehicle to maintain

stable contact with the wall after impact, whereas a collision without the locking mechanism

destabilized the flight controller and led to a crash.

Lightweight Maintenance and Perching

In addition to inspection-by-contact manipulation scenarios, several lightweight mainte-

nance and perching tasks have been considered that cover a wider range of applications. For

example, [44,45] consider the application of horizontal forces that could be used for inspection

tasks or to perform cleaning or grinding tasks. In [44], an extra propeller is added below a

quadrotor to provide horizontal thrust (see Fig. 1.5). It was shown through experimentation

that the vehicle (with a brush attached on the front) could maintain flight stability while

applying a desired force (up to 5 N) to a surface for an extended period of time (50 s in the

experiment). In more recent work, [45] developed a controller for a quadrotor that enables

large force exertion against a vertical surface (with a simple rod end-effector attached above

and extending in front of the vehicle). With this controller, it was shown that a contact

force equal to the weight of the UAV (15 N) can be sustained against a surface for several

minutes.
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Figure 1.5. : Left: A semi-autonomous flying robot applying force to a wall [44]; right:
quadrotor with gripper for manipulation above the airframe [46].

For use cases where the workspace above the UAV is of particular interest, such as under-

bridge or in-tunnel inspection and maintenance, [46] presents the design of a quadrotor with

an upward-facing hand (see Fig. 1.5). The custom hand has 1-DOF for opening and closing,

can slide in one dimension, and is controlled autonomously with vision feedback from an

upward-facing camera. To demonstrate the autonomous gripping capabilities of the system,

the quadrotor was flown manually beneath a 3 cm bar placed 1.5 m above the vehicle, and,

as the vehicle approached the bar, the hand moved autonomously along a slider to align with

the bar, and gripped the bar once it was within reach. At this point, the main rotors were

stopped to further demonstrate that the gripper is able to support the weight of the vehicle

to enable perching by hanging. This capability could be used to increase the operation time

of UAVs while they perform surveillance or inspection operations.

Other research groups have also considered UAV perching in the context of aerial ma-

nipulation, including [47] and [48]. [47] demonstrates the ability to reliably and reversibly

perch on a vertical surface, using a manipulator with a vacuum-cup. The manipulator has

two carbon-fiber legs below the main arm with the vacuum-cup to help support the weight

of the vehicle, and the main arm uses the mechanism presented in [43] (discussed above) to
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absorb the impact force generated during collision with the wall. Experiments have verified

that the UAV can successfully perch on a wall, power down its main rotors, and then takeoff

again.

In contrast to the perching methods proposed above, which are intended to increase flight

time, [48] considers a door-opening task which requires the force from all of the main rotors.

In a test flight, vacuum cups are used during flight to attach the front of a quadrotor to a

door and then the vehicle rotates until it is parallel to the door and a second pair of vacuum

cups secures the vehicle to the door. Once perched on the door, a custom, inflatable arm

is used to push a lever-style door handle to unlatch the door, and then the main rotors use

their maximum thrust to push the door open to ≈ 60◦.

1.2.4 Summary of Vehicle Design for Aerial Manipulation

In summary, the vehicles described in section 1.2.1 have many desirable attributes for

performing aerial manipulation, including the ability to apply forces and torques in any

direction, which provides simultaneous control over position and orientation in all 6 DOF,

and (in some cases) the ability to apply large forces relative to the weight of the vehicle.

However, these benefits come at the cost of reduced flight efficiency due to the weight of

additional actuation mechanisms, and the thrust lost to internal forces in the case of UAVs

with tilted propellers.

As discussed in section 1.2.2, several successful experiments have demonstrated the feasi-

bility of performing aerial manipulation tasks using traditional underactuated UAV platforms

endowed with robotic arms. In particular, the use of these augmented UAVs shows great

promise for aerial manipulation scenarios that require high dexterity, cover a large workspace,

or involve complex motions. However, the added weight of the robotic arm will reduce the

payload capacity and flight time of the UAV, and, as mentioned above, the motion of the arm

can add significant complexity to the control design and potentially destabilize the UAV.

Finally, section 1.2.3 highlighted several tasks that do not require full actuation in 6

DOF, such as object transport and assembly, inspection by contact, and lightweight main-
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tenance and perching. Many of these tasks could have direct applications to infrastructure

and industrial inspection and maintenance. However, in some cases, the UAVs designed to

perform these tasks are highly specialized, that is, they are designed for only one task, thus

potentially limiting their viability for adoption at a large scale.

1.3 Literature Review: UAV Localization for Aerial Manipulation

Having considered several challenges associated with the design of a UAV platform ca-

pable of performing aerial manipulation tasks, we will now consider recent research efforts

in the area of UAV localization and target tracking for aerial manipulation.

Precise mobile robot navigation (on the ground or in the air) is a complex and challenging

task that has received significant attention in the literature, and continues as an active area

of research in the robotics community. In the case of aerial robots performing manipulation

tasks, an even higher level of accuracy is required during navigation to ensure that contact

between the UAV and objects in the environment is properly controlled. Furthermore, UAVs

have additional limitations that make precise navigation more challenging, including weight

and computational constraints, additional noise in sensor data and camera images induced

by the constant motion and vibration of the rotors, and more susceptibility to external

disturbances such as wind. These challenges have been addressed in the literature in a

variety of different ways. In the following sections, we will review research efforts related

to two crucial aspects of UAV navigation that are prerequisites for autonomous execution

of aerial manipulation tasks in real-world scenarios: 1) UAV localization in unstructured

environments, and 2) UAV motion control relative to a target object.

1.3.1 UAV Localization in Unstructured, GPS-denied Environments

Siegwart et al. [49] described the following four subsystems as the building blocks of nav-

igation: perception (extracting useful information from sensor data), localization (determin-

ing the robot’s position relative to its environment), cognition (deciding appropriate actions

to take to accomplish tasks), and motion control (controlling motor outputs to achieve a
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desired trajectory). Successful navigation requires careful and accurate integration of each

of these subsystems. Typically, solutions for the issues of perception, cognition and motion

control of UAVs are developed for a particular vehicle type or use case, whereas the issue of

UAV localization is applicable to a much broader range of scenarios, and has thus received

substantial attention in the literature in the past decade.

UAV localization is most often approached as part of the broader simultaneous local-

ization and mapping (SLAM) problem [50, 51], or through the implementation of visual

odometry (VO) [52–55]. Several examples from the literature that apply SLAM, or VO

algorithms on UAV platforms are included below, following a brief overview of SLAM and

VO.

Overview of SLAM

SLAM consists of using onboard sensors to estimate a robot’s state (position, orientation,

velocity, etc. over time), while simultaneously creating a map of the objects of interest in the

robot’s environment (e.g. obstacles, landmarks, etc.) [56]. Given the robot’s pose (position

and orientation) within the map, other tasks like path planning and obstacle avoidance can

then be performed. The map also serves as a way to limit the accumulated error (drift) in

the state estimation, by resetting or adjusting the state estimate when a unique landmark

has been revisited (this resetting process is referred to as loop closure). However, there

are many instances where it is infeasible or unnecessary to produce a complete map of the

environment. Some examples include industrial settings such as warehouses, factory floors,

etc. where beacons may be used to manually create a map of important landmarks, or in

outdoor settings with access to GPS. In these instances, full SLAM may not be necessary,

so long as the robot can localize sufficiently well relative to the known landmarks.

Many SLAM implementations make use of laser scanners as a robust and reliable input

source [57] (particularly for 2-D SLAM), however, the weight and power consumption of

these devices limits their use on lightweight UAVs [58]. In recent years, the light weight, low

cost, and ubiquity of camera sensors, combined with significant improvements in computing
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hardware has led to the development of many vision-based SLAM algorithms (VSLAM)

which use cameras as their primary sensor input [59].

Overview of VO

VO uses a sequence of images to estimate the translational and rotational motion of a

camera relative to a reference frame. VO is closely related to VSLAM, but focuses primarily

on the local consistency of the robot trajectory estimate from pose to pose, rather than

creating a globally-consistent estimate of both the robot pose and a map of the environ-

ment [55]. And, in fact, many VSLAM algorithms use VO for their localization component.

VO approaches employ two general techniques to calculate the velocity or flow of an image:

feature matching/tracking (where visual features are matched over a number of frames or

in adjacent frames), and optical flow (OF) techniques (where spatio-temporal variations in

pixel intensity are measured between sequential images) [60]. Typically, the feature match-

ing/tracking methods are more accurate than optical flow techniques, but are more complex

and require higher resolution images and more computing power. On the other hand, optical

flow techniques perform better in scenes without recognizable features, such as those with

repetitive patterns, blurry textures, or poor lighting conditions [61].

Similar to VO, visual-inertial odometry (VIO) [62, 63] combines data from an IMU to

improve the accuracy and robustness of the VO estimation process.

UAV Localization with SLAM and VO

The first work demonstrating the ability of a UAV to navigate through an unknown

environment (without the aid of external positioning sources such as GPS or beacons) was

performed by Blösch, et al. in 2010. In this work, a VSLAM algorithm (PTAM [64])

was implemented with a downward-facing camera on a quadrotor UAV. Due to onboard

computational constraints, the SLAM and position controllers were both implemented on

a ground station computer. Using this setup, autonomous hovering and rectangular path

following in an indoor lab setting were achieved with absolute RMS errors of 4.61 cm and



31

13.1 cm, respectively. However, there are a few important limitations worth noting: 1) the

map scale must be adjusted manually, and, since a single camera is used to build the map,

instabilities leading to a crash may arise if the scale and orientation of the map drift, 2) it

is possible for the localization to fail due to a lack of visual features in the camera’s field

of view, or varying illumination conditions, and 3) if the map grows too large, increased

computational cost will cause the SLAM algorithm to stop updating.

Using the same PTAM algorithm for position estimation of the UAV, [37] (described in

Sec. 1.2 above) overcame the issue of scale drift by pre-mapping a small area near the takeoff

location in order to initialize the map scale.

In later work, several other groups have used a similar approach for position control of

UAVs. For example, the European project SFLY [58] fused the output of PTAM with IMU

data on a hexrotor UAV to engage in autonomous navigation, 3D mapping, and optimal-

coverage flights in GPS-denied environments. The increased payload capacity of the hexrotor

platform allowed for a larger onboard computer (Intel Core 2 Duo) capable of running the

algorithm for local navigation, and an offboard computer performed the global navigation

(expressing the poses of multiple coordinating UAVs in a common coordinate frame). The

total position drift of the estimator was reported as 1.5m for a 350m trajectory (0.43% drift),

but the plotted X-Y-Z position of the UAV compared to gound-truth GPS measurements

from the flight indicates occasional positioning errors on the order of a few meters.

In a similar effort, [65] achieved autonomous UAV navigation by estimating the so-called

2.5D pose (X-Y position and yaw orientation) of a quadrotor using a scanning laser range

sensor as its primary source of position/yaw estimation. Using the laser scans, 2D SLAM

maps were generated while flying across multiple floors of a building. An additional forward-

facing camera was also added to the UAV to help aid in loop closure and to distinguish

between floors. The output of the onboard estimator was compared to ground truth (a

Vicon motion capture system [66]) while hovering, and while traveling along a specified

trajectory. The standard deviation of the errors were reported for each flight, respectively,

as follows: {σx, σy, σz} = {8.49, 9.11, 5.54}, and {σx, σy, σz} = {2.47, 3.23, 0.70} (units in

cm).
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These efforts have demonstrated that full SLAM approaches can be applied in the au-

tonomous control of UAVs, but the computational complexity of various SLAM methods,

especially in 3D, often requires some portion of the algorithm (typically the mapping/loop

closure) to be offloaded to a ground station computer. However, considering that a full map

of the environment is not necessary in many applications, many recent research efforts have

focused on using just VO for UAV localization.

In an early work, Kendoul et al. [67] developed an OF-based approach to VO, which

enabled a quadrotor UAV to autonomously takeoff, hover in place, and follow a given trajec-

tory in both indoor and outdoor settings using only a single, downward-facing camera and an

IMU as inputs. The UAV attitude and position controllers ran onboard, while the OF calcu-

lations were performed on a ground computer based on images streamed wirelessly from the

onboard camera. Multiple flight tests were performed to compare the position estimation

of the OF-based position/velocity controller with a low-cost GPS (±2 m horizontal posi-

tion accuracy) as ground truth. Flight tests demonstrated that OF-based velocity estimates

were at least as accurate as the GPS velocity estimates, and that the vision-based horizon-

tal position estimates were more accurate than the GPS position measurements, although

GPS measurements are more robust for long-distance outdoor flights. This work also noted

that the OF-based VO computation struggles in certain low-texture environments (such as a

large, smooth concrete floor). However, the approach still performed well at a high altitude

over a large field where the only visual features in the field of view were grass and dirt.

On a much smaller scale, [61] implemented OF-based VO on a 46 g quadrotor using

five optical flow sensors typically used in high performance computer mice. Two flights

in unstructured environments (outdoors near vegetation, and indoors in a cluttered office)

demonstrated that the quadrotor could maintain its position while undergoing controlled ver-

tical oscillations at 0.5 Hz. Additional tests using the same sensor suite on a larger quadrotor

in a motion capture space showed that the positional drift was about 50 cm on average after

2 minutes of flight (also with controlled vertical oscillations at 0.5 Hz). This approach uses

very lightweight sensors and an optical flow algorithm that can be implemented on a simple

microcontroller, and thus presents a minimal-weight solution to the UAV localization prob-
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lem. However, while this work provides no discussion about lighting conditions, Honegger

et al. points out the need for strong lighting to provide accurate measurements as a key

disadvantage of computer mouse sensors [68].

In an effort to provide a more robust OF sensor for mobile robot navigation, [68] presents

the open source and open hardware PX4Flow module. This module incorporates a CMOS

sensor (with automatic exposure control), an ultrasonic range sensor, an onboard gyroscope,

and an ARM Cortex M4 CPU to compute optical flow at a rate of 250 FPS. The accuracy of

the PX4Flow sensor was assessed by integrating the OF X and Y velocities over a square path

(starting and stopping at the same point) traversed in an indoor, carpeted office environment.

Compared to ground truth (Vicon), the total positional drift over a 28.44 m trajectory was

0.25 m (0.88% drift). In a manual, outdoor flight test traversing 192.16 m, the PX4FLOW

showed similar position estimation results to a computer mouse sensor, but no ground truth

measurements were provided for this test.

Recently, Delmerico and Scaramuzza provided a benchmark comparison of several publicly-

available Visual-Intertial Odometry algorithms for flying robots [69]. The performance of

each algorithm was evaluated using the EuRoC datasets [70], which consist of 11 stereo im-

age sequences, synchronized with IMU data, captured from a front-down facing camera on

a hexrotor UAV at 20 Hz, along with ground-truth measurements from a Leica Multista-

tion and a Vicon motion capture system [70, 71]. The datasets include slow flights in two

small, cluttered rooms, and more dynamic flights in a large industrial machine hall. Some

of the algorithms included in the comparison are SVO [72], OKVIS [73], ROVIO [62], VINS-

Mono [74], etc. In the comparison, each of the algorithms were implemented on various

computing platforms, including SBCs typically used on UAVs, and a laptop computer. The

results were reported using four metrics: absolute translational error (RMSE), CPU usage,

memory usage, and per-frame processing time. A summary of the CPU usage versus RMSE

reported for each algorithm is shown in Fig. 1.6. This figure highlights the primary conclu-

sion of the paper: the accuracy and robustness of visual state estimation can be improved

with additional computation, but for systems with limited computational resources, it is

difficult to find the right balance between estimator performance and computational load.



34

In the context of aerial manipulation applications, where there are more strict requirements

on positioning accuracy, it is important to note from Fig. 1.6 that the best performance (on

average) that can be expected across all algorithms implemented on an SBC is ≈ 10 cm

RMSE in X-Y-Z position estimates. These results are consistent with the results shown in

Labbé and Michaud’s recent, more comprehensive comparison of several VSLAM and VO

methods [75]. In that work, the performance of several different VO and RGB-D SLAM

methods were compared across multiple datasets, including the EuRoC dataset used in [69],

with computations performed on a desktop Intel Core i7-3770 processor. Averaging the re-

sults across all of the EuRoC datasets, the translational RMSE for the VO methods ranged

from ≈ 7 cm to 28 cm and the range for the VSLAM methods was ≈ 4 cm to 8 cm.

Figure 1.6. : CPU Usage vs. RMSE for several VIO algorithms (adapted from [69]).

1.3.2 UAV Motion Control Relative to a Manipulation Target

Having discussed the issues associated with precise UAV localization, we will now consider

the challenge of positioning and orienting the UAV relative to a manipulation target object.

Similar to the topic of visual robot localization, visual object tracking is a well-established

field of research, and recent efforts continue to improve the accuracy, robustness, and com-
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putational efficiency of the algorithms for use in real-world applications on UAVs [76–79].

However, since visual tracking algorithms are dependent on so many different variables (e.g.

image lighting conditions and background, input sensor type (RGB, depth, etc.), character-

istics of the objects to be tracked, expected amount and type of camera motion, etc.) no

single tracking algorithm exists that can be used in all applications [80]. Thus, here we will

focus mainly on how the UAV is to be controlled relative to a target object after it has been

detected.

Overview of Visual Servo Control

The concept of using computer vision to control the motion of a robotic system is re-

ferred to as visual servo control, or visual servoing, and is a well-established approach to au-

tonomous robotic manipulation [81,82]. The visual servoing problem is typically approached

using one of two schemes: image-based visual servo control (IBVS), or position-based visual

servo control (PBVS). In IBVS, a set s of one or more important visual features (such as

the centroid of an object) is selected using image-plane coordinates (pixel location), and the

motion of the camera/robot is controlled so that the error between s and a desired final state

s∗ is minimized (e.g. align the centroid of the object in the center of the image). PBVS, on

the other hand, defines the set s as the 3D pose of the visual feature(s) with respect to the

camera, and the motion of the robot is controlled to minimize the error between s and s∗

with respect to a 3D reference frame.

Many of the methods used for autonomous control in aerial manipulation tasks to date are

based on relatively simple object tracking methods, and have focused primarily on vertical

manipulation tasks (such as payload collection/transport) with artificial markers near the

target. For example, in [37], an IR LED is co-located with an object to be grasped, and

a Nintendo WiiMote camera is used to detect the IR blob. A PBVS-type control scheme

is used in which a UAV’s desired position setpoint is updated based on the estimated 3D

location of the IR blob in the global frame. Using this controller in an indoor flight test, the

UAV successfully aligned with the manipulation target, and descended to grasp the object,
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although the initial UAV position was < 3 cm away from the object in the horizontal plane

(and 50 cm above the object).

Using a similar approach, [83] considered the more complex task of automatic aerial

retrieval of a mobile robot. For object detection, an ARToolkit visual marker (9 cm square)

was placed on the mobile robot, and a downward-facing camera connected to an onboard

computer was used to detect the marker and provide a position and orientation estimate

of the marker relative to the camera [84]. After calibration, the standard deviation of the

estimated object location (X-Y-Z) was reported as: σ = [2.2 cm, 1.7 cm, 4.2 cm] (5.0 cm

total). With a success rate of ≈ 63%, several outdoor flight tests were performed where the

UAV flew to a given GPS coordinate above the mobile robot, and then used PBVS control

based on the detected marker location to descend and retrieve the mobile robot with an

electromagnet. The magnetic retrieval mechanism used a funnel that required a horizontal

positioning accuracy of 7 cm relative to the mobile robot. These results demonstrate that

aerial manipulation tasks can be performed autonomously without the need of a global map

of obstacles/features in the environment (only GPS coordinates were used).

In a more recent work, [85] (described in Sec. 1.2 above) used an IBVS control scheme

to grasp an object using a robotic arm attached to a quadrotor. A blue, rectangular LED

panel was mounted near the object to aid in detection (see Fig. 1.7). A guidance command

generated from the IBVS control scheme was fed into an algorithm that maps the command

into joint velocities of the manipulator and motion of the UAV as a whole. A 180◦ fisheye

camera lens was used to prevent loss of the target image in the field of view, especially near

the target where small movements of the UAV cause large changes in the image. While the

IBVS technique was implemented onboard (with an Odroid XU SBC), the UAV position was

estimated offboard (with Vicon). This work demonstrates the feasibility of using onboard

computation to control both the UAV motion, and the motion of an attached robotic arm

using an IBVS control scheme.

Other work has proposed IBVS and PBVS strategies for more complex scenarios such

as collaborative aerial manipulation [86] (although this was only tested in numerical simu-

lations), high-speed aerial grasping from above [87] (performed indoors, using IBVS in 2D,
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Figure 1.7. : Aerial manipulator grabbing an object with a blue LED attached [85].

and Vicon for lateral positioning and yaw control), and real-time tracking of user-selected

objects [88] (using correlation filters for target tracking and motion capture for position

control).

Finally, some works have considered more complex object detection scenarios in outdoor

settings [39, 89, 90]. In [89], machine learning (running onboard) was used to classify and

detect the pose of a variety of objects, however, the UAV did not perform any autonomous

actions based on the detected target information, and the pose estimation errors were not

reported. And in [90], an Intel Aero drone with downward- and forward-facing cameras used

GPS to hover above a balcony, descend until a visual marker was detected on a wall, and then

fly forward toward the marker while using the depth camera to avoid obstacles (although

the UAV did not carry any payload or perform any manipulations in the flight test).

1.3.3 Summary of UAV Localization for Aerial Manipulation

In review, the research efforts described in section 1.3.1, demonstrate that various VS-

LAM techniques can be used for onboard UAV localization, but come with a high compu-

tational cost, and additional work remains to be done to make them more robust for use in
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environments with few visual features, changing/poor lighting conditions, and rapid camera

movements (as experienced on UAVs). Alternatively, several works have shown promising

results using OF-based VO for lightweight, onboard UAV localization in both indoor and

outdoor scenarios, with pose estimation performance at least on par with GPS, even in en-

vironments with few visual features (as long as there is at least some texture in the field of

view). And, in a recent comparison of several monocular VO-based UAV localization meth-

ods implemented on SBCs, the state-of-the-art achieved in translational position estimation

(measured as RMSE) was shown to be ≈ 10 cm, given sufficient computational resources.

As discussed in section 1.3.2, aerial manipulation efforts to this point have typically either

assumed that the position and orientation of the object to be manipulated are known, or

else they have added simple visual markers on or near the object for easy detection/tracking.

For example, several researchers have considered tasks such as object transport using simple

tracking methods with artificial markers (e.g. IR blob detection, cylinder detection, custom

visual markers [91], etc.) in indoor environments (typically using external position estima-

tion systems for UAV localization/position control). Other works have demonstrated that

autonomous operations can be performed using both IBVS and PBVS techniques, even with-

out a global map of obstacles/features in the environment. However, relatively few efforts

have considered the complete autonomous aerial manipulation problem where both the UAV

localization and visual target tracking are performed onboard in unstructured environments.

1.4 Contributions

In this work, the design of a new platform for aerial manipulation is presented: the

Interacting-BoomCopter UAV (I-BC). With a simple tricopter frame, a single additional

actuator for generating horizontal forces, and lightweight, modular end-effectors, the design

of the I-BC aims to balance efficiency and functionality in performing aerial manipulation

tasks. Onboard cameras, force and distance sensors and a powerful single board computer

(SBC) enable the I-BC to perform autonomous aerial interactions with the environment. In
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addition, a featureless visual target tracking method is presented that allows the I-BC to

operate in unstructured indoor and outdoor environments.

Considering the limitations, and building upon the strengths of prior work in the field,

the main contributions of this work are:

• The design of a novel UAV platform for aerial manipulation

• The design of modular end-effectors with integrated force and distance sensing to enable

both momentary and sustained contact with the environment

• A strategy for tracking the position and orientation of an aerial manipulation target

without the use of artificial markers

• Realization of autonomous aerial manipulation capabilities in unstructured environ-

ments, using only onboard computation for both UAV localization and visual target

tracking

The following chapters are organized as follows. In chapter 2, the design and prototyp-

ing of the I-BC is covered in detail. Then, chapters 3-4 consider two representative aerial

manipulation task implementations, along with custom end-effector designs and high-level

autonomous control strategies for the I-BC. Next, chapter 5 presents a strategy for local-

izing the I-BC relative to a manipulation target that enables the I-BC to perform aerial

manipulation tasks autonomously in unstructured environments. Chapter 5 also presents

experimental results from several indoor and outdoor flight tests that validate the proposed

target localization strategy and demonstrate the I-BC’s ability to perform autonomous aerial

manipulation tasks in real-world scenarios. Finally, chapter 6 provides a summary of the

contributions of this work, along with conclusions and recommendations for future work.
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2. VEHICLE DESIGN & PROTOTYPING

The primary limiting factor in the productiveness of many aerial robot systems is their power

source (typically Lithium-polymer (LiPo) batteries). From the time of takeoff to the time

of landing, an aerial vehicle must constantly expend power to offset its own weight plus

the weight of any payload, in addition to the power consumed by all of its onboard sensors,

computers, and robotic actuators. As such, there is a tradeoff between improved performance

(e.g. payload capacity) and overall efficiency (e.g. maximum flight time). Thus, every

component of the I-BC was selected and designed to minimize the overall weight and power

consumption of the vehicle, while still providing sufficient payload capacity and onboard

sensing and computational power to perform the desired aerial manipulation tasks.

2.1 Airframe and Actuator Configuration

The I-BC is a multirotor UAV platform that employs three primary rotors for lift and

general maneuvering [92] (see Fig. 2.1). The primary rotors are arranged in a Y-shaped

configuration and are mounted in a horizontal plane. In order to reduce unbalanced reaction

torques, the two front propellers rotate in opposite directions, and the tail rotor is mounted

on a servo-actuated tilting platform that allows it to rotate about the tail arm. These three

primary rotors and tail servo provide the I-BC with four independent degrees of freedom:

X-Y-Z position, and heading (yaw angle).

To move forward, the thrust from the front rotors is decreased and the tail-rotor thrust

is increased to induce a forward rotation (pitch). This rotation generates a net force in

the forward direction causing the vehicle to translate. Similarly, to move right, the thrust

from the right rotor is decreased and the thrust from the left rotor is increased to induce a

rotation (roll) and thus a translation to the right. These roll and pitch angles are reversed

to produce motion in the opposite directions, backward and left, respectively. Finally, the
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Figure 2.1. : Interacting-BoomCopter (I-BC) prototype.

vehicle orientation or heading angle (yaw) is adjusted by tilting the tail rotor. Tilting the

tail rotor toward the right or left of the vehicle generates an unbalanced torque and causes

the vehicle to rotate counter-clockwise or clockwise, respectively.

An additional propeller, mounted in the vertical plane on a boom extending out from the

front of the I-BC, provides transverse thrust in the forward and reverse directions. Since the

front-mounted propeller (boom-prop) rotates around the front boom, its thrust is applied

very close to the I-BC’s center of gravity (COG), and thus allows the I-BC to move forward

and backward without pitching. This decoupling of forward and reverse motion from the

vehicle’s pitch angle is advantageous when performing aerial manipulation tasks that require

the UAV to maintain a steady attitude relative to the manipulated object.

Several lightweight, modular end-effectors have been designed to enable the I-BC to

perform specific aerial interaction tasks. The I-BC’s end-effectors are attached at the end of

its front arm, and have integrated force and distance sensors that allow the I-BC to interact

autonomously with the environment. Because of their modular designs, these end-effectors
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can be switched out as needed to perform different manipulation tasks. Specific design details

for these end-effectors will be provided in later chapters.

Table 2.1 lists the I-BC’s major components. Several custom parts, including the boom-

prop mechanism, tail servo mount, battery compartment, camera mount, and protective

shell were 3D-printed on a Makerbot Replicator 2X using Acrylonitrile Butadiene Styrene

(ABS) plastic with 75% infill.

Table 2.1. : Primary components of the I-BC.

Component Details
Carbon-Fiber Frame Tarot FY650 (modified to tricopter)

Main Motors Turnigy Multistar 4108-480 Kv
Boom-prop Motor NTM Prop Drive 28-36 1400 Kv (560 W)
Main Propellers RCTimer 15x5.5” Carbon Fiber

Boom-prop Propellers Gemfan 8x4.5 3D Propeller (modified)
Primary ESCs Afro Slim 20A (SimonK Firmware)

Boom-prop ESC Afro 30A (SimonK Firmware)
Tail Servo Hex-tronik MG14 (Metal Gear)

Flight Controller Pixhawk (with 3D acc/gyro/mag/baro)
Companion Computer Odroid XU4 running Linux and ROS

GPS Module 3DR uBlox GPS with Compass
Force Sensors Force-Sensing Resistor (Interlink Electronics 402)

Batteries Turnigy nano-tech, 6000 mAh, 25-50C

2.2 Dynamic Model

A free-body diagram of the I-BC is shown in Fig. 2.2. The right-handed inertial frame

(E-frame) is denoted by the x-y-z axes and a right-handed body frame (B-frame) is denoted

by xb, yb, zb axes. The positive xb-axis points along the I-BC’s front boom, the positive

yb-axis points to the I-BC’s left and the positive zb-axis is directed upwards. The roll (φ),

pitch (θ), and yaw (ψ) angles are defined by a right handed rotation about the positive x,

y, and z axes, respectively.
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Figure 2.2. : I-BC free-body diagram.

The complete mathematical model of the system is given as:

Ẋ = V (2.1)

Θ̇ = WxyzΩ (2.2)

V̇ =
1

m
RxyzFb + G (2.3)

Ω̇ = I−1(Tb −Ω× IΩ) (2.4)
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where X = [x y z]T , V = [ẋ ẏ ż]T , and Θ = [φ θ ψ]T are the position, velocity, and roll-

pitch-yaw angles in the E-frame, respectively. Ω = [p q r]T denotes the angular velocities

about the xb, yb and zb-axis in the B-frame. The Wxyz matrix is given as:


1 sφtθ cφtθ

0 cφ −sφ
0

sφ
cθ

cφ
cθ


m is the mass of the vehicle; Fb = [Fxb 0 Fzb]

T is the force vector along the xb, yb and zb-axis

and G = [0 0 -g]T (g is the acceleration of gravity), both in the E-frame. Rxyz is the rotation

matrix given as: 
cψcθ −sψcφ + cψsθsφ sψsφ + cψsθcφ

sψcθ cψcφ + sψsθsφ −cψsφ + sψsθcφ

−sθ cθsφ cθcφ


Note: sθ, cθ, tθ are the abbreviated forms of sin(θ), cos(θ) and tan(θ) respectively in the

above matrices.

I is the moment of inertia matrix: I = [ [Ixx 0 0]T [0 Iyy 0]T [0 0 Izz]
T ] where Ixx, Iyy

and Izz are the moments of inertia about xb, yb and zb axes, respectively. The torque about

the xb, yb and zb-axis in the B-frame is denoted as Tb = [τxb τyb τzb].

As shown in the Fig. 2.2, tl, tr, tt and tb represent the thrusts from the left, right, tail,

and boom-prop rotors, respectively, and α is the tilt angle of the tail-rotor measured from

the vertical. Therefore, the Tb vector can be represented as:
τxb

τyb

τzb

 =


l1(tl − tr)

l2ttcα− l3(tl + tr)− τtsα

l2ttsα + τtcα− τl + τr

 (2.5)

where τl, τr and τt are reverse torques of the left, right and tail rotors, respectively. The

force vector component Fzb = tl + tr + ttcos(α).
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With the decoupled translational motion enabled by the addition of the boom-prop,

the I-BC can operate in two modes: tricopter mode and boom-prop mode. In tricopter

mode, the I-BC moves like a conventional tricopter (tilting the airframe to move forward

and backward) and thus, the Fxb component is zero. However, when the I-BC is operating in

the boom-prop mode, the airframe remains level while the boom-prop is engaged to produce

forward or reverse thrust, and Fxb = tb. The boom-prop reaction torque τb will be added

to (or subtracted from) the τxb when the boom-prop is engaged in a clockwise (or counter-

clockwise) sense.

2.3 Prototype Design and Testing

An initial BoomCopter (BC) prototype (I-BC without an end-effector) was built to char-

acterize the general flight performance of the vehicle, and to determine the relative efficiency

of using a front-mounted propeller for forward thrust rather than the traditional method of

pitching the airframe forward. The BC airframe is based on a 650-class carbon-fiber quadro-

tor frame (the 650-class designation indicates the nominal distance from motor to motor is

650 mm). The frame was modified so that the three primary rotor arms are oriented in

a Y-shaped configuration, and a fourth arm extends out the front of the vehicle. In this

modified configuration, the total width and length of the airframe are 60 cm and 70 cm,

respectively. To provide forward thrust, a 650 Kv motor (T-Motor: MT3506-25) with a

12 in diameter propeller (APC 12x3.8P) was mounted at the end of the front arm. The

BC prototype and the I-BC both use a Pixhawk [93] flight control unit (FCU) to stabilize

their attitude (driving the roll and pitch angles to zero with PID control) and record critical

parameters to a microSD card during flight (including data from the GPS, IMU and power

system monitoring sensors).

2.3.1 Comparison Between Tricopter and Boom-prop Mode

In the hobby community [94], the boom-prop was used on a tricopter UAV as a way to

achieve high-speeds during forward flight without pitching forward, but no efficiency compar-
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ison was made between these flights and traditional forward flights. In order to compare the

forward-flight efficiency of the BC’s two flight modes, the forward acceleration achieved while

flying in both tricopter and boom-prop mode were simulated based on the dynamic model

described above. For tricopter mode, we calculated the accelerations achieved at various

forward pitch angles, and for boom-prop mode, we calculated the acceleration achieved with

the boom-prop at full throttle. A comparison between the simulated accelerations in the two

modes is shown in Fig. 2.3, with tricopter mode accelerations in blue and the boom-prop

mode acceleration in red.

Figure 2.3. : Simulated BC accelerations in tricopter mode at different pitch angles (θ), and
boom-prop mode at full throttle.

These simulations show that the tricopter mode acceleration exceeds the boom-prop mode

(0◦ pitch) acceleration for forward pitch angles (θ) larger than 23.5◦. This is expected since

the tricopter mode uses three larger propellers for forward thrust while the boom-prop mode

uses only one (typically smaller) propeller for forward thrust.

Several outdoor flight tests were performed in mild weather conditions (with minimal

wind disturbance) to validate the results of the above simulations. Each test consisted of

flying the BC straight forward for approximately 75 m at a fixed altitude in both the boom-

prop and the triopter mode. A switch on the radio controller was used to activate the

boom-prop mode by ramping up the boom-prop motor to full throttle in a 2-second period,

and then ramping the throttle back down to zero when the switch was deactivated.
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When flying in tricopter mode, the BC pitched forward 30◦−40◦ and reached an average

top speed of ≈ 15.5 m/s (as indicated by the GPS module), while using ≈ 285 W of power.

In boom-prop mode, the BC achieved an average top speed of ≈ 9 m/s while using ≈ 415 W

of power (an increase of ≈ 45% power usage). These tests confirm that flying the BC in

boom-prop mode results in slower top-speeds and higher energy consumption compared to

tricopter mode.

2.3.2 Boom-prop Hardware Design

An exploded view of the I-BC’s boom-prop mechanism is shown in Fig. 2.4 below. The

boom-prop design found in the hobby community [94] consists of several 3D-printed com-

ponents (made with ABS plastic), and a few commercial off-the-shelf components: motor,

pulley, timing belt and bearings. However, the boom-prop’s thrust capacity is primarily

affected by: 1) the number of propeller blades (restricted by the blade spinner), 2) the shape

and diameter of the propeller blades, 3) the motor, and 4) the gear ratio between the motor

and the blade spinner (established by the size of the pulley). Thus, we focused on optimizing

these four components to maximize the thrust generated by the boom-prop. Following is

a discussion of design considerations for each of the primary boom-prop components, and

experimental results demonstrating the performance of the boom-prop.

Static Thrust Test Setup

In order to compare the thrust output of various boom-prop designs, several bench tests

were performed in which the input voltage and current, propeller rpm, and thrust output of

the boom-prop were measured for each configuration. The propeller rpm was measured with

a digital photo tachometer and a 1 cm× 1 cm reflective IR patch attached to the propeller.

An RC Electronics Watt’s Up meter was connected in series with a Tenma 72-630 DC power

supply to measure the input voltage and current to the boom-prop motor during each test,

and the power consumption was calculated as P = I ∗ V . The thrust generated by the

boom-prop was measured by mounting the boom-prop mechanism to a static thrust test rig.
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Figure 2.4. : Exploded view of the I-BC boom-prop and end-effector assembly.

The test rig uses an L-shaped one-to-one lever arm to transmit the horizontal boom-prop

thrust to a weight scale where the force is observed on an LCD screen and manually recorded.

The boom-prop was driven by an Afro 30A electronic speed controller (ESC), which received

pulse-width modulated (PWM) throttle commands in increments of 10% (e.g. 10%, 20%,

etc.) from an Arduino Uno (ATMega328P) microcontroller with a UART serial connection

to a laptop.

Shape and Diameter of Propeller Blades

Most propeller blade profiles are optimized to generate thrust when rotated in one direc-

tion only (indicated with CCW for counter-clockwise or CW for clockwise), and the output

thrust is significantly reduced when the blade is spun in the reverse direction. This is

not desirable for the I-BC where equal forward and reverse thrust capability is desired to

maximize the flexibility of the I-BC in performing aerial manipulation tasks. So-called 3D

propellers with symmetric blade profiles do exist for use with reversible motors on some UAV

platforms. These 3D propellers generate the same thrust when rotated in either direction,
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but this thrust is typically lower than the thrust produced by a standard propeller of the

same diameter. However, since the thrust of a 3D propeller is still greater than the thrust

produced by a standard propeller of the same diameter spinning in reverse of its indicated

direction (e.g. a CCW propeller spinning CW), 3D propeller blades were used for the I-BC’s

boom-prop so that the forward and reverse thrusts are the same. At the time of writing,

folding 3D propeller blades are not in production, so custom folding 3D propeller blades were

manufactured in our lab by removing half of a standard 3D propeller blade and sanding down

the center hub of the blade until it was smooth and round so that it could be attached to

the blade spinner as shown in Fig. 2.4. The diameter of the propeller blade also has a direct

effect on the thrust generated, with larger diameter propellers producing more thrust per

rpm than smaller diameter propellers within the scale of propellers that will fit on the I-BC

(assuming a similar propeller width ratio). Thus, the largest available 3D propellers (8 in

diameter) were used for the boom-prop.

Number of Propeller Blades

Static thrust tests were performed to compare the thrusts generated by the boom-prop

with different numbers of propeller blades (using variants of the blade spinner that can

accommodate two, three, or four folding propeller blades) while keeping the propeller blades,

motor, pulley, and power source constant for each test. Fig. 2.5 shows comparisons of the

boom-prop thrust generated with two, three and four propeller blades. As expected, the

total thrust increases with an increased number of propeller blades (see Fig. 2.5a), but the

increase is less pronounced as the total number of blades increases.

Fig. 2.5b shows a substantial increase (≈ 25%) in efficiency for the three-blade boom-prop

configuration compared to the two- and four-blade configurations, where efficiency is defined

as the total thrust generated (measured in gram-force) divided by the input electrical power.

However, since the operating time of the boom-prop (limited to the time spent performing

aerial manipulation tasks) will be a relatively small portion of the total flight time, the
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benefits of increased efficiency are outweighed by the benefits of a larger maximum thrust

produced by the four-blade configuration.

(a) Boom-prop thrust vs. rpm. (b) Boom-prop efficiency vs. rpm.

Figure 2.5. : A comparison of boom-prop thrusts generated with different numbers of pro-
peller blades.

Motor Velocity Constant and Gear Ratio

With a four-blade 8”-diameter 3D propeller configuration selected, the only remaining

variables to optimize in the boom-prop design were the motor and gear ratio (pulley). As

can be seen in Fig. 2.5, the boom-prop output thrust increases with rotation speed for a

given propeller diameter. Thus, further static thrust tests focused on identifying the ideal

combination of motor and pulley size to maximize the boom-prop rotation speed.

The motor velocity constant (Kv) is frequently used when determining the suitability of

a particular brushless DC motor to drive a propeller of a certain size and pitch. Kv relates

the no-load rotational speed of a brushless DC motor to the voltage applied to its coils as

follows: Kv = ωno−load
Vapplied

. This value is inversely proportional to the torque constant of a motor

(Kt), which relates the motor torque to the armature current as follows: Kt = τ
ia

. Generally

speaking, given two motors and a specified voltage, the motor with a higher Kv value will

rotate faster, but will produce lower torque. Thus, motors with higher Kv values are often
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used with smaller propellers, which operate at higher speeds and require lower torques to

accelerate, and motors with lower Kv values are used with larger propellers that require

higher torques. Other motor parameters such as the physical size of the motor and the

number of poles and windings within the motor itself can also affect the performance of a

motor-propeller system, which makes the motor selection process more complicated.

Considering these various factors, we first performed several static thrust tests with the

four-blade boom-prop configuration to determine the effect of changing the boom-prop gear

ratio. In these tests, it was found that decreasing the gear ratio between the motor and the

blade spinner (by increasing the size of the pulley) from 2:1 down to 1.5:1, increased the

maximum rpm achieved and thus the maximum thrust achieved, but decreasing the gear

ratio from 1.5:1 down to 1.2:1 had no noticeable effect. Also, the lower gear ratios had no

noticeable effect on the efficiency of the boom-prop. Using an NTM2836, 1000 Kv motor,

the maximum thrust achieved was ≈ 670 gf .

Finally, in an attempt to further increase the boom-prop rpm (and thus the static thrust),

a motor with a slightly higher Kv value and power rating was selected. Thrust tests with

this motor (NTM2836, 1400 Kv), a 2:1 gear ratio, and the four-blade propeller configuration

gave the maximum overall boom-prop thrust: 878 gf . As will be shown in later sections,

this force is sufficient for performing a range of aerial manipulation tasks, but it could be

increased in the future if larger 3D propeller blades become available, or by using larger

diameter standard propellers (if asymmetric forward/reverse force is deemed acceptable for

a certain manipulation task or tasks).

2.4 Flight Performance

The BC platform specifications were characterized by hovering and flying outdoors in

straight-line forward trajectories in both boom-prop and tricopter mode with various pay-

loads attached underneath the vehicle. The battery compartment is designed to accom-

modate either one battery or two batteries connected in parallel. Using a second battery

significantly increases the total flight time, but adds a substantial amount of weight, thus
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decreasing the payload capacity. Table 2.2 provides several key specifications for the BC

(including variations depending on the number of batteries used). Battery life was deter-

mined based on the safe practice of using only ≈ 80% of the battery’s capacity, and the

payload (excluding the weight of the batteries) was calculated such that the vehicle is able

to hover with the throttle at 75%, allowing some headroom for modest maneuvering. The

total flight time calculation was also based on the assumption that aerial interaction tasks

use the boom-prop at full throttle for ≈ 5 seconds at a time and occur intermittently (about

once per minute).

Table 2.2. : BoomCopter vehicle specifications.

Parameter Value (1 battery) Value (2 batteries)
Mass 2.31 kg 2.92 kg

Max Payload 1.86 kg 1.20 kg
Max Speed 17 m/s Not Tested
Flight Time 13 min. 21.4 min.
Flight Range 8.8+ km 14.4+ km

Power to Hover 230 W 335 W

Note: Overall Size = 60 cm× 70 cm× 29 cm

2.4.1 Indoor Flight Setup

As mentioned above, the I-BC’s position and attitude are controlled by a Pixhawk FCU.

When flying outdoors, the Pixhawk uses a combination of GPS and barometer data to

autonomously maintain the vehicle’s altitude and horizontal position within the resolution

of the GPS. However, when flying indoors, GPS readings are unavailable and the barometer-

based altitude measurements can be unreliable due to sudden air pressure changes resulting

from opening or closing a door, airflow from HVAC fans, etc. As such, the I-BC has a

downward-facing laser range finder (LIDAR-Lite v3) which enables autonomous altitude

control indoors. The addition of the downward-facing laser range finder allows the I-BC to

enter Altitude Hold mode and maintain a steady altitude during teleoperated indoor flights.
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Fig. 2.6 shows the I-BC’s performance in Altitude Hold mode. During the 60 second window

shown, the error in altitude was typically less than ±4 cm and reached up to 6 cm only a

few times.
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Figure 2.6. : I-BC altitude control performance in altitude hold flight mode.

The base flight software running on the Pixhawk for the outdoor flights was the open-

source ArduPilot flight stack. However, when performing indoor flights, the PX4 flight

stack was used since it provides better support for position estimation with motion capture

systems.
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3. REMOTE SENSOR MOUNTING TASK

The ability to place a sensor package (i.e. a wireless camera, vibration sensor, etc.) in

remote or hard-to-reach locations with a UAV is desirable in many situations, including

infrastructure inspection and maintenance, structural health monitoring, air quality assess-

ment, construction management, surveillance operations, etc. As a representative task for

these types of scenarios, the remote mounting of a wireless camera sensor package on a

vertical surface is considered here (see [95, 96]). First, the sensor package design will be

introduced, followed by the design of a custom end-effector that can transport and deploy a

small sensor package. Then, real-time image processing techniques for identifying the target

mounting location will be discussed, and finally, a high-level control scheme that enables the

I-BC to perform remote sensor mounting tasks autonomously will be presented along with

experimental results.

3.1 Wireless Sensor Package Design

For the remote sensor mounting task, a rectangular box housing was designed to carry a

wireless camera (with antenna) and its 9V power supply (see Fig. 3.1), with the dimensions

shown in Fig. 3.1a. The complete sensor package has a mass of 100 g with the contents

shown in Fig. 3.1b, which is well within the payload capacity of the I-BC, and is low enough

that the I-BC’s COG can be maintained near the center of the vehicle by shifting the battery

toward the back of the vehicle.

This sensor package form factor (3.1 cm× 5.1 cm× 5.8 cm, mass ≤ 100 g) can feasibly

house a variety of different sensors including vibration, temperature, or air quality sensors,

etc. along with a wireless communication module and a power source, thus, the methods

presented here can be extended to a broad range of applications.
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Figure 3.1. : (a) Dimensions of 3D-printed wireless camera sensor package; (b) exploded
view of sensor package components.

The back of the sensor package is flat so that it can be attached to a surface with two-

sided tape. This method of attachment requires the mounting surface to be relatively clean

and smooth, but will work on a wide variety of common structural surfaces such as metal

beams, painted drywall, glass, etc., and does not require the use of any additional tools

or hardware (e.g. drills, rivets, etc.). In our experiments, we determined that 3M RP45

VHB (very high bond) two-sided foam tape is a robust adhesive for this application since it

provides strong adhesion in both indoor and outdoor settings and is compatible with a wide

variety of mounting surfaces.

3.2 End-Effector Design

Physically mounting a sensor package on a vertical surface involves two primary opera-

tions: first, the sensor package is attached to the surface, and second, the package is released

from the I-BC’s end-effector so the I-BC can retreat. The end-effector shown in Fig. 3.2 was

designed so that both of these operations can be accomplished through the use of the boom-

prop without the need for any additional actuators. The boom-prop generates a horizontal



56

Sonar Distance
Sensor

Slider Slide Rail
M3

Screws

Force Sensor

Push-to-Release 
Mechanism

Lock Clip

Clamp

(a) Sensor-mounting end-effector assembly and
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Figure 3.2. : Assembly and exploded views of the I-BC’s push-to-release end-effector used
for remote sensor mounting.

force that presses the sensor package against the mounting surface until it is firmly attached.

After the sensor package has been attached to the surface, a passive push-to-release mecha-

nism (PTRM) is used to release the sensor (see Fig. 3.2b). The clamp, slide, rail, sled and

lock clip were all 3D printed with ABS plastic. The assembled end-effector weighs only 50 g

and is completely passive, which reduces the overall weight and conserves battery power to

extend flight times. The sonar sensor is a low-cost HC-SR04 module that provides accurate

distance measurements between 2 cm and 2 m with a resolution of 3 mm.

3.2.1 Push-to-release Mechanism (PTRM)

The PTRM is based on a grab latch design that is typically used on cabinet doors,

and consists of three main components: the knob, the grabber arms, and the housing (see

Fig. 3.2b). The PTRM toggles between a locked state and a released state when the knob

is pressed inward.

The knob consists of a base that can be attached to a sensor package with screws or

an adhesive, and a small cube extended a short distance from the base by a cylindrical

cantilevered arm. The plunger slides in and out of a cavity in the housing, and has two
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grabber arms that rotate about a common pin to open and close around the cube portion of

the knob. The grabber arms are driven to a normally-open state by a torsional spring when

the grabber is extended to the front of the housing cavity, however, the width of the cavity

decreases along the length of the housing so that the grabber arms are forced shut as the

plunger slides into the housing. If the knob is pressed against the plunger while it slides into

the housing, the knob will be captured by the grabber arms and cannot be removed until

the plunger slides back out of the housing. For our experiments, we purchased a PTRM and

replaced the original grabber arms and knob with our own 3D printed versions that use a

cube-shaped knob instead of a spherical knob. The cube shape on the knob prevents it from

rotating while enclosed in the grabber arms. This allows for the orientation of the sensor

package to be controlled more strictly.

The two states of the PTRM are governed by the slide pin (a hook-shaped, cantilevered

pin, which is held in the center of the housing cavity by a circular, planar spring). The

planar spring provides an upward restoring force proportional to the downward deflection of

the slide pin, and provides left/right restoring forces proportional to any right/left deflection

of the pin. Thus, the end of the slide pin is always driven back to the center point of the

housing cavity. The end of the pin (which is curved upward) rests inside a 3D groove that is

embedded in the bottom of the plunger. This groove is designed so that the slide pin travels

between two resting positions corresponding to the open and locked states.

The force required to open the PTRM is governed primarily by the spring attached to

the plunger. This force was measured to be ≈ 575 gf , which requires the boom-prop of

the I-BC to be designed to produce a minimum of ≈ 600 gf of thrust to release the sensor

package.

3.2.2 Force & Forward Distance Sensor Management

In order to measure the forces applied by the end-effector, an FSR was placed in series

with the PTRM. This was accomplished by mounting the PTRM on a slider which glides

with minimal friction along the slide rail (see Fig. 3.2a) until it comes into contact with the
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FSR. Thus, all of the force transmitted from the I-BC’s front arm to the sensor package is

registered by the FSR.

A sonar distance sensor was also attached to the end-effector to measure the forward

distance to a vertical surface (see Fig. 3.2a). The sensor is raised sufficiently high above the

PTRM to prevent false readings from the sensor package attached to the PTRM.

Both the FSR and the sonar distance sensor are connected to an Arduino Pro Mini

microcontroller (16 MHz ATmega 328P), referred to as the I-BC’s Device Manager. The

Device Manager converts the force and distance sensor values into standard data types and

formats them into a binary packet for low-latency streaming over a UART serial connection.

The Robot Operating System (ROS) framework [97] was used to develop a node running

on the I-BC’s onboard computer (Odroid XU4) that connects to the Device Manager data

stream and makes the sensor data available to the I-BC controller (described in section 3.4

below) through standard ROS topics.

3.3 Manual Flight Tests

A table turned on end (0.61 m wide × 1.68 m tall) was used as a rigid vertical mounting

surface, and the desired sensor mount location was marked with a 16.5 cm concentric square

target, with its center at a height of 1.2 m (see Fig. 3.3).

After the stability of the I-BC’s altitude controller was confirmed through multiple test

flights, the wireless camera sensor package was attached to the end-effector and several

manual sensor-mounting tests were performed. During normal flight, the Pixhawk FCU on

the I-BC operates in one of several flight modes (e.g. Stabilize attitude, Altitude Hold,

Position Hold, etc.). The I-BC’s remote controller (RC) is programmed to allow the pilot to

use physical switches to change the FCU’s flight mode and turn the boom-prop on or off as

desired.

For each flight test, the I-BC was flown manually to the desired altitude, switched into

Altitude Hold mode, and then guided by the pilot to a position ≈ 1 m away from the target

location on the wall. At this point, the boom-prop was engaged with 12% throttle by the
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Figure 3.3. : Experimental setup for manual sensor-mounting flight tests.

pilot, which caused the I-BC to approach the wall at a slow speed. Once the sensor came into

contact with the wall and was released from the end-effector’s PTRM, the pilot disengaged

the boom-prop, flew the vehicle back to its launch point, and landed it on the ground.

Fig. 3.4 shows snapshots from three stages of the sensor mounting operation that resulted

in the minimum placement error. For reference, images from the onboard camera video feed

corresponding to each stage are included to the right of each snapshot.

Fig. 3.5 shows the output of the end-effector sensors during a successful sensor mounting

operation. The slope of the decreasing sonar measurements (see Fig. 3.5a) represents the

I-BC’s forward velocity during the approach. This remained steady at about 3.3 cm/s until

impact, at which point the vehicle recoiled backward from the impact. It was then was

pitched backward (after the boom-prop was disengaged) to complete the landing process.

This behavior is displayed in Fig. 3.5a with an initially shallow slope in the sonar data after

the impact with the wall, followed by an increasing slope as the vehicle is pitched away from

the surface.
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Figure 3.4. : Successful I-BC sensor mounting operation. Right column: view from onboard
camera.

(a) Forward distance reported by sonar
sensor.

(b) Force measured by end-effector during
impact.

Figure 3.5. : End-effector sensor readings during a manual sensor mounting operation.
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The impulse generated during the collision can be seen in Fig. 3.5b. The momentary

peak in force occurred over a timespan of ≈ 0.1 s and was higher than the force required

to toggle the PTRM. Thus, the sensor was released from the end-effector immediately upon

impact. This made it unnecessary to increase the boom-prop throttle to its maximum value,

but other sensor delivery mechanisms, or a PTRM with a higher releasing force may require

the boom-prop to engage at a higher throttle after impact.

The sensor placement error was measured for five manual sensor mounting trials where the

sensor was successfully attached to the target wall. For these trials, the maximum, minimum,

and average placement errors were 19 cm, 12 cm, and 16 cm, respectively. As expected, the

accuracy and repeatability of this manual sensor placement are highly dependent on the

pilot’s skill level and the amount of attention that the pilot can safely allocate to the task

while maintaining stable flight and a sufficient awareness of the vehicle’s surroundings. Thus,

it is desirable to automate the process with feedback from the I-BC’s sensors to reduce the

sensor placement error and reduce the stress on the pilot.

3.4 Autonomous Control Strategy

To increase the safety, accuracy and repeatability of the sensor mounting operation, a

software package was developed to enable the I-BC to perform the sensor mounting task

autonomously. The software is built in the ROS framework and uses feedback from the

I-BC’s onboard sensors, including end-effector pushing force, distance to the wall (sonar),

and vehicle pose.

3.4.1 Extended Finite State Machine

The autonomous sensor mounting task consists of several operations performed sequen-

tially, and is ideally suited for implementation in software as an extended finite state machine

(EFSM). Each operation to be performed corresponds to a state in the EFSM, and state

transitions are triggered by various events (e.g. when the I-BC arrives at a desired position).

Fig. 3.6 shows the state-transition diagram for the sensor mounting task. Note that, for



62

safety purposes, the pilot can enable or disable the autonomous controller at any time by

toggling a switch on the RC, and fail-safes triggered by logical error conditions or sensor

failures also return control to the pilot immediately.

In OFFBOARD Mode

Settled at NTP

MOVING_TO_NTP

Move to position  
? 1.5 meters 
from target

SENSOR MOUNT STATE MACHINE FINAL Daniel McArthur   |   August 23, 2017
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Center target in 
view by moving  
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APPLYING_SENSOR

Ramp boom-prop 
to full throttle
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to retreat back to 
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WAITING_FOR_PILOT

Fly to safe position
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Figure 3.6. : State-transition diagram for autonomous sensor mounting task [92].

3.4.2 Moving to Near-Target Position

It is assumed that the precise location where the sensor will be mounted, referred to as

the target position (TP), is unknown prior to takeoff. Thus, the initial state (shown in red

in Fig. 3.6) brings the vehicle to a near-target position (NTP) that is within 1-2 meters of

the desired TP. Experimentally, the NTP is defined with a workspace coordinate in a Vicon

motion capture volume used for testing. In application, the NTP could be specified by a

GPS coordinate near the TP, or the pilot could manually fly to this position based on direct

line-of-sight operation or with feedback from the onboard camera video stream. The NTP
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also specifies a heading angle which ensures that the vehicle’s forward axis (body X axis) is

perpendicular to the mounting surface. As the I-BC moves to its commanded position and

heading setpoint, the EFSM compares its current estimated position with the setpoint, and

triggers an event after the vehicle stays within a small envelope (≤ 10 cm) in each direction

of the setpoint for a predetermined amount of time. Once at the NTP, the I-BC adjusts its

perpendicular distance to the wall (based on the forward-facing sonar readings) to ensure an

optimal field of view for target tracking with the camera.

3.4.3 Aligning Vehicle with Target

With the vehicle stationed at a position near the mounting surface and within view of the

TP, the EFSM transitions to the ALIGNING_TARGET state (shown in orange in Fig. 3.6). In

this state, the TP is estimated by fusing the object tracking data from the camera with the

sonar distance readings and the vehicle pose estimate. The error due to time delay between

the camera image capture and the most recent pose estimate is minimal due to the high

update rate of the pose estimate (100 Hz).

The object tracking algorithm could track either a predefined visual target, or a target

specified by the user clicking in the live video feed from the I-BC’s camera. More details on

this algorithm are provided in section 3.5. Once an estimate of the TP is available, the I-BC’s

position setpoint is adjusted so that the end-effector is aligned horizontally and vertically

with the TP. This position setpoint is referred to as the Webcam-Tuned NTP.

3.4.4 Mounting Sensor and Retreating

Once the vehicle has arrived at the Webcam-Tuned NTP, it is positioned directly in front

of the desired mounting location and the EFSM transitions into the APPROACHING_TARGET state.

The desired approach trajectory is computed by forming a 3D line between the Webcam-

Tuned NTP and the TP. The boom-prop is then ramped up to ≈ 20% throttle to move

the vehicle forward along the desired trajectory. During the approach, the vehicle’s position

setpoint is continuously updated by projecting the current vehicle position onto the desired
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approach trajectory. This allows the position controller to correct horizontal and vertical

deviations from external disturbances (e.g. wind) while simultaneously preventing it from

commanding non-zero pitch angles, since the forward motion is generated by the boom-prop.

The force sensor in series with the sensor package is used to determine when the pack-

age comes into contact with the mounting surface. When the detected pushing force ex-

ceeds a predetermined threshold, a collision event is triggered and the EFSM transitions

to the APPLYING_SENSOR state. At this point, the boom-prop is ramped up to full throttle

while the force sensor data is monitored to ensure that the sensor package is pressed firmly

in place and that the PTRM toggles to release the sensor package. After the sensor package

is in place, the EFSM transitions to the LEAVING_TARGET state and the boom-prop throttle

is reversed to ≈ −20% to move the I-BC away from the wall and back to the Webcam-Tuned

NTP (the initial position of the APPROACHING_TARGET state). At this point, the EFSM

transitions to its final state, and the I-BC holds its position until the pilot resumes manual

control.

3.5 Real-Time Image Processing

As stated above, the EFSM utilizes real-time image processing from the onboard camera

to align the vehicle with the target. This approach is chosen since it can be adapted to both

indoor and outdoor environments and there are a multitude of powerful lightweight cameras

available today [5]. We use a green circular pattern (placed next to the TP on the wall) to

localize the I-BC for this particular task. Our image processing algorithm is divided into

two phases: pattern detection and position estimation, which are described below. A simple

algorithm for the pattern detection is used in order to reduce the computational burden on

the onboard computer. The algorithm uses OpenCV 3 [98] and runs at ≈ 20 Hz on the

onboard computer.
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3.5.1 Pattern Detection

When the algorithm starts up, the live camera image feed is sent from the I-BC to a

laptop so that the user can select the (green) color pattern and initialize the algorithm.

Once the color pattern is clicked, the algorithm running on the I-BC’s onboard computer

calculates the Hue-Saturation-Value (HSV) of the selected pixel and uses these values to

filter the subsequent camera video frames. Therefore, the ensuing image frames only show

objects with HSV color values within a small threshold of the selected pixel. Thus, the

pattern is detected (in the absence of any other similarly-colored objects). A blue rectangle

is then drawn around the detected pattern, as shown in Fig. 3.7.

Figure 3.7. : Green pattern used to estimate the position of the I-BC. The bounding blue
rectangle and red center point are used to calculate the distance from the pattern. The
orange crosshairs indicate the center of the camera frame. The numbers are the x, y and z
distances (in meters) from the center of the camera frame (crosshairs) to the center of the
pattern (red dot). The X-axis is directed into the page, the Y-axis is to the left, and the
Z-axis is directed upwards.

As the I-BC changes position, the pattern will appear bigger or smaller, depending on

the distance from the target. Due to these changes and the variability in lighting conditions,

the initial HSV values used as thresholds for the filter may no longer be valid. Therefore,

the algorithm dynamically updates the threshold values for the color filter. Every time it
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detects the pattern, the HSV values of the pixels at the centroid of the patten are used as

the filter thresholds for the next iteration.

3.5.2 Position Estimation

Once the pattern has been detected, the position estimate of the I-BC relative to the

TP needs to be determined. The onboard attitude controller ensures that the I-BC stays

perpendicular to the wall and performs only negligible yaw movements during the position

estimation routine. The sonar sensor mounted to the end-effector is used to measure the

distance to the TP (wall) while the position of the tracked color pattern in the image is

used to determine the relative position between the I-BC and TP and compute movement

commands in the Y- (left, right) and Z-axes (up, down) to align the I-BC with the target

(see Fig. 3.7). The position of the tracked color pattern is initially computed in pixels

relative to the center of the image frame. Therefore, the appropriate scale to convert from

pixel values to a distance value in meters is needed. We make use of the known size (area)

of the colored circle (10 cm diameter) and compare it with the corresponding pixel value

in the image to make this conversion. To check the accuracy of this routine, we placed

the I-BC at different distances from the wall, measured the exact distance using the Vicon

motion capture cameras, and recorded the size of the pattern as seen through the camera

(see Fig. 3.8). The area of the pattern decreases nonlinearly as the distance from the pattern

increases. Fitting an exponential curve to this data gives us an estimate of the distance to

the wall as a function of the pattern area (with an average error of about ±4 cm), and the

corresponding pixel-to-meter scale factor. Based on these values, the I-BC is commanded

to move laterally and vertically to align the center of the image with the center of the color

pattern.

The EFSM only uses the image processing algorithm to determine position estimates for

control if the I-BC is within the highlighted region shown in Fig. 3.8. This ensures that the

green pattern is within the camera’s field of view and that the estimation errors are low.
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Figure 3.8. : Top view of the experimental room. Map of actual position obtained from the
Vicon system and estimated position calculated with OpenCV. Estimation error increases
further away from the pattern. Thus, we utilize the onboard camera for position estimates
only when the I-BC is within the green rectangular zone (0.7 to 1.2 m away from the wall).

3.6 Experimental Results

Several flight tests were performed to experimentally validate the performance of the au-

tonomous control strategy described above, and to compare the performance of autonomous

versus manual flights.

3.6.1 Experiment Setup

Fig. 3.9 shows the experimental test setup for autonomous sensor mounting in the lab.

The same table from section 3.3 was used as the target mounting surface. The use of this

table simulates scenarios where the width of the desired mounting surface is constrained (e.g.

mounting a sensor on a truss member), but we assume that the results from the experiments

are also applicable to scenarios with larger mounting surfaces such as walls.

As discussed in section 3.5 above, a green circle (10 cm diameter) was used as a tracking

target for the image processing algorithm. The red square outline indicates the desired
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(a) (b)

Figure 3.9. : (a) Performance of I-BC’s FCU position controller. (b) Experimental setup for
an autonomous sensor mounting task. The red square is centered on the desired mounting
location (TP), and the width of the square (16 cm) indicates the acceptable placement error.
The green circle is tracked by the camera. Table dimensions: 0.61 x 1.68 m.

sensor mounting location (TP = Target Position) and the acceptable positioning error (due

to the limitations of the airframe/FCU). Any sensor placement inside or on the edge of the

red outline is considered successful. In our experiments, the green target was offset to the

right of the actual mounting location for convenience in measuring the sensor placement

performance, and so that the sensor adhesive is attached to the actual mounting surface and

not the printed paper target.

3.6.2 Sensor Placement Performance

Several successful autonomous sensor mounting test flights were performed to measure the

sensor placement accuracy and repeatability. Fig. 3.10 shows the sensor mounting operation

from both external and onboard viewing angles.

During the autonomous sensor mounting process, the EFSM calculates various position

setpoints to maneuver the I-BC to the mounting position. Fig. 3.11 shows these setpoints
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Figure 3.10. : Video screenshots from a successful autonomous sensor mounting operation.
Right column: view from onboard camera.

(red squares) along with the I-BC’s travel path for one of the successful autonomous sensor

mounting flights. The force applied to the sensor during impact on the same flight is also

included as an inset in Fig. 3.11.

When evaluating the sensor placement performance, we considered comparisons of the

target mounting location (TP) against both the estimated mounting location (based on

image processing) and the actual mounting location. As expected, the image processing

estimation and actual sensor placement error each varied randomly between trials. Fig. 3.12

shows the absolute error in the estimated and actual sensor mounting locations for each of

the 11 successful flight tests. The maximum overall placement error from the test flights was

9.3 cm and the average error was 6.3 cm.
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Figure 3.11. : Top view of I-BC position during sensor mounting task. Red squares indicate
autonomously calculated position setpoints. Inset: Force on sensor package during impact.

Figure 3.12. : Image processing estimate error and sensor placement error relative to ground
truth (Vicon) for 11 test flights. Inset table lists minimum, maximum and average errors
across all trials.

3.6.3 Comparison Between Manual & Autonomous Sensor Mounting

Compared to the manual sensor mounting flight tests described in section 3.3 above,

the autonomous flights resulted in a 61% decrease in sensor placement error. In addition,
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the autonomous controller reduces the pilot’s workload and allows the pilot to focus on

monitoring the operation as a whole. These results demonstrate that the autonomous control

strategy proposed in section 3.4 is effective at reducing sensor placement error, and helps

improve the safety and reliability of the operation as a whole.
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4. DOOR OPENING MANIPULATION TASK

Many aerial manipulation operations (e.g. infrastructure or industrial inspection and main-

tenance) may require prolonged contact with objects in the environment. Thus, we consider

here the representative task of opening an electrical enclosure door. This operation can be

extended to many applications such as opening roof-top HVAC access panels for inspection

or to change filters, or opening enclosure doors to sample for trace nuclear contamination

during decontamination and decommissioning of nuclear facilities as discussed in [99].

The door-opening task was first considered on the ground (with swivel casters attached

to the I-BC’s landing gear and a small propeller attached to the tail arm to provide yaw

control, see [92]), and then in the air (see [100]). For each case, the design of a custom

end-effector with embedded force and distance sensing will be presented, followed by real-

time image processing techniques used for detecting and tracking the enclosure door, and

a high-level control strategy that enables autonomous door-opening with the I-BC. Finally,

experimental results are presented to validate the proposed control strategy and assess the

performance of the system as a whole.

4.1 Door-Opening on the Ground

Fig. 4.1 shows the lab setup for opening the door on the ground. The enclosure was

bolted to an L-shaped wooden stand, and the stand was held in place by a large weight

placed on the lower portion of the stand extending along the ground behind the enclosure

door. The dimensions of the electrical enclosure are 276 mm × 225 mm × 98 mm (height,

width, depth), and the force required to open the door is ≈ 600 g (regulated by variable-

length magnetic strips attached around the inside of the door. The I-BC was retrofitted with

four 2 in (50.8 mm) diameter swivel casters (as shown in Fig. 4.1) to allow the I-BC to roll
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along the ground with minimal friction. A bi-directional tail fan was also added to control

the I-BC’s yaw angle during the door-opening operation.

Figure 4.1. : Experimental setup for door opening on the ground.

4.1.1 End-Effector Design

Fig. 4.2 shows a simple, passive hook-shaped end-effector that was designed for the initial

door-opening experiments on the ground. One FSR is attached on each side of the hook with

two-sided foam tape to measure the pushing and pulling forces between the end-effector and

the enclosure door/handle. A force plate was attached in series with the FSR on the pulling

side of the hook to help distribute the forces evenly from the door handle to the force sensor.

To prevent the end-effector from slipping while in contact with the door handle, a small

strip of velcro (rough or ”hook” side) was attached to the force plate (no velcro was added

to the door handle). The cylindrical portion of the end-effector fits onto the end I-BC’s front

boom, and has a small gap on one side so that a single M3 screw can be used to clamp the

end-effector in place.
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Figure 4.2. : Hook-shaped end-effector assembly and exploded view.

4.1.2 Real-Time Image Processing & Autonomous Control Strategy

To accomplish the autonomous door-opening task, ROS and the OpenCV 3.0 framework

were used to develop a real-time image processing algorithm to detect and track the electrical

enclosure door, and a state machine to control the I-BC via the boom-prop and tail fan. All

of the software was run on an onboard BeagleBone Black (BBB) computer.

In the image processing algorithm, the size, shape, and aspect ratio of the enclosure door

and door handle are predefined, and the incoming video stream from the onboard camera

(Logitech C270) is converted into a stream of grayscale images. After performing an edge-

detection process, the algorithm produces a closed-contour image and contours that do not

match the predefined size, shape and aspect ratios of the enclosure door and/or handle are

filtered out. Next, the centroids of the contours are calculated, and appropriate commands

are sent to control the I-BC’s motors based on the position of the centroids and the position

(fixed) of the end-effector in the image.

The image processing algorithm and corresponding motor control is divided into three

stages as described below. As a safety precaution, the boom-prop and tail fan are activated

in short bursts to allow time for a human monitor to intervene in the event of a potential

collision due to image processing errors.
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Stage 1

During the initial approach to the door, the I-BC is commanded to follow an approx-

imately straight-line trajectory until the end-effector is positioned behind the door handle

(i.e. in contact or nearly in contact with the surface of the door). To achieve this, the image

processing algorithm detects the centroid of the enclosure door and monitors the horizontal

position of the end-effector relative to the door’s centroid (Fig. 4.3). If they are aligned, a

‘drive forward’ command is sent to activate the boom-prop, otherwise, a ‘turn left’ or ‘turn

right’ command is sent to activate the tail fan and align the end-effector with the door’s

centroid.

Figure 4.3. : Onboard view of autonomous door opening. (i) - (v) Images from the onboard
camera at various stages and decision gates of the vision-based control scheme. (vi) I-BC
successfully opening the door.
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Stage 2

As the I-BC moves forward, the second stage of the algorithm is initiated when the

contour of the door in the processed image becomes too large to fit within the video frames.

In this stage, the algorithm focuses on the contour of the door handle and its centroid rather

than the contour of the door (see Fig. 4.3(ii &iii)), and continues to issue the movement

commands described above to correct the alignment of the end-effector with the door handle.

Stage 3

The third and final stage begins when the end-effector is in contact with the door or is

about to contact the door. This is determined based on the size of the door handle contour.

Based on the geometry of the end-effector, the I-BC is programmed to approach the door

handle from the left side. Therefore, once the end-effector is close to the door, the I-BC is

commanded to ‘turn right’ in order to hook the handle with the end-effector. In the designed

algorithm, the contours of the handle and end-effector merge at this instant, signaling that

the handle has been hooked (see Fig. 4.3(iv)).

Once the handle has been hooked, the I-BC is commanded to ’drive backward’ to pull the

door open (see Fig. 4.3(v)). The door is pulled until the pulling-force sensor values from the

end-effector indicate that the door has been opened. This happens when the pulling-force

values increase above a certain threshold (indicating that the handle is being pulled), and

then fall rapidly below an experimentally determined threshold (indicating that the door

has opened). After the door is opened, the I-BC is commanded to ‘drive forward’ to push

the door closed. The door is then pushed until the pushing-force sensor values indicate that

the door is closed (i.e. the force values rise and remain above an experimentally determined

threshold for 0.25 s).
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4.1.3 Experimental Results

Several experiments were performed to demonstrate the I-BC’s ability to open and close

the enclosure door on the ground. Manual experiments were first performed to collect data

from the force sensors and record videos from the onboard camera. This information was

used to determine appropriate force thresholds for detecting when the door is opened and

closed, and to determine contour parameters for detecting the door and handle.

Fig. 4.3 shows the progression of the door/handle detection program as the I-BC ap-

proaches and opens the door. Fig. 4.4a and Fig. 4.4b show the force sensor output as the

door was opened and closed, respectively. The initial bouncing of the pulling-force signal

was ignored by a filter that uses a combination of the three most recent force values and a

minimum applied force threshold to determine when the door was actually opened (seen as

a sudden drop in the force at the moment that the door opens).

(a) (b)

Figure 4.4. : Force sensor data during autonomous door opening (a) and door closing (b)
tasks.

Discussion

Using the hook-shaped end-effector and image-processing techniques described above, the

I-BC was able to autonomously open and close the enclosure door on the ground. However,

due to the swiveling motion of the casters, the motion of the vehicle during the autonomous

approach to the door was inconsistent. This, in combination with the fact that the forward



78

distance to the door was unknown by the controller, led to several failed attempts where

the end-effector was unable to hook onto the handle during Stage 3 of the control algorithm

described above. Based on these results, new image-processing and control algorithms were

designed and hardware changes were made to accomplish the door-opening task in the air

(see Fig. 4.5).

Figure 4.5. : I-BC prototype equipped with a compliant, three-finger gripper for door open-
ing.

4.2 Door Opening in the Air

Fig. 4.6 shows the lab setup for opening the door in the air. The enclosure was bolted

to the same L-shaped wooden stand used in section 4.1, and the stand was clamped from

above to a table turned on end (same table as in section 3.3).

4.2.1 End-effector Design

As discussed in section 4.1.3, the I-BC was able to successfully open the enclosure door

on the ground using a hook-shaped end-effector. However, the geometry of the hook end-
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Figure 4.6. : Lab setup for an autonomous door-opening task.

effector necessitates a specific and precise trajectory to open the door. Furthermore, the

positional drift measured in previous flight tests (see Fig. 3.9a) would likely make it difficult

to maintain the hook end-effector in the necessary trajectory for the duration of the door-

opening operation. Thus, a new end-effector was designed that is less sensitive to positional

uncertainty, and is better suited to perform the door-opening task in the air.

Fig. 4.7 shows the new gripper design for autonomous door opening in the air (inspired

by the Festo FinGripper [101] and open-source Tri-Max-Gripper [102]). All of the gripper

components are 3D-printed from ABS plastic, with the exception of the rigid cross-members

in the fingers, the drive motor and the fasteners. The following sections present key features

of the gripper design.
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Figure 4.7. : 3-finger compliant gripper.

Physical Dimensions & Force Transmission

When fully opened, the span between the gripper fingers is 16 cm to accommodate up to

±8 cm of horizontal positioning error relative to the object to be gripped. Each of the three

fingers are composed of two long, thin rectangular prisms (12 cm long × 5 mm wide, with a

tapered thickness of 2.25 mm at the base to 1.5 mm near the tip), joined at the tip (at an

angle of 11◦) by an ellipsoid (5 mm× 7 mm). The elliptical tips on each finger help prevent

object pull-out by providing geometric interference when the fingers are closed around an

object.

The entire gripper mechanism is mounted on a sliding mechanism (see Fig. 4.8) so that

longitudinal pushing and pulling forces (along the axis of the I-BC’s front arm) can be

measured during interaction tasks. The forces are transmitted through a force tab at the

back of the gripper base that fits between two FSRs mounted on the clamp with VHB foam

tape. The gripper base is fixed to a slider which is held vertically against a slide rail with

two smooth horizontal rollers. Additionally, two vertical rollers mounted in the center of the

slider are constrained in slots on the slide rail to keep the gripper aligned with the I-BC’s

forward axis. The rollers consist of #2 screws placed inside cylindrical nylon spacers, and

help minimize the sliding friction between the slider and slide rail, particularly when the
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gripper simultaneously experiences twisting moments (such as the moment generated when

a longitudinal force is applied to a finger on only one side of the gripper).

Preliminary force measurement tests with the sliding mechanism shown in Fig. 4.8 verified

that there is negligible friction when force is applied to the center of the gripper. However,

even with the alignment rollers in place, some twisting and jamming still occurred when

unbalanced forces were applied to fingers on only one side of the gripper. To resolve this

issue, the top finger on the two-finger side was connected to the lone finger on the opposite

side with a nylon line passing through a small hole incorporated into the design at the center

of each finger tip. When the gripper is fully open, the line is stretched tight and longitudinal

forces applied anywhere in the gripper span are distributed between the two connected

fingers, thus limiting the twisting affect of off-center forces. Also, when the gripper closes,

the nylon line becomes slack so that objects can travel freely all the way to the base of the

fingers.

The complete gripper mechanism, as shown in Fig. 4.7, has a mass of 120 g, with 84 g

coming from the gripper mechanism, and the remaining 36 g coming from the sliding mech-

anism, clamp and sensors.

4.2.2 Compliance & Actuation Mechanism

The thin, flat walls on either side of each finger are connected at regular intervals by

stiff cross-members (0.5 mm dia. steel wire), thus making them flexible in the horizontal

direction and rigid in the vertical direction. This compliance allows the fingers to conform

to a variety of shapes, and allows for variation in the shape of the door handle encountered

during the door-opening task.

The gripper is actuated by a single motor with a stall-torque of 0.196 Nm (298:1 Pololu

Micro Metal Gearmotor LP 6V with extended motor shaft), attached through a hub to a 3D-

printed lead screw (see Fig. 4.9). Based on the speed of the motor, a four-thread lead screw

and drive nut pair was designed with a pitch of 21.9 mm and a total length of 35 mm to allow

the gripper to fully open or close in under 2 s. With the outer side of each finger attached
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Figure 4.8. : Exploded view of 3-finger compliant gripper sliding mechanism.

to the anchor via a standoff, the linear motion of the plunge ring causes all three fingers

to simultaneously rotate inward (close) or outward (open). When an object is encountered

while the fingers are closing, the inside wall of each finger will deform (become concave)

and the cross members will drive the outer wall to deform as well, causing the tip to curve

inward, thus conforming around and caging the object. Two L-shaped support arms provide

a rigid connection between the gripper base and the anchor (see Fig. 4.9) to prevent the

anchor from twisting when an object is being gripped.

Gripper Position Control & State Machine

A custom Arduino library (IBCGripper) was developed to control the position of the

gripper and implement a state machine to detect when an object is being gripped. This

Arduino library was loaded onto the I-BC’s Device Manager (see section 3.2.2) so that the

gripper control interface and sensor data could all be accessed with a single ROS node on

the onboard computer. The position of the gripper is controlled with classic PID control at
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Figure 4.9. : Exploded view of 3-finger compliant gripper.

200 Hz with feedback from a magnetic encoder (1788 counts per revolution of the output

shaft). Each time the gripper control program is started, the home position is determined

by closing the gripper all the way until it stops moving (motor momentarily stalls), and then

the gripper is opened all the way so it is ready to grab an object. When the gripper receives

a grip command, it enters a GRIP state and closes until the motor stalls (indicating an object

is being gripped) and then switches to a HOLD state and actively holds the gripper at its

current position to maintain a firm grip on the object until an OPEN command is received.

4.2.3 Real-time Image Processing

The previous door/handle-detection algorithm in section 4.1.2 used a single layer of pro-

cessing to identify the door and handle in real time, but suffered from occasional false

detections without a uniform background behind the enclosure. For door opening in the

air where the scene is more dynamic, additional processing layers were added to improve

the robustness of the identification, including color-based filtering, extraction of histogram

of oriented gradient (HOG) features, and applying a support vector machine (previously
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trained with sample images of the door). The updated door detection program uses both

the RGB and depth video frames from the onboard RGB-D camera (Intel RealSense R200),

which is mounted on the right arm of the I-BC (see Fig. 4.5). The R200 was configured to

stream the RGB and depth frames at 30 Hz with an image resolution of 640 × 480 pixels.

The updated algorithm is explained in detail below.

Door Detection

Pre-processing: The I-BC’s onboard camera was mounted with the gripper in the

field of view so that when the door handle is gripped, it can be seen in the video frames.

However, this configuration occasionally results in the occlusion of the door, which poses a

challenge in detecting it using image processing (see Fig. 4.10(a)). To remove this clutter,

the pixels in the RGB frames where the gripper appears are replaced with pixels from the

neighboring uncluttered regions. This was accomplished by copying the pixels from the rows

just above and below the region where the gripper appears, and repeating them down/up

to the midpoint of this region. This preserves vertical edges so that the door contour can

still be detected, even when it is partially occluded by the gripper. Although the frames get

somewhat distorted as a result of this modification (see Fig. 4.10(b)), the overall performance

of the detection program is improved when the subsequent stages of image processing use

this modified RGB image frame.

Contour Extraction: The goal of this stage is to extract the door contour from the

RGB frame. The size, shape, and aspect ratio of the door contour, and the color of the door

in the RBG frame were recorded as parameters. These parameters were then used to create

thresholds to filter out the door contour candidates. During execution, this stage extracts

the contours of all objects in the RGB frame (see Fig. 4.10(c)), and removes the unwanted

contours with a filter based on the previously determined thresholds (see Fig. 4.10(d)).

However, the size and shape of the door contour changes with the distance between the I-BC

and the door. Thus, the thresholds used to remove the undesired contours were generalized

to work in all possible cases. Though, as a result of this generalization, the filters are not able
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Figure 4.10. : Snapshots of the different stages of the door detection program.

to remove all of the unwanted contours (see Fig. 4.10(d)). Hence, a color filter is employed

to remove the remaining unwanted contours. This filter’s thresholds were chosen such that

they encapsulate the RGB value of the door color while accommodating for variations due

to changes in lighting conditions. The output of the color filter (see Fig. 4.10(e)) and the

contour filter (see Fig. 4.10(d)) are then combined to create a mask for filtering out the

actual door contour (see Fig. 4.10(f)).

Classification using a Support Vector Machine: While the previous stage works

well in ideal conditions, it can occasionally produce false detections when other objects that

have features matching the size, shape and color thresholds of the filters are encountered in

the RGB frame. Thus, to further refine the results, we employed a support vector machine

(SVM) trained on the histogram of oriented gradient (HOG) [103] features (see Fig. 4.10(h))

extracted from cropped RGB images of the door (see Fig. 4.10(g)). These HOG features
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give an idea of the approximate texture of the door. The SVM was trained with 117 positive

examples and 296 negative examples. This trained model was used as an additional filter

layer. Successful door detection occurs only when the set of HOG features associated with

a given contour (produced by the Contour Extraction stage) is classified as positive. When

the door is detected, the region of the door contour in the RGB frame is marked by a

bounding rectangle in the final processed frame (see Fig. 4.10(i)). The application of this

SVM effectively removed all remaining false detections, thus resulting in a consistent and

robust door detection program.

Handle Localization

The X-Y-Z location of the CDH is determined relative to the center of the camera frame.

The X, Y, and Z axes are directed out of the front of the camera, to the left of the camera,

and upwards, respectively. The R200 camera provides a reliable estimate of depth (distance

along X axis) only within a range of ≈ 0.5 m − 2 m. Since the X distance between the

gripper and the camera is 0.47 m, the minimum distance limit of the depth camera is not a

concern. However, when the CDH is more than 2 m away from the camera, an alternative

depth measurement is needed.

X Position of Door Handle: When the door is detected with X > 2 m, the dimensions

of the bounding rectangle in pixels are compared with the physical dimensions of the door

in meters (known a priori) to obtain an approximation of the X distance to the CDH. For

X distances < 2 m, the depth value is obtained directly from the camera’s depth frame.

However, because the reflected infrared light projected by the R200 is not received back

uniformly from all regions, the depth frames contain several black patches where the distance

value is zero. If one of these black patches appears in the depth frame at the same location

as the CDH, the reported X distance will be zero. To avoid this, when the door is detected,

a histogram of the depth frame pixel values within the bounding rectangle of the door is

created. This histogram consists of bins corresponding to every depth value, and the majority

of the pixels in the bounding rectangle will fall in the bin with a depth value equal to the
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distance of the door. Thus, the depth of the bin with the most pixels gives a robust estimate

of the X distance to the door. The known X offset of the CDH from the door plane can then

be subtracted from this distance to get a reliable estimate of the X distance to the CDH.

Y-Z Position of Door Handle: In contrast to detecting the door, detecting the handle

by itself is a more involved task due to its relatively small size, particularly at distances > 2 m

where its shape becomes too generic and small. Even at distances < 2 m the view of the

handle can occasionally be obscured by the gripper in the RGB frame, and the technique

described above in Pre-processing is not helpful in this case, as it distorts the overall frame

too much. However, the door can be detected consistently even at distances greater than

2 m. Hence, calculating the location of the CDH from the bounding rectangle (around the

detected door) using the relative position of the CDH from the door edges (already known)

provides a more reliable estimate of the Y-Z position. Once detected, the CDH is marked

with a purple dot, and the Y and Z distance to the CDH from the center of the camera

frame (marked with cross-hairs) are calculated and displayed in the final processed frame

along with the X distance (see Fig. 4.10(i)).

4.2.4 Autonomous Control Strategy

An approach similar to the vision-based control strategy described in section 3.4 was

used to accomplish autonomous door opening in the air using an EFSM. A simplified state

transition diagram showing the process flow for a typical successful door-opening opera-

tion is shown in Fig. 4.11, with the following changes from the EFSM described in sec-

tion 3.4. First, the ALIGNING_TARGET state uses the updated image processing algorithms

described above to estimate the X-Y-Z location of the door handle relative to the I-BC.

Second, in the APPROACHING_TARGET state, feedback from the gripper state machine is used

to determine if the gripper has successfully grabbed the handle. If the gripper fails to

grab the handle, the I-BC switches to the LEAVING_TARGET state to retreat from the door,

and then, if the maximum number of retries (five) has not been exceeded, the I-BC re-

enters the APPROACHING_TARGET state, otherwise, the mission is aborted and the I-BC enters
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the WAITING_FOR_PILOT state. Finally, the OPENING_DOOR state monitors the gripper posi-

tion to determine if the handle has been grabbed successfully (indicated by the gripper being

in its HOLD state), and then monitors the pull force to detect the door opening while the

reverse boom-prop throttle is increased to 50%. If the pull force data does not indicate that

the door has been opened within a specified time, or if the gripper position decreases below

a minimum threshold (indicating that there is no object preventing the fingers from clos-

ing), then the I-BC switches to the LEAVING_TARGET state which is described in section 3.4.4

above.

Figure 4.11. : Simplified state-transition diagram for in-air door-opening task.

The force thresholds used in the APPROACHING_TARGET and OPENING_DOOR states to

detect the collision with the handle and the door opening were determined by manually

bumping the gripper into the handle, and manually pulling the door open, respectively

(with the gripper attached to the I-BC).
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Figure 4.12. : Video screenshots from a successful autonomous door opening operation. Left
column images are the view from the onboard camera.

4.2.5 Experimental Results

With the enclosure door mounted on a vertical surface as shown in Fig. 4.6, several au-

tonomous door opening flight tests were performed to evaluate the performance of the I-BC’s

custom gripper and validate the efficacy of the image processing and autonomous control

strategies described above. Fig. 4.12 shows video screenshots of a successful autonomous

door opening operation from both onboard and external viewing angles.

In 29 total experiments, the I-BC successfully opened the enclosure door 23 times, requir-

ing an average of ≈ 2 attempts. Five of the six unsuccessful door opening flight tests failed

as a result of complications associated with vertical misalignment of the gripper with the

handle. These flight tests would likely have succeeded if the grippable length of the handle

(80 mm) was slightly longer.
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Gripper Performance

In each of the flight tests, the compliant gripper was very effective at gripping the door

handle. The nylon wire successfully distributed the handle impact forces across the gripper’s

fingers and guided the handle into the center of the gripper span in cases where the initial

contact was off-center. The gripper sliding mechanism and force tab also performed as

desired, successfully transmitting both pushing and pulling forces to the embedded FSRs

and enabling robust detection of both the initial contact with the handle (see Fig. 4.13(a))

and the instant at which the door opens (see Fig. 4.13(b)).

Door Opened

Contact with Handle

(a)

(b)

Figure 4.13. : Push and pull force sensor values during door opening operation.

Image Processing Performance

As depicted in Fig. 4.14(a), the door detection program successfully detected the door in

all flight tests at a rate of ≈ 13 Hz, with no false detections. Fig. 4.14(b) shows the absolute
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error of the door handle position estimate for each of the 23 successful flight tests. The

minimum, maximum, and average position estimation errors across all 23 successful flights

were 2.3 cm, 6.3 cm, and 4.3 cm, respectively.

Figure 4.14. : (a) Output of the door detection program during a flight test; (b) Door handle
position estimate error relative to ground truth (Vicon) for 23 successful autonomous flight
tests. Inset table lists the minimum, maximum and average errors across all trials.

4.2.6 Conclusions

The effectiveness of the compliant end-effector and robust image processing algorithm

designed for the in-air door-opening task were demonstrated with 23 successful flight tests

conducted in the lab. Even though the I-BC occasionally fails to grab onto the door handle on

its first attempt, the EFSM and onboard sensors enable the I-BC to recover from these errors

and perform automatic retries. Also, the gripper’s 16 cm span proved to be sufficiently wide

to compensate for the horizontal positioning inaccuracies introduced by image processing

errors and the drifting of the UAV.
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5. ADVANCED AUTONOMOUS OPERATION IN UNSTRUCTURED

ENVIRONMENTS

The experimental results presented in the previous two chapters show that the I-BC can

perform both the autonomous sensor mounting task and the autonomous door opening task

accurately and repeatably. However, so far, both tasks were only performed indoors with

the vehicle’s pose tracked by a Vicon motion capture system. A natural progression of this

work is to consider the effects of larger uncertainties in the UAV position estimation intro-

duced by less accurate vehicle localization methods, and consider the effects of disturbances

encountered in outdoor scenarios (e.g. wind, bright sunlight, etc.). Thus, in the following

sections, a strategy for precise localization relative to manipulation targets is introduced

that enables the I-BC to perform autonomous aerial manipulation tasks in unstructured

environments (without external positioning systems), including outdoors. This strategy will

consider both of the prerequisites for autonomous execution of aerial manipulation tasks in

real-world scenarios that were discussed in section 1.3, namely: UAV localization in unstruc-

tured environments, and UAV motion control relative to a target object.

5.1 I-BC Localization in Unstructured Environments

In order to operate the I-BC outside of the laboratory space, a new position estimation

source was introduced in place of the Vicon motion capture system. Using the cameras

(webcam, Kinect, Intel R200/D435) and SBCs (UP Board and Odroid XU4) available in the

lab, several candidate VSLAM and VO algorithms were tested, such as ORB-SLAM [104],

SVO [72], RTAB-Map [75], etc. However, as was reported in [69], each of these meth-

ods used most or all of the full computation power of the SBCs, leaving a very limited

computation budget to run other necessary programs for autonomous control of the I-BC.

Furthermore, many of the algorithms that were tested quickly stopped tracking or failed
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when the camera underwent sudden motions (a challenging scenario for many visual track-

ing algorithms [105]), and were not robust in areas with changing/poor lighting conditions

or with few visual features (such as a large, relatively empty lab space). Thus, based on the

discussion in section 1.3, we opted to use a downward-facing PX4Flow module, in addition

to a LIDAR-Lite v3 distance sensor for position estimation of the I-BC. The positional drift

of the PX4Flow reported in [68] of 0.25 m over a 28.44 m trajectory (0.87% drift) should

be sufficient to perform the types of aerial manipulation tasks considered thus far, and is on

par with the performance of other state-of-the-art VSLAM algorithms [74, 106]. Addition-

ally, since the OF image processing and state estimation are offloaded to the PX4Flow and

Pixhawk with this configuration, the full computational power of the onboard SBC can be

dedicated to running visual target tracking and high level autonomous control algorithms.

5.2 I-BC Motion Control Relative to a Manipulation Target

The aerial manipulation tasks performed in chapters 3 and 4 both performed PBVS-type

position control based on the output of different visual object trackers. In chapter 3, a

green circle was placed near the target mounting location, with the intention that, in the

future, a more generic visual tracking algorithm could be used to localize a desired sensor

mounting location relative to some arbitrary visual features in the field of view (e.g. a bolt

pattern on a bridge structure). In chapter 4, a more sophisticated tracking algorithm utilizing

several different computer vision techniques was employed to autonomously identify a specific

electrical enclosure door. This type of method may have applications in certain scenarios,

such as industrial inspection/maintenance, where a common object or set of objects needs

to be routinely visited, and thus, a more specific object tracking method (such as was used)

is justified. However, considering these two applications, and other similar tasks involving

horizontal interactions with vertical surfaces (such as contact inspection tasks), it is desirable

to have a visual target tracking system that works consistently, independent of the specific

visual features present in a given scenario. Moreover, given that most, if not all, aerial
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manipulation tasks are guided or at least monitored by a human operator, it is also desirable

for the visual tracking system to allow for human selection of a desired manipulation target.

Thus, in the following sections, we present a method for visual target tracking that does

not depend on traditional visual features at all. Instead, the algorithm accepts input from

a human operator to identify a target point for a manipulation task. For brevity, we will

refer to this featureless target tracking method as FTT. The FTT method uses a live RGB

video stream from the UAV, viewed on a ground station computer, and allows the operator

to select a target point by clicking on the point in the streamed image. Although the image

is streamed to the ground station, all target tracking computation is done onboard the UAV.

As will be shown in later sections, the output of this tracker can be directly inserted into

the I-BC’s autonomous position controller in the same way as the target tracking schemes

presented in chapters 3 and 4.

5.2.1 Featureless Visual Target Tracking (FTT) Onboard a UAV

Figure 5.1 below provides an illustration of the main coordinate frames used for FTT on

a UAV. B is a body-fixed frame (located at the FCU’s origin), C∗ is fixed on the camera’s

RGB imager (with a static offset from B), and E is the Earth-fixed frame of the onboard

position estimator. Two additional coordinate frames not depicted in Fig. 5.1 are also used

in the target tracking formulation: the camera frame C, which is co-located with C∗, except

with a right-down-front orientation (instead of the typical front-left-up configuration), and

the end-effector frame EE, which is oriented the same as B, but located at the outer-most

point of the end-effector along the xb axis.

Considering some arbitrary, horizontal-facing aerial manipulation task to be performed,

we will denote the vector from the camera to the target manipulation point expressed in

the C-frame as CPct. As shown in Fig. 5.2, using a pinhole camera model [107], this point

can be projected onto an image plane, yielding the 2D point IPct (expressed in the image’s

right-down coordinate frame I, and measured in units of pixels).
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Figure 5.1. : Coordinate frames used for target tracking (depicted on the I-BC).

Given this desired vector from a camera to a target point represented by a pixel location

in an RGB image, the following steps are performed to track the pose of the target point

in the E-frame. First, the 3D point to be used for PBVS on the UAV EPt is calculated

from IPct. Then, EPt is continuously projected back into the subsequent image frames and

displayed to provide real-time feedback on the drift of the UAV’s position estimator. We

assume that the target point lies on a relatively flat, vertical surface (such as a bridge truss

or a wall). Thus, only the yaw component of the target’s orientation (which corresponds to

the orientation of the surface normal in the E-frame) is required. This angle is continuously

recalculated in each image frame based on the location of EPt. Finally, an alignment error

metric is computed based on the projected intersection point of the end-effector with the

surface. Each of these steps is described in more detail below.

Converting a 2D Image Pixel Coordinate to a 3D Point

Using a pinhole camera model, as depicted in Fig. 5.2 (see [107] for more details), the 3D

vector CPct = [Cxct
Cyct

Czct]
T from the camera to the target, expressed in the C-frame, is

calculated from its corresponding pixel coordinate (Ixct,
Iyct) with the following equations:
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Figure 5.2. : Projection of a 3D target point onto a 2D image based on a pinhole camera
model (f is the focal length of the camera) [107]. CPct is the manipulation target point, CPe

is the projected intersection of the UAV’s end-effector with the target surface, and δx and
δy are the alignment errors between Pe and Pct.

Cxct = d ·
Ixct − cx

fx
(5.1)

Cyct = d ·
Iyct − cy

fy
(5.2)

Czct = d (5.3)

where fx and fy (measured in pixels) are the products of the physical focal length (mea-

sured in millimeters) of the lens and the size of the individual imager elements (which have

units of pixels per millimeter), cx and cy are the displacement (in pixels) of the physical

imager relative to the center of the image, and d is the distance (in meters) to the target
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point (obtained directly from the corresponding pixel in the depth image). In practice, these

intrinsic camera parameters can be determined through a simple calibration routine, but

for many cameras such as the Intel R200 and D435, these values are determined by the

manufacturer, and can be accessed through the camera driver’s SDK.

Now that CPct has been obtained (measured in meters), it is converted into the E-frame

in two steps. First, CPct is transformed to the C∗-frame with:

C∗
xct = Czct (5.4)

C∗
yct = −Cxct (5.5)

C∗
zct = −Cyct (5.6)

Then, C
∗
Pct is rotated into the E-frame:

EPct = ERB
C∗

Pct (5.7)

where ERB is the rotation matrix generated from the vehicle’s roll (φ), pitch (θ) and yaw

(ψ) Euler angles, given as:

ERB =


cψcθ −sψcφ + cψsθsφ sψsφ + cψsθcφ

sψcθ cψcφ + sψsθsφ −cψsφ + sψsθcφ

−sθ cθsφ cθcφ


Note: sθ, cθ, tθ are the abbreviated forms of sin(θ), cos(θ) and tan(θ) respectively in the

above matrices.

Finally, the location of the target point in the E-frame is obtained as:

EPt = EPct + EPuav + ERB
BPBtoC (5.8)

where EPuav is the position of the UAV in the E-frame, and BPBtoC is the static offset from

the B-frame to the C-frame expressed in the B-frame.
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Projecting a 3D Point into a 2D Image Pixel Coordinate

Once a target point has been selected, it is useful to display its location in the image

stream from the UAV so the user can confirm that it is correct. This also provides feedback

to the user about the quality of the UAV position estimation, since the target point will drift

in the image relative to the real-world features proportionally to the drift of the E-frame

relative to the real world.

This is accomplished by recomputing IPct (see Fig. 5.2) each time a new image frame is

received from the onboard camera. First, EPct is obtained as follows:

EPct = EPt − EPuav − EPBtoC . (5.9)

Then, EPct is rotated into the C∗-frame:

C∗
Pct = BRE

EPct (5.10)

Note that BRE = (ERB)−1 and BRE = C∗
RE since the axes of the B-frame and C∗-frame

are always aligned. Finally, CPct is obtained using Equations (5.4), (5.5), and (5.6) and

projected into pixel coordinates with the following equations:

Ixct = fx ·
Cxct
d

+ cx, (5.11)

Iyct = fy ·
Cyct
d

+ cy (5.12)

Estimating End-effector Alignment Error

Since the E-frame will always drift somewhat relative to the real world, an alignment

error metric is also computed to allow a human operator to visualize the potential effect

of this drift on the manipulation task being performed. The alignment error is determined

based on the projected intersection point of the end-effector with the target surface CPe

(assuming forward motion only along the UAV’s xb-axis). Using the known static offset
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between the C-frame and EE-frame, the intersection point is defined in the C-frame as

CPe = [CxCtoEE,
CyCtoEE,

Czct]
T (see Fig. 5.2). The horizontal and vertical alignment errors

relative to the actual target point can then be obtained by subtracting CPct from CPe. Since

CPct is computed using EPuav and BRE (see Equations (5.9) and (5.10)), any accumulated

errors in the UAV pose estimate will be reflected in these alignment errors. The x and y

components of these errors are depicted in Fig. 5.2 above as Cδx, and Cδy, respectively. Using

the same formulation shown in Equations (5.11) and (5.12), CPe is also projected onto the

image plane so it can be displayed to the user.

Estimating the Orientation of the Surface Normal

In addition to determining the 3D position of a manipulation target in a fixed global

coordinate frame, its orientation relative to the UAV must also be determined so that a

particular manipulation task can be performed successfully. How this orientation is defined

depends largely on the type of manipulation being performed and the specific interface

between the UAV end-effector and the target object. However, in the case of horizontal-

facing manipulation tasks such as the sensor mounting and door-opening tasks discussed in

the previous chapters, the orientation of the object can be generalized to the orientation of

a vertical surface on which the manipulation target resides. Thus, we present here a method

for determining the UAV’s yaw angle φ relative to a vertical surface. This method can be

applied in a variety of scenarios such as contact inspection, sensor delivery, surface cleaning,

etc. where a vertical surface is to be inspected or interacted with.

Assuming that the target surface is relatively flat (as depicted in Fig. 5.2), the angle

estimation is formulated as a linear regression problem, for which many robust and efficient

solutions already exist. Viewing the scene from above, we seek the formula of a horizontal

line (2D) on the face of the target surface (see Fig. 5.3):

hθ(x) = θ0 + θ1x (5.13)
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Taking a set of n depth measurements across different x coordinates in the C-frame, the

parameters θ0 and θ1 are obtained by minimizing the following squared error function:

min

θ0θ1

1

2n

n∑
i=1

(zi − hθ(xi))2 (5.14)

This is solved using the normal equation [108]:

Θ = (XTX)−1XTz (5.15)

with Θ, X and z as defined below.

Θ =
[
θ0 θ1

]
, X =


1 x1
...

...

1 xn

 , z =


z1
...

zn


An illustration of this approach is shown in Fig. 5.3, where n = 10 depth measurements

are taken to the left and right of the target point computed as described in the previous

sections. Considering that the slope of hθ(x) represents the change in depth divided by the

change in horizontal position ( dz
dx

), we let dx = 1 and obtain φ with:

φ = −tan−1(θ1
1

) (5.16)

(note that the negative of the arc tangent is used so that φ is positive for counter-clockwise

rotations of the camera relative to the target surface).

5.3 Experimental Validation of FTT

Several experiments were performed to characterize the accuracy and repeatability of the

FTT method presented above, and validate its effectiveness for use in aerial manipulation

tasks. An Intel D435 RGB-D camera was chosen as the preferred sensor for these experiments
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because of its small size and weight, and its superior performance in both indoor and outdoor

environments [109,110]. The camera was configured to stream both RGB and depth images

at 30 Hz with a resolution of 640× 480 pixels, and the depth frames were synchronized and

aligned with the RGB frames.

5.3.1 Graphical User Interface (GUI)

Using OpenCV and ROS, a GUI was developed to implement the FTT method on the I-

BC. Raw color and depth images from the camera are retrieved and processed onboard using

an Odroid XU4 SBC, and annotated images are compressed and streamed over WiFi to a

ground station laptop using a ROS topic. Fig. 5.4 shows a screenshot of the FTT GUI during

an experimental flight test. When the user left-clicks on a desired target point in the RGB

image stream, a gray “X” is displayed in the image at IPct. Then, if the displayed location

of the target point is deemed acceptable, the user right-clicks on the image to confirm the

selection and the “X” changes from gray to red. The pose of the target point is then tracked as
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described in section 5.2.1 above, updating the displayed location of the red “X” accordingly.

The projected intersection of the end-effector with the target surface is displayed with a

green circle and dot, and details about the position and orientation of the target point are

displayed at the bottom of the screen. The cyan rectangle around the target point shows the

region used for angle estimation. This rectangle is divided evenly into ten smaller rectangles,

which provide the x-z pairs needed for linear regression (see Equation (5.15) above). To help

smooth out the noise in the angle measurements determined from the linear regression, a

circular buffer of five angles is used to compute a moving average of the angle, which is

rounded to the nearest integer. Based on initial experiments, the size of the cyan region

in the image was chosen so that it spans an 8 cm × 60 cm area when the camera is 1.5 m

from the surface. Lastly, the yellow text in the bottom left of the image in Fig. 5.4 displays

information about the state of the I-BC’s autonomous flight controller.

Figure 5.4. : Screenshot of the GUI for the FTT method. The pose of the manipulation
target is displayed at the bottom, and relevant variables as defined in 5.2.1 are included for
reference.
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5.3.2 Depth Measurement Accuracy

It was noted during initial tests with the depth frames of the D435 camera that occasional

black patches (indicating a measurement of zero distance) may appear in the image, more

frequently at larger distances. To prevent potential issues associated with these patches,

we employed the following method to obtain depth measurements from the D435. First,

a histogram (5 mm bin size) is obtained for all pixels in a rectangular region around the

selected point (20× 20 pixels). Then, all bins for distances less than a threshold (based on

the minimum detectable distance of the camera: ≈ 0.25 m) are thrown out, and out of the

remaining bins, the two bins containing the highest number of pixels are used to compute

the depth using a weighted average. The formula for the weighted average is:

d = d1
n1

n1 + n2

+ d2
n2

n1 + n2

(5.17)

where d1 and d2 are the depth bins with the most and second most pixels, respectively, and

n1 and n2 are the number of pixels at depths d1 and d2, respectively. This approach has the

added benefit of smoothing out some of the noise in the depth measurements.

Prior to running any experiments, a laser distance measuring tool was used to calibrate

the D435’s depth measurements with a linear fit (see Fig. 5.5, left). The calibration was

then verified with 25 additional measurements in a Vicon motion capture space at distances

of ≈ 0.25 m to 1.5 m. The average and maximum errors in these measurements were 2 mm

and 5 mm, respectively (see Fig. 5.5, right). This linear fit calibration was thus used for all

subsequent depth measurements in our experiments.

5.3.3 Target Position Estimation Accuracy

The accuracy of the FTT method’s target position estimation was assessed using the GUI

described above and several reflective markers in a Vicon motion capture space. As shown in

Fig. 5.6, five markers were distributed vertically and horizontally on a flat, vertical surface

to test the FTT method’s performance across the camera’s full field of view. The estimated
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Figure 5.5. : Intel D435 depth calibration. Left: Linear fit of depth measurements; right:
depth measurements corrected by linear fit (measured by Vicon).

position of the markers was calculated by clicking on each marker in the image stream five

separate times at each of six different distances from the surface (resulting in 150 data points).

Each time a marker was clicked, the position of the marker as estimated by the FTT method

was recorded. Then, these positions were transformed into the Vicon coordinate frame and

compared to the known locations of each marker. The results of these tests are shown in

Fig. 5.7. Some variation and outliers are to be expected based on the difficulty in clicking

on the exact center of each marker as it is displayed in the image, particularly at larger

distances where the markers occupy only a few pixels. Even so, for all tests up to 1.5 m from

the surface, the maximum error was 4.0 cm, the average error was 2.4 cm, and the average

standard deviation was 0.4 cm. While it is difficult to compare this performance directly with

many existing works in the visual object tracking literature (since they tend to report either

qualitative tracking metrics such as detection success rate, or computational metrics such as

FPS [79, 80, 84]), this estimation error is a significant improvement compared to the results

obtained using artificial visual markers as reported in [83]. The error is also much smaller

than the expected errors in the UAV position estimation, and was thus deemed acceptable for

use in performing autonomous aerial manipulation tasks (this was later confirmed through

several experimental flight tests, see section 5.4 below).
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5.3.4 Approach Angle Estimation Accuracy

The same vertical surface and Vicon markers shown in Fig. 5.6 were used to assess the

accuracy of the FTT method’s angle estimation onboard the I-BC. For ground truth, an

equation was obtained for a line between markers 1 and 2 in Fig. 5.6 to determine the yaw

angle of the front of the surface in the Vicon space (as seen from above). Then, the I-BC
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was placed in front of the surface, and, at each of three different distances, the orientation of

the I-BC relative to the surface was measured (sweeping from −35◦ to 35◦). Fig. 5.8 shows

a plot of the absolute error of the angles measured using the FTT method compared to

ground truth. Although the estimation error does increase for larger angles (up to ≈ ±10◦

error at ±35◦), for angles between −15◦ and 15◦, the maximum estimation error is 4◦ and

the average error is only 2◦. In practice, it is reasonable to assume that a pilot, GPS

heading, or other heading estimate can align the UAV within < ±15◦ of the target surface in

preparation for performing an autonomous aerial manipulation task. Furthermore, the high

level autonomous controller on the UAV can use the FTT angle measurements to update its

heading iteratively and eventually operate in the lower-error region (≈ ±15◦).
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Figure 5.8. : Absolute error of FTT wall angle estimation.
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5.4 Autonomous Sensor Mounting Flight Tests

With the promising results of the FTT validation described above, we implemented

both the UAV localization method and the FTT method described above on the I-BC,

and conducted several flight tests to evaluate their combined performance in unstructured

environments. For these tests, we considered the autonomous sensor mounting task described

in chapter 3, and performed several flights in both indoor and outdoor settings without the

aid of external position estimation systems such as Vicon motion capture or GPS. For high

level autonomous control of the I-BC, the state machine described in section 3.4.1 was used,

with the following modifications. Instead of using a preset NTP, a pilot flies the I-BC close

to the desired mounting location using direct line-of-sight, at which point, the I-BC hovers

(using the assisted position control mode of the FCU) until the pilot toggles a switch on the

RC transmitter to engage the autonomous flight controller. Then, using a laptop ground

station, the desired mounting location is selected by clicking in the live video stream from the

onboard camera. During the ALIGNING_TARGET state, the position and orientation setpoints

for the I-BC are determined using the output of the FTT method. Specifically, Cδx,
Cδy,

and φ are used (see Fig. 5.2 and Fig. 5.3 above). Finally, the APPLYING_SENSOR state is

combined with the APPROACHING_TARGET state since the initial impact force is sufficient to

toggle the PTRM and release the payload.

5.4.1 Indoor Flight Tests

Similar to the experiments described in section 3.6 (see Fig. 3.9), a red square outline

(20 cm × 20 cm, 2 cm line-width) was mounted to a vertical surface at a height of 1.25 m

above the ground to indicate the desired mounting location of the sensor. The PX4Flow

module was attached underneath the I-BC and connected to the Pixhawk FCU using an

I2C serial connection, and the LIDAR-Lite v3 was connected using a PWM interface. The

FCU natively supports these sensors as inputs, and performs onboard position estimation

using an extended Kalman filter algorithm [111]. The position estimator algorithm is re-

ferred to as EKF2 in the FCU’s PX4 firmware, and is labeled as such in the following
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sections. For safety in the experiments, the boom-prop throttle was set to ≈ 30% during the

APPROACHING_TARGET state.

UAV Pose Estimation Performance

With this setup, 12 autonomous sensor mounting flight tests were performed. Out of

these 12 tests, 11 were completely successful, and 1 mounted the sensor to the surface, but

failed to toggle the PTRM. This is likely due to the relatively low boom-prop throttle used

for safety in the experiments, which can lead to a low impact velocity. To prevent this from

happening in future flights we slightly increased the throttle of the boom-prop to 37%. Later,

we also used a dry lubricant to reduce the increased friction between the PTRM slider and

slide rail that can occur with off-angle impacts. Fig. 5.9 shows the X-Y position and yaw

orientation of the I-BC during a successful flight. In the portion of the flight shown, the

RMSE between the onboard EKF2 position estimation and Vicon was 10.1 cm. Over all of

the flight tests, the average RMSE was ≈ 9.3 cm, and the maximum and minimum RMSE

were 22.5 cm and 5.4 cm, respectively. And, for the yaw angle, over all of the flight tests

the average RMSE was 1.0◦, and the maximum and minimum RMSE were 2.1◦ and 0.3◦,

respectively.

Fig. 5.10 shows the EKF2 trajectory of the I-BC, along with the position setpoints cal-

culated during the autonomous sensor mounting process. Each color of the trajectory repre-

sents a different state of the autonomous flight controller, as depicted in Fig. 3.6. Similarly,

Fig. 5.11 shows the yaw angle and setpoints during the various stages of a sensor mounting

test.

Sensor Placement Performance

Fig. 5.12 shows the absolute error in the sensor mounting location for all 11 successful

flights compared to the center of the red square outline (measured with Vicon). The average

placement error over all these flight tests was 9.6 cm, and the maximum and minimum errors

were 22.0 cm and 1.2 cm, respectively. These errors matched our expectations based on our
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Figure 5.9. : Onboard position estimation (EKF2) vs. ground truth (Vicon). Left: X-Y
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-1-0.8-0.6-0.4-0.200.2
Perpendicular to Wall (m)

1.2

1.4

1.6

1.8

2

2.2

N
or

m
al

 to
 W

al
l (

m
)

Settling at Home Position
Aligning With Target
Approaching Target
Computed Setpoint

Image-Aligned NTP 

Sensor-Mount Pos 
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initial expected UAV position estimation error of ≈ 10 cm, and the average target pose

estimation error of 2.4 cm.
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A Note on the Effect of Battery Life on Performance

It was noted through the course of the flight tests that the remaining capacity of the

battery, and also the age and condition of the battery itself seemed to be directly correlated

with the sensor placement performance. This was confirmed by comparing the average

sensor placement error for all flight tests with only those tests that were performed on a
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full charge (see Fig. 5.12, right). In this comparison, flights using one particular battery

which consistently performed more poorly than the other batteries were also excluded. For

the remaining flights shown, the average sensor placement error was 5.5 cm, 43% less than

the overall average of 9.6 cm. In [112], a similar characteristic of LiPo batteries was noted,

suggesting that, in general, a decrease of 10-20% in battery capacity is common with an

increase in the power consumed.

5.4.2 Outdoor Flight Tests

Several outdoor flight tests were performed with the I-BC to consider the effects of

disturbances such as wind and bright sunlight. Considering the large range of potential

applications for outdoor remote sensor mounting capabilities in infrastructure inspection

and maintenance applications, a sensor mounting task on the side of a steel bridge structure

was considered.

Setup

All flight tests were performed at Purdues Steel Bridge Research, Inspection, Training

and Engineering (S-BRITE) Center, which contains several full-scale bridge structures and

individual components in its Bridge Component Gallery [113] (see Fig. 5.13). Specifically, a

small piece of black tape was used to indicate a target mounting point on a steel girder from

the Virginia Avenue Bridge (see Fig. 5.14, left). An Extech hot wire anemometer mounted

near the flight test area was used to measure wind conditions during the test flights (see

Fig. 5.14, right). Additionally, the tests were performed on a clear day to consider the effects

of the bright sunlight on the performance of the Intel D435 (which uses an IR projector to

improve its stereo depth measurements).

In preliminary tests, the two-sided adhesive used in the indoor experiments was effective

in attaching the payload to the dusty bridge surface. However, since the tape adhesion

method had already been validated in previous experiments, we used a 1-1/4′′ neodymium

magnet for the sensor mounting tests on the bridge in order to validate an alternative method
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for adhesion. The magnet was attached directly to the back of the payload using two-sided

tape.

Figure 5.13. : Bridge components at Purdue’s S-BRITE Bridge Component Gallery [113].
Left: Indian Trail Road Bridge (91-ft. Pony Truss); right: Virginia Avenue Bridge (155-ft.
Main Span Girder Bridge).

Figure 5.14. : Setup for outdoor autonomous sensor mounting flight tests at S-BRITE. Left:
target point for sensor mounting; right: hot-wire anemometer setup to measure wind.

Finally, a WiFi router was set up near the flight test area to connect to the I-BC’s

onboard computer and view the video stream from the onboard camera. Fig. 5.15 shows the

FTT GUI being used for target point selection during a sensor mounting flight test.
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With this setup, a total of 8 autonomous sensor mounting flight tests were performed.

The cross wind conditions for most flight tests fluctuated between ≈ 0 - 3 mph, while the

tail wind fluctuated between ≈ 0 - 10 mph. The I-BC successfully mounted the sensor to

the bridge surface in all 8 tests, but a gust of wind (10+ mph) in one test caused the I-BC

to translate to the right just before impact, preventing the PTRM from toggling to release

the payload. As a failsafe, the PTRM slider was allowed to slide off of the slide rail (see

Fig. 3.2a), leaving the sensor attached to the surface.

Figure 5.16 shows the EKF2 trajectory and computed position setpoints from a successful

outdoor sensor mounting flight test, and Fig. 5.17 shows the yaw angle during the various

stages of an outdoor sensor mounting test. These plots are representative of the I-BC’s

performance in each of the outdoor flight tests, and demonstrate that the I-BC is able to

achieve similar position and yaw angle tracking to the indoor tests in an outdoor setting.

Figure 5.15. : Target point selection using FTT GUI during an outdoor sensor mounting
flight test.

Fig. 5.18 shows the sensor placement error for all 8 outdoor trials performed compared

to the location of the black tape marker. The average placement error over these tests was

17.3 cm, and the maximum and minimum errors were 33.2 cm and 5.9 cm, respectively.

As with the indoor flight tests, the average sensor placement error for all flight tests was
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Figure 5.16. : Top view of I-BC trajectory during an outdoor sensor mounting task.
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Figure 5.17. : I-BC yaw angle vs. setpoint during a successful sensor mounting test (out-
doors).

compared with the average error for only those tests that were performed on a full charge and

excluding the same battery mentioned in the discussion on indoor flight performance above

(see Fig. 5.18, right). For the remaining flight tests shown, the average sensor placement error

was 11.5 cm, 34% lower than the overall average of 17.3 cm. These results further indicate a

correlation between decreased battery life/quality and decreased sensor placement accuracy.
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Figure 5.18. : Left: sensor placement error for 8 autonomous mounting tests (outdoors);
right: sensor placement error for tests with a fully charged battery.

5.4.3 Bounds on Sensor Placement Accuracy

The accuracy of the sensor placement in the autonomous flight tests described above is

affected by several potential sources of error, including UAV pose estimation errors, target

pose estimation errors, and the UAV’s pose tracking errors (influenced by the UAV’s flight

dynamics, wind disturbances, etc.). The performance of the system as a whole depends on

how these errors either offset or combine together to decrease or increase the total error.

Some aspects of the FTT method presented above were included to help mitigate the

effects of these errors. For instance, to compensate for drift in the UAV pose estimate, the

user is able to re-click on the desired target mounting point, which causes a recalculation

of the 3D target point relative to the E-frame (EPt), effectively resetting any drift in the

UAV pose estimate. This recalculation helps to limit the effect of the accumulated UAV

pose estimation errors relative to the real world. As described in section 5.2.1 above, the

user is aided in the re-clicking process by the continuous updates of the alignment error

calculated based on CPe (with visual feedback displayed in the GUI as shown in Fig. 5.4).

Additionally, if alignment errors are detected above an acceptable threshold determined for

the given manipulation task, the UAV’s position setpoint relative to the target point will
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automatically be recalculated to ensure close alignment between Pe and Pct (depicted as a

green circle and red cross in Fig. 5.4, respectively).

The accuracy of the target pose estimation is presented in section 5.3 (see Figs. 5.7 and 5.8),

and the accuracy of the UAV pose estimation is presented with RMSE metrics in section 5.4

(see Fig. 5.9). As a representation of the accuracy of the UAV position tracking, we consid-

ered the I-BC’s position-tracking error while hovering in a position-controlled flight mode

during a window of ≈ 20 sec. prior to each of the autonomous sensor mounting tasks (both

indoor and outdoor) described in section 5.4 above. Across all of these tests, the minimum,

maximum and average RMSE between the I-BC’s commanded and actual position (based

on the onboard EKF2 estimate) were: 4.0 cm, 9.7 cm, and 7.0 cm, respectively.

Considering these sources of error, the lower bound in sensor placement error is zero,

occurring when the estimation and positioning errors are at a minimum or when they offset.

And, based on the flight test results presented in section 5.4, the upper bound on the sensor

placement error is ≈ 36.2 cm. This upper bound is based on the worst-case combination of

a maximum position estimate RMSE of 22.5 cm, a maximum target position estimate error

of 4.0 cm, and a maximum position-tracking error of 9.7 cm.

As expected, the sensor placement errors reported from the flight tests described above

are all below the estimated upper bound. Furthermore, the average indoor sensor placement

error (9.6 cm) is only ≈ 25% of the upper bound, and the average outdoor sensor placement

error (17.3 cm) is ≈ 48% of the upper bound. Thus, using the combined position estimation

and target tracking approaches described in sections 5.1 - 5.3, the I-BC is able to repeatably

perform the autonomous sensor mounting task, and is suitable for applications where a

maximum sensor placement error of ≈ 36.2 cm is acceptable. In addition, other aerial

manipulation tasks, such as the door opening task described in chapter 4, may also be

performed in unstructured environments using this localization approach, so long as sufficient

mechanisms are provided to compensate for the estimation and positioning errors (such as

automatic recovery in the case of failed attempts, etc. see section 4.2.4 above).
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5.5 Conclusions

In this chapter, we presented a target tracking method (FTT) that is completely inde-

pendent of traditional visual tracking features (e.g. those obtained through the use of SIFT,

SURF, etc.), but instead accepts input from a human user. This method was implemented

on the I-BC, in combination with the OF-based PX4Flow module which was used for po-

sition estimation. This combined approach has several advantages, including: 1) it allows

tracking of target points on featureless surfaces (e.g. a wide, smooth portion of a bridge

truss, such as the left side of the truss shown in Fig. 5.13, left), 2) it is computationally

inexpensive, allowing for the implementation of other useful features like obstacle avoidance

and autonomous control on the onboard computer, 3) it is does not suffer from tracking loss

when the target point moves out of the FOV, and 4) since the FTT method tracks the target

point in the coordinate frame of the UAV’s estimator, any improvements introduced in the

UAV pose estimation will directly translate to improved target tracking performance. Fur-

thermore, in scenarios where it is desirable or even necessary to track a target using visual

features (such as routine inspection or maintenance of a specific component), this method

could be used to help with initial detection or recovery if tracking is lost.

Several indoor flight tests demonstrated the I-BC’s ability to perform autonomous sensor

mounting tasks accurately and repeatably using the combined position estimation and target

tracking approaches described in this chapter. Additionally, several outdoor flight tests

demonstrated that this same setup is effective in unstructured environments, and in the

presence of light wind disturbances and bright sunlight.
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6. CONCLUSIONS

In this work, the I-BC was presented as a novel platform for aerial manipulation in an

effort to solve the complete autonomous aerial manipulation problem, where both the UAV

localization and visual target tracking are performed onboard in unstructured, real-world

environments. Below is a review of the main contributions of this work, followed by a

discussion of potential areas for future work.

6.1 Contributions

Design of a Novel UAV Platform for Aerial Manipulation

As discussed in section 1.2, UAV design for aerial manipulation typically involves adding

to or changing the configuration of the UAV’s primary actuators to increase the number

of independently controllable DOF, and/or adding a robotic arm with multiple DOF to

augment the UAV’s total number of independently controllable DOF. However, adding these

additional actuators reduces the payload capacity of the UAV and reduces the total flight

time, thus limiting the UAV’s utility for deployment in large-scale, real-world operations. In

this work, the I-BC was fitted with only one additional actuator on its forward-facing boom,

the boom-prop, to provide an additional horizontal DOF, while minimizing the total weight

and complexity added to the vehicle. The boom-prop’s custom-made symmetric propellers

allow for the generation of both forward and reverse thrust, to enable a broader range

of manipulation capabilities. With this software-reversible boom-prop, the I-BC is able

to fly forward/backward and apply pushing/pulling forces without pitching the airframe.

This allows the I-BC to remain in a stable, hovering configuration while performing aerial

manipulation tasks. Additionally, as a tricopter, the I-BC has more spacing between the

front propellers to accommodate the boom-prop and custom end-effectors, and larger, more

energy-efficient propeller blades can be used as the primary source of lift.
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Design of Modular End-effectors with Integrated Force and Distance Sensing

In chapters 3 and 4, modular, 3D-printed end-effectors with integrated force and distance

sensors were presented that enable autonomous aerial interactions with the environment. For

the remote sensor mounting task in chapter 3, a lightweight, passive PTRM end-effector was

designed, and several experimental flight tests demonstrated its ability to reliably deliver

sensor payloads without the need of an actuated mechanism. For the more complex task

of opening an enclosure door discussed in chapter 4, a lightweight, compliant, three-finger

gripper was designed that can conform to a variety of shapes. The gripper utilizes a single DC

motor attached to a 3D printed linear actuation mechanism to reliably grasp objects, and the

entire mechanism slides between two forces sensors to enable both pushing and pulling force

feedback during aerial manipulation tasks. Several experimental flight tests demonstrated

the effectiveness of the gripper design in compensating for horizontal misalignment and

grasping a door handle to open a small enclosure door.

Strategy for Featureless Visual Target Tracking (FTT)

In chapter 5, a featureless visual target tracking method (FTT) was introduced that en-

ables the I-BC to perform aerial manipulation tasks without the need of artificial markers

or beacons placed near the target object, and also allows target points to be selected by a

human operator. As described in section 5.5, combining the FTT method with the UAV’s

onboard pose estimator has several advantages, including: 1) it allows tracking of target

points on featureless surfaces, 2) it is computationally inexpensive, allowing for the imple-

mentation of other useful features like obstacle avoidance and autonomous control on the

onboard computer, 3) it is does not suffer from tracking loss when the target point moves

out of the FOV, and 4) since the FTT method tracks the target point in the coordinate

frame of the UAV’s estimator, any improvements introduced in the UAV pose estimation

will directly translate to improved target tracking performance.
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Realization of New Autonomous Aerial Manipulation Capabilities in Unstruc-

tured Environments

Several flight tests conducted in both indoor and outdoor experiments demonstrated

that the I-BC, using only onboard computation, can successfully perform autonomous sen-

sor mounting tasks in unstructured environments, even in the presence of wind disturbances.

These capabilities have potential applications in areas such as large-scale industrial and in-

frastructure inspection and maintenance, precision agriculture, and nuclear decontamination

efforts. Moreover, these results were achieved using low-cost actuators and sensors, and

open-source flight control hardware and software (e.g. the Pixhawk FCU and PX4Flow OF

module), thus making them more feasible for implementation at scale.

6.2 Outlook

To improve and extend the capabilities of the I-BC for application in a wider range of

autonomous aerial manipulation scenarios, the following areas may be considered in future

work.

Contact Inspection Tasks

As aerial manipulation capabilities have developed in recent years, growing interest has

been shown in the use of UAVs for performing contact inspection tasks using ultrasonic

NDT sensors for large-scale industrial and infrastructure inspection. The I-BC’s ability to

apply horizontal forces to vertical surfaces makes it ideally suited to perform this type of

task. Considering the similarity between this task and the remote sensor mounting task, it

is likely that autonomous contact inspection tasks could be achieved using the I-BC with

the simple addition of a new modular end-effector designed specifically for these tasks. Such

an end-effector could employ the use of lightweight wheels or bearings to allow the end-

effector to roll along the surface as needed during the inspection. In these cases, a damping
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mechanism may also be designed to prevent the end-effector from bouncing away from the

surface after initial contact.

Obstacle Avoidance

Several safety features were built into the I-BC’s autonomous flight controller to prevent

inadvertant collisions with the vertical surface of interest during the sensor mounting and

door opening tasks considered in this work. However, additional side-to-side obstacle avoid-

ance, and forward obstacle avoidance while in manual flight modes would further increase

the I-BC’s safety and ease of use for less experienced pilots. This feature would be particu-

larly beneficial in applications where the I-BC is flying through cluttered environments and

operating at a large distance from the pilot or at a difficult vantage point.

Code Optimization and Mass Reduction

Now that the localization and autonomous control algorithms for the I-BC have been

validated, certain portions of the source code could be optimized to speed up their perfor-

mance. For example, in the FTT GUI, image frames from the D435 could be pre-processed

in a separate thread to speed up performance. The weight of the current I-BC prototype

could also be reduced by using shorter, lighter cables between electronic components, using

a custom PCB (instead of breadboard) for the Device Manager’s connections, and reducing

the size of various 3D-printed components such as the battery compartment and camera

mount. These weight reductions and code optimizations will result in even longer flight

times for performing aerial manipulation tasks, and allow for further experimentation with

new algorithms and end-effectors.
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[10] M. Á. Trujillo, J. R. Mart́ınez-De Dios, C. Mart́ın, A. Viguria, and A. Ollero. Novel
aerial manipulator for accurate and robust industrial NDT contact inspection: A new
tool for the oil and gas inspection industry. Sensors, 19(6):1305, 2019.

[11] G. Jiang and R. Voyles. Hexrotor UAV platform enabling dextrous interaction with
structures-flight test. In IEEE International Symposium on Safety, Security and Rescue
Robotics (SSRR), 2013.

[12] G. Jiang, R. Voyles, K. Sebesta, and H. Greiner. Estimation and optimization of fully-
actuated multirotor platform with nonparallel actuation mechanism. In IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS), pages 6843–6848,
2017.



123

[13] Y. Tadokoro, T. Ibuki, and M. Sampei. Maneuverability Analysis of a Fully-
Actuated Hexrotor UAV Considering Tilt Angles and Arrangement of Rotors. IFAC-
PapersOnLine, 50(1):8981–8986, 2017.

[14] S. Rajappa, M. Ryll, H. H. Bulthoff, and A. Franchi. Modeling , Control and Design
Optimization for a Fully-actuated Hexarotor Aerial Vehicle with Tilted Propellers. In
IEEE International Conference on Robotics and Automation (ICRA), pages 4006–4013,
2015.

[15] E. Kaufman, K. Caldwell, D. Lee, and T. Lee. Design and development of a free-
floating hexrotor UAV for 6-DOF maneuvers. In IEEE Aerospace Conference, pages
1–10, 2014.

[16] C. Papachristos, K. Alexis, and A. Tzes. Efficient Force Exertion for Aerial Robotic
Manipulation : Exploiting the Thrust Vectoring Authority of a Tri TiltRotor UAV.
In IEEE International Conference on Robotics and Automation (ICRA), pages 4500–
4505, 2014.

[17] P. Segui-Gasco, Y. Al-Rihani, H. S. Shin, and A. Savvaris. A novel actuation concept
for a multi rotor UAV. Journal of Intelligent and Robotic Systems, 74(1):173–191,
2014.

[18] M. Ryll, H. H. Bulthoff, and P. R. Giordano. A Novel Overactuated Quadrotor Un-
manned Aerial Vehicle: Modeling, Control, and Experimental Validation. IEEE Trans-
actions on Control Systems Technology, 23(2):540–556, 2015.

[19] A. Oosedo, S. Abiko, S. Narasaki, A. Kuno, A. Konno, and M. Uchiyama. Flight control
systems of a quad tilt rotor Unmanned Aerial Vehicle for a large attitude change. In
IEEE International Conference on Robotics and Automation (ICRA), pages 2326–2331,
2015.

[20] M. Ryll, G. Muscio, F. Pierri, E. Cataldi, G. Antonelli, F. Caccavale, and A. Franchi.
6D physical interaction with a fully actuated aerial robot. In IEEE International
Conference on Robotics and Automation (ICRA), pages 5190–5195, 2017.

[21] Y. Long, L. Wang, and D. J. Cappelleri. Modeling and global trajectory tracking
control for an over-actuated MAV. Advanced Robotics, 28(3):145–155, 2014.

[22] Y. Long and D. J. Cappelleri. Omnicopter: A novel overactuated micro aerial vehicle.
In Advances in Mechanisms, Robotics and Design Education and Research, volume 14,
pages 215–226. Springer, Heidelberg, 2013.

[23] S. Park, J. Her, J. Kim, and D. Lee. Design, modeling and control of omni-directional
aerial robot. In IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), pages 1570–1575, 2016.

[24] A. Nikou, G. C. Gavridis, and K. J. Kyriakopoulos. Mechanical Design, Modelling and
Control of a Novel Aerial Manipulator. In IEEE International Conference on Robotics
and Automation (ICRA), pages 4698–4703, 2015.

[25] D. Brescianini and R. D. Andrea. Design, Modeling and Control of an Omni-
Directional Aerial Vehicle. In IEEE International Conference on Robotics and Au-
tomation (ICRA), pages 3261–3266, 2016.



124

[26] A. Keemink, M. Fumagalli, S. Stramigioli, and R. Carloni. Mechanical design of a
manipulation system for unmanned aerial vehicles. In IEEE International Conference
on Robotics and Automation (ICRA), pages 3147–3152, 2012.

[27] M. Fumagalli, R. Naldi, A. MacChelli, R. Carloni, S. Stramigioli, and L. Marconi.
Modeling and control of a flying robot for contact inspection. In IEEE/RSJ Interna-
tional Conference on Intelligent Robots and Systems (IROS), pages 3532–3537, 2012.

[28] F. Forte, R. Naldi, A. Macchelli, and L. Marconi. On the control of an aerial manipu-
lator interacting with the environment. In IEEE International Conference on Robotics
and Automation (ICRA), pages 4487–4492, 2014.

[29] K. Kondak, K. Krieger, A. Albu-Schaeffer, M. Schwarzbach, M. Laiacker, I. Maza,
A. Rodriguez-Castano, and A. Ollero. Closed-loop behavior of an autonomous heli-
copter equipped with a robotic arm for aerial manipulation tasks. International Journal
of Advanced Robotic Systems, 10(2), 2013.

[30] F. Huber, K. Kondak, K. Krieger, D. Sommer, M. Schwarzbach, M. Laiacker, I. Kossyk,
S. Parusel, S. Haddadin, and A. Albu-Schaffer. First analysis and experiments in aerial
manipulation using fully actuated redundant robot arm. In IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), pages 3452–3457, 2013.

[31] C. D. Bellicoso, L. R. Buonocore, V. Lippiello, and B. Siciliano. Design, modeling and
control of a 5-DoF light-weight robot arm for aerial manipulation. In Mediterranean
Conference on Control and Automation (MED), pages 853–858, 2015.

[32] M. Kamel, K. Alexis, and R. Siegwart. Design and modeling of dexterous aerial ma-
nipulator. In IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), pages 4870–4876, 2016.

[33] A. Suarez, G. Heredia, and A. Ollero. Lightweight compliant arm with compliant
finger for aerial manipulation and inspection. In IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS), pages 4449–4454, 2016.

[34] P. E. Pounds, D. R. Bersak, and A. M. Dollar. Grasping from the air: Hovering capture
and load stability. In IEEE International Conference on Robotics and Automation
(ICRA), pages 2491–2498, 2011.

[35] P. E. Pounds, D. R. Bersak, and A. M. Dollar. Stability of small-scale UAV helicopters
and quadrotors with added payload mass under PID control. Autonomous Robots,
33(1):129–142, 2012.

[36] D. Mellinger, Q. Lindsey, M. Shomin, and V. Kumar. Design, modeling, estimation and
control for aerial grasping and manipulation. In IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS), pages 2668–2673, 2011.

[37] V. Ghadiok, J. Goldin, and W. Ren. Autonomous indoor aerial gripping using a
quadrotor. In IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), pages 4645–4651, 2011.

[38] A. Gawel, M. Kamel, T. Novkovic, J. Widauer, D. Schindler, B. P. Von Altishofen,
R. Siegwart, and J. Nieto. Aerial picking and delivery of magnetic objects with MAVs.
In IEEE International Conference on Robotics and Automation (ICRA), pages 5746–
5752, 2017.



125

[39] M. Stokkeland, K. Klausen, and T. A. Johansen. Autonomous visual navigation of
Unmanned Aerial Vehicle for wind turbine inspection. In International Conference on
Unmanned Aircraft Systems (ICUAS), pages 998–1007. IEEE, 2015.

[40] R. A. Mattar. Development of a Wall-Sticking Drone for Non-Destructive Ultrasonic
and Corrosion Testing. Drones, 2(1):8, 2018.

[41] L. Marconi, R. Naldi, and L. Gentili. Modelling and control of a flying robot interacting
with the environment. Automatica, 47(12):2571–2583, 2011.

[42] K. Alexis, C. Huerzeler, and R. Siegwart. Hybrid modeling and control of a coaxial
unmanned rotorcraft interacting with its environment through contact. In IEEE In-
ternational Conference on Robotics and Automation (ICRA), pages 5417–5424, 2013.

[43] T. Bartelds, A. Capra, S. Hamaza, S. Stramigioli, and M. Fumagalli. Compliant Aerial
Manipulators: Toward a New Generation of Aerial Robotic Workers. IEEE Robotics
and Automation Letters, 1(1):477–483, 2016.

[44] A. Albers, S. Trautmann, T. Howard, T. A. Nguyen, M. Frietsch, and C. Sauter.
Semi-autonomous flying robot for physical interaction with environment. In IEEE
Conference on Robotics, Automation and Mechatronics (RAM), pages 441–446, 2010.

[45] H. W. Wopereis, J. J. Hoekstra, T. H. Post, G. A. Folkertsma, S. Stramigioli, and
M. Fumagalli. Application of substantial and sustained force to vertical surfaces using
a quadrotor. In IEEE International Conference on Robotics and Automation (ICRA),
pages 2704–2709, 2017.

[46] S. Shimahara, R. Ladig, L. Suphachart, S. Hirai, and K. Shimonomura. Aerial manip-
ulation for the workspace above the airframe. In IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS), pages 1453–1458, 2015.

[47] H. W. Wopereis, T. D. Van Der Molen, T. H. Post, S. Stramigioli, and M. Fumagalli.
Mechanism for perching on smooth surfaces using aerial impacts. In IEEE International
Symposium on Safety, Security and Rescue Robotics (SSRR), pages 154–159, 2016.

[48] H. Tsukagoshi, M. Watanabe, T. Hamada, D. Ashlih, and R. Iizuka. Aerial manipulator
with perching and door-opening capability. In IEEE International Conference on
Robotics and Automation (ICRA), pages 4663–4668, 2015.

[49] R. Siegwart, I. R. Nourbakhsh, and D. Scaramuzza. Mobile Robot Localization. In
Introduction to Autonomous Mobile Robots, pages 265–367. MIT Press, 2nd edition,
2011.

[50] H. Durrant-Whyte and T. Bailey. Simultaneous localization and mapping (SLAM):
Part I. IEEE Robotics and Automation Magazine, 13(3):108–117, 2006.

[51] T. Bailey and H. Durrant-Whyte. Simultaneous Localization and Mapping (SLAM):
Part II. IEEE Robotics and Automation Magazine, 13(September):108–117, 2006.

[52] D. Nister, O. Naroditsky, and J. Bergen. Visual odometry. In IEEE Computer Society
Conference on Computer Vision and Pattern Recognition (CVPR), pages 652–659,
2004.

[53] D. Scaramuzza and F. Fraundorfer. Tutorial: Visual odometry. IEEE Robotics and
Automation Magazine, 18(4):80–92, 2011.



126

[54] F. Fraundorfer and D. Scaramuzza. Visual odometry: Part II: Matching, robustness,
optimization, and applications. IEEE Robotics and Automation Magazine, 19(2):78–
90, 2012.

[55] K. Yousif, A. Bab-Hadiashar, and R. Hoseinnezhad. An Overview to Visual Odometry
and Visual SLAM: Applications to Mobile Robotics. Intelligent Industrial Systems,
1(4):289–311, 2015.

[56] C. Cadena, L. Carlone, H. Carrillo, Y. Latif, D. Scaramuzza, J. Neira, I. Reid, and
J. J. Leonard. Past, present, and future of simultaneous localization and mapping:
Toward the robust-perception age. IEEE Transactions on Robotics, 32(6):1309–1332,
2016.

[57] W. Hess, D. Kohler, H. Rapp, and D. Andor. Real-time loop closure in 2D LIDAR
SLAM. In IEEE International Conference on Robotics and Automation (ICRA), pages
1271–1278. IEEE, 2016.

[58] D. Scaramuzza, M. C. Achtelik, L. Doitsidis, F. Friedrich, E. Kosmatopoulos, A. Mar-
tinelli, M. W. Achtelik, M. Chli, S. Chatzichristofis, L. Kneip, D. Gurdan, L. Heng,
G. H. Lee, S. Lynen, M. Pollefeys, A. Renzaglia, R. Siegwart, J. C. Stumpf, P. Tanska-
nen, C. Troiani, S. Weiss, and L. Meier. Vision-controlled micro flying robots: From
system design to autonomous navigation and mapping in GPS-denied environments.
IEEE Robotics and Automation Magazine, 21(3):26–40, 2014.

[59] A. Davison. Real-time simultaneous localisation and mapping with a single camera.
In IEEE International Conference on Computer Vision, pages 1403–1410, 2003.

[60] B. K. Horn and B. G. Schunck. Determining optical flow. Artificial Intelligence, 17(1-
3):185–203, 1981.

[61] A. Briod, J.-C. Zufferey, and D. Floreano. Optic-Flow Based Control of a 46g Quadro-
tor. In Workshop on Vision-based Closed-Loop Control and Navigation of Micro Heli-
copters in GPS-denied Environments, IEEE/RSJ International Conference on Intelli-
gent Robots and Systems (IROS), 2013.

[62] M. Bloesch, S. Omari, M. Hutter, and R. Siegwart. Robust visual inertial odometry
using a direct EKF-based approach. In IEEE International Conference on Intelligent
Robots and Systems (IROS), pages 298–304. IEEE, 2015.

[63] I. Sa, M. Kamel, M. Burri, M. Bloesch, R. Khanna, M. Popovic, J. Nieto, and
R. Siegwart. Build your own visual-inertial drone: A cost-effective and open-source
autonomous drone. IEEE Robotics and Automation Magazine, 25(1):89–103, 2018.

[64] G. Klein and D. Murray. Parallel Tracking and Mapping for Small ARWorkspaces.
In 6th IEEE and ACM International Symposium on Mixed and Augmented Reality
(ISMAR), pages 225–234, 2007.

[65] S. Shen, N. Michael, and V. Kumar. Autonomous Multi-Floor Indoor Navigation with
a Computationally Constrained MAV. In IEEE International Conference on Robotics
and Automation (ICRA), pages 20–25, 2011.

[66] Vicon motion capture - cameras, devices and software. https://www.vicon.com/
motion-capture. Accessed: 2019-06-12.



127

[67] F. Kendoul, I. Fantoni, and K. Nonami. Optic flow-based vision system for autonomous
3D localization and control of small aerial vehicles. Robotics and Autonomous Systems,
57(6):591–602, 2009.

[68] D. Honegger, L. Meier, P. Tanskanen, and M. Pollefeys. An open source and open
hardware embedded metric optical flow CMOS camera for indoor and outdoor appli-
cations. In IEEE International Conference on Robotics and Automation (ICRA), pages
1736–1741. IEEE, 2013.

[69] J. Delmerico and D. Scaramuzza. A Benchmark Comparison of Monocular Visual-
Inertial Odometry Algorithms for Flying Robots. In IEEE International Conference
on Robotics and Automation (ICRA), pages 2502–2509, 2018.

[70] M. Burri, J. Nikolic, P. Gohl, T. Schneider, J. Rehder, S. Omari, M. W. Achtelik,
and R. Siegwart. The EuRoC micro aerial vehicle datasets. International Journal of
Robotics Research, 35(10):1157–1163, 2016.

[71] Multistation - leica geosystems. https://leica-geosystems.com/en-us/products/
total-stations/multistation. Accessed: 2019-06-21.

[72] C. Forster, M. Pizzoli, and D. Scaramuzza. SVO: Fast semi-direct monocular visual
odometry. In IEEE International Conference on Robotics and Automation (ICRA),
pages 15–22, 2014.

[73] S. Leutenegger, S. Lynen, M. Bosse, R. Siegwart, and P. Furgale. Keyframe-
based visual-inertial odometry using nonlinear optimization. International Journal
of Robotics Research, 34(3):314–334, 2015.

[74] T. Qin, P. Li, and S. Shen. VINS-Mono : A Robust and Versatile Monocular Visual-
Inertial State Estimator. IEEE Transactions on Robotics, 34(4):1–14, 2018.
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