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ABSTRACT

Arnold, Ian A. PhD, Purdue University, August 2019. Parafermion Excitations in
Hole Systems in the ν = 1

3
Filled Fractional Quantum Hall State. Major Professor:

Yuli Lyanda-Geller.

Non-Abelian excitations, including Majorana fermions, parafermions, and Fi-

bonacci anyons, provide potential new settings for realizations of topological quantum

computation operations. Topological quantum systems have the advantage of being

protected against some types of entanglement with the surrounding environment, but

their elusive nature has inspired many to pursue rare systems in which they may

be physically realized. In this work we present a new platform for production of

parafermions in the ν = 1
3

fractional quantum hall effect regime in a two-dimensional

hole gas in a Gallium Arsenide quantum well, where spin transitions in the rich Γ8

Luttinger ground state can be manipulated by gate-controlled electric fields. When

numerical and analytical calculations of many-particle interactions combine with a

proximity-induced superconducting pairing potential in this system, the spin transi-

tion we observe gives rise to a superconducting gap with an onset of six-fold degen-

erate ground state which disappears at critical values of the gap parameter ∆k, the

energetic signature associated with parafermion production.
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1. INTRODUCTION

In the search for a suitable setting for a universal quantum computer, many con-

densed matter systems have been considered due to their various properties, Hilbert

spaces, and types of realizable quantum operations. Among these, the search for a

topologically protected, robust system that is protected from errors due to its distinct

nature has been an alluring topic of theoretical and experimental inquiry. A main

advantage to such a system is that through braiding operations, or manipulation of

quasiparticles through swaps around one another, one may weave a system through

several of its various degenerate ground states, but the information pertaining to the

particular set of operations that led to the system’s final state would be preserved by

the nature of the braiding transformations’ non-Abelian properties [1–7].

Condensed matter systems have always been a forefront of the search for such novel

particles because of the richness of the low-dimensional, many particle liquids that

exist at low temperatures in semiconductor heterostructures and quantum wells. The

collective excitations of these liquids have been shown to exhibit many phenomena

that were at the time of their discovery, hitherto unobserved outside of such cold

systems, such as fractionally charged particles, anyons with fractional phases, and

many more.

Two famous ground states stand out as the most well-known attempts at describ-

ing physically realizable non-Abelian states of matter. One that has been investigated

for decades is the anomalous ν = 5
2

Fractional Quantum Hall Effect (FQHE) that

arises in clean systems where one might expect an ungapped Fermi sea of quasielec-

trons, as is true in the spin branches of the Lowest Landau Level (LLL); however, in

this excited Landau Level, a collective effect leads to the formation of a gapped ground

state, theorized by Moore and Read to be a topologically distinct state formed by

p−wave like pairing of electrons [8–13]. Additional exploration into the ν = 12
5

state
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revealed a possible parafermion-like ground state that would be a suitable setting for

quantum computation, but for the small size of the gap [14].

Somewhat more recently, the Kitaev toy model of a 1D chain of quasiparticles

suggested that with the proximity effect of a local p−wave superconductor to induce

a particle pairing in a symmetric spin state, one might realize a paired state between

the quasiparticles at the end of the chain with one another to create an effect that

is a Majorana-like excitation that is not necessarily capable of universal quantum

computation, but was proposed as a setting for stable quantum memory for storage

of information [3,7,15–20]. The Kitaev toy model required several factors in addition

to the p−wave superconductor proximity effect, namely, an off-diagonal tunneling

amplitude wherein quasielectrons had some finite, non-vanishing cost to tunnel from

one site in the chain to another. Kitaev suggests in a footnote in the 2001 paper

that perhaps a system might exist in which the requirement for triplet, or p−wave

superconductor pairing might be relaxed in the presence of spin-orbit interaction.

This is fortunate, as the existence of p−wave, or triplet, superconductors is very

seldom realized experimentally, with perhaps the only example being a Strontium

Ruthenate (SRO) superconductor [21]. The significant engineering difficulties along

with the relatively low Tc of this superconductor, not to mention the inability of the

Majorana pairs to create universal quantum operations have made it a less-than-

ideal candidate in the long term. As Kitaev predicted, strong spin-orbit interaction

removes the necessity for the p−wave superconductivity, but the class of quantum

operations on the toy chain in the s−wave case with spin-orbit interaction is still

limited [22–30]. Another candidate system is the popular topological insulator (TI)

system’s edges [31, 32], but the inherent instability and degradation of the TI could

be a disadvantage for the system’s use in engineering applications.

Previous work has also attempted to theoretically realize a ν = 2
3

FQHE state in a

finite-width quantum well in which transverse magnetic fields can manipulate the spin

splitting between electrons in order to manipulate the spin degree of freedom, gaining

access to parafermion excitations through addition of a superconducting proximity
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effect, but the difficulty of imposing the spin degree of freedom through large in-

plane magnetic fields may prove a barrier to experimental realization parafermions

with this platform [28, 30, 33–35]. Realization of parafermion-supporting platforms

may lead to more complex systems of paired parafermions in which can give rise to

Fibonacci anions, which may lead to the possibility of realizing a universal quantum

computation platform [36].

The work we present here will demonstrate a new theoretical platform that will

support generation of parafermions in the ν = 1
3

FQHE regime for a two-dimensional

hole liquid in a Gallium Arsenide quantum well, motivated by the work in [28] and [30].

The inherent advantage of using holes for this type of pursuit is that there are spin-like

(pseudospin) transitions within the ground state of the single particle hole spectrum

that can be used to create a strong spin-orbit-like effect without the need to create

strong in-plane magnetic fields. The spin characteristics of hole systems’ ground

states have given led to observations of ground state transitions that are not available

to typical two-dimensional electron systems [37]. For one, observation of the even-

denominator ν = 1
2

FQHE state appearing in hole systems is likely due to the near-

degeneracy of different spin species in the ground state of the hole spectrum in Gallium

Arsenide [38–40]. This ground state, theorized to be the two-component “Ψ331” state,

requires the presence of multiple species of ground state components, which in holes

we attribute to the multiple pseudospin species. The ν = 1
2

state is observed in

two-dimensional electron systems when either a double-layer quantum well [41] or a

wide single quantum well [42] are used, both of which give rise to multiple interacting

electron sub-bands.

The ground states of the two-dimensional hole gas may be manipulated using

gate-controlled DC electric fields in order to force the system into one or another

pseudospin ground states at a given magnetic field, allowing much more fine control

of the system’s spin degree of freedom, similar to Refs. [30,43]. Subsequent numerical

calculations using physical many-particle Coulomb interaction pseudopotentials in a

cylindrical system will then yield the ν = 1
3

fractional quantum Hall effect ground
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state in a system with a topological spin crossing in the center. In such a system it

has been proposed that counterpropagating edge currents within a region in a sample

might create parafermions if quasiparticles are allowed to tunnel from one edge current

to another, and if a superconducting gap might be introduced via a proximity effect.

In our system we demonstrate copropagating edge currents in the spin-transition

region in the center of our sample, where the difference in the currents’ velocities

give rise to the non-zero superconducting gap parameter in the presence of a pair-

ing potential. This allows us impose an s-wave superconducting proximity effect by

relaxing particle number conservation in a certain region and allowing creation and

annihilation of Cooper pairs via the effective Hamiltonian provided by the position-

space Bogoliubov-de Gennes formalismin order to introduce pairing potentials to the

spinful system. After establishing this system through numerical calculations we will

demonstrate the main character of the energy spectrum of the system we consider: a

gapped superconducting system with a with an onset of six-fold degenerate ground

state, wherein the gap closes at a range of critical superconducting parameter ∆k [17].

We also confirm physically realistic values of all experimental parameters needed to

realize this system, which may function as an important building block in the road

toward a universal quantum computing platform.
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2. THE Γ8 LUTTINGER HAMILTONIAN IN EXTERNAL

MAGNETIC AND ELECTRIC FIELDS

2.1 Single Particle Solutions in a Gallium Arsenide Quantum Well

The description due to Luttinger [44] leads us to the single particle Hamiltonian

for quasiholes in the Γ8 degenerate valence subbands near the center of the Brillouin

zone in III-V, II-VI, Si, and Ge bulk semiconductors: [45–47]

Ĥ =
~2

2m0

[(
γ1 +

5

2
γ2

)
k̂2I − 2γ2

(
k̂2
xJ

2
x + k̂2

yJ
2
y + k̂2

zJ
2
z

)
− 4γ3

(
{k̂x, k̂y}{Jx, Jy}+ {k̂y, k̂z}{Jy, Jz}+ {k̂z, k̂x}{Jz, Jx}

)]
+

e~
m0c

[
κJ ·B + q0

(
J3
xBx + J3

yBy + J3
zBz

)]
. (2.1)

In this expression the Ji matrices and their multiples are the spin-3
2

angular mo-

mentum matrices that account for the 4-fold degeneracy at the Gamma−point. The

brackets {A,B} signify the totally antistymmetric combination: {A,B} = 1
2
(AB +

BA). The γ1,2,3 “Luttinger parameters” are phenomenological and can be experi-

mentally determined, and for numerical calculations, our values are γ1 = 6.8, γ2 =

2.1, γ3 = 2.9. κ and q0 are Zeeman-like coefficients. We assume the J3
i Bi effect to

be small, and thus eventually take q0 ≈ 0, while we set κ = 1.2. These parameters

are all typical for GaAs, and have been measured frequently in the literature via

measurements of heavy and light hole effective masses.

We consider a two-dimensional hole gas (2DHG) at low temperature in a GaAs

quantum well, and we initially assume no confinement in the x− and y−directions,

the plane of the 2DHG, and a very narrow confinement in the z−direction of ap-

proximately 2w = 200Å (for the purposes of numerical calculations). We assume an

externally applied magnetic field B = −Bẑ for which we choose the vector potential
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A to be in the Landau gauge A = 〈0,−Bx, 0〉. The quasi-momentum k̂α operators

are given in terms of our vector potential as k̂α = −i∂α + elB
~c Aα. In this treatment,

we will use unitless spatial variables (i.e. x
lB

with the magnetic length lB =
√

~c
eB

).

In addition, from now on we will express the Hamiltonian and eigenenergies in terms

of the cyclotron energy ~ω = ~eB
m0c

. We will follow the notation and methods for the

analytical portion of the single-particle problem developed in Ref. [45]. The principal

concern in the investigation of the 2DHG is taking into consideration of the mutual

transformation of heavy and light holes of the hole spectrum upon collisions with the

walls of the quantum well [48]. While non-Abelian effects in a single-particle hole

spectrum emerge when these mutual transformations are not taken into account [49],

and many optical and transport phenomena can be treated when coupling of heavy

and light holes in quantum wells are taken into account perturbatively [50–54], an

exact analytical approach [45, 48], taking into consideration mutual transformations

of holes is important for obtaining spectral crossings that serve as a fertile ground for

many-body topological excitations.

In this choice of gauge, the operators k̂α can be expressed in linear combinations

to form ladder operators in the basis of the Landau level wavefunctions for holes with

no confinement in a magnetic field, with the familiar commutation relation:

â =
k̂x + ik̂y

2
, â† =

k̂x − ik̂y
2

; [â, â†] = 1. (2.2)

These wavefunctions for Landau levels are given as the spatial functions

un,ky(x) =
1√

2nn!
√
π
e−

(x−ky)2

2 Hn(x− ky), (2.3)

where Hn(x) is the nth degree Hermite polynomial. ky should be thought of as

a quantum number for momentum in the y−direction, for which the solutions to

the Schrödinger equation in the chosen gauge will be plane waves, whereas for the

x−direction there is localization, as seen in Eq. 2.3. When the â and â† operators

act on these wavefunctions they have the property of raising and lowering the index

n:

â un,ky(x) =
√
n− 1 un−1,ky(x); â† un,ky(x) =

√
n un+1,ky(x) (2.4)
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The Hamiltonian in Eq. 2.1 can then be written in terms of these raising and lowering

operators as well as the matrices Ji and the linear combinations J± = Jx ± iJy:

Ĥ =

[(
γ1 +

5γ2

2

)
I − γ2{J+, J−}

](
â†â+

1

2

)
+

[(
γ1

2
+

5γ2

4

)
I − γ2J

2
z

]
k̂2
z

− κJz − q0J
3
z −
√

2γ3k̂z
(
â†{J+, Jz}+ â{J−, Jz}

)
− γ2 + γ3

4

[(
â†
)2
J2

+ + â2J2
−

]
− γ2 − γ3

4

[(
â†
)2
J2
− + â2J2

+

]
(2.5)

The final two terms in Eq. 2.5 are of slightly different orders of magnitude, due to

the values of γ2,3 that are present in the coefficients. The coefficients for GaAs are

γ2+γ3
4

= 1.25 and γ2−γ3
4

= 0.2. For these values, it is convenient to neglect the final

term, which imposes an axial symmetry about the z−direction in which we might

choose a convenient basis in which to express the eigenfunctions, which are 4-vector

spinors:

Ψn,ky(x, y, z) =


ζ0(z)un,ky(x)

ζ1(z)un−1,ky(x)

ζ2(z)un−2,ky(x)

ζ3(z)un−3,ky(x)

 eikyy. (2.6)

The structure of this ansatz wavefunction is compelling because there are multiple

Landau level wavefunctions represented for n > 0. These quasihole Landau levels have

different spin characteristics, and the individual states Ψn,ky(x, y, z) contain mixtures

of various percentages of these Landau level states. The ζi(z) functions represent the

wavefunction envelope in the z confinement direction. Originally, Luttinger’s used the

fact that the narrow confinement in the quantum well or heterostructure would make

anything but the ground state inaccessible, and the solutions to the Hamiltonian in

Ref. [44] to the Schrödinger equation using the Hamiltonian in Eq. 2.1 include the

nonphysical k̂z →∞, and neglects motion in the z−direction. We will determine the

shape of the z−envelope functions numerically. It should be noted that values of n in

the eigenfunction should be restricted to n ≥ 0. In addition, when a value of n would

make the index of one of the un−j,ky(x) functions have a negative index, we will take
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it to be zero, since in general, these represent solutions to the harmonic oscillator-like

hole in a magnetic field.

In this basis, the axially approximated Hamiltonian takes on the following form

(again due to Ref. [45]):

Ĥz =



k̂2z
2mzh

+ P1 + Z1 Γ1k̂z A1 0

Γ1k̂z
k̂2z

2mzl
+ P2 + Z2 0 A2

A1 0 k̂2z
2mzl

+ P2 − Z2 Γ2k̂z

0 A2 Γ2k̂z
k̂2z

2mzh
+ P1 − Z1

 (2.7)

P1 = (γ1 + γ2)(n− 1), P2 = (γ1 − γ2)(n− 1), A1 = −γ2+γ3
2

√
3n(n− 1), A2 =

− γ2+γ3
2

√
3(n− 1)(n− 2), Γ1 = −γ3

√
6n, Γ2 = γ3

√
6(n− 2), Z1 = 3(γ1+γ2)

2
− 3κ

2
−

27q0
8
,

Z2 = γ1−γ2
2
− κ

2
− q0

8
, mz

h = (γ1 − 2γ2)−1, mz
l = (γ1 + 2γ2)−1 Analytic solutions

are possible, but we are in search of solutions with an externally applied electric

field. Introduction of this field produces an additional term on the diagonal of the

Ĥz matrix. At this point, the Hamiltonian matrix has acted on the x−dependent

portion of the wavefunction, and while it does not interact with the y−dependence

(the y−direction solutions are free hole solutions, i.e. plane waves), the z−dependence

can be represented in the 4-vector:

Z(z) =


ζ0(z)

ζ1(z)

ζ2(z)

ζ3(z)

 (2.8)
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With the vector Z(z) in this form we may interpret our time-independent Schrödinger

equation ĤzZ(z) = EZ(z) as four coupled, second order differential equations for the

functions ζi(z). In this vein we may write our Hamiltonian

Ĥz =


− 1

2mzh
0 0 0

0 − 1
2mzl

0 0

0 0 − 1
2mzl

0

0 0 0 − 1
2mzl


∂2

∂z2
+


0 −iΓ1 0 0

−iΓ1 0 0 0

0 0 0 −iΓ2

0 0 −iΓ2 0


∂

∂z

+


P1 + Z1 + eEz 0 A1 0

0 P2 + Z2 + eEz 0 A2

A1 0 P2 − Z2 + eEz 0

0 A2 0 P1 − Z1 + eEz

 . (2.9)

with the inclusion of the electric field term in the properly scaled units eEx
~ω . We will

absorb the ~ω into the electric field magnitude as above in Eq. 2.9. We will consider

electric fields on the order of E ∼ 104 − 106 V
m

for our numerical calculations.

In order to evaluate Schrödinger’s equation with the Hamiltonian in Eq. 2.9

we need to employ a numerical method of solving differential equations. There are

several options, but we will proceed with a finite difference method. In this method,

we divide the region or domain within our quantum well of width 2w (z ∈ [−w,w]) in

which we wish to solve these differential equations into N equally sized subdivisions,

of width a = 2w
N

at where the kth subdivision would be the interval z ∈ [zk, zk+1], zk =

−w + ka.1

1The number of subdivisions (N) that we choose will have two side effects: first, it will impose a
numerical upper limit on the energy levels that the z−dependent portion of the Schrödinger equation
will be able to elucidate. If we imagine that the maximum possible spatial frequency will be bounded
by the amount π

a then we can imagine that there might be a corresponding energy limit. The second
side effect of our choice is simply the resolution with which we will see the wavefunction, or more
accurately, the modulus squared, |ζi(z)|2.
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This choice of method of numerical solution changes the form of the derivatives

of ζi(z) to the form

∂2ζi(z)

∂z2

∣∣∣∣∣
z=zk

≈ 1

a2
[ζi(zk+1) + ζi(zk−1)− 2ζi(zk)]

∂ζi(z)

∂z

∣∣∣∣∣
z=zk

≈ 1

2a
[ζi(zk+1)− ζi(zk−1)] . (2.10)

With this, the Schrödinger equation ĤzΨ(z)
∣∣∣
z=zk

= EzΨ(z)
∣∣∣
z=zk

takes the form of

an algebraic equation, namely

Ĥz


ζ0(z)

ζ1(z)

ζ2(z)

ζ3(z)

 =

[
A
∂2

∂z2
+B

∂

∂z
+ C(z)

]

ζ0(z)

ζ1(z)

ζ2(z)

ζ3(z)



−→
z=zk

(
1

a2
A+

1

2a
B

)

ζ0(zk+1)

ζ1(zk+1)

ζ2(zk+1)

ζ3(zk+1)

+

(
1

a2
A− 1

2a
B

)

ζ0(zk−1)

ζ1(zk−1)

ζ2(zk−1)

ζ3(zk−1)



+

(
− 2

a2
A+ C(zk)

)

ζ0(zk)

ζ1(zk)

ζ2(zk)

ζ3(zk)

 = E


ζ0(zk)

ζ1(zk)

ζ2(zk)

ζ3(zk)

 . (2.11)

The matrices A, B, and C(z) are the 4 × 4 coefficient matrices from Eq. 2.9; while

A and B have only constant elements, but C(z) contains the electric field diagonal

terms, and is thus dependent on the spatial variable in the confinement direction. Eq.

2.11, when taken at all the subdivisions of the quantum well zk, k ∈ [0, N ], recasts

the four coupled differential equations for ζi(z) in Eq. 2.9 as 4(N + 1) coupled linear

equations for ζi(zk), i = 0, 1, 2, 3, k = 0, 1, . . . , N . These equations are solvable using

any linear algebra software, and they produce eigenvalues that are the energies Ez

(FIG. 2.1) of the corresponding eigenvectors ζi(zk) (FIG. 2.2). The 4(N+1)×4(N+1)
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Figure 2.1. Eigenenergies of finite difference method for n = 3. “p”
quantum number on horizontal axis indexes excited states, with p = 1
indicating the ground state of the n = 3
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Figure 2.2. |ζi(z)|2 from finite difference method with N = 100, w =
0.623, E = 0. a.) i = 0, heavy hole, b.) i = 1, light hole, c.) i = 2, light
hole, d.) i = 3, heavy hole. p = 1, 2, 3, 4, 5 are shown here.

matrix whose eigenvalues and eigenvectors must be determined is shown in Eq. 2.12

on page 12.
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Figure 2.3. |ζi(z)|2 from finite difference method with N = 100, w =
0.623, E = 6kV

cm
. a.) i = 0, heavy hole, b.) i = 1, light hole, c.) i = 2,

light hole, d.) i = 3, heavy hole. p = 1, 2, 3, 4, 5 are shown again. Shift in
probability density due to externally applied electric field.

The finite difference method can also be applied to a system in an externally

applied electric field, as in FIG. 2.3. One may observe the wavefunction is pushed

to one side of the quantum well in the lowest lying states, with some higher energy

states compensating by shifting in the opposite direction.

The advantage to the ability to tune the system via an externally applied electric

field is that it is not difficult from an engineering standpoint. Thus, with a sufficiently

wide quantum well it is possible to directly tune the tunneling coupling between two

quasi-layers just by applying an external gate voltage.

2.2 Energy Levels at Various Magnetic Field Values

Because the spatial coordinate has been expressed as a unitless quantity scaled by

the magnetic length lB =
√

~c
eB

, and the width of the quantum well has been expressed



14

0.6 0.8 1.0 1.2 1.4
w/ℓB

10

20

30

40

50
Ε/ℏω

n=0 n=1 n=2 n=3

ϵ/ℏω

w/l

Figure 2.4. Energy levels for two lowest lying eigenenergies for n =
0, 1, 2, 3 at various values of well width. Blue lines are n = 3, red lines
are n = 2, green lines are n = 1, and magenta lines are n = 0.Various
crossings between different n energy levels (e.g. black circle between n = 3
and n = 0 ground states near w

lB
= 0.64), as well as within a given n (e.g.

green and red circles for crossings between n = 1 and n = 2 states near
w
lB

= 0.60 and w
lB

= 0.75, respectively).

in these coordinates, the effect of changing the width of the quantum well is to in

some sense change the magnetic field strength ( w
lB
∝
√
B). This can be understood

by considering the classical picture of a quantum well of fixed width. In this scenario,

increasing the magnetic field would create more localized classical cyclotron orbits

with smaller radii.

To this end we might consider investigating various n values, which index the

x−direction Landau level wavefunctions. Investigating the n = 0, 1, 2, 3 lowest lying

energy levels, we can attempt to determine which state is the ground state for various

values of the magnetic field strength, i.e. well width (FIG. 2.4). Crossings in the
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spectrum show different n states as the ground state for different values of B, or well

width w
lB

. These features are one of the compelling advantages of investigating the

hole spectrum in semiconductors, as the spectrum of electrons in equivalent systems

would not exhibit such crossings, in the absence of a strong Zeeman splitting due to

an in-plane magnetic field (for ν = 2
3

for example, since ν = 1
3

is a spin-polarized

state in electron systems [30,33]), or within diluted magnetic semiconductors such as

CdMnTe [55]. For our purposes, the crossing between the n = 0 and n = 3 states at

w/lB ≈ 0.68 in Fig. 2.4 is particularly interesting. These two states have opposite

pseudospin properties, and thus manipulation of a portion of a sample into one or

the other ground state gives rise to a strong intrinsic spin-orbit effect. Because of the

inherent difficulty in putting spatial variance in magnetic fields of the magnitudes we

would require, we will investigate other modes of spatial control of the ground state

of our system.

2.3 Manipulation of Ground State Energy Crossings

The search for a manipulable ground state in our system motivates additional

examination of the system in a perpendicular electric field. The z−envelope single

particle densities from Fig. 2.3 display an obvious shift to one side, caused by the

introduction of an external gate voltage. Because of the difficulty of imposing a

spatially-varying magnetic field on a sample of the size we are considering, it might

prove challenging to use a magnetic field variation in order to put different parts of

the sample in various regions with respect to the ground state crossing (see Fig. 2.4).

This difficulty leads us to instead investigate the energy-dependence of the single

particle solutions to the Schrödinger equation upon the gate voltage, given that it

is comparably simple to impose different electrostatic top gate voltages at various

locations on a physical sample. The effects of an asymmetric or triangular potential

well upon the properties of holes in GaAs/AlGaAs valence bands has been studied

previously in [56–58], specifically in regard to heterostructure settings.
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To this effect, we choose a convenient range of magnetic field values and investigate

a few top gate voltage values to determine whether it is in fact possible to manipulate

the crossing of the ground states. This is illustrated in Fig. 2.5 in which we can see

that the ground state crossing can be moved from higher to lower values of external

magnetic field with application of an external gate voltage in the kV/cm range (for

a 200Å wide quantum well).

2.4 2.5 2.6 2.7
B(T)

2.90

2.95

3.00

3.05

3.10

3.15

3.20

Εnergy (meV)

Gate V = 100mV
E = 5 kV/cm

Gate V = 0

n=0

n=3

n=3

n=0
ϵ(meV)

B(T)

Figure 2.5. Energy of two ground states (n = 0, n = 3) in external gate
voltage-induced electric field Eg = 0 and Eg = 5 kV

cm
, plotted as a function

of magnetic field.

Choosing a vertical slice in the energy vs. magnetic field plot in Fig. 2.5 between

the crossing at low and high external gate voltage allows us to monitor the two states’

energies as a function of external gate voltage, as in Fig. 2.6. We discover here that

at low or zero externally applied Eg the ground state by an interval of about 2 meV

is the n = 0 state, whereas at larger |Eg| = 5 kV
cm

,the n = 3 state is lower in energy

by a similar margin.

The angular momentum 3/2 nature of our holes (heavy and light holes occupy-

ing the ±3
2

and ±1
2

branches, respectively) leads us to question the nature of our
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Figure 2.6. Gate-applied Eg dependence of ground state energies.
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Polarization 〈Jz 〉 for n=3 ground state at B = 2.55 T at large gate voltage
〈Jz〉

Ez(kV/cm)

Figure 2.7. 〈Jz〉n=3 plotted as a function of gate-applied electric field Eg.
State maintains its 〈Jz〉 ≈ −3

2
character until around Eg ≈ 100 kV

cm
, well

beyond the field values we consider here.

ground states for the purpose of later introducing superconductivity and spin- (an-

gular momentum-) based phenomena. To that effect we can find the expected value

of the Jz operator in order to determine the angular momentum projection of our
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Figure 2.8. A sketch of the x−dependence of the ground state energy levels
in a 200 nm-wide region between external gate field Eg = 0 and Eg = 6 kV

cm
,

where we have, for the sake of approximation, let the transition between
regions occur in a 50 nm-wide region in the center.

n = 0, 3 states, given that we predicted that they would exhibit spin up/down char-

acteristics. When doing so we obtain exactly 〈Jz〉 = +3/2 for the n = 0 state, as it

is a pure state with only one element in its state vector; however, the n = 3 state

varies somewhat in our electric field, so it will be important to assure ourselves that

it remains spin down, generally. The 〈Jz〉n=3 value is shown in Fig. 2.7.

In some sense this confirms the use of the n = 0, 3 ground states as pseudospin

±3
2

states, which will be useful as we proceed, as we will attempt to realize a system

in which one part of our sample is under no gate voltage, and another is under some

externally applied electric field, so that somewhere in between these two regions our

ground states cross, as we sketch in Fig. 2.8. In our sketched sample, the different

slopes of our ground state energies as a function of the spatial coordinates will lead

to edge currents in the crossing region of different velocities for the n = 0, 3 species,

although they will co-propagate.
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3. INTERACTIONS ON A CYLINDER

3.1 Coulomb Interaction in a Cylindrical Geometry

We must investigate the effect of particle-particle interactions in order to fully

understand the nature of the ground state of our system. Historically, the fractional

quantum hall effect in electron systems has been realized by exact diagonalization of

the Coulomb interaction between few particles in several geometries: originally done

by Haldane on the sphere after the original wavefunction formulation by Laughlin

[59,60], later expanded upon by Fano, Ortolani, and Colombo [61]; shortly thereafter

by Halperin on the disk [62]. The disk geometry makes possible to investigate the

effect of the finite width of the quantum well and include the effects of Landau level

mixing [63, 64]. Later, Haldane and Rezayi formulated the problem within a system

with periodic boundary conditions in two directions, i.e. a toroidal geometry [65],

and eventually one with only one periodic direction with a confining potential in the

other, i.e. a cylindrical system [66].

Quantum Hall effects in a system of two-dimensional charge carrier holes have

been considered in [67]. A spherical shell geometry was used there in numerical

simulation of interaction effects and quantum Hall states. Spherical shell geometry

allows to take into account strong coupling between the spin and motion of charge

parallel and perpendicular to the 2D layer that characterizes charge carrier holes in

two dimensions.

In this work we choose to work in a cylindrical shell, adding a dimension of thick-

ness in the direction perpendicular to the plane of the 2DHS. The method of applying

Haldane pseudopotentials to observe FQHE edge states has been used before in a

cylindrical geometry with hard core interactions in [68]. Similar to the spherical shell

geometry [67] the cylinder allows one to capture the coupling of spin to transverse



20

and in-plane hole motion, with a more natural extension to the study of edges. Ac-

count of coupling of heavy and light hole branches in the single-particle spectrum

also allows us to capture these effects on the many-body level via computing Haldane

pseudopotentials.

The Coulomb interaction in second quantization is of the form:∑
n1,m1,p1;
n2,m2,p2;
n3,m3,p3;
n4,m4,p4

V n3,m3,p3;n4,m4,p4
n1,m1,p1;n2,m2,p2

c†n1,m1,p1
c†n2,m2,p2

cn3,m3,p3cn4,m4,p4 , (3.1)

where c
(†)
ni,mi,pi are annihilation (creation) operators for holes with x quantum number

ni indexing the Landau Level wavefunction, y quantum number mi indexing angular

momentum, and pi indexing the z direction confinement envelope. We start with

wavefunctions from the previous section, again expressed in coordinates that are in

units of the magnetic length lb =
√

~c
eB

Ψ(x, y, z)n,ky =


ζ0(z)un,ky(x)

ζ1(z)un−1,ky(x)

ζ2(z)un−2,ky(x)

ζ3(z)un−3,ky(x)

 eikyy , (2.6)

where un,ky(x) is a Landau Level wavefunction:

un,ky(x) =
1√

2nn!
√
π
e−

(x−ky)2

2 Hn(x− ky) , (2.4)

with Hn(x) a Hermite polynomial of degree n (refer to Section 2.1). We put our

system into a cylindrical geometry where the y-direction is the circumferential, the

x-direction is the length, and the z-direction is the thickness of the cylindrical shell.

The periodic boundary condition on the circumferential direction (with circumference

L) requires that

eikyL = 1 (3.2)

And so we have

kyL = 2πm, m ∈ Z . (3.3)
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We can express the matrix element V n3,m3,p3;n4,m4,p4
n1,m1,p1;n2,m2,p2

in terms of these wavefunc-

tions in energy units of e2

εRlb
:

V n3,m3,p3;n4,m4,p4
n1,m1,p1;n2,m2,p2

= 〈Ψn1,m1,p1(r1)Ψn2,m2,p2(r2)| 1

|r1 − r2|
|Ψn3,m3,p3(r2)Ψn4,m4,p4(r1)〉

=

∫
dr1dr2

(
Ψ†n1,m1,p1

(r1)Ψ†n2,m2,p2
(r2)Ψn3,m3,p3(r2)Ψn4,m4,p4(r1)

)
|r1 − r2|

=
1(√
L
√
π
)4

∫
dr1dr2

e−
1
2 [(x1− 2πm1

L
)2+(x2− 2πm2

L
)2+(x2− 2πm3

L
)2+(x1− 2πm4

L
)2]

|r1 − r2|

3∑
j,k=0

e−i
2π
L

(m1−m4)y1−i 2πL (m2−m3)y2
(
ζ∗n1,p1,j

(z1)ζn4,p4,j(z1)ζ∗n2,p2,k
(z2)ζn3,p3,k(z2)

)√
2n1+n2+n3+n4−2k−2j(n1 − j)!(n2 − k)!(n3 − k)!(n4 − j)!

Hn1−j

(
x1 −

2πm1

L

)
Hn4−j

(
x1 −

2πm4

L

)
Hn2−k

(
x2 −

2πm2

L

)
Hn3−k

(
x2 −

2πm3

L

)
. (3.4)

Again, ni labels the Landau level, mi the y-direction circumferential (periodic) con-

finement, and pi indexes the envelope of the wavefunction in the z-direction.

In our example we must examine Ns states, with N holes, in filling factor ν

(ν = 1
3

for our purposes). The number of states is then Ns = ν−1N − S, where

S = 2 because we are examining polarized states (unpolarized states like the ν = 2
3

have S = 0) specifically on the cylinder [69]. This bound on the number of states

constrains our values of mi such that 0 ≤ mi < Ns. Once we have put N particles

in Ns states, we must constrain the length of the cylinder we consider in order to

maintain the particle density. This constraint forces the length of the cylinder to be

2πNs
L

, such that the total surface area of the cylinder is 2πNs, and the particle density

is N
2πNs

. This is reminiscent of the relationship between areal particle density and

filling vactor: n = ν
2πlB

, where lB is the magnetic length (in our units, lB = 1, so

n = ν
2π

). Our value varies from this one because of the S which is due to polarization.
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Treating the 1/ |r1 − r2| term is simpler if we take the two-dimensional (nonuni-

tary) Fourier transform:

F
{

1

|r1 − r2|

}
(kx, ky) = F

{
1√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2

}
(kx, ky)

→
∫ ∞
−∞

∫ ∞
−∞

e−i(kxx+kyy)√
x2 + y2 + z2

dxdy →
∫ ∞

0

rdr

∫ 2π

0

dθ

[
e−ir(kx cos θ+ky sin θ)

√
r2 + z2

]
, (3.5)

where we have transformed to cylindrical coordinates in the usual way. Making an

additional substitution:

cosφ =
kx
k
, sinφ =

ky
k

kx cos θ + ky sin θ = k(cos θ cosφ+ sin θ sinφ) = k cos(θ − φ) ,

we get the transformation∫ ∞
0

rdr

∫ 2π

0

dθ

[
e−irk cos(θ−φ)

√
r2 + z2

]
= 2π

∫ ∞
0

rJ0(kr)√
r2 + z2

dr . (3.6)

where J0(x) is the 0th order Bessel function of the first kind, obtained by evaluation

of the angular integral. This last integral is that of a modified Bessel function of the

second kind Kα(x):∫ ∞
0

tν+1Jν(at)

(t2 + b2)µ+1
dt =

aµbν−µ

2µΓ(µ+ 1)
Kν−µ(ab) [NIST HMF 10.22.46] [70] . (3.7)

Using the substitutions ν = 0, µ = −1
2
, a = k, b = z we obtain the following result:

2π

∫ ∞
0

rJ0(kr)√
r2 + z2

dr = 2π
k−

1
2 z

1
2

2−
1
2 Γ(1

2
)
K 1

2
(kz) = 2π

√
2z

πk

(√
π

2kz
e−k|z|

)
= 2π

e−k|z|

k
.

(3.8)

This allows us to express the Coulomb interaction in terms of the inverse Fourier

transform:

1√
x2 + y2 + z2

=
1

(2π)2

∫ ∞
−∞

∫ ∞
−∞

2π
e−
√
k2x+k2y |z|+i(kxx+kyy)√

k2
x + k2

y

dkxdky . (3.9)
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Putting this into the above expression:

V n3,m3,p3;n4,m4,p4
n1,m1,p1;n2,m2,p2

=
1

2L2π2

∫
dr1dr2dkxdky

e−
√
k2x+k2y |z1−z2|+i(kx(x2−x1)+ky(y2−y1))√

k2
x + k2

y

e−
1
2 [(x1− 2πm1

L
)2+(x2− 2πm2

L
)2+(x2− 2πm3

L
)2+(x1− 2πm4

L
)2]

3∑
j,k=0

e−i
2π
L

(m1−m4)y1−i 2πL (m2−m3)y2
(
ζ∗n1,p1,j

(z1)ζn4,p4,j(z1)ζ∗n2,p2,k
(z2)ζn3,p3,k(z2)

)√
2n1+n2+n3+n4−2k−2j(n1 − j)!(n2 − k)!(n3 − k)!(n4 − j)!

Hn1−j

(
x1 −

2πm1

L

)
Hn4−j

(
x1 −

2πm4

L

)
Hn2−k

(
x2 −

2πm2

L

)
Hn3−k

(
x2 −

2πm3

L

)
. (3.10)

We might isolate the y1-, y2-, and ky-dependent portions of the expression:∫ ∞
−∞

dky

∫ ∞
−∞

dy1

∫ ∞
−∞

dy2
e−
√
k2x+k2y |z1−z2|+iky(y2−y1)−i 2π

L
(m1−m4)y1−i 2πL (m2−m3)y2√

k2
x + k2

y

. (3.11)

The bounds of the y1 and y2 integrations are set to ±∞ although the cylinder’s

circumference is L because the interactions between holes continues after more than

one time around the cylinder, with holes interaction with their own and other holes’

images ad infinitum. This interaction of the tail of the wavefunction with an infinite

number of images is technically divergent, a singularity that we will later subtract

from our interaction integral.

So we may rearrange the expression to find Dirac delta functions from the y1 and

y2 integrals:

=

∫ ∞
−∞

dky

{
e−
√
k2x+k2y |z1−z2|√
k2
x + k2

y

(∫ ∞
−∞

ei(
2π
L

(m4−m1)−ky)y1dy1

)
(3.12)

(∫ ∞
−∞

ei(
2π
L

(m3−m2)+ky)y2dy2

)}

= (2π)2

∫ ∞
−∞

e−
√
k2x+k2y |z1−z2|√
k2
x + k2

y

[
δ

(
2π

L
(m4 −m1)− ky

)
δ

(
2π

L
(m3 −m2) + ky

)]
dky

= 2πL
e−
√
k2x+( 2π

L )
2
(m4−m1)2|z1−z2|√

k2
x +

(
2π
L

)2
(m4 −m1)2

δm4−m1,m3−m2 .

(3.13)
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The Kronecker delta arises as a consequence of the product of two Dirac delta func-

tions in the second line of the above equation. If the mi do not satisfy this rela-

tionship, the Dirac delta functions would be centered at different values of ky in the

integrand, and the value of the integral would be zero. We interpret this Kronecker

delta δm4−m1,m3−m2 as an enforcement of conservation of momentum in our interac-

tion.

We must now address the x1 and x2 integrals. Examining first the x1 expression:∫ ∞
−∞

[
e−ikxx1−

1
2(x1− 2πm1

L )
2
− 1

2(x1− 2πm4
L )

2

Hn1−j

(
x1 −

2πm1

L

)
Hn4−j

(
x1 −

2πm4

L

)]
dx1 .

(3.14a)

Making some substitutions for succinctness, we let a = 2πm1

L
, b = 2πm4

L
, m = n1 − j,

n = n4 − j: ∫ ∞
−∞

[
e−ikxx−

1
2

(x−a)2− 1
2

(x−b)2Hm(x− a)Hn(x− b)
]
dx . (3.14b)

Some manipulations of the exponential into a single Gaussian with a complex argu-

ment gives us:

e−
1
4
k2x− 1

2
ikx(a+b)− 1

4
(a−b)2

∫ ∞
−∞

[
e−(x− 1

2
(a+b−ikx))

2

Hm(x− a)Hn(x− b)
]
dx . (3.15a)

A new substitution becomes necessary: u = x− 1
2
(a+ b− ikx):

e−
1
4
k2x− 1

2
ikx(a+b)− 1

4
(a−b)2

∫ ∞+ikx

−∞+ikx

[
e−u

2

Hm

(
u+

1

2
(b− a− ikx)

)

Hn

(
u+

1

2
(a− b− ikx)

)]
du . (3.15b)

It may appear that the complex bounds complicate the problem somewhat, but ex-

amining the integrand, we find a Gaussian function and Hermite polynomials, both

of which are analytic everywhere in the complex plane. Thus there are no poles we

must consider. If we then consider the region in the upper half-plane bounded by the

rectangular contour defined by {u ∈ C : <(u) ∈ [−R,R], =(u) ∈ [0, kx]}, in the limit

where R→∞, the Gaussian component of the integrand suppresses the value of any
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polynomial at large R. Thus the vertical portions of the contour integral approach

zero as R → ∞, and given the analyticity of the integrand, we may set the offset

portion of the contour integral equal to the portion on the real axis.

Evaluation of this integral is due to Gradshteyn and Ryzhik (1943) Eqn. [7.377]

[71]:∫ ∞
−∞

e−x
2

Hm(x+ y)Hn(x+ z)dx = 2n
√
πm!zn−mL(n−m)

m (−2yz) (n ≥ m) , (3.16)

where L
(a)
n (x) is the associated Laguerre polynomial. Applying this formula while

allowing for either m or n in our expression to be greater, we obtain the following

result for the real axis-shifted version of (3.15b):

e−
1
4
k2x− 1

2
ikx(a+b)− 1

4
(a−b)2

∫ ∞
−∞

[
e−u

2

Hm

(
u+

1

2
(b− a− ikx)

)

Hn

(
u+

1

2
(a− b− ikx)

)]
du

= e−
1
4
k2x− 1

2
ikx(a+b)− 1

4
(a−b)22min(m,n)

√
π[min(m,n)]!

(sgn(n−m)(b− a)− ikx)|n−m| L(|n−m|)
min(m,n)

(
−1

2
(b− a− ikx)(a− b− ikx)

)
. (3.17)

Substituting back in we obtain an expression in terms of the original parameters:

e−( πL)
2
(m1−m4)2−ikx( πL)(m1+m4)− 1

4
k2x2min(n1,n4)−j√π[min(n1, n4)− j]!(

sgn(n1 − n4)
2π

L
(m1 −m4)− ikx

)|n1−n4|

L
(|n1−n4|)
min(n1,n4)−j

(
k2
x

2
+

2π2

L2
(m1 −m4)2

)
.

(3.18)

In order to evaluate the x2 integral we need just make the following transformations:

kx → −kx, (m1, n1)→ (m2, n2), (m4, n4)→ (m3, n3), j → k.
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After some rearrangement of the factorial terms and exponents we may now re-

express our interaction matrix:

V n3,m3,p3;n4,m4,p4
n1,m1,p1;n2,m2,p2

=
δm4−m1,m3−m2

L

e−( πL)
2
[(m1−m4)2+(m2−m3)2]
√

2|n1−n4|+|n2−n3|

3∑
j,k=0

√
[min(n1, n4)− j]![min(n2, n3)− k]!

[max(n1, n4)− j]![max(n2, n3)− k]!

∫ w

−w
dz1

∫ w

−w
dz2

{
ζ∗n1,p1,j

(z1)ζn4,p4,j(z1)

ζ∗n2,p2,k
(z2)ζn3,p3,k(z2)

∫ ∞
−∞

[
e−
√
k2x+( 2π

L )
2
(m4−m1)2|z1−z2|− 1

2
k2x−ikx( πL)(m1+m4−m2−m3)√

k2
x +

(
2π
L

)2
(m4 −m1)2(

sgn(n1 − n4)
2π

L
(m1 −m4)− ikx

)|n1−n4|

(
sgn(n2 − n3)

2π

L
(m2 −m3) + ikx

)|n2−n3|

L
(|n1−n4|)
min(n1,n4)−j

(
k2
x

2
+

2π2

L2
(m1 −m4)2

)
L

(|n2−n3|)
min(n2,n3)−k

(
k2
x

2
+

2π2

L2
(m2 −m3)2

)]
dkx

}
.

(3.19)

The bounds of the z-integral, ±w are the thickness of the 2DEG (2w) in units of

magnetic length.
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3.2 Interaction Pseudopotentials

When we consider the Kronecker delta, we may enforce the conservation of mo-

mentum on our interaction matrix. We may then express these matrix elements in

terms of specific combinations of our mi values, m = m4 −m1 and m′ = m1 −m2:

V n3,p3;n4,p4
n1,p1;n2,p2

(m,m′) =
e−2(πmL )

2

L
√

2|n1−n4|+|n2−n3|

3∑
j,k=0

√
[min(n1, n4)− j]![min(n2, n3)− k]!

[max(n1, n4)− j]![max(n2, n3)− k]!∫ w

−w
dz1

∫ w

−w
dz2

{
ζ∗n1,p1,j

(z1)ζn4,p4,j(z1)ζ∗n2,p2,k
(z2)ζn3,p3,k(z2)

∫ ∞
−∞

[
e−
√
k2x+( 2πm

L )
2
|z1−z2|√

k2
x +

(
2πm
L

)2

e−
1
2
k2x−ikx( 2π

L )(m+m′)

(
−sgn(n1 − n4)

2πm

L
− ikx

)|n1−n4|(
sgn(n2 − n3)

2πm

L
+ ikx

)|n2−n3|

L
(|n1−n4|)
min(n1,n4)−j

(
k2
x

2
+

2π2m2

L2

)
L

(|n2−n3|)
min(n2,n3)−k

(
k2
x

2
+

2π2m2

L2

)]
dkx

}
. (3.20)

Examining the kx integral (in square brackets) we must consider the character of the

integrand whenm = 0 and as kx → 0, where it seems the denominator
√
k2
x +

(
2πm
L

)2 →

0 as the numerator remains finite. When m = 0, the terms on the third line of the

above expression go as k
|n1−n4|+|n2−n3|
x , and thus our entire integrand is only singular

if |n1 − n4| = |n2 − n3| = 0. At this same point, our z-integrals which contain our

envelope functions ζ
(∗)
ni,pi,j

(z) also contain the exponential e−
√
k2x+( 2πm

L )
2
|z1−z2|, which

couples the z1 and z2 integrals. At m = 0 and kx → 0, this exponential goes to 1, and

the z integrals decouple. At this point, the envelope functions, which are orthogonal,
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only integrate to nonzero values when p1 = p4 and p2 = p3. At this point in order to

remove the singularity we must address the singular part
δm+m′,0δn1,n4δn2,n3δp1,p4δp2,p3

|kx| :

V n3,p3;n4,p4
n1,p1;n2,p2

(m,m′) =
e−2(πmL )

2

L
√

2|n1−n4|+|n2−n3|

3∑
j,k=0

√
[min(n1, n4)− j]![min(n2, n3)− k]!

[max(n1, n4)− j]![max(n2, n3)− k]!

∫ ∞
−∞

dkx

{
e−

1
2
k2x

(
e−ikx(

2π
L )(m+m′) − δm,0δn1,n4δn2,n3δp1,p4δp2,p3

)
√
k2
x +

(
2πm
L

)2(
−sgn(n1 − n4)

2πm

L
− ikx

)|n1−n4|(
sgn(n2 − n3)

2πm

L
+ ikx

)|n2−n3|

L
(|n1−n4|)
min(n1,n4)−j

(
k2
x

2
+

2π2m2

L2

)
L

(|n2−n3|)
min(n2,n3)−k

(
k2
x

2
+

2π2m2

L2

)
dkx∫ w

−w
dz1

∫ w

−w
dz2

[
e−
√
k2x+( 2πm

L )
2
|z1−z2|ζ∗n1,p1,j

(z1)ζn4,p4,j(z1)ζ∗n2,p2,k
(z2)ζn3,p3,k(z2)

]}
.

(3.21)

Changing variables in our kx integral to x = kx√
2

we have the following:

V n3,p3;n4,p4
n1,p1;n2,p2

(m,m′) =

e−2(πmL )
2

√
2L
√

2|n1−n4|+|n2−n3|

3∑
j,k=0

√
[min(n1, n4)− j]![min(n2, n3)− k]!

[max(n1, n4)− j]![max(n2, n3)− k]!

∫ ∞
−∞

dx

{e−x2 (e−ix(√2π
L

)
(m+m′) − δm,0δn1,n4δn2,n3δp1,p4δp2,p3

)
√

2x2 +
(

2πm
L

)2(
−sgn(n1 − n4)

2πm

L
− i
√

2x

)|n1−n4|(
sgn(n2 − n3)

2πm

L
+ i
√

2x

)|n2−n3|

L
(|n1−n4|)
min(n1,n4)−j

(
x2 +

2π2m2

L2

)
L

(|n2−n3|)
min(n2,n3)−k

(
x2 +

2π2m2

L2

)
dkx∫ w

−w
dz1

∫ w

−w
dz2

[
e−
√

2x2+( 2πm
L )

2
|z1−z2|ζ∗n1,p1,j

(z1)ζn4,p4,j(z1)ζ∗n2,p2,k
(z2)ζn3,p3,k(z2)

]}
.

(3.22)
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Because the wavefunction envelopes in the z-direction are calculated numerically on

a grid of spacing a = 2w
N

where N is adjusted to provide resolution as needed, the

z-integrals may also be calculated from those numerical results:

In3,p3;n4,p4
n1,p1;n2,p2

(x,m) =

∫ w

−w
dz1

∫ w

−w
dz2

[
e−
√

2x2+( 2πm
L )

2
|z1−z2|

× ζ∗n1,p1,j
(z1)ζn4,p4,j(z1)ζ∗n2,p2,k

(z2)ζn3,p3,k(z2)

]

≈ a2

N∑
α,β=0

e−
√

2x2+( 2πm
L )

2
|zα−zβ |ζ∗n1,p1,j

(zα)ζn4,p4,j(zα)ζ∗n2,p2,k
(zβ)ζn3,p3,k(zβ) . (3.23)

This In3,p3;n4,p4
n1,p1;n2,p2

(x,m) can be calculated for various values of x and m, but we still

must evaluate the x integral, which is of the form, generally speaking:∫ ∞
−∞

e−x
2

f(x)dx . (3.24)

When f(x) is relatively well behaved, integrals of this form may be numerically eval-

uated using Gauss-Hermite quadrature:∫ ∞
−∞

e−x
2

f(x)dx =
n∑
q=1

wqf(xq) +Rn

wq =
2n−1n!

√
π

n2[Hn−1(xq)]2
Rn =

n!
√
π

2n(2n)!
f (2n)(ξ) (−∞ < ξ <∞) . (3.25)

The wq are our weights, the remainder is Rn which is typically small, and the abscissas

xq are the q’th zero of the Hermite polynomial Hn(x), which can be either determined

analytically for small n or solved for numerically. In general, choosing a larger value
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Figure 3.1. Haldane pseudopotentials V (m,m′ = 0) for n1 = n2 = n3 =
n4 = 0, for N = 8 interacting holes (m = −22, . . . , 22). Note that
V (0, 0) = 0, and the value of V quickly drops for |m| > 1.

of n in the above finite sum will allow the sum to converge to the integral’s value,

thus we may rewrite our interaction matrix

V n3,p3;n4,p4
n1,p1;n2,p2

(m,m′) =

e−2(πmL )
2

√
2L
√

2|n1−n4|+|n2−n3|

3∑
j,k=0

√
[min(n1, n4)− j]![min(n2, n3)− k]!

[max(n1, n4)− j]![max(n2, n3)− k]!

n∑
q=0

{wq (e−ixq(√2π
L

)
(m+m′) − δm,0δn1,n4δn2,n3δp1,p4δp2,p3

)
√

2x2
q +

(
2πm
L

)2(
−sgn(n1 − n4)

2πm

L
− i
√

2xq

)|n1−n4|(
sgn(n2 − n3)

2πm

L
+ i
√

2xq

)|n2−n3|

L
(|n1−n4|)
min(n1,n4)−j

(
x2
q +

2π2m2

L2

)
L

(|n2−n3|)
min(n2,n3)−k

(
x2
q +

2π2m2

L2

)
In3,p3;n4,p4
n1,p1;n2,p2

(xq,m)

}
. (3.26)

where wq and xq are defined above in Eq. (3.25).
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With this expression we have a reasonable ability to calculate interaction between

a number of holes on the order of N = 10 as a function of m and m′. These matrix

elements are referred to in the literature as pseudopotentials, or Haldane pseudopo-

tentials (shown in FIG. 3.1). The value of V tends to drop off sharply for |m| > 1,

and is nonexistent for m = m′ = 0.1 Our strategy now is to find an appropriate basis

in which to diagonalize our interaction effects, so as to see the energy spectrum near

the ground state of our two-dimensional hole liquid system.

1For computational simplicity, it should be noted that one may use a synthetic pseudopotential by
setting V (m,m′) = δ|m|,1 with the proper scaling to see some of the structure of the interaction
spectrum.
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4. THE CONFIGURATION-INTERACTION APPROACH

4.1 Center of Mass/Momentum Basis for Interaction Calculation

Our approach to a basis in which to diagonalize the Coulomb interaction pseu-

dopotential effects in our two-dimensional hole liquid is what we will refer to as a

center of momentum (COM) basis (following Ref. [72]). It has been alternative or

more generally termed a configuration-interaction calculation, a method of common

use in physics and chemistry for calculating interactions in microscopic systems [61].

The N−particle basis consists of the various combinations of momentum quantum

numbers mi for which the sum of is some given number M , i.e.

N∑
i=1

mi = M . (4.1)

This basis can be expressed either in an occupation basis |n0, n1, . . . , nNs〉 where ni

is the number of holes in the state with momentum quantum number m = i (where

0 ≤ m ≤ Ns). It could alternatively be expressed in the form |m1,m2, . . . ,mN〉,

where the mi are just the momentum quantum numbers of each of the holes. Because

of the Pauli exclusion principle, the mi must be distinct.

The problem we are approaching is similar to the computer science question of the

k-subset sum problem, in which one finds the subsets of a certain set of elements with

length k that all have a common sum M . Our k is the number of particles N , and our

set from which we build our subsets is the possible m values that our holes might have

for N particles1 such that their sum is M . Given the repulsive nature of the Coulomb

interaction, it is reasonable to assume the ground state to be the most evenly spaced

subset. With this assumption we can form the hypothesis that the ground state energy

occurs for the state, in occupation basis |1, 0, 0, 1, 0, 0, . . . , 0, 1, 0, 0, 1〉 or in the {mi}
1Recall from the previous section on interactions that the m values vary between 0, 1, . . . , Ns where
Ns = ν−1N − 2 for the cylindrical geometry.
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basis, |0, 3, 6, . . . , Ns − 1 = 3(N − 1)〉, for the cylinder with N holes. Our motivation

from this comes from the form of the x−dependent portion of the wavefunction,

which are Hermite functions (Eq. 2.3), the eigenfunctions of a harmonic oscillator

potential, but centered at the various locations ky = 2πm
L

. This state exhibits the

largest possible separation between respective holes. This state has a total momentum

quantum number

ML =
N∑
i=1

mi = 0 + 3 + 6 + . . .+ 3(N − 1) =
N∑
i=1

3(i− 1)

= 3

(
N∑
i=1

i−
N∑
i=1

1

)
= 3

(
N(N + 1)

2
−N

)
=

3

2
N(N − 1) . (4.2)

This gives, for example, N = 6 particles, a total momentum quantum number ML =

45, and N = 10 particles, ML = 135, etc. Our hypothesis is that this will be the

ground state of our system after applying interaction effects, and that this should

then have high overlap with the Laughlin state for N particles.

If we look for other states with M = ML, we will find that there are many,

many such states, that number increasing wildly for increasing N . For instance, with

N = 6 particles, there are 338 states with M = ML = 45, but with N = 10 particles,

ML = 135, the number of states with the same M is 246, 448. The number of states

with the “Laughlin” sum ML seems to be a symmetric maximum, decreasing with a

variation in M in either direction from ML. The computational problem of generating

all the necessary subsets to form a basis for a given N,M is significant, but will be

set aside in this work.

Once the subset is generated, the next step is to calculate interaction matrix

elements in a basis of these subsets. Again, one may see why the number of subsets

increasing quickly is a computation challenge, with the interaction matrix going from

338× 338 to 246, 448× 246, 448 for N = 6 to N = 10 particles, effectively increasing

the number of matrix elements from 105 to 1010−1011. That said, with suitably sparse

matrices, there are methods for procuring a diagonalization for at least a significant

subset of the eigenvalues of these matrices.
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At this point we must examine the structure of this interaction matrix. The

elements will be of the form

〈m′1,m′2, . . . ,m′N | V̂C(r1, r2, . . . , rN) |m1,m2, . . . ,mN〉 , where V̂C =
N∑
i<j

1

|ri − rj|
.

(4.3)

The state |m1,m2, . . . ,mN〉 = |{mi}N〉 is a Slater determinants of the single particle

wavefunctions with momentum quantum numbers {mi},

|m1,m2, . . . ,mN〉 =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

Ψm1(r1) Ψm2(r1) . . . ΨmN (r1)

Ψm1(r2) Ψm2(r2) . . . ΨmN (r2)
...

...
. . .

...

Ψm1(rN) Ψm2(rN) . . . ΨmN (rN)

∣∣∣∣∣∣∣∣∣∣∣∣
. (4.4)

This equation can be written in a more compact form by making use of the per-

mutation group S(N) and its elements σ. For N = 3, a given subset, e.g. |0, 3, 6〉

would have permutations σ = [1, 2, 3], the identity, and positive permutations σ =

[3, 1, 2], [2, 3, 1] along with negative permutations σ = [1, 3, 2], [2, 1, 3], [3, 2, 1], for a

total of 6 permutations (the same as the number N !). The sign of the permutation

sgn(σ) is obtained by determining the number of times one must swap holes in order

to get from the identity to the desired σ permutation. The Slater determinant for a

general N hole state can then be written

|m1,m2, . . . ,mN〉 =
1√
N !

∑
σ∈S(N)

(
sgn(σ)

N∏
i=1

Ψmi(rσi) .

)
. (4.5)
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The above example |0, 3, 6〉 then has the Slater determinant form

|0, 3, 6〉 =
1√
3!

∑
σ∈S(3)

(
sgn(σ)

3∏
i=1

Ψmi(rσi)

)

=
1√
3!

[
sgn([1, 2, 3])Ψ0(r1)Ψ3(r2)Ψ6(r3)

+ sgn([2, 3, 1])Ψ0(r2)Ψ3(r3)Ψ6(r1) + sgn([3, 1, 2])Ψ0(r3)Ψ3(r1)Ψ6(r2)

+ sgn([1, 3, 2])Ψ0(r1)Ψ3(r3)Ψ6(r2) + sgn([2, 1, 3])Ψ0(r2)Ψ3(r1)Ψ6(r3)

+ sgn([3, 2, 1])Ψ0(r3)Ψ3(r2)Ψ6(r1)

]
=

1√
6

[
Ψ0(r1)Ψ3(r2)Ψ6(r3) + Ψ0(r2)Ψ3(r3)Ψ6(r1) + Ψ0(r3)Ψ3(r1)Ψ6(r2)

−Ψ0(r1)Ψ3(r3)Ψ6(r2)−Ψ0(r2)Ψ3(r1)Ψ6(r3)−Ψ0(r3)Ψ3(r2)Ψ6(r1)

]
. (4.6)

With this notation, a general element in the interaction matrix from Eq. 4.3 has

the form

〈m′1,m′2, . . . ,m′N | V̂C(r1, r2, . . . , rN) |m1,m2, . . . ,mN〉 =

= 〈{m′i}N | V̂C |{mj}N〉 =
1

N !

∑
σ′∈S(N)

∑
σ∈S(N)

sgn(σ′)sgn(σ)

×
∫ ( N∏

i=1

Ψ†m′i
(rσ′i)

)
N∑
α<β

1

|rα − rβ|

(
N∏
j=1

Ψmj(rσj)

)
dNr . (4.7)

If we pick the two states Ψ
(†)
m

(′)
i

(r
σ
(′)
i

) from each of the products within the integrand

in Eq. 4.7 for which the coordinate matches those coordinates in the interaction

and separate that integral from those that go over the non-interacting coordinates

(for that particular term), we can write two distinct parts of the interaction matrix

element. We will choose to signify the coordinates from the term in the sum that we

have arbitrarily picked as rδ and rγ, and display that single term from the sum in the

interaction:

sgn(σ′)sgn(σ)

N !

∫ ( N∏
i 6=k,l

Ψ†m′i
(rσ′i)

)(
N∏

j 6=q,r

Ψmj(rσj)

)
d(N−2)r

×
∫

Ψ†m′k
(rγ)Ψ

†
m′l

(rδ)
1

|rγ − rδ|
Ψmq(rδ)Ψmr(rγ)drδdrγ . (4.8)
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Given this term, it should be noted that a second, almost identical term exists,

except the coordinates are switched for the non−† wavefunctions.2 The sgn(σ) for

this term with swapped coordinates differs from the expression in Eq. 4.8 by exactly

one permutation, and so it picks up a minus sign relative to the term in Eq. 4.8, i.e.

sgn(σ′)sgn(σ)

N !

∫ ( N∏
i 6=k,l

Ψ†m′i
(rσ′i)

)(
N∏

j 6=q,r

Ψmj(rσj)

)
d(N−2)r

×

[∫
Ψ†m′k

(rγ)Ψ
†
m′l

(rδ)
1

|rγ − rδ|
Ψmq(rδ)Ψmr(rγ)drδdrγ

−
∫

Ψ†m′k
(rγ)Ψ

†
m′l

(rδ)
1

|rγ − rδ|
Ψmq(rγ)Ψmr(rδ)drδdrγ

]
. (4.9)

The elements of σ and σ′, which we’ve labeled σj and σ′i, are different permutations

of the same set of consecutive integers from the permutation group S(N), and thus

we may assume that within the products in the first integral of Eq. 4.9, the same

coordinates will be present. For all terms for which the corresponding coordinates in

the first integrand in this equation are paired with non-identical m′i,mj values, the

first integral, and thus the whole term, will vanish due to the orthogonality of the

wavefunctions. For the remaining terms in which for any σ′i = σj, the corresponding

m values obey m′i = mj, the orthonormality of the wavefunctions will cause the

first integral to evaluate to unity, leaving only the sgn(σ) term and the interaction

integrals to evaluate. If the only non-zero terms of the sort represented in Eq. 4.9 are

those for which these conditions are satisfied, then we can start to see that a matrix

made up of sums of these elements will have many zero entries. In fact, we have

suggested here that the only terms that do not vanish are the ones for which at least

N − 2 of the N values of m for each of the states are identical. Additionally, given

the requirement of the conserved COM (Eq. 4.1) the remaining two terms inside the

interaction integrals have somewhat strict requirements that they are either equal

(either m′k = mq, and m′l=mr, or alternatively m′k = mr and m′l = mq) or that they

2Either the † or non−† terms could swap coordinates, but it is redundant to swap both, and addi-
tionally, the α < β requirement from the original sum in Eq. 4.7 prevents the double-swapped term
from existing.
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are completely distinct, but still add up to the same number (since all other values

of m are equal and the remainder of the sum M is the same for both terms). In

the former case in which the m quantum numbers are respectively equal, the term

in question must be a diagonal element in which {m′i} = {mj}. In the latter case in

which the interacting terms are distinct, this is an off-diagonal matrix element. The

off-diagonal term reduces when non-zero to the expression

sgn(σ′)sgn(σ)

N !
[V (m′k −mr,m

′
k −mq)− V (m′k −mq,m

′
k −mr)] , (4.10)

where the V (m,m′) are the interaction matrix elements from Section 3. When the

term is a diagonal term, additional non-zero elements must be considered, since there

will be multiple terms in the interaction potential for which a term of the form in Eq.

4.9 can be written. This diagonal term will then take the form

1

N !

∑
α<β

[V (mα −mα,mα −mβ)− V (mα −mβ,mα −mα)]

=
1

N !

∑
α<β

[V (0,mα −mβ)− V (mα −mβ, 0)] . (4.11)

The sgn(σ) term can disappear because [sgn(σ)]2 = 1 for any permutation, and

the only non-zero terms in the diagonal elements will be the ones with the identical

permutation σ, and those with exactly one swapped element (the first and second

terms in Eq. 4.11, respectively).

The structure of the diagonal and off-diagonal elements of the interaction matrix

in the conserved COM basis can be executed computationally, and eigenvalues can

be found via direct or numerical methods, depending on the size of the matrix.3

3Recall that the number of subsets of size N with sum M grow very quickly with increasing N and
M , and thus the number of elements that must be calculated, though much smaller than the number
of subsets squared, also increases with N and M .
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4.2 Parabolic Confinement and the Gap

It is prudent at this juncture to note that the sample we have constructed to

interact on the cylinder is limited in the circumferential direction to a length L, but

is not physically limited in the length direction, at least mathematically.4 To formally

confine the holes, we can introduce a synthetic confinement potential of a shape that

we choose, in this case, a 1D parabolic confinement

V̂conf (r1, . . . , rN) = a
N∑
i=1

x2
i . (4.12)

We must either inject this potential into the original Hamiltonian on the diagonal

elements and then reevaluate the single-particle solution, or we may investigate the

matrix elements of this interaction in the COM basis from Section 4. The former

destroys the structure of our interaction picture, so let us investigate the matrix

elements of V̂conf in the basis of conserved COM.

Our matrix elements have the form

〈{m′i}| V̂conf |{mj}〉 =
∑

σ′∈S(N)

∑
σ∈S(N)

sgn(σ′)sgn(σ)

N !

×
∫ ( N∏

i=1

Ψ†m′i
(rσ′i)

)(
a

N∑
k=1

x2
k

)(
N∏
j=1

Ψmj(rσj)

)
dNr , (4.13)

following the notation from Section 4. Again, we may investigate terms in the sum

over k in the integrand in Eq. 4.13 individually in order to ascertain whether some

may be zero due to orthogonality requirements. One such term is

a
sgn(σ′)sgn(σ)

N !

∫ ( N∏
i 6=k

Ψ†m′i
(rσ′i)

N∏
j 6=l

Ψmj(rσj)

)
d(N−1)r

∫ (
Ψ†m′k

(rγ)x
2
γΨml(rγ)

)
drγ .

(4.14)

Again, the first integrand will integrate to zero unless for corresponding coordinates,

the m values are equal, in which case the integral will evaluate to unity. In this case

4Some constraint on this direction has been made indirectly, through the limiting of the quantum
number m to values between zero and Ns inherently cuts the Hilbert space the wavefunctions occupy,
and effectively cuts the length of the cylinder.
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the m values in the second integrand must be equal, so as to abide by the conserved

M (Eq. 4.1).

We must evaluate this second integral in order to determine the matrix elements

of confinement. They take the form

(Vconf )
n1,m1,p1
n2,m2,p2

= a
sgn(σ′)sgn(σ)

N !

∫ (
Ψ†n1,m1,p1

(r)x2Ψn2,m2,p2(r)
)
dr

=
a

L

∫ 3∑
j=0

x2√
2n1+n2−2j(n1 − j)!(n2 − j)!π

ζ∗n1,p1,j
(z)ζn2,p2,j(z)e−i

2π
L

(m1−m2)y

× e−
1
2(x− 2πm1

L )
2
− 1

2(x− 2πm2
L )

2

Hn1−j

(
x− 2πm1

L

)
Hn2−j

(
x− 2πm2

L

)
dr . (4.15)

Since we’ve required that m1 = m2 = m we can evaluate the y−integral to L, as

the integrand is 1, over the domain of integration y ∈ [0, L). This leaves the x− and

z−integrals

(Vconf )
n1,m,p1
n2,m,p2

=
a√
π

3∑
j=0

1√
2n1+n2−2j(n1 − j)!(n2 − j)!

∫ w

−w
ζ∗n1,p1,j

(z)ζn2,p2,j(z)dz

×
∫ ∞
−∞

[
e−(x− 2πm

L )
2

x2Hn1−j

(
x− 2πm

L

)
Hn2−j

(
x− 2πm

L

)]
dx . (4.16)

The z−integrals are over the quantum well, and are over an orthogonal set of functions

ζj(z), so this integral returns δn1,n2δp1,p2 . We make the change of variable u = x− 2πm
L

and the substitutions for simplicity α = n1 − j, β = n2 − j and our matrix elements

become

(Vconf )
n1,m,p1
n2,m,p2

=
a√
π

3∑
j=0

δp1,p2√
2n1+n2−2j(n1 − j)!(n2 − j)!

×
∫ ∞
−∞

Hα(u)Hβ(u)

(
u2 +

4πm

L
u+

4π2m2

L2

)
e−u

2

du

=
a√
π

3∑
j=0

δp1,p2√
2n1+n2−2j(n1 − j)!(n2 − j)!

×
∫ ∞
−∞

Hα(u)Hβ(u)

(
1

4
H2(u) +

1

2
H0(u) +

4πm

L

(
1

2
H1(u)

)
+

4π2m2

L2

)
e−u

2

du ,

(4.17)
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where we have expressed u2 and u in terms of Hermite polynomials. Since H0(u) =

1, we can consolidate the second and fourth terms within the parentheses in the

integrand in Eq. 4.17 and separate the integrals:

(Vconf )
n1,m,p1
n2,m,p2

=
a√
π

3∑
j=0

δp1,p2√
2n1+n2−2j(n1 − j)!(n2 − j)![

1

4

∫ ∞
−∞

Hα(u)Hβ(u)H2(u)e−u
2

du+
2πm

L

∫ ∞
−∞

Hα(u)Hβ(u)H1(u)e−u
2

du

+

(
1

2
+

4π2m2

L2

)∫ ∞
−∞

Hα(u)Hβ(u)e−u
2

du

]
. (4.18)

From Gradshteyn and Ryzhik (1943) Eqn. [7.375.1] [71] we have∫ ∞
−∞

e−x
2

Hk(x)Hm(x)Hn(x)dx =
2
m+n+k

2 π1/2k!m!n!

(s− k)!(s−m)!(s− n)!
, (4.19)

for 2s = m+ n+ k even. For odd m+ n+ k the integral evaluates to zero. With this

formulation our expression in Eq. 4.18 evaluates to

(Vconf )
n1,m,p1
n2,m,p2

=
a√
π

3∑
j=0

δp1,p2√
2n1+n2−2j(n1 − j)!(n2 − j)![

1

4

2
α+β+2

2
√
π 2! α! β!(

α+β
2
− 1
)
!
(
β−α

2
+ 1
)
!
(
α−β

2
+ 1
)
!

+
1

2

(
4πm

L

)
2
α+β+1

2
√
π 1! α! β!(

α+β
2
− 1

2

)
!
(
β−α

2
+ 1

2

)
!
(
α−β

2
+ 1

2

)
!

+

(
1

2
+

4π2m2

L2

)√
π 2αα!δα,β

]
.

(4.20)



41

It must be understood that the first term will be zero unless α + β is even, and the

second term must be zero unless α+β is odd. Thus we have, after some simplification,

and resubstituting,

(Vconf )
n1,m,p1
n2,m,p2

= a
3∑
j=0

δp1,p2√
2n1+n2−2j(n1 − j)!(n2 − j)![(

1

2
+

4π2m2

L2

)
2n1−j(n1 − j)!δn1,n2 + 2

n1+n2−2j−2
2 (n1 − j)!(n2 − j)!

×


2

(n1+n2−2j
2

−1)!(n2−n12
+1)!(n1−n22

+1)!
for n1 + n2 even

4πm
L

√
2

(n1+n2−2j
2

− 1
2)!(n2−n12

+ 1
2)!(n1−n22

+ 1
2)!

for n1 + n2 odd

]
(4.21)

Applying this term to the diagonal elements of the interaction matrix from Section

4 for each mi in the diagonal term, we can examine the effect of the imposition of the

parabolic confinement on the ground state and gap. FIG. 4.1 shows a gap appearing

for several values of the confinement parameter aconf , namely at aconf ≈ 0.07 (in

some units), where we observe a gap of ∆E ≈ 0.015EC , where EC is the Coulomb

energy (here about 7 meV ), thus our gap is on the order of ∆E ≈ 0.105 meV , or

1.2 K. It is possible that the reopening gap phenomenon indicates that while the

parabolic confinement coefficient is increased or decreased, the energy levels of the

parabolic potential begin to move the system out of the condensed FQHE state and

into an ungapped state. The system then recondenses at the higher aconf into a

higher ν∗ state (i.e. transitioning from ν = 1
3

to 2
5

[72]). The wavefunction of the

ground state in the region of the large gap (aconf ≈ 0.07) is confirmed to be in large

part similar to the Laughlin-like wavefunction of maximal particle separation, i.e. for

N = 4 particles as in the calculations for Fig. 4.1, we see maximal occupancy of the

m = 0, 3, 6, 9 states in a sample with possible occupancy in m = 0, . . . , 9. With both

n = 0, 3 states present, we see the occupancy being split fairly equally between all

possible configurations of two particles in n = 3, two particles in n = 0.
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Figure 4.1. Lowest ten energy eigenvalues of the COM basis interaction
matrix for M = 13, . . . , 23, with N = 4 particles, with parabolic confine-
ment term added on diagonal elements. Gap is absent at aconf = 0, then
appears with increasing value of the confinement strength. Smaller gap
reappears at lower and higher aconf , possibly indicative of other FQHE

ground states [72]. Energy scale plotted in units of Coulomb energy e2

εlb
which at this field is EC ≈ 7 meV .
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5. SUPERCONDUCTIVITY: THE REAL-SPACE

BOGOLIUBOV FORMALISM

5.1 The Bogliubov-de Gennes Equations for Superconductivity

Our goal is to introduce a pairing potential via a superconductive proximity ef-

fect at some location in our sample, wherein we might observe novel quasiparticle

formation. In order to realize this, we must investigate our sample in the context of

a superconducting gap, by injecting the Bogoliubov formalism to characterize super-

conducting excitations. It has been shown in [73] that a normal superconductor can

induce a proximity effect in the valence band, thus generating a pair potential for

holes in materials like GaAs. The excitations we examine take the familiar form of

Cooper pairs made up of hole and antihole pairs within our system.1 This formalism

suggests an effective Hamiltonian in terms of the field operators

Ψ̂(r, σ) =
∑
k

eik·râk,σ

Ψ̂†(r, σ) =
∑
k

e−ik·râ†k,σ

(5.1)

where the subscript σ is the spin index, which for electrons can be ↑ or ↓, but which in

principle for holes can be Jz or sz = −3
2
,−1

2
, 1

2
, 3

2
, or some linear combination therein,

which is in fact the case for our system, which finds the two lowest-lying energy states

in the n = 0, 3 configurations, with z−projection of pseudospin sz,n=0 = 3
2
, sz,n=3 ≈

−3
2
. We will regard these two energy states as lying considerably farther from the

nearest excitations than from one another, especially near their crossing point. The

hole creation and annihilation operators for momentum k and spin σ are â†k,σ, âk,σ

1The derivation in this section draws from Refs. [74, 75], adapted to our system.
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(âk,σ may also be thought of as an antihole creation operator), which follow the

fermionic anti-commutation relations:{
â†k,σ, âk′,σ′

}
= δk,k′δσ,σ′

{âk,σ, âk′,σ′} = 0{
â†k,σ, â

†
k′,σ′

}
= 0

(5.2)

The field operators Ψ̂(r, σ), Ψ̂†(r, σ) thus share the fermionic-like commutation rela-

tions, with the added position-space delta-function:{
Ψ̂(r, σ), Ψ̂†(r′, σ′)

}
= δσ,σ′δ(r− r′){

Ψ̂(r, σ), Ψ̂(r′, σ′)
}

= 0{
Ψ̂†(r, σ), Ψ̂†(r′, σ′)

}
= 0

(5.3)

In the basis of these field operators we can write the effective Hamiltonian for the

system:

Heff =

∫ {∑
σ

Ψ†(r, σ)H0Ψ(r, σ) + ∆(r)Ψ†(r, ↑)Ψ†(r, ↓) + ∆∗(r)Ψ(r, ↑)Ψ(r, ↓)

}
dr,

(5.4)

where ∆(r) is the number that replaces field operators by their mean-field values

∆k(r) = V 〈Ψ(r, ↑)Ψ(r, ↓)〉, and H0 is the hole energy in magnetic and electric fields

discussed previously:

H0 = HL + eEz(x)z + eEx,σx− µ+
1

2

∑
i,j

e2

ε|ri − rj|
(5.5)

with the Luttinger hamiltonian HL, chemical potential µ, the top gate-induced elec-

tric field Ez, and the resulting energy-imbalance-created effective electric field in the

x−direction:

Ex,σ ≈
∆εσ
e∆x

, (5.6)

where ∆x is the approximate distance between the two gated regions (or the gated

and ungated region), and ∆εσ is the energy change that a particle in the spin state

σ experiences moving between these regions, which can be tuned using the gate



45

controlled Ez as in Fig. 2.6. The difference between these energy changes is what

gives rise to distinct drift velocities and corresponding shifts in the center of the

wavefunctions of the n = 0, 3 ground states.

We specifically locate the region in which the two states are degenerate or nearly

so, i.e. HL + eEz(x)z values are equal (at the crossing location in Fig. 2.8), and thus

in our effective model can be disregarded. The eEx,σx term contributes the amount

eEx,σL
(
ky − vσ

ωc

)
, where the drift velocity is vσ = − cEx,σ

B
, and the interaction energies

can be computationally determined subsequently [76].

We can also determine the value of the mean field pair potential term ∆k(r), the

term corresponding to which in Eq. 5.4, it should be noted, does not conserve particle

number, given that it is the amplitude associated with the introduction of a Cooper

pair (or annihilation in the case of the Hermitian conjugate). In our model we will

assume that the superconducting gap ∆(x, y) is not a function of position but can be

thought of as a constant, at least in a small region of interest. In that case the term

∆k(r) can be written:

∆k(r) = V 〈Ψ(r, ↑)Ψ(r, ↓)〉 = V∆

∫
Ψ0(r)Ψ3(r)dr

= V∆

∫ w
2

−w
2

ζn=0,p=0(z)ζn=3,p=0(z)dz

× 1√
48

(
2ky −

1

ωc
(v0 − v3)

)3

e−(2ky− 1
ωc

(v0−v3))
2
/4 (5.7)

If we remove the volume prefactor and isolate the ky = 0 term, what remains is

∆k(r) =
∆

4
√

3

(
v3 − v0

ωc

)3

e−( v3−v02ωc
)
2
∫ w

2

−w
2

ζn=0,p=0(z)ζn=3,p=0(z)dz, (5.8)

where the z−integral must be performed numerically over the envelope wavefunctions

in the z−direction. The quantum number n refers to the Landau Level index of the

hole wavefunction, and the p = 0, 1, 2, 3 quantum number indexes the four-vector of

the individual solution.

For our purposes we must utilize pseudospin-dependent Bogoliubov-de Gennes

(B-dG) equations, since the two states we consider have different energies H0 due to
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the different effective electric fields Ex they experience in the x−direction due to the

gradient of the two states’ energies as a function of the spatial variable that spans

the direction perpendicular to the boundary between the different Ez−field regions

(Eq. 5.6). This leads us to search for new quasiparticle operators which will replace

the hole/antihole creation and annihilation operators. These new quasiparticles will

serve to diagonalize the effective Hamiltonian in Eq. 5.4 [74,75]. These new operators

take the form (from [74])

Ψ̂(r ↑) =
∑
n

(
γn↑un(r)− γ†n↓v

∗
n(r)

)
Ψ̂(r ↓) =

∑
n

(
γn↓un(r)− γ†n↑v

∗
n(r)

)
,

(5.9)

where the new γ
(†)
n operators create quasiparticle excitations in some state n, which

we will take to be indexed by our pseudospin n = 0, 3 or ↑, ↓. In the basis of these

“position-dependent eigenfunctions” u↑/↓(r) and v↑/↓(r), we can write our Bogoliubov-

de Gennes equations with pseudospin-indexing subscripts. These u↑/↓(r) and v↑/↓(r)

are a position-space analogy of the momentum space uk and vk from the BCS the-

ory, which are coefficients of Cooper pair creation and vacuum terms in the BCS

wavefunction, respectively.

εu↑(r) = H0,↑u↑(r) + ∆k(r)v↑(r)

εv↑(r) = −H0,↑v↑(r) + ∆∗k(r)u↑(r)

εu↓(r) = H0,↓u↓(r) + ∆k(r)v↓(r)

εv↓(r) = −H0,↓v↓(r) + ∆∗k(r)u↓(r),

(5.10)

Our equations can be written in a matrix form as
H0,↑ 0 ∆k 0

0 H0,↓ 0 ∆k

∆∗k 0 −H0,↑ 0

0 ∆∗k 0 −H0,↓




u↑

u↓

v↑

v↓

 = ε


u↑

u↓

v↑

v↓

 , (5.11)
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which has solutions

ε↑,± = ±
√

(H0,↑)
2 + |∆k|2

ε↓,± = ±
√

(H0,↓)
2 + |∆k|2

(5.12)

with corresponding amplitudes
u↑

u↓

v↑

v↓

 =



H0,↑±
√

(H0,↑)
2
+|∆k|2

∆∗k

0

1

0

 ,


0

H0,↓±
√

(H0,↓)
2
+|∆k|2

∆∗k

0

1

 , (5.13)

respectively, which might be thought of as the linear combinations that give rise to

our quasiparticle excitations.

Our self-consistent treatment within this formalism shows that the single-particle

energies as well as interaction effects can be taken into account when determining the

value of ∆k for our system, and that the quasiparticle energies ε↑/↓,± of our system

might introduce a gap in proper conditions. We will consider various values of ∆k

for our final results, in order to monitor for the vanishing and reintroduction of the

gap parameter as a function of the superconducting gap energy, i.e. tuning the ε↑/↓,±

levels in a region close to the Fermi level [17].

5.2 Inducing Superconductivity on a Pseudospin-Separated Fractional

Quantum Hall State

Interest and investigation into hybrid quantum Hall effect and superconducting

systems began in the early 1990s, when proximity superconducting coupling to in-

teger quantum Hall edges was considered in [77, 78]. Our goal here is to investigate

proximity effects in Fractional quantum Hall state of holes. Given that we have shown

evidence for possible co-propagating edge states in a sample between gated and un-

gated regions in this section, it is clear that the relative velocities (v3−v0) make up a

portion of the ∆k term (Eq. 5.8). Modifying our system for computational simplicity
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is merely a matter of modifying this relative velocity term, and given the freedom

to manipulate the ∆k term that we will later take, this modification is likely not

deleterious to our result. With that said, we will eschew the structure of our system,

half in no external electric field, half gated as given by Fig. 2.6, in favor of a simpler

energetic structure that will benefit our interaction calculations, given by Fig. 5.1.

n=3,↓
n=0,↑

-100 -50 0 50 100
x(nm)

3.13

3.14

3.15

3.16
ϵ(meV)

Synthetic energy transition between Eg=0 on left and Eg=6kV/cm on right

0												1												2												3

6												7												8												9

6												7												8												9

0												1												2												3

4												5

ϵ(meV)

x(nm)

Figure 5.1. Ground state crossing in a synthetic symmetric system, where
energy splitting between ↑ and ↓ states is of the same order as that created
in Ez = 0 or Ez = 6kV

cm
.

In order to shift our system of interacting holes on a cylinder into one in which

we might induce a superconductivity effect, we choose a sample number of particles

to start. In this work we begin with N = 4 holes, and we set up our system’s

parameters in such a way that it should be in the ν = 1
3

FQHE state with the given

applied magnetic field and particle density (see Section 3.1). For our system we have

chosen our magnetic field value to be Bz = 2.55 T , our quantum well width is 200 Å,

and the “right” half of our system is under an externally applied gate-controlled DC

electric field of Ez = 6kV
cm

. With these considerations in mind, our cyclotron energy

is ~ωc ≈ 0.3 meV , and our Coulomb energy is on the order of e2

εlB
≈ 7 meV .
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If we assume that we might neglect the upper branches of Fig. 5.1, we may form a

curated basis in the configuration-interaction scheme in which the available states for

N = 4 particles have momentum quantum numbers mi = 0, . . . , 9, where m ∈ [0, 3]

may only be ↑, m ∈ [6, 9] may only be ↓, but due to the near-degeneracy in the center

of our sample, m = 4, 5 may be both ↑ and ↓. To simulate the crossing we put a

small energy tax for particles to occupy the m = 4, 5 states, we do not allow the upper

branches’ states to be part of our basis for simplicity’s sake, and then we allow the

particles within this new basis to interact, and we numerically calculate the energies

and wavefunctions in the same basis and with the same methods as in Section 4.2,

with the caveat that the wavefunctions used for the n = 3 states used to calculate

the pseudopotentials should be those with the external gate field Ez applied (see Fig.

2.3), but those in the n = 0 state should be in Ez = 0.

Our first goal is to recover a Laughlin-like ground state of maximal particle sepa-

ration in our system to show that the system remains in the FQHE ground state even

under these modified conditions for specifically four particles, and we apparently do,

as shown in Fig. 5.2. We are reassured that the ground state near aconf ≈ 0.05, at

the location of the largest gap, recovers the character of the Laughlin-like repulsion,

with particles principally occupying states (σ,m) = (↑, 0), (↑, 3), (↓, 6), (↓, 9). Now

that we have demonstrated this particular ground state, we will relax the particle

number conservation on our system, and calculate the Coulomb interaction energies

of N = 2, 6 hole states. That said, these states will be calculated with all parameters

from the N = 4 hole state. The reason we choose these particular numbers is that

once we introduce superconductivity via some simulation of a proximity effect into

our system, the system must be able to move between states with more or fewer

Cooper pairs, provided the energy cost ∆k is paid (See Eq. 5.4). To that effect we

have calculated the interaction energies of our system with these higher and lower

occupancy states, as shown in Figs. 5.3 and 5.4.

The systems’ lowest lying states’ wavefunctions can then be joined into a new basis

in which we will begin to diagonalize our Bogoliubov-de Gennes effective Hamiltonian
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Figure 5.2. (top) Diagonalized Coulomb interaction matrix in curated
basis, with crossing simulated in center of sample, and spins selectively
populating the left (↑) and right (↓) (bottom) Same, with lowest lying
states shown in greater detail, after setting lowest state to ε = 0. Energies
shown in units of Coulomb energy.

(again, Eq. 5.4) ground states, which must be set to similar energy ranges by sub-

tracting the a charging energy proportional to N2
avg, where Navg is the average particle

occupancy for a certain state. The basis states that we have created are normalized

linear combinations of N = 2, 4, or 6 particle states, taking the general form

ΨN(r1, r2, . . . , rN) =
∑
i

cmi,1,mi,2,...,mi,NA
[
ψmi,1(r1)ψmi,2(r2) · · ·ψmi,N (rN)

]
, (5.14)
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Figure 5.3. Same as Fig. 5.2 but with N = 2 holes instead of 4.

0.002 0.004 0.006 0.008 0.010
aconf

-1.2

-1.0

-0.8

-0.6

-0.4

-0.2

ϵ

ϵ for N=6 holes in units of Coulomb energy for half-gated system as a function of aconf

0.002 0.004 0.006 0.008 0.010
aconf

0.005

0.010

0.015

0.020

0.025

0.030

0.035
ϵ

ϵ for N=6 holes in units of Coulomb energy for half-gated system as a function of aconf

Figure 5.4. Same as Fig. 5.2 but with N = 6 holes instead of 4.

where A is the antisymmetrization operator, acting on the single particle states ψm(r)

(essentially forming a Slater determinant, as shown in Eq. 4.5), and we can associate

|cmi,1,mi,2,...,mi,N |2 with the probability of finding our system in the N particle state

identified with that particular set of {mi} occupation numbers. The introduction

of superconductivity into this state requires that we introduce Cooper pair creation

and annihilation operators ∆kΨ
†(r, ↑)Ψ†(r, ↓), ∆∗kΨ(r, ↑)Ψ(r, ↓), as defined in Eq.

5.1. Practically speaking, this amounts to off-diagonal terms in the Bogoliubov-de

Gennes Hamiltonian between N,N − 2 or N,N + 2 states.

We limit the creation of Cooper pairs to states near the crossing region in our sys-

tem, simulating a short-range proximity effect of a superconducting wire placed in the

region directly next to the top-gated region, so that only Cooper pairs with combina-
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tions of states (σ1,m1;σ2,m2) = (↑, 4; ↓, 5), (↑, 5; ↓, 4), (↑, 3; ↓, 5), (↑, 4; ↓, 6), (↑, 3; ↓, 6)

are physically realized. The Cooper pair creation amplitude is manually tuned to be

largest for the m = 4, 5 Cooper pair states, presuming that the creation amplitudes

are smaller for more spatially separated states. We additionally add in a tunneling

amplitude for states with particles near the crossing point to be able to move into the

crossing region or all the way from one side of the system to the other, allowing the

pseudospin species to mix, and via their mixing create the quasiparticle excitations

we hope to observe. In addition to this consideration we subtract from our basis

states’ Coulomb interaction energies (H0) the charging energy associated with the

average number of particles in the individual states, proportional to N2. Charging

the diagonal term in the Hamiltonian has been similarly introduced in treatments

of superconductivity in finite-size electron systems [33, 79]. We choose to place the

Fermi energy or chemical potential µ in the neighborhood of some state, chosen arbi-

trarily to be one of the N = 2 states (arbitrary because we are in effect subtracting

a constant factor from the diagonal of our Hamiltonian). With these considerations,

our numerical calculations allow us to extract the eigenenergies of the Bogoliubov-de

Gennes Hamiltonian for a variety of values of ∆k, the superconducting gap parameter,

and locate a gapped energy spectrum in the region of our FQHE ground state where

the states are degenerate near the bottom of the gap, and enter the gap to close it in

the region of the critical value of ∆k, as shown in Fig. 5.5 [28,33,35].

Within Fig. 5.5 we see four degenerate states near the center of the gap at

∆k ≈ 1.5EC , and two other states that enter the gap quite separately at larger ∆k, so

we investigate the effects of increasing the tunneling parameter (see Fig. 5.6), where

we observe an anticrossing between these groups of states. While at present stage

the exact proof that these are parafermions, which requires numerical simulation of

the fractional Josephson effect, and much bigger number of particles, is not available,

Fig. 5.6 clearly demonstrates a connection of these mid-gap states. Furthermore,

significant change of tunneling does not affect energies of these states, which continue

to be in the middle of the gap, indicating a topologically non-trivial state, i.e. one that
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Figure 5.5. Energy plotted in units of Coulomb energy as a function of
∆k values in units of Coulomb energy. Gap at low values of ∆k can be
seen closing between the vertical lines, then reopening at higher values
of ∆k. This indicates a critical ∆k, as discussed in [17] in the region of
∆k ≈ 0.4 − 4.8EC ≈ 3 − 34 meV . Degenerate states enter the gap near
this critical ∆k, and also near higher ∆k where only two states enter gap,
indicated by red circles.

is robust under changes in ∆k. In addition, repulsion (anticrossing) of these states

can be interpreted, similar to repulsion between Majorana zero modes in numerical

simulation of Marorana fermions [23].

The three-fold degeneracy of in-gap states we observe in Fig. 5.6 near ∆k ≈ 3.5EC

seem to repel one another, forming anticrossings, indicating a connection between

them, as such a sign of the six-fold degeneracy shown in [79] and [33]. Of note,

systems with different topologies may differ in the number of degenerate states that

appear to close the gap [69]. In this region within the gap, quasiparticle creation and

annihilation does not cost energy, given that the states are degenerate at ε = 0, but

they are topologically protected from decay into other particles by their separation

from the top and bottom of the superconducting gap [35]. We also expect that in the

limit as the particle number N is increased toward the thermodynamic limit that the
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Figure 5.6. Energy plotted in units of Coulomb energy as a function of
∆k values in units of Coulomb energy, with increased tunneling param-
eter compared to Fig. 5.5. Anticrossings and robust state at center of
gap indicate desired connections between degenerate mid-gap states (red
circles).

expression of this degeneracy becomes more pronounced. This result underlines our

claim of this platform’s support for the detection of parafermion states, and serves

to demonstrate the fairly robust experimental setup to realize this, with magnetic

fields in the Bz ≈ 2.5 T range, gate controlled electric field of Ez = 6kV
cm

, resulting in

superconducting gap parameters in the low meV energy range.
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6. SUMMARY AND CONCLUSIONS

In this work we have established evidence of a new physically realistic parafermion-

supporting platform in a two-dimensional hole liquid in Gallium Arsenide. We dis-

cussed the single particle phenomena which lead to a spin transition within the ground

state of the hole system, modeled by the Γ8 Luttinger Hamiltonian, which we then

manipulated using gate-controlled DC electric fields in order to inlay our system with

a strong intrinsic spin-orbit effect. We used this system to numerically create many-

body interaction effects using physically realistic pseudopotential calculations, while

maintaining the system’s FQHE state therein.

After this, we utilized a proximity effect-induced pair production potential to cre-

ate a superconducting gap, which showed evidence of parafermionic energy signatures

in the closing and reopening gap as a function of the superconducting gap param-

eter ∆k, where the particles traversing the gap at certain values of the parameter

are identified as an onset of six-fold degenerate parafermion states. Spectra allow

identification of anticrossings between these states, similar to repulsion of Majorana

zero modes in quantum wires. The mid-gap states experience almost no changes in a

sizable interval of tunneling amplitudes, and thereby show signatures of topological

protection. These states are well-separated from states on either side of the gap. The

consequences of this theoretical realization are promising toward future experimental

detection and utilization of parafermions in hole systems. In the future, a more com-

putationally exhaustive analysis of the system’s properties under interference of the

gapped particles would serve as incontrovertible evidence of the parafermion state,

but a significantly higher particle number would certainly be necessary for this type

of analysis.

Future experimentation may be centered upon braiding operations upon these

hole-crossing-based parafermion systems in order to probe the quantum operations
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the system is capable of realizing, [80] e.g. the twisted-line junction in [81], or the

bilayer schematic with interlayer tunneling in [35]. These braiding operations produce

excitations called “genons”, which may have a rich class of quantum operations to

be realized. It could also be useful to manipulate the system using an in-plane mag-

netic field, which could manipulate transitions within our system by both modifying

the topological nature of the system as well as by directly manipulating the spin-

dependent spectrum [40, 82]. Further on, a two-dimensional array of parafermions

may generate Fibonacci anyon quasiparticles with universal braiding statistics [19,36].
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