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ABSTRACT

Vike, Nicole L. Ph.D., Purdue University, August 2019. Spectroscopic Investigation of
a Novel Traumatic Brain Injury Biomarker and Analysis of Neurometabolic Changes
in Youth American Football Athletes. Major Professor: Thomas M. Talavage.

Recent advances in Magnetic Resonance Imaging (MRI), a noninvasive imaging

technique, have spurred the exploration of poorly understood physiological phenom-

ena in vivo. Applications of MRI vary greatly, from anatomical evaluation to complex

functional analysis. The body of this dissertation presents four applications of MRI:

1) investigation of a novel traumatic brain injury (TBI) biomarker, 2) analysis of

position-specific head acceleration events on neurometabolic profiles in high school

football athletes, 3) the first reporting of neurometabolic changes in middle school

football athletes, and 4) a novel application of diffusion-weighted imaging (DWI) to

characterize implantable drug-delivery depots (Appendix A).

Magnetic resonance spectroscopy (MRS) is an MRI method used to evaluate the

metabolic profiles of tissues. Certain brain metabolites (N-acetyl aspartate, myo-

inositol, choline, creatine, and glutamate/glutamine) offer unique information regard-

ing brain homeostasis following TBI. When coupled with additional metrics, such as

head acceleration events recorded during collision-sport participation, the mechanisms

of neurophysiological changes can be further elucidated. Here, player position-specific

neurometabolic changes were evaluated in high school and middle school football ath-

letes. Striking differences were noted between linemen and non-linemen as well as high

school and middle school athletes.

However, in most clinical cases of TBI, information regarding head acceleration

events is unknown and baseline scans are not available. Therefore, it is critical to

evaluate candidate biomarkers which increase solely in response to injury. Acrolein,
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a toxic reactive oxygen species, has been shown to increase following injury to the

central nervous system in animal models. Hence, acrolein is a prime TBI biomarker

candidate and has been investigated using nuclear magnetic resonance and MRS at

7 Tesla.

Applications of MRI are not limited to the brain, or even tissues. Studies have

reported that up to 50% of patients fail to take their medications correctly - resulting

in disease progression and medication waste. In situ forming implants (ISFIs) offer an

alternative to oral dosage regimens but have not been validated in vivo. Using DWI,

ISFIs can be characterized noninvasively and their design can be refined, ultimately

improving patient outcomes.

Taken together, MRI is powerful tool that can be used to investigate a wide

range of physiological questions. Chapters 2-4 will emphasize efforts to improve TBI

diagnostics and better understand neurometabolic changes in youth football athletes.

Appendix A offers insights into the DWI-guided characterization of in situ forming

implants.
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1. INTRODUCTION

Magnetic Resonance Imaging (MRI) is a safe and noninvasive medical diagnostic tool

with vast applications in scientific research. MRI methods can range from anatomi-

cal investigation to complex analysis of white matter tracts in the brain. The most

common MRI research methodologies include diffusion-tensor and diffusion-weighted

imaging (DWI), functional and resting-state imaging, perfusion imaging, magnetic

resonance spectroscopy (MRS), and T1 and T2 anatomical imaging. These meth-

ods can be applied to investigate various diseases and injuries, such as epilepsy,

Alzheimer’s disease, breast cancer, knee fractures, and traumatic brain injuries (TBIs).

After complex analysis, each method can provide unique structural or functional in-

formation regarding the anatomy of interest (e.g. white matter integrity or brain

activity, respectively).

The presented work focuses on novel applications of MRS and DWI. Magnetic

resonance spectroscopy can be applied to study the metabolic profiles of tissues.

For example, changes in brain metabolic profiles can be analyzed over a season of

American football to study the potential effects of contact sport participation on

neurometabolic homeostasis in youth athletes. Additionally, MRS can be used to

investigate novel biomarkers of TBI, such as acrolein, which have potential to improve

TBI diagnosis, rehabilitation effectiveness, and recovery. Diffusion-weighted imaging

is useful for quantifying the directionality of water diffusion in a region(s) of interest.

For example, DWI can be used to noninvasively assess the temporal diffusivity of in

situ forming implants (ISFIs) - small injectable drug delivery depots. Proper analysis

of diffusivity can lead to improved ISFI design, and ultimately enhanced treatment

efficacy. In the remaining introductory chapter, the aforementioned MRI methods,

MRS and DWI, will be discussed in detail. Introductions to acrolein, sports-related
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TBI (in high school and middle school football athletes), and ISFIs will be detailed

in their corresponding sections.

1.1 MRI Basics and Magnetic Resonance Spectroscopy

Magnetic Resonance Spectroscopy (MRS) is a Magnetic Resonance Imaging (MRI)

method used to obtain metabolic profiles of tissues noninvasively. The fundamental

physics underlying the MRS methodology is related to Nuclear Magnetic Resonance

(NMR), an analytical chemistry tool. The major difference between the two methods

corresponds to the object of interest. MRS is most commonly used for in vivo body

imaging, while NMR is used to investigate chemical solutions. Here, the basic physics

underlying MRI and MRS will be discussed in detail.

Fig. 1.1. Alignment of proton spins in the magnetic field, B0. (A)
Randomly oriented proton spins without an applied B0. (B) The
subject is placed in the uniform magnetic field. (C) Proton spins
align and precess about the direction (z-plane) of the magnetic field
(B0) - either parallel or antiparallel.
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1.1.1 Magnetization and Relaxation

First, it is important to understand the fundamental physics underlying MRI.

MRI relies on a static magnetic field (B0), a radiofrequency (RF) field (B1), and a

gradient system with gradients in three directions (Gx, Gy, and Gz). The object (or

subject) of interest is placed in the bore of the MRI machine and the static magnetic

field (B0) forces proton spins to align in the direction of B0 (Figure 1.1). In this

orientation, the spins have a net magnetization of zero, represented by M0. The spins

precess about B0 at a specific frequency, called the Larmor frequency, or ω [1]. Once

the spins are uniformly aligned, an RF pulse is applied which tips the spins transverse

to B0. RF pulses are transmitted via RF coils which can both transmit and receive

signal. The resulting net magnetization is now in the transverse plane, and is referred

to as Mxy (Figure 1.2).

Fig. 1.2. Application of the RF pulse. (A) spins are aligned in the
direction of B0 and precess about the z-axis at the Larmor frequency
(ω). The net magnetization = M0 (B) A 90◦ RF pulse is applied in
the xy-plane. (C) The spins tip 90◦ into the xy-plane and have a net
magnetization of Mxy.

The spins precess about the xy-plane and eventually relax back to the z-plane in

a process called relaxation. The frequency of this event is received by a receive coil



4

and is referred to as the spin echo, or echo for short (this becomes important in the

design of pulse sequences, Section 1.1.4). Two types of relaxation occur: transverse

(T2) and longitudinal (T1) [2, 3]. Transverse relaxation (T2) refers to spins which

dephase in the xy-plane, perpendicular to B0 (Figure 1.3B). As the spins continue

to dephase in the xy-plane, Mxy will eventually equal zero. Longitudinal relaxation

(T1) refers to spins which recover to the z-plane, or the plane parallel to B0 (Figure

1.3A). As the spins undergo T1 relaxation, Mz will eventually equal M0. T1 and T2

can be expressed in equation form (Equations 1.1 and 1.2, respectively) [2, 4].

Fig. 1.3. A visual representation of T1 and T2 relaxation. (A) T1
relaxation is defined by the recovery of spins from the xy-plane to the
z-plane following a 90◦ RF pulse; overtime, Mz = M0 (B) T2 relaxation
is defined by the dephasing of spins in the xy-plane where eventually,
Mxy = 0.

Mz = M0(1 − e−t/T1) (1.1)

Mxy = M0(e
−t/T2) (1.2)
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1.1.2 Chemical Shift

In spectroscopic imaging, the precession of spins is extremely important and is

referred to as resonance. Not all proton nuclei resonate at the same frequency. In

fact, precession depends on the local magnetic field experienced by a given nucleus at

the atomic level; this depends on the environment in which the nucleus exists [5, 6].

Specifically, resonance frequency changes because the electron cloud of each nuclei

induces a magnetic field on the proton which opposes the direction of B0. This

effect is slightly different for each nuclei resulting in different rates of precession [5].

The difference in nuclear precession, or resonant frequencies, is called chemical shift

which ultimately dictates the location of peaks on a spectrum. Chemical shift is

typically measured in units of parts-per-million (ppm) [4]. Spectral quantification

will be discussed further in subsection 1.1.6.

1.1.3 Gradients

Gradient coils (Gx, Gy, and Gz) are used for spatial localization [7, 8]. These

coils emit a B-field that is weaker than B0, but which exists along a gradient of RF

strengths. That is, every position in the body experiences a slightly different gradient

field along the x, y, and z planes. Using this feature, it is possible to localize a specific

region of interest [7]. Gz is used to select a specific slice of interest along the z-axis,

therefore termed slice selection [4]. Gx is applied to give a specific location along the

x-axis, also referred to as the frequency encoding direction. Finally, the Gy gradient

is applied to select a region along the y-axis, also called the phase encoding direction.

Figure 1.4 displays the directions of the gradients in each plane. Radiofrequency and

gradient pulses can be applied at different times and in different combinations to

obtain the information from a desired region of interest. The result of these com-

binations is called a pulse sequence [9]. There are two terms which are critical for

designing a pulse sequence: echo time (TE) and relaxation time (TR) [10]. TE refers

to the time from the center of the first RF pulse and the middle of the echo (recall



6

from the discussion of relaxation times). TR refers to the total length of a repeated

pulse sequence.

Fig. 1.4. Spatial localization with gradient coils. (A) Slice selection
in the z-plane. (B) Frequency encoding in the x-plane. (C) Phase
encoding in the y-plane.

1.1.4 MRS Pulse Sequence

Pulse sequences can be engineered in many ways but here, the focus is MRS

pulse sequence design. MRS differs slightly from normal MRI methodologies since

the information of interest is chemical, not spatial or anatomical. Because of this, the

spin echo is sampled without the gradient readout as to obtain frequency information,

not spatial information [11]. The most commonly used MRS pulse sequence for 1.5 T

and 3.0 T 1H MRI systems is Point RESOlved Spectroscopy (PRESS) [12, 13]. This

method uses three slice-selective RF gradient pulses (90◦-180◦-180◦) to localize a 3D
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geometry, or voxel (Figure 1.5). The 90◦-180◦-180◦ schema refers to the sequence of

degrees to which the RF pulses tip the spins (i.e. a 90◦ pulse would tip spins from

the z-plane to the transverse, xy-plane). The echo of interest is the last echo (PRESS

echo), which contains signal from the localized voxel of interest. Following signal

acquisition, the echo must be transformed from the time domain to the frequency

domain in a process called Fourier Transformation (FT) [14].

Fig. 1.5. PRESS pulse sequence. First a 90◦ RF pulse is applied
in the z-direction, followed by a short refocusing pulse. The dark
blue pulses are referred to as crusher gradients which are required to
remove spurious signals coming from the regions outside the 3D region
of interest. Next, a 180◦ RF pulse is applied using the Gy. Finally,
a second 180◦ pulse is applied in the x-direction. The combination
of pulses in all three directions results in a 3D volume, or voxel, at a
specific region of interest.
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1.1.5 Fourier Transformation

This process is necessary for the analysis of spectroscopic data. The equation for

FT is show in equation 1.3 where S(ω) represents the Fourier transformed frequency

domain, s(t) is the signal from the time domain, and the complex e−iωt includes

information on the frequency, amplitude, and phase of the signal in the time domain

[4, 15]. A graphical representation of FT is shown in Figure 1.6. The next step in

spectroscopic imaging is data processing and spectral analysis.

S(ω) =

∫ ∞
−∞

s(t)e−iωtdt (1.3)

Fig. 1.6. A typical Fourier transformation from the time domain s(t)
to the frequency domain S(ω).

1.1.6 Spectral Analysis and Metabolite Quantification

After the data have been transformed, the peaks can be integrated and quantified.

This is typically performed by taking the area under each peak of interest. However,

the area under the peak does not represent the absolute concentration of the chem-

ical/metabolite of interest. Instead, it is an indirect measure that can be affected
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by many factors including chemical T1 and T2, B0 and B1 field inhomogeneities, and

varying TE and TR [16]. To date, no methods exist to determine the true concentra-

tion of a chemical species using MRS. However, approaches do exist to provide relative

concentrations using external or internal references. One example is the use of basis

sets which provides prior knowledge of tissue-specific metabolic concentrations; this

improves the accuracy of spectral fitting [17]. A second approach is to use an internal

reference, such as water, or another stable metabolite, such as creatine [17–20]. In this

way, the relative concentration of the peak of interest can be quantified in relation to

a known tissue concentration. Additionally, more novel quantitative approaches have

been proposed which account for the T1 and T2 of both the metabolite of interest and

water, as well as the TR, TE, number of protons, and, in the case of brain tissue, the

percentage of grey matter, white matter, and cerebrospinal fluid [21,22].

1.1.7 Localizing and Shimming the Region of Interest

MRS is a powerful tool which can be used to noninvasively investigate the metabolic

profile in a tissue of interest. However, complexities exist to achieve an adequate

signal-to-noise ratio (SNR) and proper steps must be taken when acquiring data.

First, it is critical to center the tissue (or object) of interest both in the coil and

the bore of the magnet. This ensures that signal will be obtained from the region

of interest (ROI), and not outside regions. After this step, a localizer sequence is

run to orient the user to the anatomy. The resulting image can be used to improve

the centering of the ROI before continuing the scanning protocol. To achieve better

anatomical resolution, a multislice localizer sequence can be completed. This process

is similar to the standard localizer sequence, but more image slices are obtained. This

provides the user with higher resolution images of the anatomy of interest, ensuring

proper voxel placement. Next, it is critical to conduct shimming on the region of in-

terest. Shimming is a process by which B0 is made more homogeneous in the ROI via

small gradient adjustments [23,24]. A homogeneous B0 helps to eliminate noise in the
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baseline of the spectrum, thereby improving SNR. Prior to PRESS, a localized shim

protocol is completed for the region of interest. To conduct a shimming procedure, a

voxel is placed in the ROI using images from the multislice localizer scan. Shimming

should first be conducted on a volume larger than the ROI, followed by shimming

on a volume the exact size of the ROI (typically between 3.0 mm3 for animal brain

scanning and 20 mm3 for human brain scanning). The output of this protocol is a

report of spectral line width (LW) - an indicator of good shimming procedure. The

smaller the LW, the better the shim, and the better the resulting SNR. Typically,

LWs less than eight are acceptable and LWs less that five are desired. An example of

proper shim and ROI voxel placement can be seen in Fig. 1.7.

Fig. 1.7. Proper shim and PRESS voxel placement. The region in
red corresponds to an example of a larger shim voxel placement. The
region inside the red box corresponds to the ROI and indicates where
the smaller shim voxel and PRESS voxel would be placed. The loca-
tion and size of the smaller shim voxel and the PRESS voxel should
be identical.
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1.1.8 Water and Outer Volume Suppression

Additional methods can be applied to further improve SNR; these include wa-

ter suppression, fat suppression, and outer volume suppression. The most abundant

molecule in any biological specimen is water. In the human brain, water constitutes

73% of the tissue volume [25]. If water is not suppressed during MRS acquisition,

there will be no other detectable peaks due to the fact that water exists at concen-

trations 10,000 times higher than other brain metabolites [26]. Therefore, a critical

component of most MRS methods is adequate water suppression. Two commonly

used water suppression methods exist: CHemical Shift Selective saturation (CHESS)

and, a CHESS variant, VAriable Power radiofrequency pulses with Optimized Re-

laxation delays (VAPOR). These sequences are run prior to the MRS sequence and

function by saturating the water signal with selective pulses tuned to the resonant

frequency of water [27,28] (Fig. 1.8).

Fig. 1.8. A typical CHESS water suppression sequence run prior to
the MRS sequence. CHESS consists of three water saturating pulses
designed to minimize the water signal.

VAPOR is a specialized CHESS sequence which has been optimized with eight

presaturation pulses, typically interleaved with outer volume suppression (OVS) [29].

Outer volume suppression, sometimes referred to as fat suppression, is commonly
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used to suppress any and all signals from tissues surrounding the ROI [30, 31]. This

prevents unwanted resonances, such fat, from bleeding into the spectrum and causing

spectral broadening or distortion. For brain MRS, OVS bands are typically placed

around the ROI. In the case of whole-brain imaging, this would look similar to what

is depicted in Figure 1.9. For single-voxel MRS, OVS is not critical unless the ROI

is near the skull. However, for Magnetic Resonance Spectroscopic Imaging (MRSI),

a method for obtaining whole-brain spectra, OVS becomes critically important.

Fig. 1.9. An example of outer volume suppression band placement.
Typically, OVS bands are placed outside the ROI at boundaries where
fat could contaminate the signal.

1.1.9 MRS Applications

The noninvasive nature of MRI, combined with the quantitative metabolic profil-

ing capabilities of MRS, provide a unique opportunity for novel research applications.
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MRS has been applied in numerous fields of research, including psychiatry, oncology,

and neuropathology, to answer critical questions. Levels of NAA were lower in pa-

tients with Schizophrenia which could indicate decreased neuronal density [32]. In

studies of brain tumors, elevated levels of lactate and myo-inositol have been found

which could be indicative of anaerobic glycolysis [33]. Traumatic brain injuries (TBIs)

are increasingly common and can lead to significant long-term morbidity. Unfortu-

nately, TBI is difficult to diagnose, treat, and prevent. Recent efforts have been

made to 1) explore biomarkers of TBI and 2) understand the physiology of TBI.

These efforts in these fields will be discussed more thoroughly in chapters 2-4.

1.2 Diffusion-Weighted Imaging

Another MRI method, diffusion-weighted imaging, uses the abundant signal from

protons to determine the varying rate of Brownian water diffusion in a tissue of in-

terest [34]. DWI is a considered a standard imaging technique and can provide tissue

contrast. However, the data require significant post-processing. After image acqui-

sition, apparent-diffusion coefficient (ADC) maps can be generated and the reported

values from these maps can be analyzed (see section 1.2.2). DWI has diverse applica-

tions for studying different diseases and different tissues, such as breast cancer, brain

development and injury, and musculoskeletal imaging [35]. In general, diffusion rates

are observed to change in diseased or damaged tissues. When tissues are damaged,

diffusion typically increases due to increased extracellular space and a corresponding

increase in free water [34]. However, there are instances when diffusion decreases,

including ischemia, malignancies, and infection [34]. While most studies use DWI

and DTI to study tissue properties, these methods could also be applied for novel

non-tissue applications. One such application relates to in situ forming implants (IS-

FIs) - small, biodegradable polymers designed to elute drug at a specific site and

over a specific time [36, 37]. The application of DWI to study ISFIs in vivo will be
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discussed further in chapter five. First, it is necessary to describe the methods of

DWI acquisition and subsequent data analysis.

1.2.1 Diffusion-Weighted Imaging: Spin Echo Pulse Sequence

While many DWI pulse sequences exist, the classic spin echo (SE) sequence is con-

siderably robust [38,39]. The DWI-SE sequence is marked by two diffusion-sensitizing

gradients on either side of a 180◦ RF pulse (Figure 1.10). Proton spins that are

non-mobile remain unaffected by the diffusion gradients and have no net change in

phase [40]. However, mobile spins do experience a phase shift due to their displace-

ment (Fig. 1.10). It should also be noted that while MRS is concerned only with

the frequency output, DWI acquires spatial information. For this reason, the readout

gradient is turned on during image acquisition.

1.2.2 DWI Analysis

As previously mentioned, spatial information is acquired for a given a ROI. In the

case of DWI, this spatial information is related to the rate of water diffusion. The

metric calculated from a DWI scan is referred to as the apparent diffusion coefficient

(ADC) which is an average of the diffusion in all directions of the ROI [41]. To

calculate ADC, two b-values (a measure of diffusion gradient strength; s/mm2) must

be used [42]. As the b-value increases, diffusion effects also increase. Typically, a b-

value of 0 and 1000 s/mm2 are used for brain imaging [35]. The relationship between

b-value and signal intensity is given by equation 1.3 where S is the signal intensity, S0

is the baseline signal intensity, b is the b-value, and D is the diffusion coefficient [42].

S = S0e
−bD (1.4)

The two b-values are entered into the equation to solved for D. This is accom-

plished by taking the log of the signal intensity and plotting it as a linear func-

tion [35, 42]. The best fit of the linear regression is equal to D, which can then be
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Fig. 1.10. Graphical representation of DWI signal acquisition. (A)
DG represents the first and second diffusion gradients spatially. The
net phase of the red spins is also depicted and labelled by region in
space. (B) The blue spins are stationary and the red spins are mobile.
In region 1, the red spins experience a gradient strength of a specific
magnitude based on their location. The blue spins also experience the
same gradient strength. After the second DG gradient is applied, the
red spins have now moved to another location (region 2) and therefore
experience a different gradient strength and have a different net phase
than experienced in region 1. The blue spins remain stationary and
therefore do not experience a change in gradient strength. (C) The
pulse design of a DWI-SE sequence. A readout gradient is applied
during echo acquisition to give spatial information.

determined for each pixel of the image and plotted in 2D to generate an ADC map.

In general, regions with low diffusion will result in a flat linear regression curve and

low D value on the ADC map. The opposite holds true for regions with high diffusion

(Figure 1.11).
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Fig. 1.11. Linear regression of signal intensity and b-value to deter-
mine apparent diffusion coefficients (mm2/s).

1.2.3 DWI Applications

DWI can be applied to characterize and investigate the health of various tissues.

One common application is in cases of brain ischemia when blood flow is cut off

to certain regions of the brain. Brain regions experiencing restricted blood flow are

marked by decreased ADC [35]. This can be helpful for diagnosing stroke severity

and providing appropriate care. DWI can also be used to pinpoint malignant tumors

in abdominal regions such as the pancreas and gall bladder [35]. Regions appear

as hyperintensities on high b-value maps of the diffusion image (not ADC map).

The hyperintense signals in these images result because the protons in the ROI have

remained stationary and therefore have lost the least amount of signal intensity. While

most applications focus on biological tissues, DWI can also be used to investigate

implantable devices, such as ISFIs. Here, the ‘tissue’ of interest is now the ISFI

which has been implanted into a desired tissue. How does the tissue environment

affect the release of drug out of ISFIs over time? Answers to this question will be

revealed in chapter five.
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2. MRS INVESTIGATION OF A NOVEL TBI

BIOMARKER: ACROLEIN

The increasing awareness of TBIs and lack of quantitative assessment tools war-

rant the investigation of novel TBI biomarkers. Magnetic resonance spectroscopy

proves useful for the noninvasive analysis of tissues. While MRS experiments can

provide information regarding physiological changes following TBI, investigations of

the commonly studied brain metabolites do not result in quantitatively consistent

findings across TBI studies [43–47]. Additionally, concentrations of these commonly

studied brain metabolites (choline, creatine, myo-inositol, N-acetyl aspartate, gluta-

mate/glutamine, and sometimes lactate) may change due to other factors such as

age, gender, and diet. Lastly, most patients do not have baseline scans, and their

metabolic concentrations cannot be compared to a healthy baseline. Therefore, it is

critical to investigate alternative TBI biomarkers that can be consistently quantified

across a spectrum of injury severities. Acrolein, an αβ-unsaturated aldehyde, has

been shown to increase in brain tissues following contact- and blast-related TBI in

animal models [48–50]. Because acrolein is specific to central nervous system injury,

it is a promising biomarker of TBI. Chapter two presents acrolein as a novel MRS

biomarker for TBI by first introducing TBI and acrolein.

2.1 Introduction to Traumatic Brain Injury: Epidemiology, Mechanisms,

and Consequences of Injury

The Centers for Disease Control and Prevention (CDC) define TBI as “an injury

that disrupts the normal function of the brain...caused by a bump, blow, or jolt to

the head or a penetrating injury” [51]. TBI can be diagnosed as mild, moderate, or

severe in severity, and symptoms, as well as length of symptom persistence, differ
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based on diagnosis. A summary of TBI severity and corresponding symptoms are

shown in Table 1.1 [52, 53].

Table 2.1.
Levels of TBI severity and associated symptoms.

2.1.1 Epidemiology

Annually, approximately 2.8 million people are diagnosed with TBI in the United

States [54]. The economic burden associated with these injuries is estimated at $60.4

billion, including both direct and indirect medical costs [55]. This number does

not include military personnel, in which case roughly 20% experience a TBI during

training and/or combat [56]. There are two primary types of TBI: contact- and blast-

related. Contact-related TBIs occur when an object makes physical contact with the

head as a result of a collision event; this causes the brain to press and deform against

itself and the interior of skull [57]. Based on the angle and location of impact, different

tissue-exerting forces can result; these include shearing, compression, and straining.

Blast-related TBIs take place when an explosive device detonates near the head. This

type of injury accounts for roughly 52% of all military-related TBIs [58]. The inertia

of the blast wave propagates through the skull and into the brain, causing complex
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deformation of tissue. Both mechanisms of injury result in primary and secondary

injury cascades.

2.1.2 Mechanisms of Damage

Primary injury refers to the immediate damage caused by the contact or blast

impact event. This can include hemorrhaging and microbleeding, compromised blood-

brain-barrier, cavitation, and physical tearing or shearing of neurons and glia [58,59].

Secondary injury can occur immediately following primary injury up to years after

the injury and includes glutamatergic excitotoxicity, ischemia, and the activation of

persistent neuroinflammatory cascades. These cascades produce endogenous toxins,

such as free radicals and reactive oxygen species (ROS), which disrupt normal cellular

processes, ultimately leading to mitochondrial dysfunction, cell death, tissue damage,

and lipid peroxidation [60, 61]. Lipid peroxidation refers to the breakdown of lipids

via free radicals which scavenge electrons from lipid molecules. In the case of TBI, the

overproduction of free radicals and ROS results in damage to myelin and production

of toxic secondary ROS (Figure 2.1). One such ROS is acrolein, a highly reactive and

electrophilic α, β-unsaturated aldehyde with damaging effects on cellular functions

[62].

2.1.3 Consequences of Damage

Long-term morbidity from TBI is referred to as chronic brain injury (CBI), and

can vary by patient [63]. CBI can include multiple symptoms such as cognitive impair-

ment, psychosis, chronic headache, and physical disability. Recent advances have also

found significant associations between moderate and severe TBIs with Alzheimer’s

disease, Parkinson-like symptoms, and dementia [64]. Even one TBI event has been

shown to cause significant increases in neurofibrillary tangles, tau hyperphosphory-

lation, and amyloid plaques [65–71]. In addition, it has been cited that psychosis

and mental illness frequently appear long after the injury event [72]. This evidence
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Fig. 2.1. Cascade of events following TBI. Physical damage to brain
tissue results in membrane disruption and leakage. Neuroinflamma-
tory molecules (Interleukin-1β, IL-1β and Tumor Necrotic Factor α,
TNFα) are released from microglia and initiate production of ROS
and free radicals. Glutamate is released from neurons at a high rate
leading to glutamatergic toxicity. Calcium ions flood into the neuron,
triggering neuroinflammatory cascades and subsequent production of
ROS and free radicals. Acrolein, an ROS, is released as a byproduct of
lipid peroxidation - an event triggered by initial ROS accumulation.
Acrolein itself is a catalyst, causing subsequent membrane damage
and mitochondrial dysfunction.

suggests that the sequalae of TBI is long-term, irreversible, and cumulative in na-

ture. It has been hypothesized that the mechanism underlying these processes is

persistent and toxic neuroinflammation [73, 74]. Acrolein is an important player in

the neuroinflammatory pathway and can induce significant cellular damage [62].

2.2 Introduction to Acrolein

As mentioned, acrolein can be released as a result of a TBI event. Acrolein is a

strong electrophilic ROS with a long half-life and damaging effects on cellular struc-

tures and systems [75]. It has also been shown to accumulate at high concentrations

(1-500 µM) and diffuse to other brain regions (r = 10 mm) following injury [48]. Due
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to its inherent characteristics and damaging effects following TBI events, acrolein is

proposed as a potential biomarker of TBI.

2.2.1 Damaging Cellular Effects

Acrolein is released as a byproduct of lipid peroxidation following axonal dam-

age [62]. Electrophilic ROS attack the lipid structure of myelin, causing membrane

breakdown and production of secondary ROS (i.e. acrolein). Acrolein, itself, is a

strong electrohpilic ROS, and thus has damaging effects on many nucleophilic struc-

tures (e.g. DNA and proteins) [76,77]. Specifically, acrolein targets sulphydryl groups

on amino acids - important building blocks of proteins [77]. This can cause dysfunc-

tion on multiple levels including enzyme breakdown, detection of ROS, and redox

signaling [77]. Furthermore, acrolein is a perpetuator of oxidative stress - a state

in which the cellular environment is overwhelmed with ROS and cannot compensate

with antioxidants (ROS scavengers) [78]. Because acrolein is both a product and

catalyst of lipid peroxidation, it can exacerbate oxidative stress, leading to further

cellular damage. Lastly, acrolein has been shown to cause mitchondrial dysfunction

in some cells in vitro, eventually leading to cellular apoptosis [77, 78]. In summary,

acrolein has been shown to 1) exacerbate membrane damage and lipid peroxidation,

2) cause mitchondrial dysfunction, and 3) perpetuate oxidative stress [48].

2.2.2 Half-Life

In addition to its host of damaging cellular effects, the half-life of acrolein (7-

10 days) is longer than the typical ROS (10−12 seconds) [75, 78]. This observation

emphasizes the catalytic affect of acrolein on prolonged oxidative stress and cellular

damage. In addition, the long half-life suggests that acrolein could be 1) an excellent

target for TBI treatment and therapy, and 2) acrolein can realistically be quantified

and localized using MRS following an injury. But how is acrolein maintained for such

long periods of time?
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2.2.3 Scavenging Acrolein

Significant research has been done investigating acrolein scavengers as potential

TBI treatments. Glutathione (GSH), an endogenous antioxidant, scavenges ROS and

free radicals following central nervous system damage. Specifically, GSH scavenges

acrolein via chemical conjugation; this process can occur without a catalyst [79]. The

long half-life of acrolein may be, in part, due to its conjugation with GSH. By forming

a more stable structure, acrolein can persist in the cellular environment for longer

periods of time [48]. Following TBI, large amounts of ROS and free radicals are

produced which GSH attempts to scavenge. However, acrolein has been shown to

deplete these GSH stores at a rate 115-120 times faster than other potent ROS [80].

This 1) provides a mechanism for acrolein to persist in tissue, and 2) depletes GSH,

allowing other ROS to induce further damage.

For these reasons, different treatments have been tested to improve ROS scav-

enging following central nervous system injury. One example is hydralazine which

has been demonstrated to neutralize acrolein and its adducts [81]. Experiments con-

ducted with ex vivo guinea pig spinal cords showed reductions in acrolein-related

damage when hydralazine was administered 15 minutes following a spinal cord com-

pression injury [82]. Additionally, hydralazine has been shown to be effective at

reducing acrolein-mediated damage in both mice and rats [48]. Another potential

treatment is with phenelzine - a monoamine oxdiase inhibitor. Phenelzine has been

shown to prevent ischemic brain injury [83]. The benefit of phenelzine lies in that it

is not a vasodilator; this trait would allow phenelzine to be administered at higher

concentrations, potentially providing a greater therapeutic effect. Given these ob-

servations, the therapeutic effect(s) of potential scavengers could be monitored using

acrolein as a therapeutic biomarker of tissue damage, both noninvasively and in vivo.
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2.2.4 Summary of the Problem and Introduction to Research Approach

Due to the wide range of complications associated with TBI sequelae, it is critical

to develop quantitative and noninvasive methods to further understand the prognosis

of, and implement patient-specific therapies for, these injuries. Doing so could provide

a means to (1) determine location(s) of the injury, (2) quantify the relative severity

of injury, (3) monitor recovery, (4) assess the efficacy of treatments and rehabilita-

tion therapies, and (5) ultimately improve the quality of life. However, no methods

currently exist to noninvasively localize, evaluate, and monitor TBI severity.

Magnetic resonance spectroscopy (MRS) is a noninvasive nuclear magnetic res-

onance (NMR) technique that can be used to investigate the chemical profile of a

specific body region. Clinically, MRS has been used to assist in the classification of

brain tumors, altered brain metabolism, and multiple sclerosis [84–86]. These brain

diseases can be classified by determining the concentration of metabolites in the range

of 1-4 parts per million (ppm) on a 1H (proton) NMR spectrum. The most commonly

studied brain metabolites include N-acetyl aspartate (NAA), choline (Cho), crea-

tine (Cr), myo-inositol (mI), glutamate/glutamine (Glx), and lactate (Lac). Because

MRS is both noninvasive and quantitative, it is a promising method for monitor-

ing brain health following a TBI. However, the commonly studied brain metabolites,

listed above, show varying and/or minimal-to-no change following mild to moderate

TBIs, making it difficult to translate this technique to the clinic [44, 46]. Addition-

ally, other factors may contribute to changes in these brain metabolites such as diet,

sleep, and exercise, again making it difficult to form conclusions and translate to the

clinic [87–90]. Because the commonly studied brain metabolites remain relatively

stable following TBI, and can be influenced by many outside factors, it is necessary

to investigate novel MRS biomarkers of brain injury.

Acrolein, an αβ-unsaturated aldehyde, has damaging effects on cellular functions.

Exogenously, acrolein is released into the environment when fats and oils are burned

at high temperatures. Endogenously, acrolein is a byproduct of lipid peroxidation
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and is released when axons and myelin are damaged. In the brain, acrolein can

cause membrane damage and disrupt mitochondrial functions, ultimately resulting

in significant oxidative stress and cellular dysfunction and/or death [48, 62, 91, 92].

Acrolein can persist in the body from hours to days following injury, making it a

prime candidate for clinical MRS analysis and follow-up [48,75,93]. In rat brain tissue,

acrolein has been shown to increase following contact and blast TBIs; however, current

methods to quantify acrolein remain largely sacrificial [50,92,94,95]. In addition, only

one of the acrolein adducts have been quantified, suggesting that reported values may

be underestimates of true biological concentrations [96, 97]. Less invasive methods

have been attempted to quantify an acrolein byproduct, 3-HPMA, in urine. While

successful in animal studies and in human subjects, methods are unable to specifically

localize acrolein, a key piece of information required to predict functional loss and

guide treatments [97]. Recent studies have discovered promising blood biomarkers

for TBI [98, 99]. However, similar to urine 3-HPMA, many blood biomarkers are

not specific to the CNS, are only elevated acutely in cases of more severe TBI, and

therefore have not been used clinically. Thus, it is crucial to investigate alternative

biomarkers using different methodologies that will not only provide temporal, but

also spatial resolution.

Although a majority of MRS research focuses on the spectral range of 0-4 ppm,

there has been increasing interest in metabolites downfield of 4 ppm, including larger

macromolecules and aldehydes. Based on findings from the Human Metabolome

Database, acrolein, an aldehyde, shows resonances at 6.4 ppm and 9.3 ppm [100].

However, acrolein has not yet been investigated using the more clinically relevant

method, MRS. Additionally, acrolein levels have been shown to peak between 24-

72 hours post-TBI, making it a prime biomarker candidate for TBI given the time

window commonly associated with the development and reporting of symptoms [78,

94]. Notably, acrolein can be monitored over extended periods of time given its long

half-life [93,101].
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Current methods to assess TBI are qualitative, invasive, and/or nonspecific. By

using acrolein as a biomarker for TBI and standard MRS protocols, it may be possible

to map injury location and quantify injury severity. With knowledge of injury location

and severity, patient-specific treatment and rehabilitation strategies can be developed

to enhance recovery and decrease long-term morbidity. Additionally, implementation

of MRS does not rely on patient factors such as language, age, etc. and can thus

be used in any clinical setting with access to an MRI. However, to become clinically

translatable, methods must be developed and validated to noninvasively quantify

acrolein with both high sensitivity and specificity. Using acrolein as a biomarker for

TBI is novel and requires extensive experimentation before in vivo validation. In this

work, we present results from NMR and pre-clinical 7 tesla (T) MRS experiments.

Results from these experiments will guide the development of MRS protocols that can

be used for in vivo experiments with rodents for eventual implementation in human

subject protocols.

2.2.5 Materials and Methods

NMR Experimentation

Experiments were conducted in an ARX300 (7T) NMR system (Bruker, Billerica,

MA, USA). Neat acrolein (Sigma Aldrich, Cat. #4S8501) was diluted to 90 mM in

D2O for T1 and T2 experiments. T1 relaxation was determined using an inversion

recovery sequence; eight-point measurements were taken with delay times of 0.01,

2.5, 5, 8, 12, 18, 30, and 50 seconds. T2 relaxation was determined using the Carr-

Purcell-Meiboom-Gill (CPMG) sequence (RF field strength = 23 kHz) [27]; eight-

point measurements were taken with delay times of 0.08054, 0.8054, 2.416, 4.832,

8.054, 16.108, 24.162, and 32.216 seconds. Both the T1 and T2 experiments were

performed in triplicate, and resulting spectra were averaged across the three trials.

MestReNova was used to calculate T1 and T2 relaxation times by fitting the curves

with a three-parameter exponential fit [102].
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Additional experiments were conducted in an AV800 (18.8 T) NMR system (Bruker,

Billerica, MA, USA). One M acrolein was diluted to 900 mM using D2O as the sol-

vent. 1D 1H and NOESY experiments were conducted at 800 MHz, and the 1D 13C

spectrum was obtained at 200 MHz. MestReNova was used for all data processing.

MRS Experimentation

Corresponding to the 7 T static magnetic field of the ARX300 NMR system,

localized MRS experiments were conducted in a 7 T pre-clinical MRI system (Bruker

BioSpec 70/30 USR, Billerica, MA, USA). Neat acrolein was diluted with MilliQ water

to create three solutions: 1 M, 100 mM, and 10 mM. Solutions were prepared in 1.5

mL Eppendorf tubes and secured and centered in a circularly polarized mouse head

1H volume coil (RF RES 300 1H 023 M.BR QSN TR, Bruker, Billerica, MA, USA).

Standard Point RESolved Spectroscopy (PRESS) was used for all MRS experiments.

Based on our results from NMR experiments and the long T1 and T2 expected from

aldehydes, repetition time (TR) was adjusted for MRS experimentation using the

following equation where T1,water = 4 seconds, T1,acrolein = 12 seconds, and X =

scaling factor:

T1,water = X(T1,acrolein) (2.1)

The scaling factor, X, was then used to determine the appropriate TR where TRstd

= TR of the standard PRESS sequence, X = scaling factor determined in equation

2.1, and TRacrolein = calculated TR for acrolein experiments:

TRstd

X
= TRacrolein (2.2)

Initial experiments were conducted to alter the TE and flip angle. However,

there was no improvement in signal-to-noise ratio (SNR) and, therefore, only TR was

altered for all following experiments. PRESS parameters were adjusted (TE = 16.5

ms; TR = 6000 ms; 256 averages; 3 mm3 voxel; flip angle = 90◦/180◦/180◦; pulse BW
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= 5.4/2.4/2.4 kHz, spoiler gradient duration 3 ms, read/phase/slice spoiler gradient

strengths 56.0/-56.0/56.0 mT/m around first refocusing pulse, 6.6/79.2/79.2 mT/m

around second refocusing pulse, t = 25:36 minutes. Standard localizing, B0 mapping,

and shimming procedures were completed prior to PRESS imaging. Data quality

was checked using TopSpin (Bruker, Billerica, MA, USA) and later visualized and

analyzed using MestReNova, which has the capabilities to fit and quantify metabolites

not available in TARQUIN. Data from PRESS experiments were Fourier transformed

and peaks were integrated using water as an internal reference.

Phantoms were developed to simulate normal brain tissue. To prepare a whole-

brain phantom for acrolein injection and 7 T MRS experimentation, measurements

were calculated using percent values indicated on the Braino MRS phantom (GE

Medical Systems, Milwaukee, WI, USA). Potassium phosphate monobasic anhydrous,

0.68% w/v (VWR Life Sciences, Cat. #0781-500G), L-glutamic acid monosodium

salt monohydrate, 0.234% w/v (Alfa Aesar, Cat. #A12919), N-acetyl-L-aspartic

acid, 0.219% w/v (Sigma Aldrich, Cat. # 00920-5G), myo-inositol, 0.135% w/v

(Dot Scientific, Cat. #DS154040-100), g sodium hydroxide, 0.226% w/v (pH buffer;

BDH, Cat. #BDH9292-500G), creatine, 0.15% (Spectrum, Cat. #CR105), choline

chloride, 0.05% w/v (Dot Scientific, Cat. #DSC1040-100), DL-lactic acid lithium

salt, 0.05% w/v (MP Biomedicals, Cat. #100824), gadolinium, 0.047% w/v (contrast

agent; Sigma Aldrich, Cat. #381667), and sodium azide, 0.1% w/v (preservative;

Dot Scientific, Cat. #DSS24080-250) were measured using an analytical balance and

dissolved with RODI water to make a 200 mL solution. The solution was equally

portioned into 30 mL bottles, equating to 40 mL per bottle when filled to the brim.

Metabolite concentrations were verified using a rat head/mouse body 1H volume

coil (RF RES 300 1H 075/040 QSN TR, Bruker, Billerica, MA, USA) and a standard

PRESS sequence (TE=16.5 ms; TR=2500 ms; 256 averages; 3 mm3 voxel). Data were

processed and visualized using TARQUIN to compare whole-brain phantom metabolic

concentrations to normal human neurometabolic concentrations [22]. Four-hundred

µL of 1 M stock acrolein was subsequently injected into the 40 mL whole brain
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phantom, creating a 10 mM solution. The phantom was centered in the volume coil

and PRESS imaging was completed. Creatine (0.15% w/v) was used as the internal

reference for whole-brain phantom analysis.

2.2.6 Statistical Analysis

An unpaired, unequal variances, two-tailed t-test (α = 0.05) was performed to

determine if there was a significant difference between average human brain metabolic

concentrations and metabolic concentrations in the whole-brain phantom.

2.2.7 Results

The whole-brain phantom was validated first using 7 T MRS. Using water as an

internal reference, the calculated concentrations of metabolites in the whole-brain

phantom were not significantly different from average metabolic values of the human

brain (Figure 2.2; p = 0.75).

From the 7 T NMR acrolein experiments, T1 for the proton peaks at 9.3 ppm

equated to 13.31 seconds and T1 for the proton peaks between 6.3-6.6 ppm equated

to 11.19 seconds (Figure 2.3). T2 for the proton peaks at 9.3 ppm equated to 11.17

seconds and T2 for the proton peaks between 6.3-6.6 ppm equated to 9.26 seconds

(Figure 2.4).

PRESS spectra obtained from different dilutions of acrolein in the 7 T MRS

scanner are shown in Figure 2.5. For whole-brain phantom, 10 mM acrolein was

detectable at 7 T (Figure 2.6). Results from water and whole-brain phantoms are

summarized in Table 2.1. 1D 11H and NOESY experiments conducted at 800 MHz

are shown in Figures 2.7 and 2.8, and the 1D 13C spectrum obtained at 200 MHz is

displayed in Figure 2.9.
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Fig. 2.2. Whole-brain phantom spectral validation. Spectrum from
the whole-brain phantom was obtained using a standard PRESS se-
quence on a Bruker pre-clinical 7 T MRI system with the Bruker rat
head/mouse body coil. Data were fitted using TARQUIN and a hu-
man brain basis set. Metabolites were not statistically different when
comparing average human brain and whole-brain phantom values (p
= 0.75) validating the use of whole-brain phantoms in future phantom
analyses.
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Fig. 2.3. Calculation of T1 for each selected peak region performed
by fitting the curves with a three-parameter exponential fit, with G =
1/T1. T1 for the proton peaks at 9.3 ppm equals 13.31 seconds, and
T1 for the proton peaks between 6.3-6.6 ppm equals 11.19 sesconds.
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Fig. 2.4. Calculation of T2 for each selected peak region performed
by fitting the curves with a three-parameter exponential fit, with G =
1/T2. T2 for the proton peaks at 9.3 ppm equals 11.17 seconds, and
T22 for the proton peaks between 6.3-6.6 ppm equals 9.26 seconds.
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Fig. 2.5. PRESS spectrum obtained from 7 T/300 MHz Bruker pre-
clinical MRI system. Acrolein was diluted to three concentrations: 10
mM, 100 mM, and 1 M. Acrolein peaks are located at 6.3 ppm, 6.5
ppm, and 9.4 ppm. The spectrum confirms the sensitivity of a 7 T
pre-clinical MRI system to detect acrolein signal using PRESS.
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Fig. 2.6. Spectrum from whole-brain phantom injected with acrolein.
Spectrum from a 10 mM solution of acrolein injected into a whole-
brain phantom. The spectrum relays the relative magnitude of signal
obtained from acrolein compared to normal brain metabolites.

Table 2.2.
Results from Acrolein Peak Integration — Acrolein peaks were man-
ually integrated for all solutions using MestReNova. The complex
multiplet was integrated between 6.3 and 6.6 ppm. The doublet was
integrated between 9.25 and 9.4 ppm. Water was used as an internal
reference for the water phantom and creatine was used as the internal
reference for the whole-brain phantom.
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Fig. 2.7. 1H NMR acrolein spectrum. Spectrum was obtained with
an AV800 (800 MHz) NMR system at 800 MHz. Acrolein peaks have
high intensity signal around 6.5 ppm and at 9.4 ppm. The SNR
obtained with NMR experimentation is drastically higher than with
MRS. Solvent residual peak is observable at 4.7 ppm. The labile
proton, labeled 2, is suggested to be bonded to the alpha hydrogen.
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Fig. 2.8. 1H 2D NOESY acrolein spectrum. Spectrum was obtained
with an AV800 (800 MHz) NMR system at 800 MHz. The 1D spec-
trum is positioned above and to the left of the NOESY spectrum to
correlate residues between 1D and 2D spectra. There do not appear
to be significant through-space interactions between acrolein protons.
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Fig. 2.9. 13C NMR acrolein spectrum. Spectrum was obtained with an
AV800 NMR system at 200 MHz. Acrolein peaks have high intensity
signal around 137, 142 and 199 ppm.

Fig. 2.10. SNR analysis of a 10 mM concentration of acrolein. The
average SNR between 6.24-6.55 ppm is 10.41. The average SNR be-
tween 9.32-9.35 ppm is 13.85.
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Fig. 2.11. SNR analysis of a 100 mM concentration of acrolein. The
average SNR between 6.24-6.55 ppm is 50.68. The average SNR be-
tween 9.32-9.35 ppm is 35.12.

Fig. 2.12. SNR analysis of a 1 M concentration of acrolein. The
average SNR between 6.24-6.55 ppm is 223.49. The average SNR
between 9.32-9.35 ppm is 315.12.
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2.2.8 Discussion

With the increasing awareness of TBI in military training and combat and contact

sports, and the associated long-term disabilities associated with these injuries, it is

critical to investigate novel methods to better localize and quantify injury severity.

Doing so could offer valuable clinical insight to specialize patient treatment and re-

habilitation plans. While some MRI methods, such as functional MRI and diffusion

tensor imaging, require intensive data processing, MRS data can be analyzed in the

matter of minutes and include brain region spatialization and analysis of metabolite

concentrations. Studies analyzing metabolites in the 0-4 ppm range show relatively

inconsistent data regarding concentration changes following TBI, confirming the need

to investigate alternative biomarkers.

Acrolein, an endogenous neurotoxin, is a prime candidate for investigating TBI

as it is known to increase in brain tissue following physical damage to neuronal tis-

sue. We have demonstrated that acrolein can be quantified in a pre-clinical MRI

system, suggesting further applications in animal and human studies. Using data

obtained from ex vivo NMR experiments, in vivo MRS protocols can be adjusted

to improve the SNR of acrolein, thereby decreasing the limit of detection from mil-

limolar concentrations to micromolar. An analysis of peak-specific SNR from the 7

T MRS experiments can be viewed in Figures 2.10-2.12. However, there remains a

drop in signal when comparing NMR and MRS data. The large drop in signal can

result from magnetic field inhomogeneities, gradient imperfections, sample concentra-

tion, acrolein purity and stability, and is confounded by the long acrolein-associated

T2 compared to TE. Previous studies have reported long relaxation times associated

with aldehydes, confirming the long T1 and T2 times of acrolein [103–105]. Acrolein,

a small, mobile molecule, has a high rate of molecular motion which results in longer

T1 relaxation [106, 107]. An increase in T1 occurs because the rate of motion is

higher than the Larmor frequency. This effect becomes even more apparent at higher

field strengths, like 7 T [107]. For these reasons, it is rational to believe the lengthy
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acrolein-associated T1 time. T2 should be equal to or less than T1, and a typical

proton T2 is 1-10 seconds [106]. However, due to acroleins small molecular weight,

size, and high rate of molecular motion, the T2 relaxation is long, but still less than

T1.

By obtaining T1 and T2, TR can be adapted to ensure acrolein reaches a complete

relaxation and enough time is allotted to obtain maximum signal. T1 refers to the

time it takes for the protons of a particular molecule or metabolite to relax longitu-

dinally, to which they are tipped using radiofrequency pulses, back to the z-plane of

the magnetic field. Because acrolein is a reactive, small aldehyde, its T1 relaxation

time is quite long, thereby lengthening TR, and consequently, scan time (t=25:36).

Although the scan time is longer than typical spectroscopic imaging procedures, it

can provide invaluable information regarding the precise location of an injury and

relative concentration of acrolein following TBI. This procedure would be most valu-

able for patients who require rehabilitation following initial hospitalization as spatial

acrolein maps could be used to indicate primary regions of injury for patient-specific

rehabilitation plans.

To date, no MRS methods have been validated to give ground truth in vivo

metabolic concentrations, and the true, physiological levels of brain metabolites re-

main unknown [21]. This is in part due to the inability to perform invasive in vivo

procedures to extract exact tissue concentrations. Methods do exist to quantify

metabolites ex vivo, however, these values are not a true representation of physio-

logical levels. To address these issues, quantitative methods have been developed to

produce relative metabolite concentrations. The three most common methods for in

vivo spectroscopy are 1) use of a phantom with known metabolic concentrations (i.e.

an external reference), 2) use of an internal reference (e.g. water or creatine), or 3)

use a basis set provided by a post-processing software [17].

The most widely used method is the use of an internal reference. Water exists

in all biological tissues, including the brain. Because of its abundance, the water

peak typically overshadows peaks of interest. To combat this problem, water is nor-
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mally suppressed in parallel with the MRS pulse sequence. However, if a non-water-

suppressed scan is completed, the known concentration of unsuppressed water (80 M

in human brain) can be used as an internal reference [16, 18, 87]. Creatine, a known

brain metabolite, may also be used as an internal reference; results using this method

are reported as ratios to creatine (e.g. Glx:Cr) [17]. Creatine has been reported to

remain stable in many TBI studies, hence its frequent use as a reference [46, 108].

However, some studies have reported changes in creatine following TBI [109].

Figures 2.5 and 2.6 depict the relative concentrations of acrolein using the internal

reference methods described. Discrepancies between acrolein concentrations in the

water phantom versus the whole-brain phantom result from use of a different reference

molecule (i.e. water vs. creatine). Although creatine has been reported stable in

TBI many studies, it has also been reported to fluctuate [42]. For this reason, best

practice would be to conduct a non-water-suppressed reference scan and use water as

an internal reference for acrolein concentration calculations.

The possibility remains that signal will drop too significantly when transition-

ing protocols to phantoms to animal models and human subjects. In the case that

acrolein is undetectable, byproducts can be investigated, such as 3-HPMA. Addi-

tionally, acrolein is scavenged by the antioxidant, glutathione (GSH) which has been

measured using MRS methods in human subjects. Acrolein has been shown to de-

plete GSH stores, and it can be hypothesized that GSH would decrease in the brain

following TBI [80]. However, GSH also scavenges other free radicals, making it impos-

sible to conclude that a decrease in GSH corresponds solely to an increase in acrolein.

However, using both 3-HPMA and GSH, it is possible to indirectly quantify acrolein

since 3-HPMA is a direct byproduct of the reaction between GSH and acrolein. An

additional alternative would be the use of a human 7 T MRI system. These systems

are becoming increasingly popular for use in clinical research as the higher magnetic

field greatly improves the SNR and quality of the data obtained. As 7 T systems

increase in popularity and use, it would be possible to implement animal-based pro-
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tocols devised and tested with 7 T pre-clinical MRI systems (e.g., Bruker) on human

subjects.

Overall, the quantification of acrolein using MRS, and potentially magnetic res-

onance spectroscopic imaging (MRSI), could provide valuable information regarding

the location and severity of brain damage. MRS typically uses a single voxel which

can be placed in any region of interest; whereas, MRSI can be used to quantify

metabolites across the entire brain. Future work must be done to improve the SNR

of acrolein first using a single voxel, followed by translation to MRSI protocols. Using

MRSI also increases the scan time a feature that must be considered when developing

techniques for clinical use. However, the benefit of discerning precise injury location

may vastly outweigh the disadvantage of lengthened scan time required to obtain

the spectra. Additionally, animal studies must be completed to 1) correlate injury

severity with the normalized concentration of acrolein using the unsuppressed water

signal as a reference, 2) establish a time course of acrolein in vivo, over time, and 3)

develop a model that can predict the severity of injury based on the concentration of

acrolein observed. Lastly, it is critical to develop a basis set for acrolein in the context

of human brain MRS. This would allow for the use of brain-specific MRS tools, such

as Tarquin and LC Model, for more accurate fitting of acrolein peaks in relation to

other brain metabolites [110,111]. This would, additionally, eliminate the need for an

unsuppressed water reference scan, thereby decreasing scan time and making it more

feasible for clinical applications.

Due to the high incidence and prevalence of TBI, particularly at mild severity, and

its association with long-term disabilities, it is crucial to investigate methods that can

assist with the diagnosis, treatment, and rehabilitation of patients. Using acrolein

as a biomarker for TBI, and adjusted MRS methods, it is possible to create a map

of injury severity across the brain. By doing so, a physician could assess where the

most severe damage is located and implement patient-specific regimens for treatment

and therapy. In addition, these methods could be used to evaluate the efficacy of
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pharmaceuticals developed to reverse existing, or prevent further damage, following

TBI.
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3. POSITION-SPECIFIC MRS INVESTIGATION AND

HEAD IMPACT ANALYSIS IN A COHORT OF HIGH

SCHOOL AMERICAN FOOTBALL PLAYERS

3.1 Introduction: Sports-related Traumatic Brain Injury

Of the estimated 2.8 million annual TBI events, the highest rate of contact-related,

TBI-associated emergency department visits and hospitalizations occurred in those

aged 4-24 and were most likely due to participation in a sports-related activity [54].

In total, it has been estimated that 1.6-3.8 million sports-related concussions occur

each year, and 30% of these concussions occur in males, aged 15-19 [112]. Because the

largest prevalence of sports-related concussions falls in this demographic category, it

is important to understand the epidemiology of mTBI in high school athletes [113].

Out of twenty high school sports, the highest incidence (51%) of concussion was re-

ported in football [114]. In addition, football has the highest participation rate among

high school athletics [115]. Despite this fact, it is also well-documented that sports-

related TBIs, specifically mild TBI (mTBI), or concussion, commonly go underre-

ported and undiagnosed. This can be attributed to multiple factors including lack of

obvious symptoms and awareness, concerns with play time and avoidance of reporting,

and lack of accurate quantitative methods to accurately diagnose mTBI [116–119].

Not only are concussions concerning; cumulative subconcussive hits have also

been show to contribute to a severe, neurodegenerative disorder, chronic traumatic

encephalopathy (CTE) [120,121]. Before its terming, CTE was referred to as demen-

tia pugilistica, or punch-drunk, and was first noticed in professional boxers [122,123].

The unique pathology of CTE was then discovered by Bennett Omalu in professional

American football players and studied extensively by Anne McKee in the following

years [124–128]. Initial symptoms of CTE manifest as loss of attention and concen-
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tration, declining memory, and headache and dizziness [129]. As time progresses,

symptoms also progress to include aggressive and violent behavior, impulsivity, de-

velopment of abuse disorders, and depression and suicide [125,129]. Eventually, there

can be loss of motor skills, development of Parkinsonian symptoms, loss of hearing,

and dementia [130]. While only a fraction of high school athletes will make it to

the professional leagues, the magnitude of cumulative hits sustained during a single

season of high school football is alarming [131, 132]. Broglio et al. (2011) reported

a staggering 652 average head impact events (>15 g) over a two-week period and

seasonal linear acceleration accumulating to 16,746 g. Another study by Bari et al.

(2018) reported a cumulative translational acceleration of 12,770 g over the course

of the season. Hits data, combined with neuroimaging, can provide profound scien-

tific discovery on the mechanisms underlying sports-related concussion. Specifically,

MRS can offer insights into potential neuropathology. The following paragraphs will

provide 1) an overview of the devices used to monitor head impacts, 2) variations in

HAEs across player positions, 3) a brief summary of the metabolites of interest used

in MRS, and 4) the regions of interest.

3.1.1 Hit Monitoring Systems

Recent efforts have been made to quantify the number and magnitude of head ac-

celeration events experienced by collision-sport athletes. By large, the most common

method is the use of sensors which include accelerometers. Sensors have been engi-

neered to attach to helmets, adhere to the skin, or embed in mouthguards [133–135].

Each method has associated pros and cons. Head-mounted systems were reported

more accurate than helmet-mounted systems when testing the reliability of transla-

tional/linear and rotational accelerations [134]. For this reason, head-mounted sys-

tems are preferred over helmet-mounted sensors. In particular, the X2 Patch provided

reliable quantification head acceleration events (HAEs) when put through a battery

of impact tests [134]. Mouthguards provide a promising opportunity for accurate hit
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quantification. However, great care must be taken in their design to avoid hazards

such as electrocution - especially since the electronics are being placed in a moist

environment. For the following studies, the X2 Patch (X2 Biosystems; Seattle, WA)

head-mounted sensor was utilized.

3.1.2 Position-Specific Variations in Head Acceleration Events (HAEs)

Previous studies have investigated differences in HAEs across American football

positions. The various football positions are depicted in figure 3.1 with linemen po-

sitioned on the center line of scrimmage and non-linemen positioned at various other

points on the field. In the present study, the term non-linemen includes the quarter-

back, running back, wide receiver, safety, and cornerback. The linemen term includes

both offensive and defensive linemen (i.e. tight end, tackle, guard, etc.). Broglio et

al. (2009 and 2011) reported a significantly higher cumulative linear acceleration in

defensive linemen and offensive non-linemen compared to other positions [131, 132].

In addition, it has been observed that linear acceleration events are higher on days

where a player has been diagnosed with concussion [136]. Talavage et al. (2014)

reported significantly higher HAEs in players who did not exhibit clinical impairment

but who did show functional impairment, as measured with fMRI [120]. Specifically,

the highest number of high magnitude hits in this group occurred on the top-front

of the helmet. Together, position seems to play an important role in the magni-

tude of HAEs experienced over the course of a season, and could potentially predict

neurophysiological changes.
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Fig. 3.1. The American football positions. Offensive players are des-
ignated as red circles and defensive players are blue Xs. The linemen
are located on either side of the line of scrimmage. The non-linemen
include all other positions on the field.
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3.1.3 Quantifiable Brain Metabolites

Magnetic resonance spectroscopy (MRS) can be applied to study the metabolites

profile of various tissues. In the healthy, mature brain, particular metabolites can be

reliably quantified: myo-inositol (Ins), N-acetyl aspartate (tNAA), choline (tCho),

creatine (tCr), and glutamate/glutamine (Glx). The concentrations of these metabo-

lites remain stable in healthy subjects; however, in cases of disease, damage, and

disorder, their levels can fluctuate.

Myo-Inositol

The primary functions of myo-inositol in the brain are osmoregulation (mainte-

nance of osmotic pressure) and membrane synthesis [137]. Studies have reported

increased Ins in cases of myelin damage [33,43,138]. This is attributed to the conse-

quential increase in free Ins following tissue damage [43]. Increases in Ins have been

quantified in various disease states, including Alzheimer’s disease and multiple scle-

rosis [139,140]. Decreases have been observed in cases of hypoxia and stroke [137]. In

addition, higher concentrations of Ins have been reported in white matter when com-

pared with grey matter [22]. Studies on sports-related TBI have revelaed decreases

in Ins [44].

N-Acetyl Aspartate

The resulting MRS signal from tNAA is the highest among the quantifiable

metabolites. Levels of tNAA have been shown to increase in Canavan disease; how-

ever, most pathologies result in decreased tNAA [141]. Decreases in tNAA have

been noted in brain injury, ischemia, cancer, multiple sclerosis, and Alzheimer’s dis-

ease [45,142]. While significant research has been conducted on disease-related tNAA

changes, not much is known regarding its specific functions. Baslow (2003) eludes

to involvement of tNAA in the removal of intracellular water, thereby making it a
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osmoregulator [143]. In cases of brain injury and subsequent edema or swelling, it

would make sense for the tNAA signal to decrease. NAA has also been shown to mimic

changes in adenosine triphosphate (ATP) - the hallmark energy molecule [144]. In ad-

dition, tNAA has been implicated as an important precursor for myelin synthesis [45].

However, further research must be completed to elucidate the exact function(s) of

tNAA in the brain.

Choline

Choline is an integral component of neuronal membranes and is the precursor for

acetylcholine (ACh) - an important neurotransmitter important for the maintenance

of heart rate and breathing, as well and mood and memory [145]. Decreases in ACh

have been implicated in Alzheimer’s disease [146, 147]. Choline has been shown to

increase following TBI [148]. This change is indicative of higher rates of membrane

turnover, and resulting increases in free choline [110, 138, 149, 150]. However, choline

has been reported to increase or decrease in studies on collision-sport athletes [44,149].

Creatine

Creatine is critically important for buffering and transporting energy-rich ATP in

cells [151]. Levels of ATP are tightly regulated to promote cellular efficiency. Follow-

ing TBI, some studies have reported decreased levels of tCr [44,144,152]. Interestingly,

supplementation with creatine has been shown to improve outcomes [153]. However,

these studies have been limited to animal models. In general, decreases in tCr may

be linked to energy crises which can result from disease or damage. Given the impor-

tance of ATP maintenance, decreases in creatine could cause significant imbalance

and resulting cellular dysfunction.
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Glutamate and Glutamine

Glutamate is an excitatory neurotransmitter which can reach toxic levels when

the brain is injured, known as glutamatergic toxicity. Glutamine is the precursor

to glutamate; in MRS studies the two peaks are indistinguishable at 3 T, and thus,

lumped together [154]. Glutamate acts as the precursor for gamma-amino butyric acid

(GABA), a major inhibitory neurotransmitter. In an MRS study of subjects aged 24-

68, glutamate and glutamine were shown to decrease with age [155]. Additionally, the

two metabolites were highly correlated (r = 0.052; p<0.01). Glutamate has specific

roles in neuronal differentiation, survival, and plasticity during brain development

[154]. It is also important in the learning and the formation of memories. In the

citric acid cycle (or Kreb’s cycle), glutamate catalyzes the reaction of glutamine into

α-ketoglutarate - an important constituent of glutathione [154]. Glutathione (GSH)

is an endogenous antioxidant and is responsible for scavenging reactive oxygen species

in the brain. Because ROS formation is triggered following TBI, any dysfunction in

this process may result in diminished stores of GSH and persistent ROS. Levels of

glx have been reported to decrease following TBI in both patients and collision-sport

athletes [44,47,138]

3.1.4 Regions of Interest: Dorsolateral Prefrontal Cortex (DLPFC) and

Primary Motor Cortex (M1)

The DLPFC’s primary functions are related to working memory and executive

functions, including decision making, impulse control, and strategic planning [156–

158]. The DLPFC lies at the front of the brain in the frontal cortex. Functions

and dysfunctions in this small region have primarily been determined from lesional,

electrophysiological, and neuroimaging studies. Functional MRI examination of high

school football athletes revealed decreased activation in this region [120]. Because

the anatomy is located at the front of the head, it could be postulated that repetitive

impacts to this region may result in cumulative damage and/or neurophysiological
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dysfunction. In fact, some studies have reported neurometabolic changes in this brain

region [44,47,138].

The primary function of M1 is motor planning and control. However, recent

research has highlighted its roles in motor learning and memory as it is interconnected

to regions such as the hippocampus and thalamus [159,160]. Patients with amyotropic

lateral sclerosis, a motor disease, showed decreased levels of tNAA and increased tCho

in M1 [161]. Additionally, patients with mild cognitive impairment had lower tNAA,

higher tCho, and showed comparatively poorer performance in gaiting tasks [162].

Interestingly, neurometabolites have been reported to fluctuate in this brain region

following TBI. Henry et al. (2010) reported decreased Glx and tNAA in M1 in

concussed athletes [163]. Poole et al. (2014) reported decreased Glx and tCr in high

school football athletes over the course of the season [44].

3.1.5 Motivation

Due to the high incidence of sports-related concussions and the lack of changes to

play behaviors, it is important to elucidate the influence of positional-specific HAEs

on neurometabolic outcomes. Research has shown 1) neurometabolic changes during

the football season and 2) position-specific differences in HAEs. Here, the ultimate

goal is to better understand how variations in HAEs by position may influence neu-

rophysiological outcomes in youth collision-sport athletes.

3.2 Methods

3.2.1 Participants

Seventy-two (72) male, high school football players participated in this study

(ages: 14-18 years, mean = 16.1). Subjects were recruited from three local high

schools and imaged five times over the course of one football season. Due to lack of

participation at all sessions, some subjects were excluded from analysis. After post-
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processing and data quality checks, the total number of subjects included in statistical

analyses was 55, equating to 275 observations. Subjects were further classified based

on their primary position (1 = linemen, 2 = non-linemen; nlinemen = 20; nnonlinemen

= 35). 40% (22/55) of subjects reported a history of concussion (HoC).

3.2.2 Imaging Timecourse

Subjects were imaged five times over the course of the season: once before com-

mencement of contact practice (Pre), twice during the competition season (In1 and

In2 ), and twice following the competition season (Post1, and Post2 ). Note that Post2

data were not used in statistical analysis due to transition to a new MRI scanner and

lack of sufficient evidence to compare spectroscopic data across scanner models.

3.2.3 Head Acceleration Event Monitoring

Head acceleration events (HAEs) were monitored for every subject at all practices

and games using the X2 Patch Biosystems Sensor (X2 Biosystems; Seattle, WA). The

sensor was attached behind the ear using an adhesive patch which was applied after

cleansing the area with an alcohol prep pad. After each practice and game, data from

the sensors were downloaded to the Head Impact Monitoring System software (X2

Biosystems; Seattle, WA). The software provided Peak Linear Acceleration (PLA)

and Peak Rotational Acceleration (PRA) for each HAE (>10g) and HAEs <20 g

were discarded [164]. Due to inherent limitations of the gyroscope, PRA was not

included in any statistical analyses.

3.2.4 MRS Protocol

All data (except Post2 ) were collected at the Purdue University MRI Facility

(West Lafayette, IN). A 3 T General Electric (GE) Signa HDx (Waukesha, WI) was

used in combination with a 16-channel brain array coil (Nova Medical; Wilmington,
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MA). Data were collected using a single voxel PRESS sequence (TE = 30 ms, TR

= 1500 ms, averages = 128, FOV = 20 mm3). For accurate image registration and

segmentation, a high-resolution T1 scan was performed with a 3D SPoiled Gradient

Recalled echo (SPGR) sequence (TE = 1.976 ms, TR = 5.7 ms, averages = 128, 1

mm isotropic resolution). PRESS voxels were placed in the dorsolateral prefrontal

cortex (DLPFC) and the primary motor cortex (M1) as demonstrated in Bari et

al. 2018 [47]. These regions were selected based on 1) the function and location

of the specific brain region, and 2) previous research showing significant alterations

following TBI (see section 3.1.4). To better match voxel placement across sessions,

operators were instructed to use the reconstructed voxel placement from Pre sessions.

Because multiple operators conducted scans, voxel placement varied at each session.

Therefore, any voxels that achieved less than 30% overlap with preseason placement

were discarded.

3.2.5 MRS Post-Processing

MRS data were post-processed using a custom Matlab code (courtesy Sumra

Bari) [47]. Metabolites of interest included N-acetyl aspartate (NAA), myo-inositol

(Ins), total choline (tCho), total creatine (tCr), and glutamate/glutamine (Glx).

Quantification of these metabolites has been proven robust in previous studies. TAR-

QUIN, a spectral fitting program, was used to fit the metabolites of interest using

tissue water as a reference [165]. TARQUIN comes equipped with brain basis sets

which aid in accurate spectral fitting. However, corrections must be made to account

for partial volume effects and metabolite and water T1 and T2. AFNI, a brain seg-

mentation tool, was first used to correct for partial volumes of white matter, grey

matter, and CSF [166]. Next, FSL, a neuroimaging analysis tool, was used to correct

for metabolite and water T1 and T2 following Poole et al. (2014) [44]. Data were

reported as relative concentrations to tissue water. Spectral data were included in

statistical analyses if they met the following criteria: 1) achieved Cramer-Rao lower
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bounds <25% standard deviation, 2) achieved >30% overlap with preseason voxel

placement, and 3) if data were present for all four imaging sessions (Pre, In1, In2,

and Post1 ). This resulted in 28 DLPFC subjects and 18 M1 subjects; this large

reduction in sample size was primarily due to missing imaging sessions leading to

incomplete subject data sets. To fill in the missing sessions, multiple imputations

was performed (see section 3.2.7).

3.2.6 HAE Post-Processing

Various HAE values were calculated: total hits per session (tHitssession), cumula-

tive PLA per player (cPLA), cumulative PLA per session (cPLAsession) total hits per

player (tHits), average PLA per player (aPLA), total hits greater than 50g per player

(tHits50g), average PLA greater than 50g and 60g per player (aPLA50g), cumulative

PLA greater than 50g per player (cPLA50g), and the ratio of hits greater than 50g

and 60g per player to total hits per player (tHits50g:tHits).

Total hits (tHits) and tHits50 were calculated by counting all HAEs >20g and

>50g for ith players between corresponding jth sessions (first contact practice-In1,

In1-In2, In2-Post1 ).

tHits =

Nj∑
k=1

Hitsk,i (3.1)

and

tHits50g =
∑

Hitsk,i,>50g (3.2)

Total hits per session were calculated using the dates of imaging sessions (In1, In2,

Post1 ). Specifically, hits between the first (In1 ) and second (In2 ) imaging sessions

and hits between the second (In2 ) and third (Post1 ) imaging sessions were counted.

Cumulative PLA was calculated by summing all PLA events for each ith player

between corresponding jth sessions (first contact practice-In1, In1-In2, In1-Post1 ).
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cPLAij =

Nj∑
k=1

PLAk,i (3.3)

This equation was also used to sum PLA values greater than 50g.

cPLAij,50g =

Nj∑
k=1

PLAk,i,50g (3.4)

Cumulative PLA per session was calculated using the dates of imaging sessions

(In1, In2, Post1 ). Specifically, hits between the first (In1 ) and second (In2 ) imaging

sessions and hits between the first (In1 ) and third (Post1 ) imaging sessions were

counted.

The average PLA (aPLA) was calculated by dividing cPLA by tHits for each ith

player between corresponding jth sessions (first contact practice-In1, In1-In2, In1-

Post1 ). This formula was also used to calculate the average number of hits greater

than 50g.

aPLAij =
cPLAij

tHitsij
(3.5)

and

aPLAij,50g =
cPLAij,50g

tHitsij,50g
(3.6)

Lastly, the ratio of tHits50g and tHits was determined using

%Hits > 50g =
tHits50g
tHits

x100 (3.7)

An identical equation was used to determine the percentage of hits greater than

60g.

3.2.7 Statistical Analysis

All statistical analyses were conducted in STATA [167]. Due to the large number

of missing sessions, multiple imputations were conducted and the means of 50 im-
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putations were reported [168]. Combining the imputed values with preexisting data

resulted in 51 DLPFC subjects and 32 M1 subjects. It should be noted that multiple

imputations were only conducted if 1) the subject was missing one imaging session,

or 2) one imaging session was thrown due to poor quality (i.e. overlap >30%).

First, metabolite concentrations were checked for normality and equal variances

using Shapiro-Wilks test for normality and Bartlett’s test for equal variances [169,

170]. All reported p-values were less than 0.05, indicating concentrations were not nor-

mally distributed and did not have equal variances. For this reason, all raw metabolite

data (i.e. non-transformed) were analyzed using nonparametric analyses. Compar-

isons of two groups were completed using t-test since sample size was greater than 20

for both DLPFC (51) and M1 (32) subject pools. Next, the effect of age on metabo-

lite concentrations at Pre were investigated using the Kruskal Wallis nonparametric

test followed by Bonferroni multiple comparisons correction [171,172]. No significant

age-related differences were discovered in DLPFC or M1 (p <0.05). Next, interactions

between session and HoC as well as session and position were tested. No significant

interactions were found between HoC and session or position and session for DLPFC

and M1 metabolites.

Following the above analyses, session-dependent changes in DLPFC and M1 metabo-

lites were analyzed using the Friedman test - a nonparametric version of a one-way

repeated measures ANOVA. Friedman-reported p-values less than 0.05 were further

analyzed using the Wilcoxon ranksum test for pairwise comparisons and the false

discovery rate (FDR) multiple comparisons correction [47, 173, 174]. Pairwise com-

parisons reporting a p-value less than 0.05 were considered statistically significant.

Additionally, position-dependent effects on DLPFC metabolites at each session

were studied using standard t-test to compare position one (linemen; n = 20) and

position two (non-linemen; n = 31). Reported p-values less than 0.05 were considered

statistically significant. Position-dependent effects across all sessions were analyzed

using the Friedman test, followed by the Wilcoxon ranksum test with FDR correc-

tion. Position-dependent effects on M1 metabolites at each session were compared
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independently using Wilcoxon Ranksum test since the sample size for linemen was

less than 20 in this group (n = 11). Again, position-dependent effects across all ses-

sions were analyzed using the Friedman test, followed by the Wilcoxon ranksum test

with FDR correction.

Next, position-specific variations in head acceleration events (HAEs) were inves-

tigated using a Wilcoxon ranksum test. M1 and DLPFC subjects were combined for

these analyses resulting in 20 linemen and 35 non-linemen (n = 55). Reported results

with p-values less than 0.05 were considered statistically significant.

Following session-wise and pairwise analyses, metabolite data were normalized

sing equation 3.8. Because results from HAE analyses showed significant position-

dependent changes in end-of-season, or cumulative, hits, the normalization was con-

ducted between Pre and Post1 sessions. Figure 3.1 depicts this method further.

NormalizedMetabolite =
∆Metabolitepre−session

[Metabolite]pre
(3.8)

Fig. 3.2. Metabolites were normalized by subtracting the Post-season
metabolite concentration from the Pre-season metabolite concentra-
tion for each subject. The difference was then divided over the same
Preseason value.

Normalized metabolites were regressed against end-of-season hits variables to deter-

mine significant associations between changes in metabolic concentrations and HAEs
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(cPLA, tHits, aPLA, cPLA50g, tHits50g, aPLA50g, and tHits50g:tHits) Only In1, In2,

and Post sessions were used for regression analysis. Cook’s Difference was used to de-

termine the significance of potential outliers on the regression models [175]. Using this

method, no outliers were shown to significantly affect the outcome of the regressions

(Cook’s D <5). Therefore, no values were removed for regression analyses.

Lastly, metabolite levels were compared between high school non-collision sport

controls and high school athletes. Controls (n = 14; mean age = 16.2) were imaged

during a previous season but the same imaging protocol and scanner model was

used [47]. Controls were also age- and gender-matched. These non-collision sport

athletes underwent two imaging sessions - test and re-test. There were no significant

differences between test and retest metabolites in control athletes (Wilcoxon p-value

>0.05). Wilcoxon ranksum test was then used to compare metabolite levels between

collision and non-collision athletes. The test session in control athletes was compared

to Pre in football athletes and re-test was compared to Post. Any p-values less than

0.05 were reported as significant.

3.3 Results

3.3.1 DLPFC Changes by Session

Friedman analysis of DLPFC metabolites by session yielded a significant finding

in inositol levels by session (p-value = 0.0020; n = 51). Inositol was significantly

lower at In1 (p-value = 0.0239), In2 (p-value = 0.0012) and Post (p-value = 0.0001)

compared to Pre/baseline (Figure 3.3). Box plots are displayed as follows: the middle

line on the box represents the median, the lower and upper lines on the box represent

the 25th and 75th percentiles, respectively; outliers are represented as dots.
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Fig. 3.3. Metabolic changes in DLPFC in male, high school athletes
over a season of American football (n = 51 for all sessions). Inositol
significantly decreased between Pre-In2 and Pre-Post (* indicates
FDR-corrected p-value <0.05)

3.3.2 DLPFC Metabolic Changes by Position

Non-linemen (red) exhibited significant changes in inositol by session (p-value =

0.0199). Specifically, inositol was significantly lower between Pre and In1 (p-value =

0.0276), Pre and In2 (p-value = 0.0062), as well as Pre and Post (p-value = 0.0002)

(Figure 3.4). In addition, inositol was significantly lower in non-linemen (red; n =

31) versus linemen (blue; n = 20) at Post (p-value = 0.0193). Lastly, tNAA was

significantly lower in non-linemen (red; n = 31) compared to linemen (blue; n = 20)

at In1 (p-value = 0.0049).
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Fig. 3.4. Analysis of DLPFC metabolites by position over sessions
revealed significant differences in inositol by session. Non-linemen
displayed significantly lower Ins at In1, In2, and Post compared to
Pre. Inositol was significantly lower in non-linemen at Post1 and
tNAA was significantly lower in non-linemen at In1 (0 = Pre, 1 =
In1, 2 = In2, 10 = Post).

3.3.3 M1 Changes by Session

Friedman analysis of metabolite by session in M1 yielded revealed significant

changes in all metabolites by session (n = 32). Inositol was significantly lower at In1

(p-value = 0.0005) , In2 (p-value = 0.0001), and Post (p-value = 0.0011) compared

to Pre/baseline (Friedman overall p-value = 0.0001). Total choline was significantly

lower at In1 (p-value = 0.0001), In2 (p-value = 0.0011), and Post (p-value = 0.0106)

compared to Pre-season levels (Friedman overall p-value <0.0001). Total creatine was

significantly lower at In1 (p-value = 0.0008), In2 (p-value = 0.0005), and Post (p-

value = 0.0238) compared with baseline (Pre) (Friedman overall p-value = 0.0011).

In addition, tCr was significantly higher at Post compared to In2 (p-value = 0.0447).
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Lastly, glutamate/glutamine (Glx) was significantly lower at In1 (p-value = 0.0187)

and In2 (p-value = 0.0009) compared with Pre (Friedman overall p-value = 0.0042).

Box plots are shown in Figure 3.5.

Fig. 3.5. Metabolic changes in M1 in male, high school athletes over a
season of American football (n = 32 for all sessions). All metabolites,
apart from tNAA, exhibited significant decreases from Pre-season lev-
els (* indicates p-value <0.05).

Further analysis of metabolites by position over all sessions revealed significant

differences in all metabolites for non-linemen (n = 21) and significant differences in

Ins and tCho for linemen (Figure 3.6). Inositol was significantly lower in non-linemen

at In1 (p-value = 0.0010), In2 (p-value = 0.0019), and Post (p-value = 0.0173)

compared to Pre (Friedman overall p-value = 0.0010). Choline was significantly lower

in non-linemen (Friedman overall p-value = 0.0006) at In1 (p-value = 0.0025) and In2

(p-value = 0.0419) versus Pre. Non-linemen also exhibited significantly lower tCho

at In1 compared to Post (p-value = 0.0091). In addition, choline was significantly

lower in linemen at In1 (p-value = 0.0043), In2 (p-value = 0.0043) and Post (p-
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value = 0.0043) compared to Pre (Friedman overall p-value = 0.0025). Creatine was

significantly lower at In1 (p-value = 0.0067) and In2 (p-value = 0.0084) compared to

Pre (Friedman overall p-value = 0.0036). Creatine was also significantly lower at In1

versus Post (p-value = 0.0475). Lastly, glx was significantly lower in non-linemen at

In2 compared to Pre (p-value = 0.0132; overall Friedman p-value = 0.0094).

Fig. 3.6. Analysis of M1 metabolites by position over all sessions.
Inositol was significantly lower in non-linemen at In1, In2, and Post
compared to Pre. Ins was signficantly lower in linemen at In2 and
Post compared to Pre. tCho was significantly lower in non-linemen
at In1 and In2, recovering slightly at Post1. tCho was significantly
lower in linemen at In1, In2, and Post compared to Pre. tCr was
significantly lower in non-linemen at In1 and In2 compared to Pre,
and recovering at Post1. Glx was significantly lower in non-linemen
at In2 compared to Pre (* designates p-value <0.05).
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3.3.4 HAE Variations by Position

Analysis of the interactions between position and different hit metrics revealed

that linemen (”1”; n = 20) accumulated more hits over the course of season, but non-

linemen (”2”; n = 35) (running backs, defensive backs, etc.) sustained greater average

impacts (e.h. aPLA50g) (Figure 3.7). Specifically, linemen had significantly higher

levels of tHits (p-value = 0.0003) and cPLA (p-value = 0.0007) compared to non-

linemen. Non-linemen had significantly higher aPLA (p-value = 0.0191) compared

to linemen.

Fig. 3.7. Analysis of hit metrics by position. Position 1 = linemen
and position 2 = non-linemen. All reported plots were statistically
significant (* indicates a p-value <0.05).

3.3.5 Linear Regression Analyses: Metabolite-HAE Interactions

DLPFC Regression Analyses

Normalized DLPFC metabolites were regressed against hit metrics detailed in Sec-

tion 3.2.6. Normality and equal variances were confirmed before regression analysis

and only metabolites which were normally distributed were further analyzed. Cumu-

lative metrics, such as tHits and cPLA, were regressed against metabolite values at
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Post1. Coefficients were reported as standardized metabolite and hit values to reveal

the true unit change. Normalized Glx (∆Glx/Glxpre) showed a negative association

with aPLA (coefficient = -0.2957, p = 0.037) (Figure 3.7).

Fig. 3.8. DLPFC: Linear regression of ∆Glx/Glxpre and aPLA. Nor-
malized Glx decreased with increasing average PLA per player. The
shaded region represents the 95% confidence interval (coefficient =
-0.2957; p = 0.037).

3.3.6 Influence of Position on Metabolite-HAE Interactions

Further analysis of metabolite-HAE associations were conducted by position for

both DLPFC and M1.

DLPFC

First, normalized Glx was analyzed by position (linemen vs. non-linemen). Re-

gressions were run against all cumulative HAEs to reveal potential hidden effects of
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position on the metabolite-HAE regressions. Normalized Glx concentrations in non-

linemen showed significant negative associations between aPLA (coefficient = -0.3968;

p-value = 0.022) and tHits50g (coefficient = -0.3681; p-value = 0.037) (Figure 3.8).

Fig. 3.9. Normalized Glx was regressed against HAEs by position.
There was a significant association between ∆Glx/Glxpre and aPLA
as well as ∆Glx/Glxpre and tHits50g.

When broken up by position (i.e. linemen vs. non-linemen), only the non-linemen

a significant trend of decreasing Glx with increasing aPLA (coefficient = -0.3968, p

= 0.022). While an overall trend in %tHits(50g) was not observed, position-specific

analysis revealed a significant trend of decreasing Glx with increased %tHits(50g) in

non-linemen (coefficient = -0.3681, p = 0.037) (Figure 3.9).
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M1

In M1, there was an overall trend of decreasing normalized Glx with increasing

percentage of hits exceeding 60g (coefficient = -0.4317; p = 0.0172). Further position-

specific analyses were conducted to reveal possible interactions when positions were

analyzed separately (linemen vs. non-linemen). Normalized tNAA was significantly

associated with tHits in linemen (coefficient = 0.5923; p-value = 0.040). In particular,

as tHits increased, normalized tNAA also increased (Figure 3.10).

Fig. 3.10. Normalized tNAA showed a significant positive association
with tHits in linemen only.
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3.3.7 Metabolite Comparisons Between Controls and High School Foot-

ball Athletes

DLPFC

Football athletes exhibited significantly higher levels of Ins (p-value <0.0001),

tNAA (p-value = 0.0256) tCho (p-value = 0.0010), tCr (p-value = 0.0017), and Glx

(p-value = 0.0173) at Pre compared to test in controls. In addition, Ins (p-value =

0.0089), tCho (p-value = 0.0043), and tCr (p-value = 0.0153) were also significantly

elevated at Post compared to re-test in controls (Figure 3.11).

Fig. 3.11. Comparison of DLPFC metabolites in non-collision sport
control athletes with football athletes. Ins, tNAA, tCho, tCr, and Glx
were all significantly elevated in football athletes at Pre. Ins, tCho,
and tCr were also significantly elevated in football athletes at Post (0
= Pre/test; 10 = Postre-test) (* p-value <0.05).
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M1

Again, football athletes exhibited significantly higher levels of metabolites com-

pared to controls. Specifically, Ins (p-value = 0.0022), tNAA (p-value = 0.0241),

tCho (p-value = 0.0033), and tCr (p-value = 0.0018) were significantly higher at Pre

compare to test in controls. At Post, football athletes had significantly higher levels

of tCr compared to re-test in controls (p-value = 0.0094) (Figure 3.12).

Fig. 3.12. Comparison of M1 metabolites in non-collision sport con-
trol athletes with football athletes. Ins, tNAA, tCho, and tCr were
all significantly elevated in football athletes at Pre. Only tCr was
significantly elevated in football athletes at Post (0 = Pre/test; 10 =
Postre-test) (* p-value <0.05).
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3.4 Discussion

Due to the high incidence of sports-related concussion in youth athletes and the

potential for long-term morbidity, it is critical to evaluate how play behavior affects

brain homeostasis. In the presented study, 55 male, high school football athletes

were imaged at four time points and monitored for HAEs at each practice and game.

Imaging data were collected and post-processed to analyze associations between neu-

rometabolic changes and HAEs based on primary position (linemen vs. non-linemen).

Significant associations between neurometabolites, HAEs, and position were observed.

3.4.1 DLPFC Neurometabolic Changes: Inositol

In the DLPFC, inositol (Ins) was observed to significantly decrease from base-

line (Pre) at In1, In2, and Post. Myo-inositol is involved in the synthesis of the

phospholipid membrane surrounding axons and is a potential marker of membrane

turnover [44, 138]. It is also an astrocytic marker and osmolyte - meaning it is im-

portant in maintaining cell integrity via maintenance of fluids. Commonly in the

literature, myo-inositol has been reported to increase following TBI [43, 138, 149].

However, the time of imaging and ROI become important when considering these

findings, and most studies look at the acute phase of injury. Interestingly, one study

on patients involved in motor vehicle accidents reported fluctuating Ins:tCr between

two weeks and 10 months [176]. Notably, Ins:tCr was significantly lower in patients

imaged 2-3 weeks post-TBI. Poole et al. (2014) found decreases in DLPFC inositol

in collision-sport athletes at one, two, and three months following baseline scans [44].

Xu et al. (2012) also found decreased inositol in rats with controlled closed-head

injuries [177]. These changes may reflect an energy crisis and hypo-osmolarity from

swelling, where inositol is metabolized to generate energy for repair mechanisms [177].

It could be that cumulative injury between Pre and In1, In2, and Post results in the

observed Ins decrease. If true, this could be indicative of localized swelling and energy

crises - markers of significant tissue damage.
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3.4.2 M1 Neurometabolic Changes: Ins, tNAA, tCho, tCr, Glx

In M1, all metabolites, apart from tNAA, were found to significantly decrease from

preseason levels. Inositol (Ins), choline (tCho), creatine (tCr), and glutamte/glutamine

(Glx) were found to significantly decrease between Pre and In1 as well as Pre and In2.

Ins, tCho, and tCr were also noted to significantly decrease between Pre and Post.

These changes reflect significant neurometabolic dysfunction and crises. Reasons for

the observed decrease in Ins were discussed above in section 3.4.1.

Previous research has reported significant decreases in tNAA following TBI [46,

144, 148]. In addition, tNAA reductions are more pronounced in as injury sever-

ity increases [144]. NAA is synthesized in the mitochondria and shuttled down the

axon. It has been implicated as a marker of neuronal density and integrity, and has

been shown to mimic changes in adenosine triphosphate (ATP; the primary energy

source in cells) [144]. It has also been to shown to be important for the removal of

intracellular water and thus, osmoregulation [143]. tNAA has also been implicated

as an important precursor for myelin synthesis [45]. For these reasons, decreases in

tNAA may be reflective of decreased energy sources (i.e. ATP), dysfunctional water

removal, increased myelin synthesis requirements, and/or axonal swelling.

Choline, a neuronal membrane marker, has been shown to increase following TBI

- indicative of a higher rate of membrane turnover [108,138,149,150]. However, some

studies have reported significant decreases in tCho following TBI which could be rep-

resentative of tissue damage [44,178]. Choline is a precursor for acetylcholine (ACh),

an important neurotransmitter for learning and memory. Decreases in ACh neuro-

transmission pathways have been associated with Alzheimer’s disease [146]. Decreases

in tCho may lead to decreased ACh neurotransmission and ultimately impairment in

memory tasks. In fact, cognitive impairment has been reported in some studies on

high school football athletes [120, 179, 180]. Together, a decrease in tCho could be

indicative of tissue damage and swelling.



70

In the brain, creatine is a marker of energy status. In many TBI studies, tCr

remains stable and is therefore used as an internal reference [47, 138]. However, tCr

was significantly decreased in the presented results. Other studies have also reported

this decrease [44,144,152]. This observation 1) further questions the use of tCr as an

internal reference, and 2) suggests a state of energy crisis and impaired ATP buffering.

In addition to the above changes, Glx also significantly decreased between Pre

and In2. Glx includes both glutamate and glutamine, combined. When glutamine

undergoes a enzymatic reaction with glutaminase, glutamate is producced [154].

Glutamate is the precursor to the inhibitory neurotransmitter, gamma-amino bu-

tyric acid (GABA). On its own, glutamate is a major excitatory neurotransmitter

and has important roles in synaptic plasticity, learning and memory pathways, neu-

ronal differentiation and survival during brain development, and cytoskeletal main-

tenance [154]. In addition, glutamine can be converted to α-ketoglutarate via gluta-

mate; α-ketoglutarate is an intergral component of glutathione (GSH), an important

ROS scavenger. MRS analyses in TBI studies have also revealed decreased levels of

Glx [44, 47, 152]. Together, decreased Glx may be linked with impaired neurotrans-

mission, decreased synthesis of GSH and persistence of ROS, memory deficits, and

dysfunctional neuronal differentiation - which is especially important in developing

youths.

In general, metabolic changes following TBI are more frequently observed in M1,

consistent with our findings. Decreased levels of these metabolites in both DLPFC

and M1 suggest significant tissue damage, initiation of repair, swelling, and energy

crises.

3.4.3 Position-Specific Effects

Based on the presented results, linemen accumulated more hits (tHits and cPLA)

while non-linemen had a higher average PLA when counting hits greater than 50g

(aPLA50g) (Figure 3.7). Linemen are positioned at the line of scrimmage and defend
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or offend other players and linemen, respectively. During each play sequence, linemen

make contact with another player. Therefore, the larger number of HAEs in linemen

makes intuitive sense. Non-linemen (e.g. running backs, defensive backs, and kickers)

withstand fewer contacts, but these contacts are typically much larger in force - hence,

the higher aPLA. Again, the results align with this observation.

An analysis of position-dependent metabolite changes across sessions was also per-

formed. Inositol was significantly lower in non-linemen at In1, In2, and Post compare

to Pre-season levels. Additionally, Ins was lower in non-linemen at Post and tNAA

was lower in non-linemen at In1 compared to linemen. This result may elude that

non-linemen, who accrue fewer but higher magnitude hits, may be particularly sus-

ceptible to neurometabolic changes. Analysis of M1 metabolites by position revealed

significantly lower levels of Ins, tCho, tCr, and Glx in non-linemen at In1, In2, and/or

Post. Linemen also exhibited significantly lower Ins and tCho at In1, In2, and/or

Post. However, again, it is the non-linemen group that is dominating the significant

observations. In the M1 cohort, the lack of additional observations could be due to a

small linemen sample size (n = 11).

3.4.4 Interactions Between Metabolites, HAEs, and Position

Regression analysis of metabolite changes against various HAEs revealed signifi-

cant results. In DLFPC, normalized Glx significantly decreased with increasing aPLA

in non-linemen only (Figure 3.8). That is, players with higher magnitude hits exhib-

ited significantly more pronounced decreases in Glx. Again, this could be the result

of higher magnitude hits dominating changes in neurometabolic concentrations.

Significant interactions were also observed in M1. Normalized Glx was found to

negatively correlate with the percentage of tHits60g. In other words, Glx decreased

with an increasing percentage of hits greater than 60g. This makes sense intuitively,

given that larger decreases in metabolites are observed with more severe injury. When

broken down by position, changes in Glx were no longer significant - indicating that
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decreases in Glx are not position-specific. In general, larger high magnitude hit

counts may be predictive of significant decreases in Glx. tNAA was also observed

to change; here, tNAA increased with increasing tHits in linemen, specifically. This

is an interesting observation and may be the result of 1) a small sample size, or 2)

repair mechanisms. tHits were higher in linemen compared to non-linemen, but non-

linemen exhibited higher magnitude hits. It is plausible that frequent, low-magnitude

hits experienced by linemen could initiate repair mechanisms in the brain. Given

that tNAA has been implicated in membrane synthesis, levels of this metabolite may

increase with minor tissue damage to repair the damaged regions.

These finding suggest that while neurometabolic changes occur in players of both

positions, the mechanism of injury and resultant neurometabolic changes may vary. In

both brain regions, Glx decreased with increasing higher magnitude hits. Specifically,

non-linemen exhibited significant decreases in Glx in the DLPFC but the trend was

observed not position-specific in M1. In addition, M1 also exhibited position-specific

changes in tNAA. These changes could indicate that non-linemen are more susceptible

to changes in neurometabolic concentration between Pre and Post1. This could be

the result of higher magnitude hits or tackle style. Observations are likely due to a

combination of effects (i.e. location, angle, severity, etc.) and resulting damage may

be unique for every TBI case.

3.4.5 Comparison of Metabolites in Non-Collision Control Athletes ver-

sus Football Athletes

Metabolites were significantly elevated in football athletes compared to controls.

This trend was observed in both DLPFC and M1, with the majority of differences oc-

curring at Pre-season. One explanation for this observation could be the development

of compensatory mechanisms via neuroplasticity. Neuroplasticity is a central nervous

system function which allows the brain to adapt, especially in cases of disease and

injury. In fact, it has been reported that markers of new synaptic growth and axonal
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synthesis have increased weeks following injury [181, 182]. In addition, these youth

players are still undergoing significant brain development, especially in the DLPFC.

It has also been observed that younger brains can more readily adapt to change [183].

However, this reorganization may be detrimental to normal development.

Because near all the metabolites in both brain regions were elevated in high school

athletes at Pre-season (i.e. before contact practices) it is plausible that the brain has

compensated for damage accrued from prior years of play. In fact, this cohort of high

school football athletes had on average, seven years of tackle experience. It seems

possible that the brain may increase baseline levels of these metabolites in preparation

for impending damage. That is, as contact practices and games begin, levels of these

metabolites may fall, but they do not reach critically low levels. Instead, metabolites

reach levels similar to that of controls. This was observed in M1 where only tCr was

still significantly elevated in football athletes at Post-season.

The long-term effects of increased baseline levels of these metabolites is unknown.

Additional research must be conducted to unveil the potential deleterious effects of

this observation.

3.5 Conclusion

In sum, significant neurometabolic changes were observed in both the DLPFC and

M1. These changes were significantly correlated with the total count of hits, average

PLA, and the percentage of hits greater than 60g. Some of these observations showed

position-specific variations, suggesting position may have an effect on sustained hits

and neurometabolic changes. Taken together, attention should be paid when studying

collision-sport athletes as players can show spectroscopic differences based on their

primary position.
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3.6 Limitations and Future Work

Limitations of this study include 1) missing data and use of multiple imputa-

tions to increase sample size, 2) use of manual voxel placement, 3) variations in time

between sessions for each subject, 4) large variability in regression analyses, and 5)

sensor reliability. Multiple imputations were only used when one session was missing

for a particular subject. This method drastically improved our sample size for statis-

tical analyses. While novel automatic voxel placement methods are currently being

developed, no robust methods were available during the length of this study. There-

fore, manual voxel placement was necessary and measures were taken to minimize

erroneous placement. Lastly, time intervals between sessions were different for each

player due to time constraints surrounding imaging. The design of the study could be

improved by scanning subjects in a tighter time window. Future work should focus on

further investigating the relationships between position and HAEs. For example, it

would be interesting to further divide positions by defense, offense, and special teams.

However, this would require large sample sizes due to the inherent variations in num-

ber of players required per position. Additionally, it would be valuable to investigate

the rotational acceleration events. In the current study, this metric was unreliable due

to inherent limitations of the gyroscope. However, using more advanced HAE sensors

could provide valuable insight into how rotational events may impact position-specific

neurometabolic changes - these events have been suggested to cause more significant

shear damage to tissue compared to linear events [184].
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4. MRS INVESTIGATION IN A COHORT OF MIDDLE

SCHOOL AMERICAN FOOTBALL PLAYERS

4.1 Introduction to TBI in Youth (12-14 years) Football Athletes

With the increasing awareness of sports-related concussions in professional players,

and the negative impacts on long-term brain health, attention has been placed on

the safety of youth football. An epidemiological study conducted by Zhang et al.

(2016) found a staggering 143% increase in concussion incidence in patients aged

10-14 years [185]. Additionally, it has been estimated that 300,000 to 3,800,000

mild TBIs occur annually in contact sport athletes aged 14-19 [186]. Daniel et al.

(2013) reported greater HAEs during games versus practices, especially HAEs greater

than 80g, in players aged 12-14 years [187]. In a study comparing concussion rates

in different youth groups, players in sixth and seventh grade were reported more

likely to experience a concussion compared to younger players [188] Another study

confirmed significant changes in cerebral blood flow in youth athletes (aged 11-15

years) who experienced a sports-related concussion, in addition to poorer ImPACT

neurocognitive test scores and reaction time [189]. Other studies have discovered

larger symptom counts in those with a history of concussion [190, 191], as well as

poorer performance on verbal memory [191]. Unfortunately, there is limited evidence

of the long-term impacts of mild TBI in youth contact athletes. However, some

studies suggest that symptoms of post-concussive syndrome persist for longer periods

of time in this age group [192].

Taken together, youth concussions rates are on the rise, neurocognitive and neu-

rophysiological dysfunctions have been observed, but the long-term effects remain

largely unknown. Furthermore, this particular age group (12-14 years) is undergo-

ing significant brain development, especially in the DLPFC which is the last brain
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region to reach maturity, and is critically important for executive functions, working

memory, and decision making. Therefore, it is critical to further investigate neuro-

physiological changes in these youth athletes. This body of work presents changes in

neurometabolic concentrations in youth football athletes (ages 12-14 years) between

the commencement and conclusion of the football season. Magnetic resonance spec-

troscopy and head-mounted sensors were used to quantify changes in brain metabo-

lites and head acceleration events (HAEs), respectively. This is the first report of

neurometabolic changes linked with collision-sport participation in this age group.

4.2 Methods

4.2.1 Participants

Twelve male, middle school football athletes participated in this study (ages: 12-

14 years, mean = 12.7). Subjects were recruited from a local middle school and

imaged twice, once before commencement of contact practice and once at the end

of the season. Subjects were further classified based on their position (1 = linemen,

2 = non-linemen, nlinemen= 5; nnonlinemen= 7). 16.7% (2/12) of subjects reported a

history of concussion (HoC).

4.2.2 Imaging Timecourse

Subjects were imaged twice over the course of the football season: once prior to

contact practice (Pre) and once at the commencement of the season (Post).

4.2.3 HAE Monitoring

Head acceleration events (HAEs) were monitored for each subject at all practices

and games using the X2 Patch Biosystems Sensor (X2 Biosystems; Seattle, WA). The

sensor was attached behind the ear using an adhesive patch which was applied after

cleansing the area with an alcohol prep pad. After each practice and game, data from
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the sensors were downloaded to the Head Impact Moniorting System software (X2

Biosystems; Seattle, WA). The software reported Peak Linear Acceleration (PLA)

and Peak Rotational Acceleration (PRA) for each HAE (>10g) and HAEs <20g were

discarded [164]. Due to limitations of the gyroscope, PRA was not included in any

statistical analyses.

4.2.4 MRS Protocol

All data were collected at Purdue University MRI Facility (West Lafayette, IN). A

3 T GE Signa HDx (Waukesha, WI) was used in combination with a 16-channel brain

array coil (Nova Medical; Wilmington, MA). Data were collected using a single voxel

PRESS sequence (TE = 30 ms, TR = 1500 ms; averages = 128, FOV = 30 cm3).

For accurate registration and segmentation, a high-resolution T1 scan was conducted

with a 3D SPGR sequence (TE = 1.976 ms, TR = 5.7 ms, averages = 128, with 1

mm isotropic resolution). PRESS voxels were placed in the DLPFC and M1 as shown

in Bari et al. (2018) and according to Section 3.2.4 [47]. Correct voxel placement at

Post was improved by using the reconstructed voxel images from Pre. Any sessions

where voxel placement in Post overlapped with less that 30% of the voxel in Pre were

discarded.

4.2.5 MRS Post-Processing

Post-processing and spectral quantification followed methods as outlined in Sec-

tion 3.2.5. This resulted in nine DLPFC subjects and eight M1 subjects.

4.2.6 HAE Post-Processing

Various HAE value were calculated from PLA and hits counts: total hits (tHits),

cumulative PLA (cPLA), average PLA (aPLA), maximum PLA (mPLA), total hits

greater than 40g (tHits40g), total hits greater that 60g (tHits60g), and total hits greater
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than 80g (tHits80g). Total Hits (tHits), tHits30g tHits40g, tHits60g, and tHits80g were

calculated by counting the total number of hits at the designated threshold (20g, 30g,

40g, 60g, or 80g) for the ith player.

tHits =

Npost∑
k=1

Hitsk,i (4.1)

tHits40g =

Npost∑
k=1

Hitsk,i,40g (4.2)

tHits60g =

Npost∑
k=1

Hitsk,i,60g (4.3)

tHits80g =

Npost∑
k=1

Hitsk,i,80g (4.4)

Cumulative PLA was calculating by summing all PLA events for the ith player

between Pre and Post.

cPLA =

Npost∑
k=1

PLAk,i (4.5)

Average PLA was determined using equation 4.6:

aPLA =
cPLA

tHits
(4.6)

Max PLA was determined by selecting the largest PLA sustained between Pre and

Post.

4.2.7 Statistical Analysis

All statistical analyses were conducted in STATA [167]. Because there were in-

stances of missing metabolite data points, multiple imputations were conducted and

the means of 50 imputations were reported [168]. Combining the imputed values with

preexisting data resulted in 12 DLPFC subjects and 11 M1 subjects. All data were
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normally (Shapiro Wilks test) and equally distributed (Bartlett’s test) [169,170]. No

significant differences across age were observed at Pre (ANOVA; p-value >0.05).

Next, session-dependent changes in DLPFC and M1 metabolites were investigated

using standard t-test between Pre and Post. Values reported with p-values less than

0.05 were deemed statistically significant.

Position-dependent effects were also analyzed using t-test. Both position-dependent

metabolite changes and position-dependent variations in HAEs were investigated us-

ing t-test. Values reported with p-values less than 0.05 were considered statistically

significant. If values were statistically significant, they were further analyzed using

linear regression to determine associations between metabolites, HAEs, and position.

To conduct the linear regression, metabolites were normalized using the following

equation:

NormalizedMetabolite =
∆Metabolitepre−post

[Metabolite]pre
(4.7)

Normalized metabolites were then regressed against hits variables to determine sig-

nificant associations between changes in metabolic concentrations and HAEs (tHits,

cPLA, aPLA, mPLA, tHits40g, tHits60g, and tHits80g). Cooks Difference was used to

determine the significance of potential outliers on the regression models. Using this

method, no outliers were shown to significantly affect the outcome of the regressions

(Cooks D <5). Therefore, no values were removed for regression analysis.

Next, the concentrations of metabolites in the middle school cohort were compared

to those in the high school cohort. This analysis was conducted using the Wilcoxon

Ranksum test at Pre and Post, independently [173]. Differences between Pre and

Post for middle school and high school athletes were also reported.

Lastly, metabolite values in high school controls were compared with middle school

and high school athletes, independently, using the Wilcoxon Ranksum test. Each

session, Pre and Post, were analyzed separately. High school controls were imaged

during a previous study season but the MRS protocol and MRI model were identical.

In addition, these controls were age- and gender-matched, non-collision sport athletes.
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4.3 Results

The presented analyses yielded statistically significant changes in DLPFC and M1

metabolites in middle school football athletes. There were also significant differences

in correlations between tCr and mPLA, and Glx and aPLA which were position-

specific. Significant differences between DLPFC and M1 metabolites in high school

and middle school athletes were also unveiled. The remaining section will detail these

results.

4.3.1 Changes in DLPFC and M1 Metabolites

DLPFC Metabolites by Position

Inositol significantly decreased in DLPFC between Pre and Post imaging sessions

(p-value = 0.043) (Figure 4.1). When analyzed by position, this observation was only

significant in linemen (p-value = 0.0379). While tCr was not significantly different,

when divided by position (linemen vs. non-linemen), linemen expressed a significantly

lower level of tCr at Post (Figure 4.2).

Fig. 4.1. Inositol was significantly lower at Post versus Pre in middle
school football players (* p-value <0.05).
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Fig. 4.2. Creatine was lower at Post-season imaging compard to Pre.
This observation was only significant in linemen (* p-value <0.05).

4.3.2 M1 Metabolites by Position

N-acetyl aspartate (NAA) significantly decreased in M1 between sessions Pre and

Post (p-value = 0.030) (Figure 4.2). When analyzed by position, tNAA was signifi-

cantly lower in non-linemen (p-value = 0.0139).

Fig. 4.3. tNAA was significantly lower at Post versus Pre in middle
school linemen (* p-value <0.05).
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In addition, M1 tCho was significantly lower in linemen compared to non-linemen

(p-value = 0.0156) (Figure 4.4).

Fig. 4.4. tCholine was significantly lower in linemen compared to
non-linemen; no overall trend was observed when both positions were
included (* p-value <0.05).

4.3.3 Interactions between Metabolites, HAEs, and Position

While there were no significant changes in HAEs by position, there were significant

interactions between metabolites and HAEs by position. Coefficients are reported

using standardized metabolites and HAE values to relay the true unit change. In

DLPFC, normalized tCr significantly increased with increasing mPLA in non-linemen

(coefficient = 1.980, p = 0.013) (Figure 4.5). This trend was only observed when

positions were analyzed separately (i.e. there was no overall trend when both positions

were included in the analysis). In M1, normalized Glx decreased with increasing mean

PLA (coefficient = -0.6922, p = 0.013) (Figure 4.6). Analyzing by position, this trend

was observed significant in linemen (coefficient = -0.8024, p = 0.038); however, a non-

significant negative trend in non-linemen was also observed (coefficient = -0.5743, p

= 0.286) (Figure 4.6).
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Fig. 4.5. Regression analysis of normalized DLPFC tCr with max
PLA. tCr increased with increasing mPLA.
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Fig. 4.6. Regression analysis of normalized M1 Glx with mean PLA
(aPLA). Glx decreased with increasing aPLA. This observation was
significant in linemen.
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Thresholding tHits at 40g, 60g, and 80g also yielded significant associations with

normalized Glx (Figure 4.7). Thresholding at 30g did not yield significant associations

(p-value = 0.1159). Coefficients and p-values are displayed in figure 4.7. Specifically,

Glx decreased with increasing number of hits exceeding 40g, 60g, and 80g. Analyz-

ing these trends by position, it was observed that linemen exhibited the significant

decreases in Glx (Figure 4.8).

Fig. 4.7. Regression analysis of normalized Glx in M1 with total hits
thresholded at 40g, 60g, and 80g. Glx signficantly decreased with
increasing hits at all thresholds.
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Fig. 4.8. Regression analysis of normalized Glx in M1 against position-
specific thresholded hits. Linemen exhibited significant associations
between tHits and Glx.
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4.3.4 Metabolite Comparison in Middle School vs. High School Football

Athletes

Comparisons across level-of-play revealed significant differences between middle

school (MSA) and high school (HSA) football athletes between Pre and Post. These

are novel findings which have not yet been reported. In DLPFC, significant differences

in tNAA and tCr were observed between MSAs and HSAs at Pre and Post imaging

sessions (Figure 4.8). Specifically, tNAA and tCr were elevated in HSAs compared to

MSAs. tNAA was higher at Pre (p-value = 0.0029) and Post (p-value = 0.0080) in

HSAs. tCr was higher at Pre (p-value = 0.-381) and Post (p-value = 0.-176) in HSAs.

Furthermore, tCho was significantly higher in HSAs at Pre (p-value = 0.0241).

Fig. 4.9. High school athletes exhibited higher levels of tNAA and
tCr in DLPFC at both Pre and Post imaging sessions. tCho was also
elevated in high school athletes at Pre (Wilcoxon p <0.05).



88

In M1, significant differences in Ins and tCr were observed between HSAs and

MSAs at Pre and Post imaging sessions (Figure 4.9). Ins was higher in HSAs at Pre

(p-value = 0.0005) and Post (p-value = 0.0080). tCr was also higher at Pre (p-value

= 0.0167) and Post (p-value = 0.0116) in HSAs. In addition, tCho was significantly

higher in HSAs at Pre (p-value = 0.0273).

Fig. 4.10. High school athletes exhibited higher levels of Ins and tCr
in M1 at both Pre and Post imaging sessions (Wilcoxon p <0.05)

4.3.5 Metabolite Comparisons Between High School Controls and Middle

School and High School Athletes

To better understand the ranges of metabolic changes in these athletes, values were

compared against high school controls. It was hypothesized that MSAs would have

values consistent with high school controls and HSAs would have elevated metabolite

levels. HSAs had significantly higher metabolite levels compared to controls in the
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DLPFC. Specifically, Ins, tCho, and tCr were higher that control levels at Pre and

Post and tNAA and Glx were higher at Pre. MSAs had significantly higher levels

of Ins and Glx compared to controls at Pre, however, these were not age-matched

controls. In M1, tCr was significantly higher in HSAs at Pre and Post and Ins, tNAA,

and tCho were significantly higher at Pre. MSAs showed no significant changes in

M1 metabolites compared to controls. Figure 4.11 summarizes the observations.

Fig. 4.11. Comparison of MSAs and HSAs with high school controls.
Bolded p-values are significant (<0.05).

These data are further displayed in box-plot form (Figures 4.12 and 4.13).
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Fig. 4.12. DLPFC metabolite comparison of HSAs and MSAs with
high school athletes (* p-value <0.05).

Fig. 4.13. M1 metabolite comparison of HSAs and MSAs with high
school athletes (* p-value <0.05).
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4.4 Discussion

Given recent reports regarding the damaging effects of American football on brain

health, there are concerns surrounding youth participation in contact football. Neu-

rometabolic changes in middle school football athletes have not yet been reported

in the literature. Here, we report significant changes in inositol, tNAA, choline,

and creatine, as well as significant associations between metabolites and HAEs by

position in middle school athletes following a season of football participation. In

addition, metabolites were significantly higher in high school athletes compared to

middle school athletes and high school controls.

4.4.1 Neurometabolic Changes

Decreased inositol was also reported in the DLPFC of high school athletes (Section

3.4.1) and may be a reflective of an energy crisis and localized swelling. Moreover,

tNAA was also decreased in high school athletes (Section 3.4.2) and has been reported

in youths with persistent post-concussive syndrome [193]. This metabolite typically

decreases following TBI and may be reflective of axonal swelling, energy depletion,

and dysfunctional waste removal. Interestingly, when subjects were partitioned by

position, Ins and tCr in the DLPFC were significantly lower in linemen versus non-

linemen. This observation could, in part, be explained by poor tackling skills. These

young players are novice to linemen tackling style and may compensate for lack of

strength by more frequently using their head as a weapon. However, the sample

size in the linemen cohort was small (n = 5) and a larger sample size would be

necessary to better understand this observation. Conversely, tNAA and tCho in M1

were significantly lower in non-linemen - consistent with high school changes. While

cPLA was not significantly higher in non-linemen (likely due to small sample size),

a trend towards high cPLA in non-linemen (”2”) can be observed (Figure 4.14).

Linemen (”1”) have small variation in magnitude of PLA sustained over the course of
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a season. Again, the accumulation of fewer, but higher, magnitude hits in non-linemen

could lead to the observed decreases in tNAA and tCho.

Fig. 4.14. Differences in cPLA by position in middle school athletes
(1 = linemen; 2 = non-linemen; nlinemen = 5; nnon−linemen = 7).

4.4.2 Interactions Between Metabolite, HAEs, and Position

Regression analysis of metabolites against HAEs by position revealed significant

associations between DLPFC tCr and mPLA in non-linemen. Specifically, tCr in-

creased with increasing max PLA. This is an inter sting observation and again, could

be due to small sample size. However, another explanation may be related to repair

mechanisms. If one large hit event occurs, the brain may require additional ATP

(i.e. energy) to repair the damage. This could potentially explain the increase in tCr.

However, the exact date and time of the maximum hit event was not evaluated - this

could offer more insight into a potential timeline of a tCr response to injury.

Second, M1 Glx significantly decreased with increasing aPLA, tHits40g, tHits60g,

and tHits80g (Figures 4.5-4.8). This trend was observed when both positions were

included in the analysis; however, when analyzed by position, only linemen showed
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significant associations. These observations are somewhat opposite of what was ob-

served in high school athletes (i.e. decreasing metabolites with increasing HAEs in

non-linemen). Again, the significant findings in linemen could be a result of poor

tackle form and the use of the head as a weapon. As the players gain more expe-

rience, their form improves. This may explain why significant associations between

HAEs and neurometabolites in high school linemen were not observed. Additionally,

50g has been reported as the threshold in high school football athletes observed to

correlated with significant changes in brain homeostasis [47,194]. However, in middle

school athletes, a threshold of 40g was significantly associated with changes in Glx.

It could be that the threshold required to elicit observable damage in middle school

athletes is lower than for high school athletes. In general, decreased Glx may be

indicative of impaired neurotransmission and glutathione synthesis [154].

4.4.3 Differences Between Middle School and High School Athletes

Analysis of middle school (MSAs) versus high school (HSAs) football athletes

uncovered interesting differences in metabolite levels between the levels of play.

In DLPFC, HS athletes exhibited higher levels of tNAA and tCr at Pre and Post.

tCho was also elevated at Pre-season. These metabolites have been reported to in-

crease with increasing age [195–198]. However, increases in tNAA seem to plateau by

age 10, tCr reaches maturity by age four in grey matter regions, and tCho plateaus

by the age of one [195, 199]. It could then be concluded that higher concentrations

of metabolites in high school football athletes may be abnormal. Yet, MRS stud-

ies on neurometabolic profiles are limited and only certain brain regions have been

investigated. Given that the DLPFC is the last brain region to fully develop, it is

quite possible that this region has higher levels of metabolites in high schoolers. It

has been reported that the DLPFC does not reach maturity in males until the age

of 21 [200]. Until this point, the DLPFC is undergoing significant synaptic pruning

and myelination, as certain pathways are strengthening [201]. Higher levels of tNAA,
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tCho, and Ins may be reflective of an increased demand for myelin synthesis in this

particular brain regions. However, significant research must be conducted to further

understand these observations.

In M1, HSAs exhibited higher Ins and tCr at Pre and Post. tCho was also

elevated at Pre. Myo-inositol, an astrocytic osmolyte, reaches mature levels by years

2-3 [199]. Inositol was significantly lower in HSAs at session In1, In2, and Post1

(Figure 3.4), but was still significantly higher than MSA levels at both Pre and

Post. Similar to DLPFC observations, tCr and tCho were also higher. Again, these

metabolites (Ins, tCho, tCr) should reach mature levels no later than the age of

four. Higher levels of these metabolites in HSAs might be indicative of 1) normal

changes during development or 2) accumulated injury or compensatory mechanisms.

While the DLPFC is still undergoing significant reorganization during high school

years, M1 should be more robust as it is the primary motor region responsible for

movement, coordination, and dexterity. However, research does suggest that this

region is also critically important for motor learning and memory. One reason for

higher observed Ins and tCho in high school M1 may be reflective of motor learning

and memory for football-related tasks. However, this is unlikely given that these

metabolites decrease during the season. Second, the observed elevation could be

the result of accumulated damage and neuroplasticity. Following cumulative and

repetitive damage, the brain may compensate by increasing metabolite levels [181].

This could explain why these metabolites are elevated in high school football athletes

at Pre. By elevating metabolite levels before exposure to damaging HAEs, metabolites

may not fall to critical levels. In fact, elevated levels of Ins and Glx in the DLPFC

were also seen in MSAs Pre only. On average, this cohort of MSAs had 2.6 years of

prior tackle experience. Therefore, even a few years of experience may initiate these

compensatory mechanisms.
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4.5 Conclusion

The above study presents the first report of MRS changes in middle school athletes.

Ins and tCr in DLPFC were significantly lower in MSAs at the Post season imaging

and changes in these metabolites were specific to linemen. tNAA and tCho in M1

were also lower at Post and changes in these metabolites were specific to non-linemen.

Additionally, tCr significantly increased with increased mPLA and Glx exhibited

significant negative associations with aPLA, tHits40g, tHits60g, and tHits80g. Lastly,

Ins, tNAA, tCho, tCr, and Glx were significantly higher in HSAs compared to MSAs.

These findings could be indicative of significant neurophysiological compensation in

HSAs. Taken together, particular attention should be focused on youth collision-sport

athletes as 1) this age group may be more susceptible to neurometabolic changes, and

2) effects of persistently elevated metabolite levels are unknown.

4.6 Limitations and Future Work

A major limitation of this study was sample size. Only 12 DLPFC subjects and 11

M1 subjects were included in statistical analyses. Future work should be completed

with larger sample sizes. In addition, it is critically important to understand any long-

term effects of HAEs and concussion in youth athletes. Therefore, significant research

should be completed to address the physiological, psychological, and cognitive impacts

of youth football participation.
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5. SUMMARY AND FUTURE WORK

The presented work highlights various applications of the MRS methodology to un-

derstand advanced physiological phenomena related to traumatic brain injury. Below

is a summary of each investigation and an outline of corresponding future research.

5.1 Novel Biomarker Investigation

Current procedures used to diagnose TBI are mostly qualitative in nature, there-

fore making it difficult to predict patient outcomes. This problem warrants the in-

vestigation of quantitative biomarkers of TBI that can predict neurological outcomes.

Acrolein is a toxic reactive oxygen species that is both a product and promoter of ox-

idative stress. It has been show to increase following TBI, substantiating its potential

as a TBI biomarker. Acrolein was first investigated using NMR and found to have

long T1 and T2 relaxation times - not uncommon of small aldehydes. Accordingly, TR

was adjusted in later MRS protocols and acrolein was deemed quantifiable at 1 M, 100

mM, and 10 mM concentrations in water and whole-brain phantoms. This provides

sufficient evidence that acrolein may be quantifiable in vivo, but further investiga-

tion is required to 1) quantify acrolein in tissue, 2) correlate injury severity with

relative acrolein concentration, using controlled closed-head impact animal models,

and 3) understand the predictive power of acrolein on neurological outcomes. Based

on extensive future work, this method could ultimately be applied to localize injury

severity, thereby specializing patient treatment plans and improving patient-specific

outcomes.
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5.2 MRS Investigation of Position-Specific Effects on Neurometabolic

Changes in High School and Middle School Athletes

The incidence of sports-related concussion is increasing, especially in youth ath-

letes. This could be attributed, in part, to heightened awareness of symptoms; how-

ever, many studies suggest a lack of symptom reporting in this population. MRS can

provide valuable information regarding disruptions in neurometabolic homeostasis.

Even so, MRI examinations are expensive and therefore do not provide a means for

frequent collision-sport athletic check-ups. Instead, less expensive and quantitative

methods should be used to predict possible TBI sequelae - such as head acceleration

monitors. However, these methods must first be validated against quantifiable mea-

sures of brain dysfunction - such as spectroscopic data. Fifty-five high school and 12

middle school football athletes were imaged over the course of a football season. Head

acceleration events (HAEs) were also monitored at every practice and game. Signifi-

cant changes in brain metabolites were found in both populations, with the majority

of changes occurring in the primary motor cortex. HAEs were significantly associ-

ated with decreases in some of the observed metabolites, suggesting cumulative hits

are predictive of greater neurometabolic changes. Position-effects were also evaluated

between linemen and non-linemen. In high school athletes, linemen showed a higher

number of HAEs, but non-linemen experienced larger accelerations. Neurometabolic

changes were significantly associated with position type. When comparing middle

school and high school athletes, metabolites (Ins, tNAA, tCho, and tCr) were found

to be significantly higher in high school athletes. This could reflect more severe

metabolic dysfunction in middle school athletes. Taken together, significant neu-

rometabolic changes were observed in both high school and middle school athletes.

These changes can be partially be explained by position and HAEs.

Previous work also supports these findings [44,47] and emphasizes the importance

of improving prevention, diagnosis, and treatment of sports-related concussion in

youth athletes. However, limitations exist and future work must be completed to
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fully understand the specific mechanisms on position-specific injury. Next, it will be

important to increase the sample size of the middle school cohort. In addition, steps

should be made to move away from using MRI as a diagnostic tool for sports-related

concussion. Instead, focus should be put on quantitative and inexpensive methods

(i.e. sensors and sideline tests) that can accurately predict neuropathology, using

neuroimaging as a gold standard for initial validation.

5.3 Closing Remarks

In close, MRI is a powerful tool that can be used to evaluate a wide range of

research questions. The presented work focused on the application of MRS to better

understand physiological phenomena noninvasively, specifically related to traumatic

brain injuries. Future work should focus on furthering the goals of each project,

respectively, in hopes of improving outcomes in collision sport athletes.
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A. Ria, S. Marziale, G. Zoccatelli, B. Tavazzi, F. D. Bolgia, R. Sorge, S. P.
Broglio, T. K. Mcintosh, and G. Lazzarino, “Assessment of metabolic brain
damage and recovery following mild traumatic brain injury: a multicentre, pro-
ton magnetic resonance spectroscopic study in concussed patients,” Brain, vol.
133, no. 11, pp. 3232–3242, 2010.

[47] S. Bari, D. O. Svaldi, I. Jang, T. E. Shenk, V. N. Poole, T. Lee, U. Dydak, J. V.
Rispoli, E. A. Nauman, and T. M. Talavage, “Dependence on subconcussive
impacts of brain metabolism in collision sport athletes: an MR spectroscopic
study,” Brain Imaging and Behavior, vol. 13, no. 3, pp. 735–749, 6 2019.

[48] R. Shi, T. Rickett, and W. Sun, “Acrolein-mediated injury in nervous system
trauma and diseases,” Molecular Nutrition and Food Research, vol. 55, no. 9,
pp. 1320–1331, 2011.

[49] M. Cruz-Haces, J. Tang, G. Acosta, J. Fernandez, and R. Shi, “Pathological
correlations between traumatic brain injury and chronic neurodegenerative dis-
eases,” Translational Neurodegeneration, vol. 6, no. 1, p. 20, 12 2017.

[50] M. K. Walls, N. Race, L. Zheng, S. Vega-alvarez, G. Acosta, J. Park, and R. Shi,
“Structural and biochemical abnormalities in the absence of acute deficits in
mild primary blast-induced head trauma,” Journal of neurosurgery, vol. 124,
no. 3, pp. 675–686, 2016.

[51] CDC, “Report to Congress on Traumatic Brain Injury In the United States:
Epidemiology and Rehabilitation,” National Center for Injury Prevention and
Control; Division of Unintentional Injury Prevention, Atlanta, GA, Tech.
Rep., 2015. [Online]. Available: https://www.cdc.gov/traumaticbraininjury/
pdf/TBI Report to Congress Epi and Rehab-a.pdf

[52] M. Clark and K. Guskiewicz, Sport-Related Traumatic Brain Injury. CRC
Press/Taylor and Francis Group, 2016. [Online]. Available: http://www.ncbi.
nlm.nih.gov/pubmed/26583180



103

[53] M. E. O’Neil, K. Carlson, D. Storzbach, L. Brenner, M. Freeman, A. Quiñones,
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A. ANALYZING DIFFUSIVITY PROFILES OF IN SITU

FORMING IMPLANTS USING DIFFUSION-WEIGHTED

IMAGING

A.1 Introduction to In Situ Forming Implants

Medication effectiveness relies on patient adherence to a given treatment regimen.

Often, patients do not adhere to the temporal guidelines set by their physicians and

treatments therefore remain less effective. Up to 50% of patients do not take their

medications at their effective doses [202, 203]. This can lead to a host of problems

including medication waste, disease progression, reduced treatment efficacy, increased

hospital visits, and increased morbidity [202,203]. Efforts are being made to combat

the lack of medication adherence and improve patient outcomes via elimination of

complex oral treatment regimens. In situ forming implants (ISFIs) are one approach

[37]. ISFIs are composed of biodegradable polymers of specific molecular weight;

allowing for flexibility in design. Drug is mixed with the biodegradable polymer (in

liquid form) and injected into a specific tissue.

Fig. A.1. Depiction of ISFI injection and release over time.
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Once the solution makes contact with the aqueous tissue environment, the polymer

spontaneously forms into a small, drug-eluting sphere (Figure 5.1). Over time, drug

inside the ISFI exchanges with water in the aqueous environment - thereby providing

a dose of medication. ISFIs can be engineered to deliver a specific dose of medication

over a desired time course (from days to weeks). The release profiles of ISFIs have

been studied extensively in vitro and ex vivo; however, these results may not reflect

how release is occurring in vivo. To better understand the release behaviors of ISFIs

in vivo, various techniques have been attempted. One example is the use of ultra-

sound imaging. Ultrasound has proven useful for obtaining information on implant

structure, drug characteristics, and precipitation of polymer from the ISFI [204–207].

However, there are limitations of this technique in that it can only provide structural

information. Another method is micro-CT which can capture high resolution images

of ISFI pore size ex vivo [208]. Again, this method is limited in its ability to only

obtain structural information. Therefore, there exists a gap in deriving functional

information regarding drug release dynamics in vivo.

Diffusion-weighted imaging (DWI) (as discussed in section 1.2) can be applied

to study the diffusion of water in a specific ROI over time in vivo. Due to the

inherent ability of ISFIs to exchange drug with water in the aqueous environment, is is

possible to study the degree of water infiltration, or diffusivity into the ISFI, over time.

This novel application of DWI has potential to characterize diffusivity in vivo, over

time and improve ISFI design. Ultimately, this can lead to improved drug delivery

and subsequent medication effectiveness, as well as improved patient outcomes by

eliminating the issues associated with medication adherence. The following methods

describe DWI analysis of ISFIs which were synthesized for in vitro, phantom (ex vivo

and in vivo experiments.
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A.1.1 Methods: In Vitro and Phantom Ex Vivo Experimental Design

Materials

Poly-(lactic-co-glycolic) acid (PLGA; biodegradable polymer) with molecular weights

of 15 kDa (2A) and 52 kDa (4A) were obtained from Akina Inc. and Evonik Indus-

tries, respectively. N-methyl-2-pyrrolidine (NMP; buffer) was obtained from Fisher

Scientific. Mock drug, fluorescein, was obtained from Acros Organics (courtesy Luis

Solorio).

In Vitro Polymer Synthesis and Analysis

PLGA, NMP, and fluorescein were combined in a 39:60:1 ratio. Fluorescein and

NMP were first combined. Then, PLGA was added to the dissolved into the solution.

Fig. A.2. Determination of drug release in vitro. The bath solution
was replaced following each collection. Samples were taken from the
bath solution at the following time points: 0.25, 0.5, 1, 2, 4, and 6
hours; 1, 2, 3, 4, 5, 6, 7, 10, 14, 17, and 21 days.

The final solution is referred to as the ISFI solution (PLGA + NMP + fluorescein).

Sixty µL of ISFI solution was pipetted into 10 mL of phosphate-buffered saline (PBS)

which was continuously stirred. When the ISFI solution contacts the PBS (aqeuous
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solution), a small sphere (3 mm) spontaneously forms, enveloping the mock drug

which is was contained in the ISFI solution. To quantify drug release, samples were

taken from the PBS bath solution between 0.25 hours and 21 days (Figure 5.2).

The bath solution was replaced after each sample collection and the fluorescence of

each sample was determined using a SpectraMax M5 microplate reader. Data were

cumulatively summed to obtain quantification of release over time (courtesy Kelsey

Hopkins).

In Vitro DWI Protocol

A 3D printed apparatus was designed to center the ISFIs in the 40 mL phantom

bottle (Figure 5.3). Proper centering of the ISFI is critical for image quality.

Fig. A.3. 3D printed apparatus designed to fit in a 40 mL bottle and
center the ISFI. The ISFI can be seen centered of the bottle.



120

Imaging was conducted using a Bruker BioSpec 70/30 USR 7 T Pre-Clinical MRI

system and a Bruker RF RES 300 1H 075/040 QSN TR rat head/mouse body volume

coil. A standard DWI-SE was used for data collection (TE = 17.5 ms, TR = 2500

ms, FOV = 35mm2, slice thickness = 0.80 mm, b-value = 0,1000 s/mm2, time =

8:00 minutes). Prior to DWI-SE, localizer and multislice localizer protocols were run

to achieve proper slice placement and the number of slices varied depending on the

diameter of the ISFI. Imaging was conducted at time points matching the in vitro

release experiments (0.25, 0.5, 1, 2, 4, 6, 24, 48, 72, 96, 120, 144, 168, 240, 336, 408,

and 504 hours). ISFIs for each time point were synthesized and imaged in triplicate.

Each time point had a corresponding set of ISFIs and no ISFI was imaged more than

once.

In Vitro DWI Analysis

Following data collection, ADC was calculated for each ISFI at each time point and

corresponding ADC maps were generated. Two methods were then used to determine

the mean diffusivity (MD) of the ISFIs. The first was accomplished using a custom

Matlab code for manual ROI selection (courtesy of Xin Li). Here, ROIs were manually

selected by two researchers in triplicate. The average was taken across selections

and users to determine the global MD (i.e. the MD of the entire ISFI ROI). The

second method used automatic segmentation to threshold out regions with the highest

diffusivity (i.e regions containing free water; MD = 2.0 mm2/s). The resulting MD

corresponded to polymer-containing portions of the ISFI. Combining both methods

gives unique quantitative information regarding both global and polymer-only regions

of the ISFI.

In addition to these methods, further analyses were completed to obtain supple-

mental functional information. First, a custom Matlab code was developed to perform

a radial analysis of MD (courtesy of Xin Li). Concentric rings (1 pixel thick) were

used to calculate MD from the outside region of the ISFI, inward. Due to variations
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in ISFI diameter, pixel dimensions were normalized on a scale of 0 to 1 with the cen-

ter defined as 0 and the outermost shell defined as 1. This method provided unique

spatial information regarding ISFI MD at various radii.

In Vitro Scanning Electron Microscopy

Scanning Electron Microscopy (SEM) was conducted following each imaging ses-

sion to obtain fine resolution images. ISFIs were freeze-fractured with dry ice, ly-

pophilized, and mounted to aluminum stubs for imaging. Imaging was performed

using a FEI NovaNanoSEM and a Quanta 3D FEG SEM. ImageJ was used to eval-

uate the microstructure of the ISFIs: shell thickness and pore diameter (courtesy

Kelsey Hopkins).

A.1.2 Methods: In Vivo Experimental Design

Animal Preparation

All animal studies were performed following protocols approved by the Purdue

Animal Care and Use Committee. Three 4-week old male C57BL/6 WT mice were

bred from mice (Jackson Laboratory). ISFIs were prepared following procedures as

outlined in “Polymer Synthesis and Analysis”; however, the ISFI solution was now

injected into mice. Based on results from phantom experiments, only the 4A polymer

was used for in vivo work. Mice were anesthetized with 1.5% isoflurane and an oxygen

flow rate of 2 L/min. Fur was trimmed and prepped with iodine and alcohol. 100 µL

of ISFI solution was loaded into a 23-gauge needle and injected subcutaneously. Two

injections were made in each mouse - one above the right and left flank - equating to

six ROIs.
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In Vivo DWI Protocol

Based on results from phantom experiments, only a subset of time points were

selected: 1, 6, 24, 72, and 120 hours post-injection. Mice were imaged at each time

point and were anesthetized with 2.5% isoflurane and an oxygen flow rate of 250

mL/minute. Respiration rates were monitored using the Monitoring and Gating Sys-

tem from Small Animal Instrument, Inc. (SAII). Adjustments to the rate of isoflurane

administration were altered to maintain a respiration rate of 60 breathes/minute.

Additional precautions were taken to maintain internal body temperature (26◦) and

prevent eye abrasions. A Bruker BioSpec 70/30 USR 7 T Preclinical MRI system

and Bruker RF RES 300 1H 075/040 QSN TR rat head/mouse body volume coil were

used for in vivo MR imaging. A standard DWI-SE sequence was used (TE = 17.5

ms, TR = 2500 ms, FOV = 30 mm2, slice thickness = 0.80 mm, b = 0,1000 s/mm2,

time = 8:00 minutes). Prior to DWI-SE, localizer and multislice localizer protocols

were run to achieve proper slice placement. diameter of the ISFI. Again, the number

of slices varied depending on the diameter of the ISFI. Respirations were triggered

so image acquisition only occurred between breathes. Following imaging, mice were

injected with 0.5 mL of warm saline and kept on a heating pad (37◦) for optimal re-

covery. After the 120 hour time point, mice were euthanized using CO2 gas, followed

by cervical dislocation. ISFIs were extracted from the tissue and prepared for SEM

analysis.

In Vivo DWI Analysis

DWI ADC maps were generated as described in “In Vitro DWI Analysis”. Because

in vivo imaging results in higher levels of noise, it was necessary to first localize the

DWI ROI using the multislice localizer image. This was accomplished by overlaying

the higher resolution localizer image with the lower resolution DWI ADC map. In

addition, tissue constraints caused the ISFIs to disfigure; for this reason, only manual

ROI selection for MD quantification was performed. ROIs were selected in triplicate
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by two researchers and the resulting MDs were averaged across selections and users.

Each slice was analyzed and slices where there was no visible sign of the ISFI were

discluded. It was observed that the cross-sectional ISFI area, and corresponding MD,

was different for each slice. For this reason, the average MD across all slices was taken

and reported as the final MD value for a given ISFI.

Statistical Analysis

ANOVA with Tukey’s multiple comparison correction was used to test for signifi-

cantly different MDs across time points (α = 0.05). A two-sample t-test was used to

test for significant differences between ISFIs at equal time points (α = 0.05) (courtesy

Kelsey Hopkins). Sample sizes (n) were as follows:

Cumulative Release (in vitro): n = 5

Phantom (ex vivo): n = 3 (3 ISFIs/time point)

In Vivo : n = 6 (2 ISFIs/mouse)

A.1.3 Results

In Vitro Cumulative Drug Release

Cumulative drug release from in vitro experimentation was plotted against time

(Figure 5.4). 4A and 2A ISFIs showed distinct patterns of release. 2A had a signif-

icantly slower burst release phase (0.25-24 hours) compared to 4A. Additionally, 2A

had a significantly slower diffusion-facilitated release phase (24-68 hours) compared

with 4A. While not significant, 2A showed markedly higher degradation-phase release

(240 hours - 504 hours) versus 4A. This in vitro data will be used for additional anal-

ysis of in vitro versus in vivo ISFI behavior. Diffusion-facilitated release of 4A was

significantly higher than that of 2A.
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Fig. A.4. Plot of drug release over time for 2A and 4A ISFIs with
corresponding burst, diffusion, and degradation release percentages.
Values are reported as percentages of total release.

Phantom (Ex Vivo) DWI and ISFI Characterization

ADC maps were generated for each ISFI at each time point (three/time point) and

one representative ISFI per time point is shown in Figure 5.5. Regions in blue indicate

regions of low apparent diffusion and regions in red indicate high apparent diffusion.

Spatiotemporal changes in ADC were observed for both 4A and 2A. At 24 hours,

there was a marked increase in ADC for both 2A and 4A. At three days, ADC for

2A was much higher than that for 4A, suggesting a faster rate of diffusion-facilitated
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release. By day 17, 2A was completely degraded and the ISFI was no longer visible.

Comparatively, 4A did not degrade fully until day 21. Additionally, a distinct region

of high ADC can be seen from 15 minutes to six hours for both 2A and 4A. This region

is referred to as the shell of the ISFI and is the location for water-drug exchange. By

24 hours, however, this region changed dynamically. Here, the interior portion of the

ISFI exhibited a much higher ADC, indicative of the burst-release phase.

Fig. A.5. ADC maps of 4A and 2A ISFIs between 0.25 hours and 21
days post-synthesis. Regions in blue are indicative of low diffusion
and regions in red are indicative of high diffusion.

The interior portion of the ISFI changed dynamically from 24 hours to 17 days post-

synthesis, with increasing ADC and changes in shell diffusivity. This observation can

be related to the process of continuous water-drug exchange and degrading PLGA.

Next, MD was calculated from the ADC maps and a four-parameter logistic curve

was used to fit MD over time for 4A (courtesy Kelsey Hopkins). First, a comparison

of global MD and polymer-only MD was completed (Figure 5.6).
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Fig. A.6. A comparison of global and polymer-only MD over time. At
days 3 and 5, the MD is consistent betwen global and polymer-only
analysis. At day 7, there is a divergence in MD between global and
polymer-only analysis where MD is higher using the global analysis
method.

From 0.25 hours to six days, global and polymer-only MD remained similar. How-

ever, by day seven, MD diverged and was higher for the the global analysis versus

the polymer-only analysis. The polymer-only MD reflects ISFI regions that have low

MD. As time increased, the the ISFI underwent degradation and the area with high

MD increased; this is observed in the divergence in MD at day seven. At this point,

the shell dominates the MD of the polymer-only region and therefore, MD remains
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constant. However, the interior portion is degrading, more water enters the ISFI, and

the global MD ultimately increases.

Second, shell diffusivity was compared with the interior diffusivity (Figure 5.7).

Fig. A.7. A comparison of shell and interior diffusivity over time. At
day 7, the interior potion of the ISFI has a higher diffusivity versus
the shell.

Here, the goal was to understand how the shell and interior portions of the ISFI

change with respect to time. Initially, the shell had a phase of rapid diffusion which

is indicative of the burst-release phase. After this phase, the shell maintained a steady

rate of diffusivity over time, until the ISFI degraded. Contrary, the interior portion

displayed a steady increase in diffusivity over time. This can be attributed to the

constant exchange of drug with water and degradation of the polymer.

Thirdly, ISFIs was characterized using ring erosion. This analysis provided spatial

profiles of ISFIs over time (Figure 5.8).
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Fig. A.8. Spatial analysis of ISFIs using ring erosion. Each ring was
one pixel in thickness and erosion was performed from the outside,
inwards. The distance from the center to the exterior of the ISFI was
normalized with the center equal to 0 and the last ring equal to 1.

In Vivo DWI and 4A ISFI Characterization

ADC maps from in vivo imaging were generated for each mouse; one representative

image is depicted in Figure 5.9. The circled regions correspond the the ISFI ROI,

located above the right and left flank. Due to tissue constraints and varying injection

site, the depicted slices represent different portions of an ISFI. However, quantitative

analysis was performed by averaging the MD of each slice. Over time, ADC in the

ROI increased and by day 5, there were regions of high diffusion within the ISFI ROI.

Although trigger was used, the observed noise is likely due to motion artifacts caused

by breathing and heart beat.

MD was calculated for each slice and averaged across slices and compared with the

MD calculated in phantom ex vivo (Figure 5.10) There were statistically significant

differences between in vivo and ex vivo MD at six hours and three days. At three
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hours, ex vivo MD was significantly higher than in vivo MD. At six days, in vivo MD

was significantly higher than ex vivo MD. These results will be further explained in

the discussion section.

Fig. A.9. Representative ADC Maps of in vivo ISFIs. The circled
regions represent the ISFI ROI above each flank.



130

Fig. A.10. Graphical comparison of in vivo and phantom (ex vivo)
MD. * represents statistically significant differences (α < 0.05).

SEM and ADC Map Comparison

SEM images were collected to compare with ADC maps obtained from in vivo

and ex vivo DWI. The high resolution of the SEM images allows for qualitative and

quantitative analysis of the ISFI microstructure. Comparing these images with ADC

maps could give insight into why ADC is higher, or lower, at specific times points.

In addition, the microstructure of ISFIs in vivo and ex vivo can be examined (Figure

5.11). Immediately, it is evident that tissue environment had a drastic effect on the

structure of the ISFIs. This is seen when comparing the in vivo and phantom SEM

images. In phantom, the shell is nicely defined and there is a clear boundary between

the shell and the interior structure. However, in vivo, this definition is not as clear.

Specifically, it is interesting to note differences at day five. At this time point, MD
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in vivo is higher than in phantom. Accordingly, the interior portion of the ISFI is

markedly more porous when compared to the phantom (ex vivo) ISFI at day five.

Fig. A.11. Comparison of ISFI microstructure with ADC maps in vivo and ex vivo.

A.1.4 Discussion

DWI is a noninvasive and sensitive technique shown to provide valuable insight

into ISFI characteristics and diffusivity in phantom (ex vivo and in vivo). This

method has potential applications in drug development and design, as well as phar-

maceutical research, with the overarching goals of improving medication effectiveness,

minimizing problems associated with medication adherence, and improving patient

outcomes.

Work completed in vitro and ex vivo were critically important for the analysis

and validation of in vivo data. In general, MD showed similar trends between ex

vivo and in vivo analyses. This was evidenced in Figure 5.10 where the slopes of

MD follow a similar trend over time. However, there were significant differences in
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MD at three hours and six days. This can be attributed to 1) initial tissue-exerting

pressures preventing diffusion out of ISFIs implanted in vivo at six hours, and 2)

latter tissue-exerting pressures increasing the rate of diffusion out of in vivo ISFIs

at day three. These observations become important in the design and engineering

of ISFIs. For example, if faster initial release is desired, it may be more appropriate

to use a polymer of higher molecular weight (i.e. 4A) as these polymers have been

shown to release more drug than ISFIs composed of lower molecular weight polymers

(Figure 5.4). The structure of the drug can also be altered so it is more, or less, easily

exchanged with the aqueous environment. While this information is useful, additional

analysis can be completed to provide further details on ISFI behavior.

Figures 5.6-5.8 offer novel ways to characterize ISFI diffusivity: 1) global vs.

polymer-only MD, 2) shell vs. interior MD, and 3) spatial analysis using ring erosion.

Analysis of ISFIs globally provides information regarding the overall behavior of the

ISFI while polymer-only MD excludes regions that have undergone degradation. A

comparison of these two metrics may offer insight into ISFI degradation rates. Shell

MD quantification provides details on shell integrity - the higher the MD of the shell,

the higher the rate of exchange. Interior MD quantification is important for the

analysis of the ISFI region containing the drug and accumulated water. The higher

the MD in this region, the more water has infiltrated. Finally, analysis of individual

rings can be useful for detailed spatial analysis of the ISFI - that is, how is diffusion

changing across the entire diameter of the ISFI. These plots can be generated to aid

in ISFI design which will ultimately help to optimize drug release profiles.

A.2 Future Work

Future work must be completed analyzing these plots in vivo. While in vivo

data was collected, poor image quality prevented the use of these sophisticated meth-

ods. Therefore, it is first necessary to improve the image quality. This could be

accomplished using alternative DWI or DTI methods such as spiral or echo-planar
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imaging. Additionally, care must be taken to eliminate noise that can result from

motion artifacts. Lastly, in vivo work was conducted on a small sample size (n=6;

2 ISFIs/mouse). Larger sample sizes must be tested to prove significance and create

robust in vivo ISFI characterization methods.

A.3 Conclusions

Overall, DWI is sensitive and noninvasive method which can be used to evalu-

ate ISFI characteristics, including diffusivity, in vivo over time. This noninvasive

investigation can improve the overall design of ISFIs, eventually leading to improved

treatment efficacy and better patient outcomes.
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B. SUPPLEMENTAL DATA FOR CHAPTERS THREE

AND FOUR

Fig. B.1. DLPFC metabolite data from high school controls at test
and re-test imaging sessions (n = 14; mean age = 16.4). There were
no significant differences in any metabolites between test and re-test
(p-value >0.05).
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Fig. B.2. M1 metabolite data from high school controls at test and
re-test imaging sessions (n = 14; mean age = 16.4). There were no
significant differences in any metabolites between test and re-test (p-
value >0.05).
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Table B.1.
Table of DLPFC metabolite values in high school controls, high school
athletes, and middle school athletes between test and re-test and Pre
and Post. p-values underlined and bolded are significant (C = control;
MS = middle school athlete, HS = high school athlete).
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Table B.2.
Table of M1 metabolite values in high school controls, high school
athletes, and middle school athletes between test and re-test and Pre
and Post. p-values underlined and bolded are significant (C = control;
MS = middle school athlete, HS = high school athlete).



138

Table B.3.
Table of high school metabolite values at Pre, In1, In2, and Post.
Bolded values are significantly different from Pre (p-value <0.05).
Blue indicates DLPFC metabolites and orange indicates M1 metabo-
lites.
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Table B.4.
Table of middle school metabolite values at Pre and Post. Bolded
values are significantly different from Pre (p-value <0.05). Blue indi-
cates DLPFC metabolites and orange indicates M1 metabolites.
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Table B.5.
Summary of the absolute differences in high school metabolite values
from Pre to In1, In2, and Post. Normal brain metabolite ranges are
also listed. Only significant results are reported.
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Table B.6.
Summary of the absolute differences in middle school metabolite val-
ues from Pre to Post. Normal brain metabolite ranges are also listed.
Only significant results are reported.
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Table B.7.
Position-specific metabolite values in high school athletes at Pre, In1,
In2, and Post. Bolded results represent significant differences at each
respective session compared to Pre (p-value <0.05). Blue represents
DLPFC metabolites and orange represents M1 metabolites.
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Table B.8.
Position-specific DLPFC metabolite values in middle school athletes
at Pre and Post. Bolded results represent significant differences at
Post compared to Pre (p-value <0.05).
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Table B.9.
Position-specific M1 metabolite values in middle school athletes at
Pre and Post. Bolded results represent significant differences at Post
compared to Pre (p-value <0.05).
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Table B.10.
Summary table of high school head acceleration events by position.
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