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ABSTRACT

Wang, Yijie M.S.M.E, Purdue University, August 2019. Development of a Cross-platform
Algorithm for Application of Digital Holography in 3D Particle Detection. Major Professor:
Jun Chen, School of Mechanical Engineering.

Digital holography (DH) has a variety of applications on measuring the 3D position of

different kinds of particles, including the droplets created in drop breakups, seeding particles

for flow velocity measurements, characterizations of the behavior of the microorganisms,

etc. A particle detection method is required to extract the 3D information encoded in

the interference patterns of the holograms, which is desired to be accurate and fast. As

the accuracy of the particle detection method improves, the time efficiency of the method

decreases. In this study, an optimization process is developed based on an existing method

to shorten the processing time. The optimization process includes reducing the complexity

of the method and introducing the parallel processing algorithm that can be implemented

on cluster machines. The existing particle detection method is separated into several steps

and analyzed. The most time consuming step, refining the threshold to separate overlapping

particles, is the focus of complexity reduction optimization. A Python code is developed,

based on object oriented programming, to implement the optimization. Message Passing

Interface (MPI) is applied for parallel processing with a 24-core remote workstation. The

optimized Python code is compared with the existing Matlab code in both time consumption

and accuracy aspects with synthetic holograms. It is found that the optimization process

is able to reduce the time consumption by about four times with an acceptable sacrifice

in accuracy. Finally, a DIH system with the optimized method, is applied to characterize

different kinds of solid particles. One is noted that the previous studies focus on measuring

artificial particles or droplets which are both spherical particles, while most natural solid

particles usually have irregular shapes. Equivalent diameter, circularity and aspect ratio are

introduced to quantify the dimension and morphology of the irregular shapes. The statistics
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of the parameters are generated to characterize different kinds of the particles. The accuracy

of the characterization of the particles are verified with the observation of the microscopic

images of the particles, which can further prove the improvement of the optimized method

for particle detection.
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1. INTRODUCTION

The quantitative characteristics of small particles, whose diameters range from tens to hun-

dreds of micrometers need to be measured in many applications. These applications include

the study of multiphase flows, such as droplets from liquid breakup and bubbles from cavita-

tion, where the morphology and dynamics of these droplets and bubbles are often of interest.

The study of the droplets breakup process is essential to the research of atomization and

sprays (Ashgriz, 2011) and the study of the separation process in cyclone separators (Wang

et al., 2017). The control of the formation and the collapse of the bubbles are important

to the performance of micro-rotors (Yang et al., 2017) and are often related to acoustic

studies (Leighton, 2012). Moreover, the dimension and morphology of solid particles have

a significant effect on the industrial applications, such as the performance of the coating

process (Rawle, 2002) and the assessment of industrial air pollution (Al-Rajhi et al., 1996).

In chemical engineering, tiny particles are investigated in terms of their morphology and

concentration. The energy efficiency of coal combustion is determined by the dimension dis-

tribution and concentration of the pulverized coal particles (Wu et al., 2017). To visualize

flows, tracking particles are often seeded into the flow. The displacement of these particles

measured by Particle Image Velocimetry (PIV) are determined to represent the movement of

the flow (Raffel et al., 2018). There are various other studies where the morphology, size, 3D

position and velocity of the particles are the main characteristics concerned in these studies.

Point-wise techniques are commonly used for quantifying the characteristics of particles.

For example, the Phase Doppler anemometry (PDA) can measure the dimension and 3D

velocity of the particles passing the intersection point of multiple laser beams. The velocity

of the particles are measured from the Doppler shift of the laser beam. 2D images techniques

are applied to expand the measurement from a point to a plane, such as shadowgraphy. By

introducing a bright background, the shadowgraphs of the particles are taken, where the sizes,

shapes, and positions of the particles on the focal plane of the camera lens can be measured.
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However, the particles out of the focal plane are also taken in the shadowgraph, which are out-

of-focus and cannot be measured. A laser sheet is introduced to only illuminate the particles

on the focal plane. In experimental fluid dynamics, PIV is developed to measure the 2D

velocity field of the flow by introducing tracking particles. PIV uses a laser sheet to illuminate

the tracking particles on the focal plane of the camera lens. The images of illuminated

particles are captured in a small time step. By computing the cross-correlation between

images, the 2D velocity field can be determined (Raffel et al., 2018). By contrast, many

physical processes are three dimensional so a method to measure the spatial quantitative

characteristics of a 3D particle field in is preferred.

On the other hand, holography provides a spatially resolved 3D measurement of particle

field. By recording the holograms at consecutive time steps, the 3D velocity of the particles

can be measured as well. By adopting the digital holography processing, the experiment

setup is significantly simplified compared to the analog holography. Thus, digital holography

(DH) is becoming more commonly used to measure various solid, liquid and gas particles

with a simple setup.

In this thesis, the steps of the digital holography (DH) is reviewed and developed. The

time efficiency of the current particle detection algorithm is analyzed and optimized by

reducing the complexity of the algorithm, introducing parallel processing and cross-platform

algorithm. A DH system is applied to quantify the dimension and morphology of natural

solid particles.

This thesis is organized as following. In Chapter 2, the principles and applications of

digital holography are introduced. In Chapter 3, the principles of the existing particle

detection methods are reviewed. In Chapter 4, the objectives and motivations of the paper

is presented. In Chapter 5, the detailed description of the optimization method is presented

and the processing time and accuracy tests methods are included. Also, the test results

are discussed. In Chapter 6, the application of DH to measure the natural solid particles is

presented. In Chapter 7, the optimization of the setup of the lensed DIH system is discussed.

Finally, the conclusions are made in Chapter 8.
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2. DIGITAL HOLOGRAPHY

2.1 Principle to Holography

The concept of holography was first introduced by Gabor (Gabor, 1948) in 1948. In a

standard holography system, there are two steps in holography: recording and reconstruc-

tion. The 3D position information is recorded as interference patterns on a single 2D image

(hologram) in the recording step. In the reconstruction step, the 3D position is extracted

from the hologram at different depth positions. Thus, compared to traditional photography,

holography allows people to acquire the 3D image of an object by recording a 2D hologram.

In the recording step, a coherent light source illuminates the object. The light reflected

or diffracted by the object serves as the object light. The reference light comes from another

beam of the same light source. The intensity patterns of the interference formed by the

object light and the reference light, which is recorded, is the hologram plane, as illustrated

in Fig. 2.1 (a). (Schnars and Jueptner, 2005). The mathematical expression of the recorded

hologram on the hologram plane is

h(ξ, η) =|O(ξ, η) +R(ξ, η)|2

=|O(ξ, η)|2 + |R(ξ, η)|2 +O(ξ, η)R∗(ξ, η) +O∗(ξ, η)R(ξ, η),
(2.1)

where O and R denote to the complex amplitude of the Object Wave and Reference Wave.

O∗ and R∗ are their complex conjugates, respectively.

In the reconstruction process, the target is to retrieve the object wave, O, or the conju-

gate, O∗. To achieve the retrieving process, the complex conjugate of the reference wave, R∗

, illuminates the hologram. The emerged wave propagates to an image plane and forms a fo-

cused image of the object, as Fig. 2.1 (b) illustrated. Mathematically, the illuminating part

of the reconstruction process can be written as the multiplication of the complex amplitude

of hologram from Equation 2.1 and the conjugate of the reference wave R∗:

R∗(ξ, η)h(ξ, η) = (|O|2 + |R|2)R∗ +OR∗2 +O∗|R|2. (2.2)
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Figure 2.1. The recording and reconstruction process of the hologram.
(Schnars and Jueptner, 2005) (a) recording process. (b) The reconstruc-
tion process by the complex conjugate of the reference light. (c) The recon-
struction process by the original reference light.The z-direction is the light
propagation direction in the coordinate system.
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The result of the multiplication in Equation 2.2 is the complex amplitude of the emerged

wave. Equation 2.2 gives the reconstructed complex amplitude in the hologram plane (z = 0)

on the right-hand side. |O|2 + |R|2)R∗ is the DC term, which corresponds to the background

after the reconstruction process. OR∗2 is the twin image term that gives an out-of-focus

virtual image. This term is usually undesirable in the application of the holography. The

last term O∗|R|2 is the complex amplitude of real image. Because the reference light is

usually a uniform distribution on the hologram plane, the term |R|2 is a constant which is

excluded in the following equations. So the term O∗ carries the information of the object

wave and propagates to the image plane.

Then the emerged light propagates to an image plane which has a distance z from the

hologram plane. The complex amplitude at each point (x, y) in the image plane can be

expressed by the integration of light propagated from every point in the hologram plane

(Goodman, 2005):

E(x, y, z) =

∫∫ +∞

−∞
h(ξ, η)R∗(ξ, η)

1

jλ

exp[jk
√

(x− ξ)2 + (y − η)2 + z2]√
(x− ξ)2 + (y − η)2 + z2

dξdη, (2.3)

where E(x, y, z) is the complex amplitude in the image plane. λ denotes the wavelength of

light and k denotes the wave number. The fracture part in Equation 2.3 is the mathematical

expression of the propagation from Rayleigh-Sommerfeld diffraction equation. It can be

rewritten in the convolution expression by

E(x, y, z) = [h(ξ, η)R∗(ξ, η)]⊗g(ξ, η, z), (2.4)

where ⊗ refers to convolution operation and g(ξ, η, z) is the Rayleigh-Sommerfeld diffraction

kernel,

g(ξ, η, z) =
1

jλ

ejk
√
ξ2+η2+z2√

ξ2 + η2 + z2
. (2.5)

Similar to Equation 2.4, the recording processing can be mathematically expressed as well.

Assume a object at the object plane whose distance to the hologram plane is z0 and the

object wave is O′(x′, y′). The object wave propagates to the hologram plane to get the

complex amplitude in the hologram plane O(ξ, η), which can be expressed by

O(ξ, η) = O′(x′, y′)⊗g(x′, y′, z0). (2.6)
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To calculate convolution operation in Equation 2.4 and 2.6, the Fourier transform is applied

to these equations. The convolution operation will get to multiplication in the frequency

domain. It is noticed that the Fourier transform of the diffraction kernel has an analytical

expression (Goodman, 2005),

F {g(ξ, η, z)} = G(fx, fy, z) = exp
(
jkz
√

1− λ2f 2
x − λ2f 2

y

)
(2.7)

where F {} is the Fourier transform operation. fx and fy denotes the planar coordinate

system in frequency domain. The Fourier transform of the complex amplitude is

F {O} = F [O′](fx, fy)G(fx, fy, z0), (2.8)

As discussed above, the conjugate of the complex amplitude in the hologram plane, O∗,

is what needed for the reconstruction. With the properties of the Fourier transform, the

Fourier transform of the complex conjugate in the hologram plane can be expressed by

F {O∗} = (F {O} (−fx,−fy))∗. (2.9)

Incorporating Equation 2.8, the Fourier transform can be rewritten (Goodman, 2005)

F {O∗} = F∗ {O′} (−fx,−fy)G(fx, fy, z0), (2.10)

where F∗ {} denotes to the complex conjugate of the Fourier transform.

Then, in reconstruction process, by combining Equation 2.4 and Equation 2.10, the

complex amplitude in the image plane can be written as

E(x, y, z) = O∗(ξ, η)⊗g(ξ, η, z)

= F−1 {F∗ {O′} (−fx,−fy)G(fx, fy, (z − z0))}

= F−1
{
F∗ {O′} (−fx,−fy) exp

[
jk(z − z0)

√
1− λ2f 2

x − λ2f 2
y

]}
,

(2.11)

where F−1 {} refers to the inverse Fourier transform operation.It is noticed that only when

z = z0, G(fx, fy, (z − z0)) = 1. And Equation 2.11 turns to

E = F−1 {F∗ {O′} (−fx,−fy)} = O′∗, (2.12)
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which shows that the complex amplitude in the image plane E is the same as the conjugate

of the object wave O′∗. The real image which gives |O′|2 = |O′∗|2 will lead to a focused image

on the image plane.

Alternatively, as Fig. 2.1 (c) shown, using the reference wave (R) directly for reconstruc-

tion is similar. The virtual image will be focused at −z0 which means the image is on the

opposite side.

2.2 In-line Setup versus Off-axis Setup

There are two categories of setups of holography, in-line setup and off-axis setup. In the

in-line setup, the object wave and reference wave propagate in the same direction. In an

off-axis setup, there is an angle between the object wave and reference wave. The recording

processes of these two setups are shown in Fig. 2.2 (a) and (b), respectively. A plane wave

serves as both the object wave and the reference wave in in-line setup. The wave diffracted

by the object is the object wave. The rest part of the wave is the reference wave. In off-axis

setup, the object wave also comes from the diffracted light by the object, but a tilted plane

wave serves as the reference wave.

In the reconstruction process, the reference wave illuminates the hologram as shown in

Fig. 2.2 (c) and (d). The process can be mathematically expressed as Equation 2.2. Since

the reference wave is a plane wave, it can be set to a constant R(ξ, η) = R∗(ξ, η) = 1.

Equation 2.2 can be simplified to

R(ξ, η)h(ξ, η) = |O|2 + 1 +O∗ +O. (2.13)

In in-line setup, the term |O|2 + 1 is the DC term that serves as the background. O∗ and

O form a real image behind the hologram at z0 and a virtual image in front of the hologram

at −z0, respectively, as shown in Fig. 2.2 (c). When one of the images gets focused, the

other one gets focused as well. The two focused images are overlapping on the reconstructed

plane, which is called the twin image problem. The twin image problem results in noise in

the reconstruction process and it is significant when the particle density is high (Meng et al.,

1993). Numerical suppression method (Denis et al., 2008) has been developed to weaken the
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Figure 2.2. Schematics of in-line setup and off-axis setup of holography.
(a) in-line recording process, (b) off-axis recording process, (c) in-line recon-
struction process, (d) off-axis reconstruction process (Gao, 2014).
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effect of the twin image problem. Also, in-line setup is simple to set up, which requires less

equipment and less time to calibrate. The resolution requirement of the digital camera in

in-line setup is lower than that of off-axis setup.

The twin image problem can be solved in the off-axis because of the tilt angle between the

object wave and reference wave (θ), as shown in Fig. 2.2 (d). Assuming the angles between

the direction of reference wave and x, y and z directions are θx, θy and θz, respectively. The

reference wave can be mathematically expressed as

R(ξ, η) = exp [j (ξcosθx + ηcosθy)] . (2.14)

With this expression, the reconstruction process (Equation 2.13) can be written in

R(ξ, η)h(ξ, η) =(|O|2 + 1) exp [j (ξ cos θx + η cos θy)]

+O∗ exp [2j (ξ cos θx + η cos θy)] +O.
(2.15)

In this equation, the real and virtual images are formed by the last two terms respectively.

Comparing to the in-line setup, the focused virtual image stays at the same position while

the focused real image will shift by 2θ. As a result, the real image and virtual image can

be separately observed, so the twin image problem can be eliminated. However, there are

disadvantages of the off-axis setup. As mentioned above, the setup complexity of the off-axis

setup is higher than the in-line setup. Also, the tilt angle (θ) has a maximum which needs to

be determined while the requirements on the digital camera and laser are more strict than

the in-line setup.

2.3 Digital Holography

In analog holography, the hologram plane is set in the middle of the object plane and

reconstruction plane, as shown in Fig. 2.3. A chemically processed film is required to record

the interference patterns of hologram, which should be able to scan in a range so that the

reconstruction images with different reconstructed distance z can be obtained.

The introduction of digital imaging devices modifies this analog process into an easier one

which is named as digital holography, where a digital camera records the hologram and stores
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Figure 2.3. Analog holography process (Schnars and Jueptner, 2005).
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it as a gray-scale image. As a result, the reconstruction process is numerically calculated

by computer (Schnars and Jüptner, 1994) instead of setting up the reconstruction plane.

In this process, the recorded hologram is discrete data, so the integral in Equation 2.3 is

evaluated numerically and the refocusing process (Equation 2.11) is turned into a numerical

evaluation. The physical scanning of the reconstruction plane in analog holography can be

replaced by changing the value of reconstructed distance z in the reconstruction software.

Also, imaging processing techniques can be applied to the process which can improve the

performance of the digital reconstruction. The application of high-speed camera allows the

recording of a dynamic process.

Charge-coupled device (CCD) and complementary metal-oxide-semiconductor

(CMOS) cameras are commonly used for digital holography. The most important parameter

for digital cameras in digital holography is the sensor size, which includes the pixel number

and pixel size. The pixel number is the number of pixels in CCD or CMOS sensors. The

larger pixel number, the larger field of view can be recorded. The pixel size is the center-

to-center length between two neighbor pixels when assuming each pixel is in square shape.

The pixel size refers to the resolution of the image recorded by the camera. CCD cameras

usually have a smaller pixel size (∼7µm) compared to CMOS cameras (∼20µm). So when

the object is small, more pixels are used to describe the object in CCD cameras so that the

images recorded by CCD camera can show more detailed morphology. On the other hand,

CMOS cameras perform better in saving and transferring data at a very high frame rate.

As a result, CMOS cameras are suitable to record a transient or unsteady process.

With the digital camera, the analog image of the hologram is replaced by a digital grey-

scale image. The intensity of each pixel is represented by the average intensity within the

pixel square of the digital camera. The digital hologram is stored as a 2D matrix h(m,n) in

computer. Each element in the matrix represents the intensity at the corresponding planar

position of the hologram. This matrix is used as the hologram part h(ξ, η) in Equation 2.3.
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However, Equation 2.3 is too complicated to convert to a discrete version. With a paraxial

approximation (Goodman, 2005), Fresnel Approximation is the first method used to simplify

Equation 2.3:

E(x, y, z) =

∫∫ +∞

−∞
h(ξ, η)R∗(ξ, η)

exp(jkz)

jzλ
exp

{
jk

2z

[
(x− ξ)2 + (y − η)2

]}
dξdη. (2.16)

Fresnel approximation requires that the reconstructed distance z is large enough and the

criterion can be mathematically expressed as (Schnars and Jueptner, 2005)

z >>
3

√
1

8

[(x− ξ)2 + (y − η)2]2

λ
. (2.17)

To eliminate the double integral in Equation 2.16, Fourier Transform is applied:

E(x, y, z) =
exp(jkz)

jkz
exp(j

k

2z
(x2 + y2))F

{
h(ξ, η)R∗(ξ, η) exp

(
j
k

2z
(ξ2 + η2)

)}
(2.18)

Then, Equation 2.18 is converted to discrete version by substituting the digital hologram,

E(p, q, z) =
exp(jkz)

jkz
exp

(
j
k

2z

[
(p∆x)2 + (q∆y)2

])
FFT

{
h(m,n)R∗(m,n) exp

(
j
k

2z

[
(m∆ξ)2 + (n∆η)2

])}
,

(2.19)

where FFT refers to fast Fourier transform which is a commonly used discrete Fourier Trans-

form algorithm. ∆x and ∆y are the size of a pixel in the reconstructed image in x and y

directions. ∆ξ and ∆η are the pixel size in the horizontal and vertical direction of the cam-

era, respectively. In this simplification, ∆x and ∆y are dependent on the reconstruction

distance z by

∆x =
λM∆ξ

z
, ∆y =

λN∆η

z
, (2.20)

where M and N are the pixel numbers of the camera in the ξ and η directions. This

dependence is harmful to the reconstruction process because the reconstructed images at

different reconstruction distances have different sizes. Rescaling is needed to get these images

to the same size which is necessary for further particle detection process (Zhang et al., 2004).

To get rid of the disadvantage of rescaling which results from the discretization process

in Equation 2.19, the double integral in Equation 2.16 can be rewritten with convolution

operation as

E(x, y, z) = {h(ξ, η)R∗(ξ, η)}⊗g′(ξ, η, z), (2.21)
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where g′(ξ, η, z) is the Fresnel diffraction kernel (Gao, 2014):

g′(ξ, η, z) =
exp(jkz)

jzλ
exp

[
jk

2z
(ξ2 + η2)

]
. (2.22)

One is noted that the Fresnel diffraction kernel g′(ξ, η, z) has an analytical expression in

Fourier Transform,

G′(fx, fy, z) = F {′(ξ, η, z)} = exp(jkz) exp
[
−jπλz(fx

2 + fy
2)
]
. (2.23)

With the discretization of Equation 2.21 and discrete Fourier Transform, the equation can

be rewritten as

E(p, q, z) = exp(jkz)FFT−1
{
FFT {h(m,n)R∗(m,n)} exp

{
−jπzλ

[
( m′

M∆ξ
)2 + ( n′

N∆η
)2
]}}

,

(2.24)

where FFT−1 refers to the inverse fast Fourier Transform, m′ and n′ denotes the horizontal

and vertical discrete position in frequency domain, respectively. With inverse discrete Fourier

Transform, the complex amplitude in reconstructed image E(p, q, z) is in spatial domain,

which means the pixel size of the reconstructed image always equals to the pixel size of

the camera. This simplification method is named as Convolution Approach (Schnars and

Jueptner, 2005). Because the simplification is based on the Fresnel approximation (Equation

2.16), it still need to satisfy the criterion as illustrated in Equation 2.17.

Instead of using the Fresnel approximation, the simplification process can be started

from the convolution expression of the Rayleigh-Sommerfeld diffraction equation as shown

in Equation 2.6. The Fourier transform of the Rayleigh-Sommerfeld diffraction kernel men-

tioned in Equation 2.7 also have an analytical expression as shown in Equation 2.7. With

the similar procedures in Convolution Approach, the discrete form of the complex amplitude

in the reconstructed image is written as

E(p, q, z) = FFT−1

{
FFT {h(m,n)R∗(m,n)} exp

[
jkz

√
1− (

m′λ

M∆ξ
)2 − (

n′λ

N∆η
)2

]}
.

(2.25)

This simplification is named as angular spectrum method (Katz and Sheng, 2010), which

also uses inverse discrete Fourier Transform to convert the complex amplitude E(p, q, z)
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into the spatial domain. So it does not have the problem with rescaling. Besides, this

simplification gets rid of using Fresnel approximation so that it does not need to satisfy the

requirement of reconstruction distance. The angular spectrum method can be applied when

the object is close to the digital camera.

Alternatively, there is another method to perform reconstruction called wavelet trans-

form. It uses the wavelet representation to simplify the double integral in Equation 2.3 in a

discrete form. The wavelet representation is defined as (Buraga-Lefebvre et al., 2000)

WT (m,n, z) =
π

zλ

{
sin[π

(m∆ξ)2 + (n∆η)2

zλ
]− sin(arctan(σ2))√

1 + σ4

}
exp

[
π

(m∆ξ)2 + (n∆η)2

zλ

1

σ2

]
,

(2.26)

where WT (m,n, z) is the wavelet representation and σ2 is called the size of the wavelet.

This number is determined by the image size. By testing with enough hologram samples,

the size of wavelet is expressed as

σ2 = 3
0.6822

4zλ
min[(M∆ξ)2, (N∆η)2], (2.27)

With the wavelet representation defined by Equation 2.26, the complex amplitude of the

reconstructed image can be written as

E(p, q, z) = FFT−1 {FFT {h(m,n)R∗(m,n)}FFT {WT (m,n, z)}} (2.28)

The performance of the wavelet transform method is based on accuracy of the size of wavelet

σ2. The failure of determining the accurate size of wavelet will lead to defocus of the

reconstructed image. To get a more accurate size of wavelet, a wavelet family is usually

created (Lebrun et al., 1999).

In general, with the application of digital cameras and numerical reconstruction methods,

digital holography simplifies the experimental setup and accelerate of the reconstruction

process compared to the analog holography. However, digital cameras usually have a larger

pixel size compared to analog image film. A common used CCD has a pixel size of several

microns while the pixel size of an analog image film can be less much than 1µm. This

problem affects the digital holography in two ways. Firstly, the digital images lose detailed
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morphology of the object because fewer pixels are used to describe the object, especially for

small objects. It cannot detect objects which are smaller than the pixel size of the digital

camera. For example, for a 4µm diameter particle, the CCD camera may not able to record

the particle while the analog film can describe the particle with more than 4× 4 pixels. The

second effect of the large pixel size is on the setup of off-axis holography. In the off-axis

setup, there is an angle between the object light and reference light. This angle θ has to

satisfy a criterion (Schnars and Jueptner, 2005)

θ <
λ

2∆ξ
, (2.29)

where each pixel is assumed in square shape. i.e. ∆ξ = ∆η. For an analog film with 0.5µm

pixel size and 532nm light source, the angle between the object and the reference light can

get to 30.5◦. But this angle decreases to 2◦ when a CCD camera with 7.4µm pixel size

is used. From this aspect, digital holography should use in-line setup or very small angle

off-axis setup.

2.4 Digital In-line Holography

A typical digital in-line holography (DIH) process is shown as Fig. 2.4. In the recording

process, a plane wave illuminates the particle field and the scattered light serves as the

object wave. The reference wave comes from the undisturbed part of the plane wave. The

interference pattern between the object wave and reference wave is recorded by the imaging

sensor which is the recorded in-line hologram h(m,n) as shown in Fig. 2.4 (a) . The hologram

is then reconstructed at different z position and the information of the 3D position and size

of the particles can be extracted from the reconstructed images as shown in Fig. 2.4 (b). In

the reconstruction process, the reference beam used here is a plane wave which is uniform

in the plane, which can be assumed as

R∗(m,n) = R(m,n) = 1. (2.30)

By applying this attribute to the aforementioned reconstruction methods (Equations 2.19,

2.24, 2.25 and 2.28), the complex amplitude of the reconstructed images can be evaluated.
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The particles in the reconstructed planes are well-focus when the reconstruction distance z

equals to the distance between the particle in the field and the hologram plane.

2.5 Applications of Digital Holography

In the beginning, analog holograph is applied to measure the particle size and 3D velocity

of tracing particles in turbulent flows (Tao et al., 2000). Digital holography is invented by

introducing the computers and has been applied to a variety of areas including flow mea-

surements (Sheng et al., 2008), diagnostics of the droplets breakup (Guildenbecher et al.,

2014) and spray (Lü et al., 2009; Yang and Kang, 2011). In addition, with a digital holo-

graphic microscopy (DHM) system can be set up which decreases the extended depth of focus

(EDOF). The DHM system has been applied to the biological study such as the behavior of

microorganism (Sheng et al., 2007; Lee et al., 2011) and aquatic animals (Gao, 2014). DHM

has also been applied to the measurements of the flow in a turbulent boundary layer (Sheng

et al., 2008), the diagnostics of the spray structure of aerated jet (Lee et al., 2009) and

aerodynamics of the drop breakup of non-Newtonian fluid (Gao, 2014). A double-exposure

DIH system is applied to characterized the spray field created by a nozzle (Yang and Kang,

2011). In addition, the DH system is applied to measure the particles in a supersonic jet flow

(Buchmann et al., 2012) and the shotgun pellets or projectiles(Guildenbecher et al., 2013b).

The size distribution and concentration of burning pulverized coal particle can be measured

with DH after eliminating the effect from flame (Wu et al., 2017).
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Figure 2.4. Schematic of DIH for the measurement of a particle field.(a)
recording and (b) reconstruction (Gao et al., 2013).
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3. HOLOGRAPHY-BASED PARTICLE DETECTION METHODS

Holography can be applied to record the 3D images of particle fields. By reconstructing the

recorded holograms, the 3D positions and sizes of different particles can be identified. This

is usually achieved by extracting the in-plane (x−y) position and the size of every individual

particle, followed by analyzing the depth. Among them, identifying the z-position is a key

challenge. From the reconstructed complex amplitude at depth z, E(p, q, z), one can get

the corresponding intensity, I(p, q, z) = E(p, q, z)·E∗(p, q, z). By examining the change of I

at different reconstructed locations, different methods can be referred to detect the particle

location. A brief summary of the particle detection methods is presented here.

3.1 Laplacian Method

The Laplacian (LAP) method (Choi and Lee, 2009) introduces a new variable , LAP

value, to help locate the depth of a particle.

LAP (z) =
∑
p,q∈W

[
∇2 (I(p, q, z))

]2
. (3.1)

Here, ∇2(I(p, q, z)) = [I(p+1, q, z)+I(p−1, q, z)+I(p, q+1, z)+I(p, q−1, z)− 4I(p, q, z)] ,

which is the spatial gradient of a pixel. The depth of the particle is located at where LAP (z)

reaches maximum, i.e., z0 = arg max[LAP (z)].

The LAP method is used to measure the 3D motion of red blood cells with digital

holographic microscopy (Choi and Lee, 2009). However, the accuracy of the LAP method

is low because the spatial gradient of the intensity of a point is determined only by its 4

neighbor points.
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3.2 Correlation Coefficient Method

The Correlation Coefficient (CC) method (Yang et al., 2008) determines the depth of a

particle by examining the correlation coefficient between two adjacent reconstructed planes.

CC(z) =

∑
p,q∈W

[(I(p, q, z)− ĪW (z))(I(p, q, z + ∆z)− ĪW (z + ∆z))]√
[
∑

p,q∈W
(I(p, q, z)− ĪW (z))2][

∑
p,q∈W

(I(p, q, z + ∆z)− ĪW (z + ∆z))2]
, (3.2)

where z and z + ∆z are the reconstruction distance of two adjacent reconstructed planes.

ĪW (z) is the mean intensity averaged in the reconstructed window W . The depth of the

particle is determined by maximizing CC(z), i.e., z0 = arg max[CC(z) + ∆z
2

].

The CC method is only tested with synthetic holograms. It is found that the accuracy

of the method highly depends on the distance between adjacent reconstructed planes, ∆z.

If ∆z is large, the resolution of depth is low. However, if ∆z is small, the method is very

sensitive to noise because CC(z) changes slightly when it gets close to the focal plane.

3.3 Variance Method

The Variance (VAR) method (Palero et al., 2007; Darakis et al., 2010) determines the

depth of a particle by analyzing the variance of the image intensity within the particle. When

a particle is well focused in a digital image, the intensity distributed inside of the particle

should be uniform. To implement the principle, the variance of image intensity inside of the

particle expressed as

V AR(z) =
1

N

∑
p,q∈P

[
I(p, q, z)− ĪP (z)

]2
, (3.3)

where P denotes to the pixels inside of the particle (including the edge), N is the number

of the pixels of P , and ĪP (z) is the mean intensity of P . The depth of the particle is then

determined by minimizing the value of V AR(z), i.e. z0 = arg min[V AR(z)].

The method is applied to the analysis of 3D positions and sizes of micro-droplets (Palero

et al., 2007). However, the challenge of the method is to identify the pixels inside of the

particle. In the existing method, A user-defined threshold is used to obtain the binary map

from the intensity of the image, and the pixels inside the particle can be extracted from
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the binary map. Therefore, the accuracy of the method depends on the threshold. If the

user-defined threshold is not accurate, the depth of the particle has large error.

3.4 Minimum Intensity Method

The Minimum Intensity (MI) method (Khanam et al., 2011) determines the depth of a

particle by analyzing average intensity inside of the particle image, which is expressed as

Ī(z) =
1

N

∑
p,q∈P

I(p, q, z), (3.4)

where P is the pixels inside of the particle, and N is the number of the pixels of P . The

depth of the particle is determined by minimizing the average intensity inside the particle,

i.e., z0 = arg min[Ī(z)]. The MI method is applied to determine the sizes of needle-shaped

particles (Khanam et al., 2011). This method processes very fast because the expression

in Equation 3.4 is simple. However, this method has relatively high errors in determining

the depth position of the particle. Also, this method faces the same challenge as the VAR

method.

3.5 Minimum Edge Intensity Method

The Minimum Edge Intensity (MEI) method (Tian et al., 2010) determines the depth

position by averaging the depth of edge pixels, i.e.,

z0 =
1

NEdge

∑
p,q∈Edge

zm(p, q), (3.5)

where zm(p, q) denotes the depth corresponding to the minimum intensity of every individual

edge pixels, i.e., zm(p, q) = arg min [I(p, q, z)]. NEdge is the number of the particle edge

pixels.

The MEI method is applied to measure the 3D positions and sizes of bubbles in fluid

flow because the edge pixels of bubbles are easy to identify in digital image. However, the

challenge of identifying edge pixels becomes significant when it is applied to other kinds of
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particle. Failure to identifying the correct pixels of particle edge leads to large errors in

determining the depth position of the particle.

3.6 The HYBRID Method

The HYBRID method is based on the analysis of the reconstructed images. It combines

the information of the minimum intensity and the maximum edge sharpness. The edge pixels

are determined by a minimum intensity map Im and a maximum Tenengrad map Tm which

are expressed as (Gao et al., 2013)

Im(p, q) = min
zmin≤z≤zmax

I(p, q, z), (3.6)

Tm(p, q) = max
zmin≤z≤zmax

T (p, q, z), (3.7)

where I(p, q, z) is the intensity of a reconstructed image at distance z. The relationship

between the intensity and the complex amplitude E(p, q, z) is

I(p, q, z) = |E(p, q, z)|2, (3.8)

The Tenengrad operator T (p, q, z) is the sharpness of a pixel in the reconstructed image,

which is expressed as (Tenenbaum, 1970)

T (p, q, z) = [A(p, q, z)⊗Sx]2 + [A(p, q, z)⊗Sy]2, (3.9)

Where A(p,q,z) refers to the amplitude image which is defined as

A(p, q, z) = |E(p, q, z)|, (3.10)

And Sx and Sy are called the horizontal and vertical Sobel kernels

Sx =
1

4


−1 0 1

−2 0 2

−1 0 1

 , Sy =
1

4


1 2 1

0 0 0

−1 −2 −1

 . (3.11)

The distance range zmin and zmax for the reconstruction is defined by the the estimation of

the depth of the particle field. Usually the interval between two consecutive reconstruction
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(a) (b)

(c) (d)

(e) (f)

Figure 3.1. Procedures of HYBRID method: (a) synthetic hologram h(m,n),
(b) minimum intensity map Im(p, q), (c) binary image after thresholding
operation, (d) edge identified map, (e) window created to separate particles,
and (f) local sharpness SW (z) profile of the particle at upper right corner in
(c) and maximum at zi. (Only the square region in (b) is shown in (c), (d)
and (e).)
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plane is less than 100 µm so its effect on the accuracy is negligible. A sample of synthetic

hologram is shown in Fig. 3.1 (a). The minimum intensity map from Equation 3.6 in shown

in in Fig. 3.1 (b). The black regions in the minimum intensity map are the planar position

of the particles. With a proper threshold and thresholding operation, the minimum intensity

map can be transfer to a binary image which shows the exact edge of the particles as shown

in Fig 3.1 (c). To make the figure clear, only the square region in Fig. 3.1 (b) is shown.

For the convenience of further process, the image is inverted so that the background turned

to black and the particles are white. From this binary image, the edge for each particle

can be extracted as Fig. 3.1 (d) shown. The edge of the particles is exact only if the

threshold is accurate. Previously, the threshold is defined by the user so it may not be

accurate, especially when the user is lack of experience. The HYBRID method searches for

the threshold automatically, which increases the accuracy of the edge determination. The

threshold searching process introduces a new parameter, edge sharpness (Gao et al., 2013),

S(t) =

∑
p,q

(E {Tt {Im}} ·Tm)∑
p,q

E {Tt {Im}}
. (3.12)

Im and Tm are the minimum intensity map and the maximum Tenengrad map as mentioned

above. Tt {} refers to the thresholding operation with the threshold t, which is to binarize

the image by assigning ”0” to the pixels whose values are greater than t while assigning ”1”

to the rest pixels. This operation includes inverting of the image. The symbol E {} is the

operation to find the edge of the binary segments which zeros the value of the pixels whose

value is ”1” but the surrounding pixels value are all ”1”. As a result, Equation 3.12 represents

the fraction of the total edge sharpness of the image over the number of edge pixels, so it

is the average edge sharpness of the image. The threshold is optimized to t0 when the edge

sharpness peaks, i.e., t0 = arg max {S(t)}. To search for the optimal threshold t0, a range

for searching is need from tmin to tmax. For the easiness of determining the searching range,

the minimum intensity map Im is normalized by

Im,normalized(p, q) =
Im(p, q)

max
p,q
{Im(p, q)}

, (3.13)
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The values in the normalized map ranges from 0 to 1 so the range for searching threshold

can be set to [tmin, tmax] = [0, 1].

With the particle edges identified, the in-plane (x−y) position and the size of the particles

can be determined. The particles are small enough so that they are assumed to be spherical.

The four points at the top, bottom, left and right respectively are used to determine the

position of the center point of the particle , which mathematically expressed as

Xcenter =
max

p,q∈Edge
{p}+ min

p,q∈Edge
{p}

2
,

Ycenter =
max

p,q∈Edge
{q}+ min

p,q∈Edge
{q}

2
.

(3.14)

The size of the particle is determined as equivalent circle diameter. With the convex hull

algorithm, the pixels at the edge are connected into a polygon and equivalent circle diameter

of this polygon is used as the size of the particle, i.e.,

Deq =

√
4Ap
π
, (3.15)

where Ap denotes the area spanned by the detected edge.

After the 2D morphology information is determined, the depth of each particle is calcu-

lated. The particles in the particle field need to be separated first and then out-of-plane z

position of each of the particle are determined. Rectangular windows are created to separate

the particles. Each window encloses an individual particle and the z position is analyzed

in a local window as shown in Fig. 3.1 (e). To make sure the edge is identified accurately,

the threshold optimization process is repeated for each window and get a local optimized

threshold t0,i, where i is the index of the ith window, obtained by the maximum of the local

edge sharpness, which is expressed as

SW (t) =

∑
p,q∈W

(E {Tt {Im}} ·Tm)∑
p,q∈W

E {Tt {Im}}
,

t0,i = arg max {SW (t)} ,

(3.16)

During this process, to make sure the true edge is enclosed in the window, the window needs

to be expanded by a factor. With this new local optimized threshold, the edge sharpnesses,
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SW (z) at all reconstruction distance z in the reconstruction distance range [zmin, zmax] are

calculated for the same window which is expressed as

SW (z) =

∑
p,q∈W

(E
{
Tt0,i {I(p, q, z)}

}
·T (p, q, z))∑

p,q∈W
E
{
Tt0,i {I(p, q, z)}

} . (3.17)

By maximizing the edge sharpness for all reconstruction distance in a single window, SW (z)

, the depth location in z-direction of the particle enclosed by the window is determined. i.e.,

zi = arg max {SW (z)}, as shown in Fig. 3.1 (f). By repeating this process for all the windows

created, the position of all particles can be determined. To improve the edge calculation

accuracy, the threshold optimization process can be repeated at different reconstruction

distance z and the optimal threshold at a reconstruction image in a window, t′0,i(z), is

acquired to find a new edge.

Until now, there is an assumption made that every window enclose a single particle.

However, the particles may overlap in the (x − y) plane as shown in Fig. 3.2. Especially

when the number of particles increases in the particle field. As a result, the detected edges

of the two particles are connected as shown in Fig. 3.2 (b) and only one window is created

to enclose the two particles. These two particles in one window are detected as one particle

which is called false identification (Tian et al., 2010; El Mallahi and Dubois, 2013). This leads

to an inaccurate analysis of the position and size of the enclosed particles. Different methods

have been developed in the computer vision community to separate multiple particles in a

single window (El Mallahi and Dubois, 2013). However, these methods focus on separating

overlapping particles whose distances to the camera are close to each other. In contrast,

in DIH applications, the overlapping particles are often lying on different distance z. The

Refinement process is developed to solve this problem, which is used as a complement of the

HYBRID method (Gao et al., 2014).

The refinement process aims at defining false particles and separating false particles. A

false particle is defined as an incorrect identified particle which contains more than one par-

ticle actually (Gao et al., 2014). This definition includes, but not limited to, the overlapping

particles as shown in Fig. 3.2. It also includes the redundant edge pixels from other particles

in the window, which is caused by expanding the window as shown in Fig. 3.3.
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(a)

(b)

Figure 3.2. Overlapping particles in (x − y) plane: (a) binary image (Gao
et al., 2014) (b) identified edge.
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(a)

(b)

Figure 3.3. Illustration of false particles result from expanding window: (a)
origin window (b) expanded window.
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As mentioned above, the HYBRID method determines the out-of-plane z position (depth)

by searching for the maximum of the local sharpness profile SW (z). The refinement process

analyzes the peaks in the SW (z) profile in detail to identify the false particle and make

correction to the calculation of the 3D position and size of the particles. In HYBRID

method, the threshold is recalculated in each reconstructed plane in each window which is

t′0,i(z). So Equation 3.17 can be written as

SW (z) =

∑
p,q∈W

(E
{
Tt0,i(z) {I(p, q, z)}

}
· T (p, q, z))∑

p,q∈W
E
{
Tt0,i(z) {I(p, q, z)}

} . (3.18)

With Equation 3.18 the edge sharpness profile SW (z) of the particle in the window shown

in Fig. 3.2 can be calculated and plotted as shown in Fig. 3.4, where more than one peaks

can be identified. The two peaks in Fig. 3.4, tA and tB, correspond to the z positions of the

two overlapping particles. With these two peaks, the edge pixels of the two particles in the

window can be separate as shown in Fig. 3.5 (a) and (b). Then the in-plane (x− y) position

and size of the two particles can be determined by the separated edge pixels. The separated

edge pixels are connected to a polygon with convex hull algorithm as shown in Fig. 3.5 (c)

and (d), and the (x− y) and size of the particles can be determined by Equation 3.15.

However, due to the noise in the hologram and false particle edge created by expanding

window as shown in Fig. 3.3 (b). These peaks should not be considered as multiple particles

in a single window. Some criteria should be applied to the refinement process. In the previous

study, the peaks that meet the desired criteria are called valid peaks (Gao et al., 2014) which

are considered as a particle. The height of the peak needs to be 60% or larger than the

maximum value in the edge sharpness profile. Also, the width of the peak, quantified as the

width above 80% of the peak value, needs to be less than 20 times the equivalent diameter

of the particle, as shown in Fig. 3.4. The peak height requirement is to make sure all the

edge pixels of the particle is enclosed in the window and to get rid of the occasion shown

in Fig. 3.3 (b). In this occasion, the upper left corner of the outside particle is enclosed

in the window by window expansion. The edge sharpness profile is plotted as Fig. 3.6 in

which the peak in the circle is the valid peak denotes to the partial edge in the window

in Fig. 3.3. This partial edge should not be considered as a valid particle in this window.
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Figure 3.4. Edge sharpness profile of the false particle in Fig. 3.2 (b).
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The requirement of the peak width is to ensure the edge of the particle being continuous.

If the width of the peak is too large, the respective edge pixels comes from more than one

particles. This means that there are multiple particles next to each other both in x− y and

z positions. In this situation, these closed-distributed particles cannot be identified by the

HYBRID method.

(a) (b)

(c) (d)

Figure 3.5. Separated edge pixels of the two particle from Fig. 3.2 (b) with
refinement: (a), (b) separated edge. (c), (d) separated polygon by convex
hull.
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Figure 3.6. Edge sharpness profile calculated from the window in Fig. 3.3
(b). zi denotes to the particle fully enclosed in the window and the peak in
the circle is the invalid peak.
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4. OBJECTIVES AND MOTIVATIONS

A software package is needed to digitally process the recorded hologram in digital holography

for reconstruction and particle detection as a post-processing step. A variety of algorithms

have been developed. However, they perform either slowly or less accurately because more

repetitions and criteria are applied to the methods to reduce errors. In this study, start-

ing from optimizing the HYBRID method with refinement (Gao et al., 2013). We aim at

developing an accurate processing method for particle detection in digital holography. The

optimization focuses on improving the time efficiency of the processing. Certain procedures

in the HYBRID method are highly time-consuming but hardly improve the accuracy of

the method. These procedures usually have redundant loops that can be removed in the

optimization or be replaced by simpler alternatives.

Also, it is noticed that implementing the HYBRID algorithm involves a significant amount

of loops. It is very suitable to adopt parallel processing algorithm, which helps to take

advantage of the strong computing capacity of the multi-processor workstation or cluster. In

this study, the message passing interface (MPI) algorithm is applied for parallel processing

and the program runs on a remote workstation. The application of parallel processing

increases the time efficiency significantly. To meet the requirement of the remote workstation,

Python, a cross-platform programming language, is applied to code the processing algorithm.

The usefulness of the new method is tested in terms of both accuracy and time efficiency

with synthetic holograms. The results of the new method are compared to the results

of the existing HYBRID method with refinement. The comparison demonstrates how the

optimization improves the time efficiency and how the modified method affects the accuracy.

Characterizing the solid particles is an important application of DIH. One is noted that,

unlike spherical droplets or artificial particles, the natural solid particles always have irregular

shapes. As a consequence, the morphology becomes a significant characteristic index of the

particles. In this study, three kinds of natural solid particles are measured with a lensless
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DIH system. The DIH system is applied to get focused images of the particles in a particle

field. Equivalent diameter, circularity and aspect ratio are the three parameters introduced

to quantify the irregular shapes, which is an implement of DIH to measure the solid particles.

The statistics of the three parameters are used to describe the characteristics of the particles,

which is further verified with the microscopic images of the solid particles.
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5. DEVELOPMENT OF TIME EFFICIENCY OF PARTICLE DETECTION METHOD

5.1 Method

The interference patterns in a digital hologram encode the information of 3D position

and size of particles. The processing methods is to decode these information from the

recorded holograms. Processing the hologram includes two parts: digital reconstruction and

particle detection. In digital reconstruction, the reconstructed wave fields at different planes

can be evaluated numerically, and in particle detection, the multiple particles are firstly

separated to determine their in-plane positions. Then the out-of-plane position and particle

size are determined to each individual particle. To get accurate out-of-plane (z) position,

the HYBRID method is developed, but it is very time-consuming. To speed up the process,

several modifications are developed and parallel processing adopted. These modifications

focus on reducing the complexity of the method while not affecting the accuracy. The

parallel processing is aiming to speed up the process with powerful workstations or clusters.

5.1.1 Reduction of Time Consumption of Processing

A Matlab script has been developed to implement the HYBRID method and refinement

process by Guildenbecher (Guildenbecher et al., 2013a). The reconstruction process can be

improved with graphical processing units (GPU). However, this script is not fully developed

in term of processing efficiency. In the present work, we try to improve the entire DIH,

including the reconstruction and the particle detection.

In the present work, instead of Matlab, Python is selected as the coding platform for

developing a more efficient software. With the advancement of the open source programming

environment, Python provides thousands of user-community-defined modules in which fully

developed morphology functions are steadily available. Most importantly, Python is a cross-

platform programming environment. It works on different operating systems and it provides
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interfaces to other programming languages so that the length of the script in Python can

be reduced significantly. The object-orient programming (OOP) method is used to develop

the Python script. The structure of the script can be developed into different objects to

perform different functions of the HYBRID method and refinement process, as illustrated in

Fig. 5.1, where each process is defined as an object in the script. By taking advantage of

the OOP, the script is easy to read and flexible for modification. This easiness and flexibility

are important for running the script on a remote cluster machine which usually has more

computational resource. To run the Python code on a remote cluster, it is impossible to

input the parameters manually. In this project, a folder named “image” is created. Users

need to save all the images to be processed into this folder. A file named “parameter.txt” is

also required to be upload into this folder. This file should include 4 numbers and 1 string

which are separated with commas. The first and second number are the upper limit and lower

limit for the reconstruction range in z-direction in millimeter, respectively. The third number

is the number of reconstruction slides wanted. By increasing the number of reconstructed

slides, the error of the out-of-plane z position will be reduced but the processing time will be

increased at the same time. The fourth number is the pixel size of the image in micrometer

which is used to calculate the in-plane position and particle size. The string is to specify

the selected reconstruction method. It should be “Angular Spectrum”, “Convolution” or

“Wavelet”. In this project, all images are reconstructed with the angular spectrum method.

After changing the programming language to Python, the complexity of several parts

of the HYBRID method and refinement process is reduced. In the thresholding process,

the HYBRID method optimizes the threshold for the minimum intensity map to find the

in-plane (x − y) position. After the enclosed windows are created, the threshold in each

window on each reconstructed images are optimized again to get ti(z) where i stands for

the number of windows and z denotes to the reconstruction distance. As a result, the

threshold optimization process repeats for the number of windows multiplied by the number

of reconstruction planes times, which is time-consuming. However, compared to this massive

time consumption, the resultant improvement of the accuracy is limited. The purpose of
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Figure 5.1. Illustration of the object-oriented programming (OOP) of the
HYBRID method and refinement process.
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threshold optimization is to improve the accuracy of edge pixels determination. As Equation

2.11 demonstrates, only when the reconstruction distance z equals to the object distance z0,

the particle in a given window is in-focus in the image. Thus, only at the reconstructed

image of z = z0, the edge pixels of the particle is accurate by threshold optimization. In

contrast, in other reconstructed images, the particle is out-of-focus so that no matter what

value of the threshold is used, the edge pixels of the particle are inaccurate. This means the

threshold optimization process for all the reconstruction planes except for the true value one

are invalid. In addition, by comparing the local optimized threshold at each reconstructed

plane t′0,i(z), there is a relatively large range of threshold to give the accurate edge pixels.

Based on these finding, the optimization of the threshold at each reconstructed plane is

canceled. Instead, the local optimized threshold t0,i calculated from Equation 3.16 is used

to calculate edge sharpness and plot for the edge sharpness profile. Based on this profile,

the valid peaks are found with the same refinement process as described in section 3.6 and

the corresponding distances zd,i are obtained. The threshold optimization process is only

repeated in the window of a reconstructed plane at z = zd,i. Then by repeating the process

of searching for peaks in the edge sharpness profile, more accurate distances of the particles

are obtained as z′d,i which is the out-of-plane position of the particles. Definitely, this process

can be repeated more times to get a more accurate result, like a recursion, until the result is

accurate enough. However, by increasing the times of repeating the process, the processing

time will increase exponentially, which is undesirable. By test and trial, the process needs

to be repeated for only one time and the obtained out-of-plane position as z′d,i is accurate

enough.

Besides the modification of the processing method, parallel processing is also applied to

the script to speed up the processing. Parallel processing is to distribute the repeating works

(e.g. loops) in the script to multiple CPU cores to speed up the entire process. Because

the machine used is a remote cluster server with workstations, message passing interface

(MPI) is applied in the script. MPI allows a head core (”core#0”) to distribute data to

other cores and gather results from them. The memory sharing technique helps to reduce

the data transfer between cores. The digital holograms can be restored in the RAM and
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the only data need to be distributed are the distance or the number of windows. Other

than the time of distributing and gathering data, the head core can also process a portion

of the data. Based on this principle, when the number of work is indivisible by the number

of cores, the workload of the head core is reduced. The reconstruction process and the

whole particle detection process are both loop-intensive process so that MPI can reduce

the time consumption significantly. In the reconstruction process, reconstructed images are

created at 500 to 1000 distances so that the work of the reconstruction can be distributed

based on the distance. Also, the minimum intensity map and the maximum Tenengrad map

can be obtained as each reconstructed image is created. In the particle detection process,

windows are created to enclose the particles. So the work of this part can be distributed

based on the windows. However, by increasing the number of cores, the time consumption

is not monotonically decreasing. For a given job, there is a certain number of cores used to

reach the best time efficiency. The process of searching for the best number of cores for the

HYBRID method and refinement process is included in section 5.1.2.2.

5.1.2 Test Methods

The modified HYBRID method and refinement process are tested with simulated particle

holograms, which has no noises compared to the holograms recorded in experiments. Then,

the test results represent the best performance of the holography methods in terms of both

time consumption and accuracy. To evaluate the tests, the time consumption and accuracy

test are averaged by repeating 100 times with different synthetic holograms.

5.1.2.1 Synthetic Hologram Generation

There are several methods to generate synthetic holograms, based on light diffraction the-

ory (Zhang et al., 2006; Soulez et al., 2007; Guildenbecher et al., 2013a) and light scattering

theory (Wu et al., 2012). Among them, the most accurate method is the near-field Lorenz-

Mie scattering theory (Slimani et al., 1984). However, in most DIH experiments, the light

diffraction theory fits the experimental conditions better. The Fresnel number F = D2
0/4λz0
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is used to distinguish the near-field (F � 1) and far-field (F ≤ 0.25) diffraction, where D0

is the particle diameter and z0 is the distance between the particle and the hologram plane.

When F < 0.16 the difference between the holograms simulated with the Fresnel diffraction

theory and the far field version of near-field Lorenz-Mie theory are small enough to be ne-

glected (Slimani et al., 1984). As the same quality of hologram simulated, the selection of

the two methods is determined by other parameters. To test the modified HYBRID method

and refinement process, thousands of synthetic holograms are generated. Thus, the method

cost less time is selected, which is the Fresnel diffraction method.

The process to generate synthetic holograms is to set up particles randomly deployed

at different positions and diameters. Then a plane wave is simulated to illuminated the

particles. The diffracted waves propagate to the hologram plane and summed up to create

the synthetic hologram. The process to generate synthetic holograms is similar to the inverse

of the reconstruction process. So the reconstruction formula (Equation 2.4) can be used with

replacing the hologram (h(ξ, η)) and the reference wave (R ∗ (ξ, η) by the mask function of

a spherical particle (pi(x
′, y′)) and the complex amplitude of the light illuminated on the

particle (Eb,i(x
′, y′)), respectively. The mask function of a spherical particle is expressed as

(Gao et al., 2013)

pi(x
′, y′) =

 0,
√

(x′i − x′)2 + (y′i − y′)2 ≤ ri

1,
√

(x′i − x′)2 + (y′i − y′)2 > ri

, (5.1)

where ri is the radius of the ith spherical particle and (x′i, y
′
i) is the in-plane position of the

particle. With the replacement of these two functions, Equation 2.4 can be written as

hi(ξ, η) = |[Eb,i(x′, y′)pi(x′, y′)]⊗g(x′, y′, zi)|2, (5.2)

where zi is the distance between the particle and the simulated recording plane. By applying

the discrete fast Fourier transform, Equation 5.2 can be rewritten as (Gao, 2014)

hi(m,n) =
∣∣∣FFT−1

{
FFT {Eb,i(k′, l′)pi(x′, y′)} exp

[
jkzi

√
1− ( m′λ

M ′∆x′
)2 − ( n′λ

N ′∆y′
)2
]}∣∣∣2 ,

(5.3)

where M ′ and N ′ are the number of pixels in the x′− y′ direction in the synthetic hologram

plane, respectively. ∆x′ and ∆y′ are the pixel size in the synthetic hologram and they satisfy
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∆x′ = ∆ξ and ∆y′ = ∆η. The results from FFT and FFT−1 operation are 2D periodic

signal in spatial frequency domain. Thus, if M ′ and N ′ are not large enough, the synthetic

hologram will be the repetition of the simulated wave as shown in Fig. 5.2 (a). The actual

particle field contains only one particle of 50µm at the center of the hologram plane and the

distance between the particle and the hologram plane is 100mm. Based on this problem,

the synthetic hologram for the study in the paper is set to 1024 ∗ 1024 pixels with pixel size

of 7.4 × 7.4µm2. When the particle is close the edge of the hologram plane, the hologram

of the particle will exceed the edge of the image. The exceeded part appears on the other

side of the hologram as shown in Fig. 5.2 (b). To get rid of this problem, the volume for

the particle field is only the center part of the hologram plane. In this study, only the center

6, 000× 6, 000µm2 is used for random particle in-plane (x′ − y′) position. By contrast, Gao

(Gao et al., 2013) created a larger synthetic hologram with double M ′ and N ′. Then only

the center M ′ ∗N ′ pixels were cut and used as the final synthetic hologram. However, this

resulted in unstable number of particles enclosed in the final synthetic hologram although the

synthetic hologram has no waste pixels at the edge. Also, as the Fresnel number requirement

of F < 0.16, the particle distance zi for 50µm diameter particle should be larger than 7.34mm

while the particle distances used in this study ranges from 145mm to 155mm which is much

larger than the requirement.

In addition, when the cross-section of the particle is circular, an analytical expression of

the synthetic hologram can be derived based on the Fresnel diffraction theory. The hologram

of a spherical particle at the distance zi from the hologram plane with radius ri can be written

as (Guildenbecher et al., 2013a)

hi(ρ, Zi) =

∣∣∣∣1− jπ exp

(
−jπρ2

Zi

)
[L(u, v)−M(u, v)] /Zi

∣∣∣∣2 , (5.4)

where ρ is the normalized radial coordinate, ρ =
√
ξ2 + η2/ri and Zi is the inverse of the

Fresnel number, Zi = ziλ/r
2
i . u and v are two variables defined as u = 2/Zi and v = 2ρ/zi

for L(u, v) and M(u, v) which are the solutions to the Lommel’s integral. The integral can

be expressed in the form of L(u, v) and M(u, v) as∫ 1

0

J0(ρv)exp

(
−juρ2

2

)
ρdρ =

[L(u, v)−M(u, v)]

2
, (5.5)
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(a)

(b)

Figure 5.2. False synthetic hologram due to (a) too small number of pixels
(M ′ = N ′ = 128) with 7.4 × 7.4µm2 and 532nm wavelength and (b) the
particle is close to the edge.
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where J0 is the zero-order Bessel’s function. By digitizing the result from the analytical

expression, the synthetic hologram can be obtained. Compared to the method of using

FFT and FFT−1 as illustrated in Equation 5.3, the synthetic hologram generated from

the analytical expression has fewer noise points. The analytical expression can be used for

spherical particle simulation.

In this study, 100 different synthetic holograms are generated and 70 spherical particles

are simulated in each hologram. The centers of the 70 particles are randomly distributed

in a volume of 6 × 6 × 10mm3 where 10mm is in the z direction. The distance between

the nearest surface of the particle field and the hologram plane is 145mm. The hologram

image has the size of 1, 024× 1, 024 pixels with 7.4× 7.4µm2 pixel size. The diameter range

of 50 holograms is 50µm − 200µm while that of another 50 holograms is 50µm − 500µm.

The sample synthetic holograms for each diameter range are shown in Fig. 5.3 (a) and (b),

respectively. The shadow density (SD) (Lamadie et al., 2012) is calculated to evaluate how

dense the particles are in the particle field. SD is defined as the ratio of the sum of the cross-

section area of the particles over the cross-section area of the hologram. When the hologram

satisfies SD > 0.1 (Malek et al., 2004), the hologram is considered as too dense so that

the errors of 3D position and diameter of the particles are influenced by the light scattered

from other particles. The SD of the holograms with the two kinds of diameter ranges are

0.015 and 0.072, respectively, which are both less than 0.1. The wavelength used for the

synthetic hologram is set to 532nm. The reconstruction range is set to 140mm to 160mm

with separating the range to 1000 reconstruction planes equally spaced by ∆z = 20µm.

5.1.2.2 Time Test Method

The time consumption of the modified Python script described in this work is compared

to that of the existing Matlab script (Guildenbecher et al., 2014). To ensure the time

measurement of the two programming language being comparable, the system CPU time

is recorded and analyzed for both methods. In Matlab, tic and toc commands are used to

enclose the processing code in between to measure the elapsed time of the code. In Python,
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(a)

(b)

Figure 5.3. Sample synthetic with the (a) diameter range of 50µm− 200µm
and (b) diameter range of 50µm− 500µm.
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The module time needs to be imported. The function time() can record the current system

CPU time. The difference between the recorded time at the beginning of the code and at the

end of the code is the elapsed time. The Matlab code from Guildenbecher (Guildenbecher

et al., 2014) consists of an implement GPU speed up for the reconstruction part. However,

the remote cluster of the workstation being used in this study does not have a GPU. So

the Matlab code is running both on the remote cluster and on a local workstation with

a comparable CPU and a GPU. The time consumption of the Matlab script on the two

machines are both compared with the python script which is tested on the remote cluster to

see how the CPU can reduce the processing time. The specification of the remote cluster is

dual Intel Xeon Gold 5118 processor with 12 cores each at 2.3GHz base frequency. To use

the remote cluster efficiently, Engineering Computing Network creates a processing queue

for the cluster. The cluster can distribute computing resources to the processing codes in

the queue. The user needs to use the qsub command to submit the processing request to the

queue. The command should include the number of cores needed, the number of MPI ranks,

the approximate upper limit processing time and the filename of the code. In this test, 8

cores are used to perform 8 ranks MPI on the code. The cluster will automatically terminate

the processing if the result is not given after 10 hours. The local work station consists of

dual Intel Xeon E5-2697v3 with 14 cores each at 2.6GHz base frequency as CPU. The GPU

on the local workstation is NVIDIA Tesla K40c which is a commonly used computational

GPU. Although the remote cluster has fewer cores and lower base frequency CPU, the new

infrastructure of CPU can improve the performance of the machine.

For the reconstruction part, the Python code included all 4 approximation methods men-

tioned in section 2.3. The time consumption for the 4 reconstruction methods are measured

and compared to find out the most time efficient reconstruction method. The exist Matlab

script used the angular spectrum method to process reconstruction. All the time consump-

tion test for the Matlab code is based on using this reconstruction approximation.

As discussed in section 5.1.1, the Python script uses MPI technique to apply parallel

processing. However, the data transmitting process between the head core and other cores

consumes time so the processing time is not always decreasing as the number of cores used
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increases. By measuring and plotting the processing time of the Python script with MPI

with different number of cores. The best number of cores for the HYBRID method and the

refinement process can be found. It is noticed that the best number of cores is based on

the number of work which is related to the number of reconstructed images and the number

of particles in the hologram. For the easiness of the test, 70 particles are simulated in the

synthetic hologram and to make the synthetic hologram more similar to the experiment

recorded hologram. In addition, the time consumption of the reconstruction part is also

recorded and compared to show how GPU and CPU differ in parallel processing.

5.1.2.3 Accuracy Test Method

With the improvement of the processing speed by modifying the HYBRID method and

refinement process as described in section 5.1.1, the accuracy of the new method should be

close to the existing one. Synthetic holograms are created with the method described in

section 5.1.2.1.

Different parameters are calculated to characterize the accuracy of the method. The first

one is the detection rate which refers to how accurate the particles in a synthetic hologram are

separated. By comparing the 3D position and diameter measured by the modified HYBRID

method with the true values that are used to generate the synthetic hologram, the matched

particles are considered as correctly identified particles. Other particles that cannot be

matched are separated into two categories. One is the particles that are not showing in the

calculation results, also called missing particles. The other is the particles whose calculated

diameters are significantly larger than the true value, indicating that multiple neighbor

particles are identified as a single particle. In other words, the neighbor particles are not

separated correctly. With this comparison, the detection rate (Rd), missing rate (Rm) and

false separation rate (Rfs) are defined as the ratio of the number of the three categories
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of particles (Nd, Nm and Nfs) over the total number of the particles in the particle field

(Ntot = 70), respectively:

Rd =
Nd

Ntot

,

Rm =
Nm

Ntot

,

Rfs =
Nfs

Ntot

.

(5.6)

By averaging the three rates for the 50 different synthetic holograms of each particle diameter

range, the results are compared between the existing HYBRID method with refinement and

the modified method described in this paper.

Only for the correctly detected particles, the calculation of the errors of the 3D position

and diameter can represent the errors of the methods. The in-plane (x − y) position, out-

of-plane (z) position and diameter are used to evaluate error. The relative in-plane error is

defined as the in-plane distance between the center of the particle of the calculated result

and true value over the true particle diameter:

eplanar =

√
(x− xt)2 + (y − yt)2

Dt

, (5.7)

where the subscript t denotes the true value in the synthetic holograms. The correctly

detected particles are paired with the corresponding synthetic particles in the simulation.

The error in the out-of-plane position is defined as the relative depth error (Gao, 2014),

edepth =
|z − zt|
Dt

. (5.8)

The error in diameter is defined as the relative diameter error,

eD =
|D −Dt|

Dt

. (5.9)

These three errors are also averaged by the 50 synthetic holograms of each particle diameter

range. The results, the mean errors, were compared between the two methods.
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5.2 Results

5.2.1 Time Test Result

For the existing Matlab script of HYBRID and refinement created by Guildenbecher

(Guildenbecher et al., 2014), the time consumption with and without GPU speedup are

measured as shown in Table 5.1. The GPU is only applied to the reconstruction part since,

for the particle detection parts, the morphology functions does not have GPU-applicable

version in Matlab. All results are the averaging results of the 50 synthetic holograms of each

particle diameter range.

Table 5.1. Time consumption of different parts of the exist Matlab script
with GPU option (Others included the reading image, writing output data
and etc.).

Without GPU With GPU

Diameter range 50 to 200µm 50 to 500µm 50 to 200µm 50 to 500µm

Reconstruction 241.323s 274.182s 1.294s 2.075s

Particle Detection 1452.611s 1509.459s 1490.120s 1562.947s

Others 14.125s 14.692s 15.423s 14.971s

Total 1707.059s 1798.333s 1506.837s 1579.993s

For the modified Python script, without MPI speed up, the time consumptions of the

4 reconstruction approximation methods are measured, respectively. The results are shown

in Table 5.2. With the reconstruction method selected as angular spectrum, the time con-

sumption for single core processing from the Python script are shown in Table 5.3.

With MPI speed up for the Python script, the plot of time consumption vs. the number

of cores and the whole process for different parts with different diameter ranges are shown in

Fig. 5.4 (a) to (f). The most time efficient MPI number of cores for reconstruction, particle

detection and the total time were 14 cores, 6 cores and 7 cores. The two particle diameter

ranges had the same result.
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Table 5.2. Time consumption of the reconstruction part with different ap-
proximation methods in Python script.

Diameter Range 50 to 200µm 50 to 500µm

Angular Spectrum 282.314s 306.723s

Convolution 336.921s 369.204s

Fresnel Approximation 376.781s 409.470s

Wavelet Approximation 334.129s 370.811s

Table 5.3. Time consumption of different parts of the entire process in
Python script with angular spectrum approximation methods for reconstruc-
tion.

Diameter Range 50 to 200µm 50 to 500µm

Reconstruction 282.315s 306.722s

Particle Detection 1343.810s 1409.252s

Others 11.987s 12.562s

Total 1638.112s 1728.536s
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5.2.2 Accuracy Test Result

With running the Python script discussed in section 5.1.1, the 2 sets of synthetic holo-

grams based on different particle diameter ranges are processed. The 3D position and particle

size information are recorded as data files. The visualized results are shown in Fig. 5.5.

(a)

(b)

Figure 5.5. Visualized results calculated from the sample holograms in Fig.
5.3 (a) and (b), respectively.
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The detection rate, missing rate and false separation rate for the two particle diameters

of the exist Matlab script (HYBRID method with refinement) and Python script (modified

method) are measured and averaged with the 50 synthetic holograms as shown in Table 5.4.

For the correctly detected particles, the relative mean errors mentioned in section 5.1.2.3 are

calculated and the results are shown in Table 5.5.

Table 5.4. The average detection rate, missing rate, and false separation rate
of the existed HYBRID method and modified method for different particle
diameter ranges.

HYBRID method with refinement Modified method

Diameter Range 50 to 200µm 50 to 500µm 50 to 200µm 50 to 500µm

Rd 99.97% 89.11% 99.94% 86.54%

Rm 0.00% 5.17% 0.00% 5.43%

Rfs 0.03% 5.72% 0.05% 7.81%

Table 5.5. Mean errors of the existed HYBRID method and modified method
for different particle diameter ranges.

HYBRID method with refinement Modified method

Diameter Range 50 to 200µm 50 to 500µm 50 to 200µm 50 to 500µm

eplanar 0.46% 0.47% 0.49% 0.89%

edepth 1.27% 17.42% 1.90% 19.15%

eD 2.44% 9.03% 2.58% 13.22%
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5.3 Discussion

By comparing the results of time consumption and accuracy covered in Chapter 5.2,

the performance of the modified method can be analyzed. Also, future optimization of the

present method can be obtained.

5.3.1 Performance of Time Reduction

In Table 5.2, the time consumption of the four reconstruction approximations are com-

pared. The angular spectrum method spends the shortest time. The convolution method

and wavelet approximation method spend similar time in reconstruction. The Fresnel ap-

proximation is abandoned for its high time consumption and the scaling problem mentioned

as Equation 2.20. In this study, the angular spectrum method is applied to the Python

script in comparison for the best time efficient. However, the other reconstruction methods

are also incorporated in the script for selection by the user.

By comparing the time consumption in Table 5.3 and the time consumption without

GPU in Table 5.1, the total processing time of the Python script is 5% less than the ex-

isting Matlab script. In addition, the performance of the machines for the two scripts are

different. By comparing the reconstruction time with the angular spectrum method in Table

5.1 and Table 5.2, the machine for the Matlab script is 15% faster than the one for Python

script which is consistent with the difference in the base frequency, 2.6GHz and 2.3GHz,

respectively. The difference between the programming platforms (Matlab and Python) also

contributes to the performance difference. Considering this machine performance difference,

the modified method in Python should be around 20% faster than the exist HYBRID method

with refinement in Matlab. This acceleration is the result of the modification of the thresh-

olding process as described in section 5.1.1. In addition, increasing the size of the particles

also increases the processing time because the larger particles have more edge pixels and

have a higher possibility to overlap.

The performance of MPI is also analyzed. In Fig. 5.4, the reduction of the process

with MPI is shown. The figures demonstrate that, at a certain number of cores for parallel
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processing, the processing time reaches a minimum at a certain value called time optimization

number (TON). In different parts of the method, the TON are different. TON is related

to the number of jobs to be distributed. The reconstruction process has 1000 reconstructed

images to be created, which are considered as 1000 jobs. The TON for the reconstruction

process is 14 as shown in Fig. 5.4 (a) and (d). In contrast, the number of the windows in this

study should be around 70 which is the number of the particles in the hologram, so there are

around 70 jobs in the particle detection process. The TON for the particle detection part is

6 as shown in Fig.5.4 (b) and (e). It can be concluded that the TON increases as the number

of jobs increase. Combining the reconstruction and particle detection process, the TON for

the entire process is 7. Considering the machine used for the Python script has 24 cores in

total, 6 cores are used for the Python script so that 4 holograms can be processed in parallel.

Also, as shown in Fig. 5.4 (c) and (f), the difference between the time consumption with

6 cores and 7 cores is very small. With the 6 MPI, the time consumption of the modified

method in Python reaches 408.26s for 50 − 200µm particle diameter range and 491.68s for

50−500µm particle diameter range. Compared with the existing method in Matlab without

GPU speed up, the reduction of the time consumption is around four times. Even compared

to the Matlab script with GPU speed up in the reconstruction part, the 6 cores MPI Python

script is no less than three times as fast as the Matlab script. The results are calculated as

1707.059s

408.26s
= 4.18,

1798.333s

491.68s
= 3.66 (without GPU),

1506.837s

408.26s
= 3.69,

1579.993s

491.68s
= 3.21 (with GPU).

(5.10)

Table 5.1 shows that the GPU can accelerate the processing significantly. The recon-

struction part is sped up by hundreds of times by applying the GPU. In the future, GPU

parallel processing can also be applied to the Python script to reduce the processing time

in the reconstruction part. From Table 5.1, one is noted that the time consumption in the

particle detection part is much larger than that in the reconstruction part. If the commands

in the particle detection part in Python have a GPU version, the total processing time of

the Python script can be reduced considerably.
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5.3.2 Accuracy Effect

While the time consumption is significantly decreased with the modified method in

Python and application of the MPI technique, it is undesirable to affect the accuracy of

the detection of the particles and the calculation of the particle position and particle diam-

eter.

In Table 5.4, the detection rate (Rd) of the methods represents how the refinement and

thresholding process perform. When the size of the particles is small (50− 200µm), almost

every particle is correctly detected with both methods. The reason is the shadow density

(SD) satisfying SD � 0.1. As a result, the particles in the hologram are considered as

individual particles by which the light scattered is not affected by the neighbor particles.

When the size of the particles increases to 50 − 500µm, SD increased to close to 0.1. The

detection rate for both the methods decreases significantly while the detection rate of the

modified method is 2.57% lower than the exist HYBRID method. By comparing the missing

rate (Rm) and the false separation rate (Rfs), the modified method detects more false sepa-

ration particles than the exist HYBRID method. With the simplification in the thresholding

process, the optimized threshold from the modified method is considered less accurate than

the HYBRID method. The inaccurate threshold results in the inaccuracy of the edge pixels

determination. In the refinement process, the edge sharpness profile is plotted and the valid

peaks are found in the profile. With inaccurate edge pixels, the edge sharpness is definitely

inaccurate. As a result, a portion of peaks which corresponding to true particles are not

correctly detected and these particles are not separated. To find out the characteristics of

the missing particles and false separated particles, these incorrectly detected particles for

the diameter range of 50− 500µm are divided into groups based on their sizes. As shown in

Table 5.6, most of the false detected particles are the particles smaller than 75µm diameter.

The reason is supposed to be that the global threshold, used to create the binary image,

is determined by the global edge sharpness of the minimum intensity maps and maximum

Tenengrad maps. So the edge pixels of the small particles play a limited role in determining

the global threshold. If an inaccurate global threshold is calculated, the small particles are
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more likely to be missed. In addition, when a large particle overlaps with a small particle,

the peak corresponded to the small particle may be ignored because it is not high enough

compared to the large particle. This indicates that when the diameter range of the particles

is larger, both methods lead to more incorrectly detected particles. The modified method

tends to have more false separated particles. However, the increased number of false sep-

arated particles is not too high. In this study, there were 70 particles in a hologram. A

2.57% increasing of the false separated particles corresponds to 70 × 2.57% = 1.8 particles.

Comparing to the 4 times acceleration in the processing speed, this effect on the detection

rate is acceptable.

Table 5.6. Size of the incorrectly detected particles for the exist HYBRID
method and modified method.

Diameter Range
Exist HYBRID method Modified method

Number Percent Number Percent

50− 75µm 317 83.20% 399 84.71%

75− 100µm 62 16.27% 71 15.07%

> 100µm 2 0.52% 1 0.21%

Other than the detection rate, the errors in calculating the 3D position and particle size

are also compared between the two methods. As discussed in section 5.1.2.3, the relative

errors for the in-plane position, depth and particle size are defined as the ratio of the absolute

error over the particle diameter. Based on these definitions, the larger particles have larger

tolerance on the absolute errors. It is reasonable to use relative errors because the larger

particles have more edge pixels, which means they have larger absolute errors.

As shown in Table 5.5, similar to the detection rate, the errors are very small when the SD

is low. The mean in-plane errors for both methods are less than 1%. So the results calculated

with both methods are almost identical to the true value. The depth error and diameter

error are under 3% of the particle diameter, which are also small enough to be negligible.

When the SD increased to close to 0.1 as for diameter range of 50−500µm, the in-plane error
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for both methods are still very low (< 1% of the particle diameter) although the in-plane

error of the modified method is double of that of the HYBRID method. So the performance

of the modified method of determining the in-plane position is good enough because this

information can be extracted from the 2D minimum intensity map directly. However, for the

out-of-plane position and particle diameter calculation, the errors of both methods increase

significantly. Compared to the existing HYBRID method, the modified method has even

higher errors. The modified method leads to 19% error in depth calculation, compared

to 17% of the existing HYBRID method. But in the particle diameter determination, the

error of the modified method is 13% of the particle diameter, which is nearly 1.5 times

as the existing HYBRID method. This 13% relative error for the particle size calculation

is still acceptable, because the algorithm of determining the particle size is the equivalent

diameter. The equivalent diameter is related to the area enclosed in the polygon created

with the edge pixels. The simplified thresholding process leads to inaccurate edge pixels,

and results in the increasing error in determining of the particle size. Another reason is that

the intensity inside a particle in the minimum intensity map is not uniform. As a result, the

edge pixels determined by the binary map created with the local threshold is very different

from the actual image, as shown in Fig. 5.6 because the local threshold is determined by

the minimum intensity map in the window. Then the thresholding process is not repeated

for each reconstructed image as it does in the HYBRID method.

Concluding from the analysis above, the accuracy of the edge pixels is essential to the

accuracy of determination of the out-of-plane position and particle size. The accuracy of the

edge pixels mainly relies on the accuracy of the threshold. By repeating the thresholding

process for each reconstructed image in the existing HYBRID method, the error is minimized

by sacrificing the processing time. The modified method improves the processing speed

significantly by relaxing the tolerance of errors. Definitely, the analysis in this study is based

on the specific parameters used to create synthetic holograms. If the size of the hologram, the

number of particles or the volume for the particle field change, the results may be different.

In the future, except for balancing the errors and the processing speed, particle detection

methods based on new algorithm can be invented. It should focus on getting rid of the
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(a)

(b)

Figure 5.6. False binary map with global threshold with nonuniform inten-
sity inside the particle in minimum intensity map. (a) nonuniform intensity
inside the particle (b)False binary map created with the local threshold.
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dependence on the accuracy of edge pixels. For example, algorithms based the characteristics

within the window or a rim around the true edge pixels can be invented. In addition, the

nonuniform intensity problem as shown in Fig. 5.6 should be resolved. Other than minimum

intensity map, other maps can also be used for determining the edge pixels. GPU is another

computing hardware to be used for the acceleration of the method. The comparison in

section 5.3.1 shows that GPU can accelerate the processing much better than MPI. For the

reconstruction part, the GPU can reduce the time consumption by more than 100 times.

Although the number of jobs in the particle detection part is less than the reconstruction,

GPU can still accelerate the process considerably. The only problem is the compatibility of

the GPU functions in Python. For the GPU provided by NVIDIA, the CUDA platform for

Python, which is the specific compiler called ”Numba”, has been developed. The example

given by NVIDIA suggests that the CUDA platform can accelerate a computing-dense work

by hundreds of times, which is suitable for image processing work. Compared to the built-

in functions provided in Matlab for GPU acceleration, the ”Numba” compiler needs to be

installed to Python and the corresponding part of the script need to be modified to fit the

requirement of the CUBA platform.

5.4 Summary

The time efficiency of the HYBRID method is optimized in ways, including picking the

fastest reconstruction method, simplifying the algorithm, and applying the parallel process-

ing method. The optimizations are fused in a self-developed Python manuscript, which is

capable to perform between different platforms. Angular spectrum method spends the least

time as the reconstruction method and it also gives a relatively high accuracy. In the HY-

BRID method, the iteration-like algorithm to find the best threshold is replaced by a fixed

time optimization, which can reduce the time consumption of the particle detection pro-

cess significantly with acceptable accuracy effect. MPI is selected as the parallel processing

algorithm to speed up the entire manuscript with the high-performance remote workstation.
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With the optimization methods applied, the new manuscript can reduce the processing

time by around four times with 6 cores processing. The speed can be improved further

by increasing to 7 cores. But considering the total number of cores of the workstation is

24, 6-core processing can make the workstation process 4 holograms in parallel. With the

accuracy test, the new manuscript has only 2% error increase in 3D position measurements

due to the reduction in iteration, which is acceptably low. The only concern is the particle

size measurements. The modified method increases the particle size error by 1.5 times.

For further optimization, it is believed that GPU is capable to increase the processing

speed significantly, as long as the interface for the GPU language is applied. One is noted

that the work load distribution in MPI affects TON. The TON will increase if the work is

distributed more carefully and effectively. Also, the Python current code has a little sacrifice

on the accuracy for acceleration. A future research can be done to reach a compromise be-

tween the accuracy and processing speed. Finally, other morphology methods, e.g. dilation,

etc., can help to determine the edge pixels of the particles faster and more accurate.
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6. APPLICATION TO MEASURE THE DIMENSION AND MORPHOLOGY OF

IRREGULAR SHAPE PARTICLES

6.1 Introduction

The dimension and morphology of solid particles are important parameters to be charac-

terized in many industrial applications. In the coating industry, for example, the properties

of coating lawyer and the performance of the coating product depend on the sizes and shapes

of the coating particles (Rawle, 2002). To process wastewater with the sugar industry, the

particle size affects the performance the waste removal (Gupta et al., 2003; Gupta and Ali,

2004). In the tobacco industry, manipulating the particle size of the ash is the tendency of

future study and product regulation (Wayne et al., 2008). Also, The size of the particle is a

key index to assess the industrial air pollution (Al-Rajhi et al., 1996).

Since DIH records out-of-focus images of the particles, the 3D information of the particles

in a particle field, other than a single particle, can be extracted simultaneously from a single

hologram. Several methods based on DIH have been developed to measure the size of the

particles. Fraunhofer Holography (Tyler and Thompson, 1976) has been applied to quantify

the particle size by analyzing the interference fringes in the holograms. Since the fringe is

analyzed in one dimension, it can only measure the size of regular shape particles without

rotation. Adams et al. (Adams et al., 1997) determine the diameter of spherical particles

with uniform size. This method focuses on overcoming the high particle density by applying

off-axis setup. Murata and Yasuda (Murata and Yasuda, 2000) firstly analyze the focused

particles in reconstructed images. Synthetic holograms with spherical particles are analyzed

with this method and the sizes of the particles are extracted accurately. One is noted that, in

these methods, only synthetic spherical particles with a small particle size range are analyzed.

Different than synthetic holograms, Wu et al. (Wu et al., 2017) apply DIH on measuring the

size of particles in recorded holograms of burning particles. This study focuses on correcting
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the errors caused by the flame and analyzing the number density of particles. Darakis et al.

(Darakis et al., 2010) apply a lensed DIH to determine the sizes of ceramic, polymer and

carbon fiber particles. These tiny artificial particles are in elliptical, spherical and needle

shapes, respectively.

However, instead of synthetic or artificial particles, most natural solid particles, such

as coating materials, have irregular shapes and usually have a wide range of sizes. As

discussed in Section 3.6, the HYBRID method extracts the edge pixels of the detected

particles from the reconstructed images by identifying the focused images of the particles.

With these edge pixels, the dimension and morphology of the particles can be identified. For

the irregular shapes, additional parameters need to be introduced to quantify the dimension

and morphology of the particles. Xie et al. (Xie et al., 1994) apply fractal dimensions to

describe the extent how the irregular shape is similar to a fine shape based on linear fitting,

and its accuracy highly depends on the accuracy of linear fitting. Also, this method is less

sensitive for convex polygons compared to concave polygons. Rosin (Rosin, 2004) introduces

sigmoidality to describe the extent how curve the edge of the irregular shape is, by analyzing

the curvature distribution of edge pixels. However, this method is very time-consuming.

Stojmenovic and Zunic (Stojmenović and Žunić, 2008) introduce elongation to describe the

extent how the shape is transformed from a circle. This method is noise insensitive but

also insensitive when the edge of the shape is not smooth. In this study, the circularity

(Žunić and Hirota, 2008; Haralick, 1974) and aspect ratio (Takashimizu and Iiyoshi, 2016)

are combined to describe the irregular shape. With the advantage of DIH and adopting

these parameters, a DIH-based method can be proposed to measure the dimension and

morphology of irregular-shaped particles more accurately. The statistics of the parameters

can characterize the dimension and morphology of a particle field. The microscopic images

are taken to verify the DIH measurements.
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6.2 Experimental Setup

A lensless DIH system is set up to record the unity magnification holograms for the

particle field, as shown in Fig. 6.1. A continuous green laser with 500mW power and 532nm

wavelength is spatially filtered and expanded to a collimated beam which fits the aperture

of the camera. The collimated beam illuminates particles which suspended uniformly in

distilled water in an optical cuvette. The dimension of the cuvette is 3cm long, 1cm wide

and 5cm high. The holograms are recorded with a CCD camera (1,600 × 1,200 pixels

with 7.4 × 7.4µm2 pixel size). Three kinds of solid particles samples are analyzed in this

study: Wollastonite Powder (PM), Pearl Mica Powder (PMP) and Solder Powder (SP). The

concentration of the three kinds of particles are kept the same as 5mg/L. The samples of

the recorded holograms for the three kinds of particles are shown in Fig. 6.2 (a), (b) and

(c), respectively.

For each kind of particle samples, 500 holograms are recorded at 18fps. To make sure the

particles are not counted repeatedly, air is injected into the cuvette and the recording starts

when the air bubbles are eliminated. Also, the holograms are analyzed in a five image step

(e.g. Image#0, Image#5, Image#10, etc.). So 100 of the 500 holograms are analyzed with

the optimized method discussed in Chapter 5.1. The edge pixels can be extracted from the

focused reconstructed images of the particles. Sample reconstructed images of each kind of

particle samples are shown in Fig. 6.3.

The dimension and morphology of the particles can be determined with the edge pixels

extracted from the reconstructed images. To quantify the dimension and morphology of

irregular-shaped particles, three parameters are introduced: equivalent diameter (Deq) to

quantify the size of the particles, circularity (C) and aspect ratio (γ) to quantify the mor-

phology of the particles. Deq is defined as the diameter of a circle having the same area as

that of the particle (Ap) which is determined by the region enclosed by the detected edge

pixels as shown in Equation 3.15 (Jennings and Parslow, 1988).
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Figure 6.1. Experimental setup of the lensless DIH system.
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(a)

(b)

(c)

Figure 6.2. Samples of recorded holograms of (a) Wollastonite Powder, (b)
Pearl Mica Powder, and (c) Solder Powder.
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(a)

(b)

(c)

Figure 6.3. Samples images of the reconstructed particles: (a) Wollastonite
Powder, (b) Pearl Mica Powder (c) Solder Powder. Images of individual
particles are cropped from the reconstructed images of a group of particles.
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C is adopted to describe the extent how the irregular shape is similar to a circle, which

is defined as the ratio of the perimeter of a circle having the same area as the particle to the

perimeter of the particle (Pp).

C =
πDeq

Pp
=

√
4πAp

Pp
, (6.1)

where Pp is determined by connecting the detected edge pixels. From the definition of the

circularity, one is noted that the range of C is (0, 1] and the morphology of the particle is

closer to a circle as C is closer to 1. In this study, the circularity of some simple geometries

are compared to the that of irregular-shaped particles to show how the particles are similar

to these geometries, e.g. a equilateral triangle (Ctri = 0.7776), a square (Csq = 0.8862) and

a hexagon (Chex = 0.9523).

Besides, γ is introduced to describe the extent how the morphology of the particle is

compressed from a circular shape, e.g. into an eclipse. A rectangular with the longest length

which is externally tangent to the detected edge pixels of the particle is found and γ is

defined as the length ratio of the major axis to the minor axis of the rectangular.

γ =
lmax
lmin

, (6.2)

and it is noticed that γ ≥ 1.

The statistics of Deq, C and γ of each kind of particle samples are analyzed to show the

characteristics of the particles. The probability density function (PDF) and the cumulative

density function (CDF) are plotted to show the statistics results of each kind of particle

samples.

For the statistics of Deq, a log-normal fit is generated to the PDF of Deq for each kind of

particle samples to verify the measurement. Furthermore, the Sauter mean diameter (D32)

of each equivalent diameter distributions are calculated to characterize the mean diameter

of each kind of particle samples:

D32 =

N∑
i=1

(niD
3
i )

N∑
i=1

(niD
2
i )

, (6.3)
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where ni is to the particle number in the ith bin of the Deq PDF and Di denotes the

corresponding particle diameter. N denotes the number of the bins in PDF.

For the statistics of C and γ, the mean and median of each kind of particle samples are

determined and compared. To compare the shape of the particles to other simple geometries,

the circularity of equilateral triangle, square and hexagon (Ctri, Csq and Chex) are marked

in the histogram of C for each kind of the particle samples.

Finally, microscopic images of three kinds of particle samples are taken to verify the

measured results from the lensless DIH system. For Pearl Mica Powder sample and Solder

Powder sample, the microscopic images are taken by an optical microscope with 100× and

200× magnification, respectively. For the Wollastonite Powder sample, since the optical

microscope cannot get a focused image, a Scanning Electron Microscope (SEM) is applied

with 400× magnification.

6.3 Results

For each kind of the particle samples, 100 holograms are processed. The number of the

detected particles are shown in Table 6.1. One is noted that WP and PMP samples have

more than 15,000 particles detected and SP sample has nearly 13,000 particles detected. The

numbers of the three kinds of particles are large enough for statistical analysis. Also, since

the particle solution concentration is kept the same as 5mg/L for all three kinds of particle

samples, WP sample has the lowest average particle weight and SP sample has the largest

average particle weight.

Figure 6.4 shows the statistics of the particle equivalent diameter for the three kinds of

particle samples. To smooth the CDF curve, a 5-pass interpolation is applied to the raw

data. The log-normal fit describes the PDF of the three kinds of particles well except for the

very small particles (< 20µm). There are more small particles detected than the log-normal

distribution for WP and SP samples. For the unity magnification holograms with 7.4µm

pixels size, these small particles take less than 3 pixels. As a result, these small particles are

not fully resolved due to the resolution limitation. One is noted that the smallest particle
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detected in this study is around 15µm. The smaller particles are not detected or falsely

detected as larger ones. Another potential reason for this inconsistency is that the log-

normal distribution does not best describe the particle diameter for these three kinds of

solid particle samples. The Sauter mean diameter (D32) for each kind of particle samples

are calculated and listed in Tab. 6.1. The WP particles are significantly smaller than the

rest two kinds of particle samples. The PMP particles are slightly larger than SP particles.

The majority of the particles of WP and SP samples are small particles (< 20µm).

Table 6.1. Statistics of particle number, particle size, circularity and aspect
ratio of three kinds of particles detected in 100 holograms.

Particles Number D32(µm)
C γ

Mean Median Mean Median

Wollastonite Powder (WP) 15,986 36.5 0.890 0.864 1.88 1.57

Pearl Mica Powder (PMP) 15,133 58.4 0.860 0.852 1.80 1.66

Solder Powder (SP) 12,993 51.2 0.983 0.979 1.14 1.06

Figure 6.5 shows the circularity distribution of the three kinds of particle samples. The

mean and median of the circularity of each kind of particle samples are included in Table

6.1. One is noted that the circularity of WP and PMP samples have a large range, which

indicates that the shapes of these two kinds of particles vary significantly. The mean and

median of circularity of these two kinds of particle samples are close. To be specific, a

significant portion of the WP particles (∼ 40%) and PMP particles (∼ 55%) have a shape

between square and equivalent triangle. A small portion of the WP particles (∼ 20%) and

PMP particles (∼ 15%) has smaller circularity than equilateral triangles, which indicates

that the shapes of these part of particles are very different from a circle. Another small

portion (∼ 25%) of the WP and PMP particles have a shape between square and hexagon,

which are closer to a circle than the large portion discussed above. The shape of the other

very small portion of the WP particles (∼ 15%) and PMP particles (∼ 5%) are very close to

a circle (C > 0.95). In contrast, the circularity of the SP sample is close to 1 with a much
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narrower range than the other two kinds of particle samples. Also, the mean and median of

the circularity of the SP sample is very close to 1, which indicates that almost all of the SP

particles are circular.

Figure 6.6 shows the statistics of aspect ratio of the three kinds of particle samples. The

mean and median of the aspect ratio of each kind of particle samples are listed in Table 6.1.

It can be found that the aspect ratio range of SP particle sample ranges from 1 to 1.5 and

most of the SP particles (∼ 70%) are smaller than 1.15. This means most of the SP particles

are circular, which is consistent with the results analyzed from the circularity. The mean

and median of the aspect ratio of the SP sample is close to 1, which supports the discussion

above. WP and PMP particle samples have similar mean and median of aspect ratio, but

the aspect distribution of these two kinds of particle samples are not the same. WP sample

has the largest range of the aspect ratio (1 to 5), but the aspect ratio of most WP particles

(> 70%) are smaller than 2, which indicates that only a small portion of the WP particles

display a needle-like shape. Comparing to WP particles, PMP particles have a smaller range

of aspect ratio (1 to 3). The distribution of the aspect ratio of the PMP particles is more

even compared to other two kinds of particles. This suggests that the PMP particles have a

variety of shapes, which is consistent with the results from the circularity analysis.

To validate the dimension and morphology measurements of DIH, the microscopic images

of the three kinds of particles are shown in Fig. 6.7. From the DIH measurements, WP

particles have the smallest particle size while the size of the PMP particles is the largest.

In the microscopic images, one is noted that most of the WP particles are tiny (∼ 15µm)

and there exist a few large ones. The size of the PMP particles have a large range and are

significantly larger than the WP particles, which is consistent with the DIH measurements.

However, for the SP particles, the microscopic images suggest that the size of the SP particles

are relatively uniform and around 50µm, which is not aligned to the DIH measurements. This

may result from the resolution limitation of the unity magnification holograms.

For the circularity and aspect ratio, the DIH measurements are in good agreement with

the observation in the microscopic images. The DIH results suggest that the shape of all the

SP particles are very close to circle, which is consistent with the particles observed in Fig.
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6.7 (c). For WP particles, the DIH measurements suggest that the shapes vary significantly

and very few of them are compressed heavily, which is consistent with the long needle-shape

particle in Fig.6.7 (a). The microscopic image of PMP sample shows that PMP particles

have a variety of shapes. This echos the wide distribution of circularity and aspect ratio

measured by DIH for PMP particles. Some of the PMP particles are similar to triangles

and rectangular, which meets the shape of a large portion of PMP particles are between

equilateral triangle and square in DIH results.

One is noted that it is hard to describe all the morphology of the particles precisely,

though the circularity of some simple geometries are compared in the analysis. It is believed

that circularity and aspect ratio are only two options of parameters to describe the mor-

phology of the solid particles. Additional parameters can be further introduced to quantify

the morphology of the particles more precisely. For example, except for circularity, there

can be ’rectangularity’ to describe the extent how the shape is similar to a rectangular or

’trapezoidity’ to show how the shapes can be categorized to different kinds of trapezoids.

Also, in this study, some inconsistency occurs between the DIH measurements and micro-

scopic observation. It is believed that the errors result from the limitation of the resolution

of the unity magnification DIH system. A lens system or microscopic system can be applied

to the camera to increase the magnification, which allows describing the tiny particle more

accurately.
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(a)

(b)

(c)

Figure 6.7. Microscopic images for the three kinds of particle samples: (a)
Wollastonite Powder, (b) Pearl Mica Powder, and (c) Solder Powder. The
scale bars for (a) and (c) are 50µm and the scale bar for (b) is 100µm.
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6.4 Summary

Unlike the droplets or synthetic particles, natural solid particles usually have irregular

shapes. An experimental study is carried out to measure the dimension and morphology of

irregular-shape solid particle field with DIH technique. Equivalent diameter, circularity and

aspect ratio are introduced and analyzed to quantify the irregular shapes detected with DIH

system. The statistics of these parameters are generated to characterize the dimension and

morphology of each kind of particle samples. As DIH does not require a focused particle

image, a particle field can be measured simultaneously.

Three kinds of solid particle samples are measured with a lensless DIH system. The

DIH measurement results present the different dimension and morphology distribution of

the three kinds of particle samples. The Wollastonite Powder sample has the smallest mean

diameter while the Pearl Mica Powder particles are the largest in size. With the circularity

and aspect ratio analysis, all of the Solder Powder particles are very close to circular shape

while the shapes of the other two kinds of particles vary significantly. About half of the

Wollastonite Powder particles and Pearl Mica Powder particles are between the shape of

equilateral triangle and square. A few of Wollastonite Powder particles have large aspect

ratio.

Microscopic images of the three kinds of particle samples are taken and compared to

the DIH measurement results to verify that the DIH results can describe the dimension and

morphology of the particle samples. The microscopic images are consistent with the DIH

results except for the tiny particles (< 20µm) and the size of Solder Powder particles. As

the sizes of most particles measured in this study are less than 10 times the pixel size, the

resolution of the hologram affects the accuracy of the measurement to a certain extent.

There exist potentials to improve the accuracy of the present method. As discussed

above, the resolution of the system is limited for the small particles. The application of a

lens system or a microscope system can reduce the effective pixels size, by which more pixels

can be used to describe an individual particle. The DHM technique can achieve up to 50×

magnification which can reduce the pixel size of the hologram to nanometer-level, which
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allows the particle dimension and morphology measurements for sub-micron particles. Also,

additional parameters can be introduced to describe the morphology from more aspects,

which can help describe the morphology of the particles more precisely.
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7. OPTIMIZATION OF LENSED DIH SETUP

As discussed in section 6.3, the accuracy of a lensless DIH system is limited by the resolution

of the hologram. A lens system can be applied to DIH to improve the resolution of the

holograms with large magnification. The common problem for the setup of the lensed DIH

system is to optimize the position of the lens and the particle field to get the desired image

resolution and magnification. In this chapter, a lens system is analyzed to determine the

criteria of the setup of the lensed DIH system to achieve the desired image resolution.

A schematic of a lensed DIH system can be illustrated as Fig. 7.1. z1 is the distance

between the image plane and the particle plane. z2 is the distance between the focal plane

and the particle plane. As a lensed system is applied, there is a focal plane. We can assume

that a hologram is formed on the focal plane with the lensless system. Then an image of the

hologram with magnification K is formed on the image plane through the lens system. The

lensed DIH system is equivalent to a lensless system with an equivalent distance zeq (Wu

et al., 2018):

zeq = K2z2. (7.1)

The analysis is separated to two parts: the lens system and the equivalent lensless DIH

system.

For the lens system part, a schematic of the imaging process of a lens system is illustrated

as Fig.7.2. The image on the focal plane forms a real image on the image plane. s is the

distance between the focal plane and lens while s′ is the distance between the image plane

and lens. A general lens system model is analyzed, which has a Ray transfer matrix (Rt),

Rt =

 A B

C D

 , (7.2)
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Figure 7.1. Schematic of lensed DIH system.

Figure 7.2. Schematic of the imaging process of a lens system.
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where C < 0 as the horizontal light goes downward after it passes the lens. Then the two

beams of the light propagate to the lens, which can be mathematically expressed as A B

C D

 h1

0

 =

 Ah1

Ch1

 ,
 A B

C D

 0

−h1
s

 =

 −B h1
s

−D h1
s

 . (7.3)

As the two beams of light intersect after they pass the lens, two equations can be created:

h2 + Ah1

s′
= −Ch1, (7.4)

h2 −B h1
s

s′
= D

h1

s
. (7.5)

Since we want to achieve a magnification of K, we will have

K =
h2

h1

. (7.6)

By combining Equation 7.4, 7.5 and 7.6, the distance s and s′ can be expressed by the desired

magnification and Ray transfer matrix:

s =
B − CD(K + A)

K

s′ =− C(K + A).

(7.7)

Also, the distance between the focal plane and image plane is

z1 − z2 = s+ s′

=
B − (CD + CK)(K + A)

K
.

(7.8)

For the equivalent lensless DIH system, to simplify the analysis, the image sensor is

assumed as a square sensor with N ×N pixels and ∆ξ ×∆ξ pixel size. One is noted that if

the particle field is too far from the focal plane, the resolution of the image will be decreased.

But if the particle field is too close to the focal plane the fringes cannot be fully sampled.

A critical distance (z2cr) is developed, at which the lensed DIH system achieved the best

resolution (equivalent pixel size on particle plane ∆x′ = ∆ξ
K

) without sampling problem (Wu

et al., 2018):

z2cr =
N∆ξ2

K2λ
. (7.9)
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If z2 > z2cr, the resolution of the hologram will decrease, and if z2 < z2cr, there will be

aliasing problem. However, in DIH applications, a range of z needs to be analyzed. So the

best resolution and no aliasing problem are too strict criteria. In this study, a range of z is

determined based on the particle size with acceptable resolution and insignificant aliasing.

Firstly, the acceptable resolution is analyzed. To simplify the analysis, a spherical particle

with diameter (d) is assumed. When the best resolution is achieved, the equivalent pixel

size on particle plane is ∆ξ
K

, so the number of pixels used to describe the particle is
(
dK
∆ξ

)2

.

However, fewer pixels to describe the particle is also acceptable. When z2 > z2cr, ∆x′ increase

as z2 increases (Wu et al., 2018):

∆x′ =
λKz2

N∆ξ
(7.10)

In our experiments, it is noticed that when a spherical particle is described by no less than

7×7 pixels, the measurements of the particle are relatively accurate. As a result, the bottom

line for resolution in this study is the particle is described by no less than 7× 7 pixels (Fig.

7.3):
d

∆x′
=
dN∆ξ

λKz2

≥ 7. (7.11)

The upper limit for z2 can be determined by rearranging Equation 7.11:

z2 ≤
dN∆ξ

7λK
=

dK

7∆ξ
z2cr (7.12)

Then, the aliasing problem is analyzed to determine the lower limit of z2. The reason for

the aliasing problem is that the distance between neighbor fringes of the interference pattern

is smaller than two times the pixel size. The schematic of the aliasing analysis is illustrated

in Fig. 7.4. The particle is assumed at the center of the image (point A) and it satisfies

zeq � N∆ξ
2

. So we can assume α is a very small angle. Point C and D are the position of

two neighbor fringes at the edge of the hologram. The optical path difference between the

two fringes equals to the wavelength of the light source:

λ = |AD − AC|. (7.13)
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Figure 7.3. A spherical particle described by 7× 7 pixels.

Figure 7.4. Schematic of the analysis of aliasing.
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Since 6 CAD is a very small angle, we can assume AC = AE. So it can be rewritten as

λ = DE. Then the distance between the two neighbor fringes is

DC =
DE

sin(α)
=

λ

sin(α)
. (7.14)

As α is a very small angle, tan(α) = sin(α). Equation 7.14 can be written as

DC =
λ

tan(α)
=

λ
BD
AB

=
2λzeq
N∆ξ

. (7.15)

Combined wit Equation 7.1, the distance between the two neighbor fringes can be expressed

as

DC =
2λK2z2

N∆ξ
. (7.16)

As discussed above, the distance between the two neighbor fringes should be larger than two

times the pixel size, so we will have

2λK2z2

N∆ξ
≥ 2∆ξ. (7.17)

So z2 should satisfy

z2 ≥
N∆ξ2

λK2
= z2cr. (7.18)

One is noted that this criterion is the most strict one because it assumes a particle at

the center of the hologram and there is no aliasing on the entire hologram. However, in

most holograms like Fig. 5.3 and Fig. 6.2, only a portion of the fringes are significant for

reconstruction. The rest part of the interference patterns is very weak and negligible. With

measurements on the synthetic holograms, it is found that the reconstruction performs well

as long as the fringes 15 times larger than the particle diameter have no aliasing. As a result,

the lower limit of z2 can be determined by applying 15d
2

to BD in Fig. 7.4 and Equation

7.15. At this time, DC can be expressed as

DC =
λ
BD
AB

=
2λzeq
15d

=
2λK2z2

15d
. (7.19)

By applying the criterion of the distance between the two neighbor fringes should be larger

than two times the pixel size, z2 can be determined by

2λK2z2

15d
≥ 2∆ξ, z2 ≥

15d∆ξ

λK2
=

15d

N∆ξ
z2cr. (7.20)
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By combining Equation 7.12 and 7.20, the accepted range of z2 is

15d

N∆ξ
z2cr =

15d∆ξ

λK2
≤ z2 ≤

dN∆ξ

7λK
=

dK

7∆ξ
z2cr. (7.21)

The focal plane is a virtual plane, it is impossible to place the particle field z2 from the focal

plane. The range of z1 can be determined by combining Equation 7.8 and 7.21:

15d∆ξ

λK2
+
B − (CD + CK)(K + A)

K
≤ z1 ≤

dN∆ξ

7λK
+
B − (CD + CK)(K + A)

K
, (7.22)

which is the range of the distance between the particle field and the image plane. Also, from

Equation 7.7, the distance between the lens and the image plane should be s′ = −C(K +A)

to achieve the magnification of K.

One is noted that the particle size d should be estimated to determine the criterion in

Equation 7.22. As a result, it is recommended that a lensless DIH system can be applied

first to estimate the size of the particle. Then with the estimation of z1 and s′, an optimized

lensed DIH system can be set up.
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8. CONCLUSION

To accelerate the processing speed of the existing HYBRID method, which is an advanced

particle detection method in DIH, a modified method is developed. The modified method

achieves the measurement of the in-plane (x− y) position, out-of-plane (z) position and size

of the particles in a volume based on the algorithm mentioned in HYBRID method (Gao

et al., 2013) with refinement process (Gao et al., 2014). The acceleration methods include

changing the programming environment, simplifying the redundant threshold optimization

procedures and applying parallel processing technique to the script which was run on the

workstation. By changing from Matlab to Python, the open source software provides more

modules and functions created and optimized by the user community. Next, the thresh-

old optimization process is reviewed and simplified. Compared to the existing HYBRID

method, the modified method replaces the redundant loops with a recursion-like algorithm.

In addition, the MPI technique is applied as the parallel processing technique. The TON is

determined for minimizing the time consumption of the method. To characterize the degree

of the acceleration methods applied, the time consumption of both the methods are tested

in parts and in total. The results show that the modified method with MPI can reduce the

total processing time by around 4 times. It is also believed that the application of GPU and

further optimization of the algorithm can improve the processing speed more.

In contrast, it is believed that the simplification of the method will sacrifice the accuracy.

The comparison of the accuracy between the HYBRID method and the modified method

is made to show how this simplification affects the accuracy. Three kinds of accuracy are

measured which are in-plane (x − y) error, depth (z) error and diameter (D) error. The

accuracy is measured in both high and low SD situation. The results show that the modified

method performs not accurate enough at high SD situation in determining the out-of-plane

(z) positions and particle diameters. Moreover, the particle diameters calculated by the

modified method has undesirably higher errors than the HYBRID method. Therefore, the
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modified method is able to shorten the processing time of digital holography which can be

applied for processing numerous holograms when the requirement of accuracy is relaxed.

With further modification of the methods in window searching, the accuracy of the modified

method can be improved.

The application of DIH on measuring the dimension and morphology of solid particles is

discussed in the last part of the thesis. A lensless DIH system is set up to record holograms for

three kinds of solid particles. Equivalent diameter, circularity and aspect ratio are introduced

to quantify the dimension and morphology of the particles, as well as to characterize different

kinds of solid particles. Simple geometries are also compared to the morphology of the

particles. Microscopic images of the particles are taken to validate the measurements of

the DIH system. Because of the unity magnification, the resolution of the hologram is

limited, resulting in errors in the measurements. With further applications of lens systems

or microscopes, the dimension and morphology measurements can be more accurate. Also,

by introducing more parameters, the morphology of the particles can be described more

precisely and more details can be explored.
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