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ABSTRACT

Shivkumar, Gayathri PhD, Purdue University, August 2019. Coupled Plasma, Fluid
and Thermal Modeling of Low-Pressure and Microscale Gas Discharges. Major
Professor: Alina A. Alexeenko.

Large scale and cost-efficient synthesis of carbon nanostructured materials has gar-

nered tremendous interest over the last decade owing to their plethora of engineering

and bio-science applications. One promising method is roll-to-roll radio frequency

chemical vapor deposition and this work presents a computational investigation of

the capacitively coupled radio frequency plasma in such a system. The system oper-

ates at moderate pressures (less than 30 mbar) with an 80 kHz square wave voltage

input. The computational model aids the understanding of plasma properties and

α − γ transition parameters which strongly influence the nanostructure deposition

characteristics in the system. One dimensional argon and hydrogen plasma models

are developed to characterize the effects of input voltage, gas pressure, frequency,

and waveform on the plasma properties. A hybrid mode which displays the char-

acteristics of both α and γ discharges is found to exist for the low cycle frequency

80 kHz square wave voltage input due to the high frequency harmonics associated

with a square waveform. The threshold voltage at which the transition between the

different regimes occurs is higher for hydrogen than for argon owing to its diatomic

nature. Collision radiative modeling is performed to predict the argon emission in-

tensity in the discharge gap. The results are found to lie within 16% of the optical

emission spectroscopy measurements with better agreement at the center of the dis-

charge, where the measurement uncertainty is low and the emission by ions is not

significant. A quasi-zero dimensional steady state chemistry model which uses the

hydrogen plasma properties as inputs predicts high concentrations of C2H, C2H2,

C2H+
3 , C2H+

4 and C2H+
6 during carbon nanostructure deposition.
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Carbon nanostructures are popularly used as field emitters. Field emission based

microplasma actuators generate highly non-neutral surface discharges that can be

used to heat, pump, and mix the flow through microchannels and offer an innovative

solution to the problems associated with microcombustion. They provide a constant

source of heat to counter the large heat loss through the combustor surface, they aid

in flow transport at low Reynolds numbers without the use of moving parts, and they

provide a constant supply of radicals to promote chain branching reactions. This

work presents two actuator concepts for the generation of field emission microplasma,

one with offset electrodes and the other with planar electrodes. They operate at input

voltages in the 275 to 325 V range at a frequency of 1 GHz which is found to be the

most suitable value for flow enhancement. The momentum and energy imparted by

the charged particles to the neutrals as modeled by 2D Particle-In-Cell with Monte

Carlo Collisions (PIC/MCC) are applied to actuate flow in microchannels using 2D

Computational Fluid Dynamics modeling. The planar electrode configuration is found

to be more suitable for the purpose of heating, igniting and mixing the flow, as well as

improving its residence time through a 10 mm long microcombustor. The combustion

of hydrogen and air with the help of 4 such actuators, each with a power consumption

of 47.5 mW/cm, generates power with an efficiency of 28.8%. Coating the electrode

surface with carbon nanostructures improves the combustion efficiency by a factor

of 2.5 and reduces the input voltage by a factor of 6.5. Such microcombustors can

be applied to all battery based systems requiring micropower generation with the

ultimate goal of “generating power on a chip”.
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1. INTRODUCTION

1.1 Chemical Vapor Deposition of Carbon Nanostructures

Carbon nanostructures such as graphene, graphitic nanopetals and carbon nan-

otubes (CNTs) find a wide variety of applications owing to their exceptional electri-

cal [1,2,3,4], structural [5,6] and thermal [7,8] properties. Graphitic nanopetals show

exceptional performance as electrodes in Li-ion batteries [9], as flexible supercapac-

itors [10] and as glucose biosensors [11]. Graphene and graphitic nanopetals could

be used to improve the electrical conductivity of composite materials used to protect

aircraft fuselage from lightning strike damage [12]. Ultimately, graphene could re-

place all the steel in aircraft bodies on account of being much lighter in spite of being

stronger and stiffer, thus improving the range and fuel efficiency. It is also applied as

an ultra-thin coating to prevent oxidation in air [13] under vigorous flow boiling con-

ditions [14]. Carbon nanotubes have potential applications in aircraft de-icing [15],

in aircraft and spacecraft sensing [16], to reduce detectability of stealth aircraft, and

in the construction of UAVs [17]. They may also be used as nanoparticle additives

in chemical propellants for earlier ignition and extension of burning rate [18]. These

nanostructures also find applications in transistors [19], hydrogen fuel cells [20, 21],

and bone tissue engineering [22]. However, most of these applications are still in the

developmental stages. Large scale utilization of these nanostructures requires cost-

efficient and reproducible methods of synthesis, which have garnered tremendous

interest over the last decade [23].

Chemical Vapor Deposition (CVD) is a technique that generates higher qual-

ity, more impervious and pure nanostructures in a reactor at ambient temperature

when compared to other methods of synthesis such as laser ablation [24], exfoliation

and cleavage [25], and arc discharges [26, 27]. Some of the popular types of CVD
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used in the industry are direct liquid injection CVD, aerosol assisted CVD, atomic

layer CVD, combustion CVD, photo initiated CVD and plasma assisted or plasma

enhanced CVD. Plasma enhanced CVD (PECVD) has the advantage of requiring

lower growth temperatures when compared to most other types. While Microwave

Plasma Chemical Vapor Deposition (MPCVD) of diamond has been widely stud-

ied [28,29,30], this method has the disadvantage of being time consuming on account

of being a batch (non-continuous) process.

Roll-to-Roll Radio Frequency Chemical Vapor Deposition (R2R RFCVD), on the

other hand, allows for continuous deposition that can go on for hours or days. The

Diener electronics RFCVD system, shown in Figure 1.1 (a), is capable of mass pro-

ducing carbon nanostructures. In this system, the growth substrate is rolled through

a Capacitively Coupled Radio Frequency (CCRF) plasma that is generated between

two electrodes. A schematic of the process is shown in Figure 1.1 (b). The plasma

is generated in a mixture of argon, hydrogen, methane, nitrogen and oxygen in gas

pressure and equipment power ranges of 7 to 20 mbar and 500 to 1500 W, respec-

tively. The free electrons in the plasma transfer energy to the methane gas molecules

which dissociate to generate highly reactive radical precursors. These precursors com-

bine to create a material film on the substrate. The system produces high quality

nanostructures at low temperatures in a time and cost efficient manner.

Figure 1.1. (a) Experimental setup and (b) schematic of the R2R RFCVD
process.
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Graphene is deposited by various CVD methods on transition metal substrates

such as nickel, cobalt, copper etc. and most of the optimization advances have

been achieved primarily through empirical methods [31, 32, 33, 34]. The process of

graphene growth on substrates with high carbon solubility differ from the growth

on substrates with low carbon solubility and these mechanisms are explained in the

literature [35, 36]. The first step is called dissolution wherein the hydrocarbons are

chemisorbed onto the metal surface, dissociate by dehydrogenation, and the carbon

adatoms diffuse into the metal. However, the metal has a finite solubility limit, and

when this limit is reached, the segregation step occurs. Here, the saturated car-

bon adatoms diffuse onto the surface of the metal substrate and segregate to form a

layer of graphene. Thus, the deposition process is dependent on the solubility and

is controlled by cooling the substrate surface, which reduces the carbon solubility

limit. However, for copper which has almost zero solubility even at 1000 ◦C [35], the

chemisorption and dissociation are followed by the formation of a carbon sheet on the

surface. Thus, the temperature of the substrate does not affect the thickness of the

graphene film. Consequently, in the present RFCVD system, a copper film is used as

the substrate for graphene deposition.

1.2 Regimes of Operation of CCRF Plasma

Capacitively Coupled Radio Frequency (CCRF) plasmas manifest two distinct

modes, the α and the γ, which have very different discharge structures as indicated

by the light emission and electrical characteristics [37]. The α regime shows bright

plasma layers close to the electrodes with dark gas between them. Electron impact

ionization in the bulk sustains such a discharge [38]. The high conduction current

in the discharge center is closed by high displacement current in the non-conducting

sheath. The γ regime is similar to a glow discharge with a bright positive column in

the center of the electrode gap. The secondary electrons multiply rapidly, leading to

high conduction current in the sheath. The sheath thickness is close to the cathode
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sheath thickness in a normal glow discharge [39]. Figure 1.2 shows the discharge

structure appearance and sustaining ionization mechanism for both the regimes.

Figure 1.2. Schematic of the sustaining ionization processes for α and γ
discharges.

The transition from the α to the γ regime has been studied extensively for sinu-

soidal input waveform in the MHz cycle frequency range [40,41,42,43,44,45,46,47,48].

Raizer et al. [39] describe the α discharge sheath as a gas gap containing no electrons.

An increase in the current at the electrodes results in a higher discharge current den-

sity which raises the ion density in the sheath. This in turn increases the sheath volt-

age amplitude which eventually reaches the breakdown threshold in a gas gap nearly

equal to the sheath thickness, triggering the transition from α to γ. The sheath volt-

age and thickness at breakdown correspond to approximately the electrode gap at the

Paschen [49] minimum at that particular pressure. For a γ discharge, the ion current

density at the electrode is close to the normal current density of a glow discharge.

However, the normal current density is higher due to the addition of displacement

current. The relative contribution of the displacement current decreases with increas-

ing pressure. Godyak et al. [40] experimentally observed a change in the steepness of

the I-V characteristics when the discharge transitions from α to γ as shown in Fig-

ure 1.3. The plasma density increases rapidly beyond the transition point, whereas

the electron temperature at the gap center drops as seen in Figure 1.3.



5

(a) Current Amplitude (b) Plasma Density

(c) Electron Temperature (d) Electric Field Amplitude

Figure 1.3. Variation of plasma properties with sinusoidal voltage wave
amplitude for helium at Pg = 3 Torr, gap = 7.8 cm and fcycle = 3.2 MHz.
Solid lines: experiments, Dashed lines: calculations. From Godyak et
al. [40].

At moderate pressures, the transition is abrupt and the discharge structure changes

radically. The γ discharge bulk plasma possesses a fairly high electron temperature,

close to that in an α discharge. However, at low pressures on the left branch of

Paschen’s curve [49], the sheath shrinkage that occurs while operating on the right

branch of Paschen’s curve is impossible. Thus, the transition is continuous and the

γ discharge bulk electron temperature is lower than that in an α discharge [39].

Schweigert et al. [47] observed the existence of the ‘volume dominated’ and ‘active

sheath’ modes instead of the α and γ modes in methane in the 0.01 to 1 Torr range. In

molecular gases, the smaller electron energy relaxation length leads to the absence of



6

the high energy electron beams created by secondary electrons. Thus, they attributed

the transition to the reduction in characteristic ionization length below the sheath

length at some critical current density, rather than the electron avalanche produced

by secondary electrons.

The transition voltage decreases with increasing applied frequency and the tran-

sitions become continuous at high frequencies [50, 51]. Although some work [52, 53]

has been performed in the tens of kHz range, the α discharge is non-existent in this

range for a sinusoidal wave input due to the absence of sheath displacement current.

The displacement current is proportional to the driving frequency and at low frequen-

cies, the current continuity in the sheath is not maintained by the low displacement

current. The R2R RFCVD system studied in the present work uses a square wave

input at 80 kHz cycle frequency and thus, the existence of α and γ modes under these

conditions are investigated here.

1.3 Application of Carbon Nanostructures for Field Emission Plasma As-

sisted Microcombustion

Gas breakdown, described by Paschen’s law [49], accounts for Townsend pro-

cesses [54] namely, electron impact ionization in the bulk of the plasma and sec-

ondary electron emission from the cathode [55]. However, at microscale electrode

gaps, quantum tunneling of electrons, due to high electric field at the electrodes leads

to reduction of the breakdown voltage [56,57,58,59]. This tunneling process is termed

field emission (FE) and is accounted for by the modified Paschen’s curve [60] as shown

by Figure 1.4. A schematic of all the charge generation processes in air is shown in

Figure 1.5.

Surface discharges generated by Dielectric Barrier Discharge (DBD) actuators

have been widely used to manipulate flow [62, 63, 64, 65, 66, 67, 68, 69]. The electro-

hydrodynamic (EHD) body force generated by the plasma transfers momentum from

charged particles to neutrals, which enables directed flow actuation [70]. This EHD
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Figure 1.4. Paschen’s and modified Paschen’s curves for gold cathode
[58, 61].

Figure 1.5. Charge generation processes in a DC discharge in air.

force, alternatively described as “ionic wind” [71], increases with the net space charge

density. Consequently, substantial momentum transfer can only be expected in the

cathode sheath region of glow discharges or the space-charge region of corona dis-

charges for macro-scale actuators [72]. However, field-emission aided microdischarges

are highly non-neutral, which leads to the generation of a large directed body force

that can aid flow pumping.
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Microscale DBD actuators have been used by Wang and Roy [73] for pumping

applications. Ten actuators are placed in a T-shaped pump with two inlets and one

outlet, all at atmospheric pressure. The separation between the DC driven electrodes

in this case is 50 µm and thus, field emission does not play a major role in facilitating

breakdown. In the present work, the DBD electrode gaps are reduced to less than 10

µm and thus, microplasma can be generated at low input voltages [74, 75, 76]. The

field emission from such a device can be enhanced by coating the electrode surface

with carbon nanopetals or nanotube arrays [77,78,79,80] which creates irregularities

to increase the surface roughness.

This study uses both theoretical and numerical modeling and the latter includes

a combination of kinetic modeling for plasma and Computational Fluid Dynamics

(CFD) modeling for fluid flow. Similar fluid, kinetic and hybrid modeling for DBD

flow actuation has been widely performed and summarized in [81]. More recently,

Babaeva et al. [82] performed fluid and hybrid modeling to quantify the effect of

polarity and secondary electron emission on streamer propagation in nanosecond sur-

face discharges. Fluid model for plasma was combined with Navier-Stokes solution

for fluid flow in [83, 84, 85], and Euler solution for fluid flow in [86]. Shan et al. [87]

used a combination of empirical and circuit models with unsteady Reynolds Averaged

Navier Stokes (RANS) and Large Eddy Simulations (LES) solutions to simulate DBD

plasma actuation. Benard et al. [88] modeled the time evolution of the DBD induced

volumetric force based on Particle Image Velocimetry (PIV) flow-field measurements.

In the present work, a method similar to [74, 85] is adopted, where kinetic modeling

for plasma is combined with CFD modeling for fluid flow.

The continuing proliferation of micro-electro-mechanical systems (MEMS) for mo-

bile communication, computing, wireless sensor and actuator networks, as well as

unmanned aerial vehicles and picosatellites motivates the search for compact power

generation and energy conversion technologies. Microscale combustion heat engines

are an attractive solution owing to their potential for very high energy density and

fast cycling when compared to currently used battery power sources. During the
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last decade, research on combustion at meso and microscales has received a lot of

interest [89, 90, 91]. The large surface-area-to-volume ratio of small scale combustors

reduces the characteristic thermal inertia time, making combustion difficult to be

initiated and sustained. This leads to three significant challenges with respect to the

development of successful microcombustion power generation systems when compared

to conventional scale reactors [91].

The first challenge is thermal quenching due to the increased surface-area-to-

volume ratio. This causes the heat loss from the wall to exceed the heat release

from the chemical reactions leading to reduction of the flame temperature and even-

tual flame extinction. The second is radical quenching due to the more frequent

collision of species with the combustor walls rather than with other species. These

species include important intermediate radicals for chain branching reactions, which

slows down chemical reactions and leads to extinction. Lastly, it is difficult to control

microcombustors because their operation requires similarly small-scale auxiliary com-

ponents such as valves and pumps. Viscous losses greatly diminish the efficiency of

conventional gas phase pumping methods and thus, microcombustors require new ap-

proaches for fuel-oxidizer pumping and mixing [91]. Plasma assisted microcombustion

has to potential to overcome these problems and this work explores the application

of FE-DBDs to aid microcombustion.

1.4 Motivation and Objectives

Carbon nanostructures such as graphene, graphitic nanopetals and carbon nan-

otubes have numerous potential applications and it is imperative to understand

the underlying plasma processes for more efficient manufacturing. Recently, Alre-

fae et al. [92] demonstrated few layer graphene deposition on a Cu foil at web speeds

as high as 1 m/min and Saviers et al. [93] coated graphitic nanopetals on a 1 m long

carbon fiber substrate. These studies show the highest quality of few layer graphene

deposition in the α mode and a decrease in the quality with increasing pressure and
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power set point due to the α to γ transition leading to higher ion bombardment [92].

This can be seen in the Scanning Electron Microscope (SEM) images of the graphene

deposited under both the CCRF plasma regimes shown in Figure 1.6. On the other

hand, the growth of dense graphitic nanopetals with the desired morphology is favored

by the γ mode [93]. This is because the growth rate, quality, type and morphology

of the nanostructures deposited are controlled by the heat and mass fluxes onto the

substrate. These depend on the plasma properties, temperature distributions and

precursor concentrations in the vicinity of the substrate, which in turn are deter-

mined by the mode of operation of the CCRF discharge. Thus, characterizing the

plasma properties of the α and γ modes of the system and the transition between

the two are required to control and optimize the large-scale manufacturing of carbon

nanostructures.

Figure 1.6. SEM images of graphene grown on a copper substrate in the
R2R RFCVD system under (a) α and (b) γ discharge conditions [92].

Various gas mixtures of Ar, H2, CH4, N2, and O2 are used to deposit graphene in

the RFCVD system [92, 93]. Ar and H2 are used as carrier gases, and CH4 is used

to generate the carbon species for nanostructure deposition. N2 and O2 are used in

small concentrations for doping and deposition rate enhancement. Since Ar and H2

are the main gases used to generate plasma in the RFCVD system, this work focuses

on developing plasma models for these carrier gases for an 80 kHz square wave voltage
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input. Hydrocarbon chemistry is introduced to determine the predominant radical

species responsible for carbon nanostructure deposition.

Plasma assited combustion at the macroscale has be used for decades in the form

of spark ignition, nanosecond pulsed discharges and DBDs [94, 95, 96, 97, 98]. Al-

though non-equilibrium macroscale plasmas indicate great potential for ignition and

combustion, they require operational voltages on the order of 10 kV which is pro-

hibitive to their integration in microsystems. However, FE-DBDs operate at input

voltages on the order of 100 V [55] and their non-neutrality can overcome the viscous

forces at microscales. When integrated in a microcombustor, they aid flow transport

at low Reynolds numbers without the use of moving parts. The high energy elec-

trons and ions in the plasma heat the gas which is favorable due to the requirement

of a short ignition time. Plasma also stimulates the production of radicals such as

hydroxyl and oxygen atoms that play a key role in the initiation and propagation

of reactions, which ultimately result in ignition. The pre-exponent factor in the Ar-

rhenius equation for these radicals is orders of magnitude higher in the presence of

plasma [99]. The plasma also provides a constant source of heat to counter the large

heat loss through the combustor surface. Thus, FE-DBD aided microcombustion

shows promising potential for power generation in microsystems.

The goals of this dissertation are to characterize the plasma properties of the

R2R RFCVD system, understand their effects on carbon nanostructure deposition,

and to apply the nanostructures for FE-DBD aided microcombustion. The specific

objectives to achieve the aforementioned goals are listed below.

Carbon nanostructure deposition objectives

• Objective 1: Develop a 1D argon plasma model in the R2R RFCVD system.

Perform a parametric study to evaluate the effect of input voltage, pressure,

frequency and waveform on the plasma properties.
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• Objective 2: Perform collision radiative modeling of the simulated argon

plasma and compare the results to experimental Optical Emission Spectroscopy

(OES) measurements to validate the model.

• Objective 3: Implement hydrogen chemistry in the plasma model to evaluate

the effect of gas composition on the plasma properties in the RFCVD system.

• Objective 4: Apply the hydrogen plasma modeling results to a quasi-0D hy-

drocarbon plasma chemistry model to determine the most important active

species and radicals in the discharge during carbon nanostructure deposition.

Field emission assited microcombustion objectives

• Objective 5: Perform Particle-In-Cell with Monte Carlo Collisions (PIC/MCC)

modeling of surface plasma generation in nitrogen using two different designs

of FE-DBDs, one with offset electrodes and the other with planar electrodes.

Evaluate the effect of the driving frequency on the plasma properties.

• Objective 6: Determine the electrohydrodynamic (EHD) characteristics of

FE-DBDs and compare them to commonly used plasma devices for aerospace

applications. Develop a theoretical model to evaluate the feasibility of flow

actuation using FE-DBDs.

• Objective 7: Perform Computational Fluid Dynamics (CFD) modeling of

atmospheric air actuation in microchannels using FE-DBDs. Compare the per-

formance of the two different FE-DBD designs for the purpose of pumping,

heating and mixing the flow in microchannels.

• Objective 8: Evaluate the feasibility of FE-DBD aided microcombustion in a

MEMS microcombustor concept using CFD modeling.

The rest of this dissertation is organized as follows. Chapter 2 describes the

argon plasma and collision radiative modeling of the RFCVD system and compares
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the results to experimental measurements. Hydrogen plasma is modeled and the

plasma properties are used to study hydrocarbon chemistry in Chapter 3. Chapter

4 presents the PIC/MCC modeling of plasma generated by two different designs of

FE-DBDs. Chapter 5 outlines a theoretical microchannel flow model for plasma

actuation, performs CFD modeling of FE-DBD actuated flow in microchannels, and

studies the EHD characteristics of popular aerospace plasmas in comparison to FE-

DBDs and the effect of coating the electrodes with carbon nanostructures. It also

proposes a microcombustor concept and evaluates the ability of the FE-DBD plasma

to initiate and sustain combustion in it. Chapter 6 summarizes the main findings and

conclusions of this dissertation. Finally, chapter 7 suggests potential directions for

future work to further the research presented here.
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2. DISCHARGE REGIMES AND EMISSION

CHARACTERISTICS OF CCRF ARGON PLASMA WITH

A SQUARE WAVE INPUT

As a first step in understanding the RFCVD of carbon nanostructures, argon plasma

is modeled in the system. This chapter describes the model, presents the predicted

CCRF plasma properties and regime transitions, and compares the modeling results

to experimental measurements.

2.1 Numerical Model

2.1.1 Plasma Model

A 1D CCRF plasma model in COMSOL Multiphysics is used to model the ar-

gon plasma in the R2R RFCVD system. The lowest pressure modeled is 5.5 mbar,

for which the electron-neutral collision frequency is νm = 2.2 × 1010 s−1 for argon

plasma [37]. This is much higher than the RF frequency of 80 kHz or 5.03 × 105

s−1. The fractional loss of electron energy per collision in argon is δ = 2.74 × 10−5.

The electron energy relaxation frequency is νmδ = 6.03 × 105 s−1, which is greater

than the applied RF frequency even at the lowest pressure. The electrons relax faster

than the applied electric field and react to instantaneous field values, and thus may

be assumed to be in equilibrium. Owing to the small mass of electrons, their inertia

may be neglected. The Knudsen number for electron-neutral collisions at the lowest

pressure is about 1.6×10−3 and the plasma density is low with the highest ionization

fraction ∼ 10−4. There are no large gradients in the flow. Thus, the continuum ap-

proach of the drift diffusion approximation for momentum and energy conservation

of electrons is applied to model the plasma in the system.
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The simulation setup consists of two electrodes separated by a distance of 4.5 cm

as shown in Figure 2.1. A square wave voltage input with a cycle frequency of

80 kHz is applied at each of the electrodes. The DC bias and amplitude of the

waveform correspond to the experimentally measured values at the corresponding

pressure and input power setting on the system. The rise time for the square wave

also corresponds to the that of the measured voltage waveform which limits the high

frequency components associated with the voltage input. Three different gas pressure

values of 5.5, 9.5 and 13.8 mbar are considered here. The current density, obtained

as an output from the 1D model, is multiplied by the electrode area of 62.5 cm2 to

determine the current at the electrode, Iel. This in turn is used to determine the

power at the electrode, Pel, as:

Pel =
1

T

ˆ T

0

VelIeldt (2.1)

where, Vel is the voltage at the electrode, t is time and T is the cycle duration. This

power is compared to experimental measurements in the following section. The setup

for the experimental measurement of power, temperature and emission intensity is

described in [100].

Figure 2.1. Simulation setup for the 1D plasma model.

In the CCRF plasma, the electric field, E, in the domain is obtained using Pois-

son’s equation:
∂E

∂x
= −∂2V

∂x2
=

e

ϵ0ϵr

(∑
ions

Z+n+ − ne

)
(2.2)
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where, the x-axis is oriented along the electrode gap, V is the electric potential, e is

the electronic charge, ϵ0 is the permittivity of free space, ϵr is the relative permittivity

of the medium, Z+ is the ionic charge, n+ is the ion number density and ne is the

electron number density. The electron number density and mean electron energy, ϵe,

are obtained using a fluid model with the drift diffusion approximation for electrons

[101, 102]:
∂ne

∂t
+

∂Γe

∂x
= Se (2.3)

Γe = −µeneE −De
∂ne

∂x
(2.4)

∂neϵe
∂t

+
∂Γϵ

∂x
+ eEΓe = Sϵ (2.5)

Γϵ = −5

3
µeneϵeE − 5

3
De

∂neϵe
∂x

(2.6)

where, Se is the net production rate of electrons, µe is the electron mobility, De is the

electron diffusivity, and Sϵ is the net rate of gain in electron energy.

The energy balance for ions is not considered since their temperature is assumed

to be equal to the neutral gas temperature. The particle balances and fluxes of

the neutral species and ions are determined by solving the modified Maxwell Stefan

equations:

ρ
∂wk

∂t
=

∂

∂x

(
ρwk

(
Dk

wk

∂wk

∂x
+

Dk

M

∂M

∂x
− ZkµkE

))
+ Sk (2.7)

where, the subscript k represents the properties of the species k which includes all ions

and neutrals, ρ is the total density, w is the mass fraction, D is the Maxwell-Stefan

diffusivity, M is the molar mass, Z is the charge, µ is the mobility, and S is the net

production rate of the species.

The source terms, Se, Sϵ and Sk, in Eqs. 2.3, 2.5 and 2.7 are obtained from the

chemistry model. The full set of considered gas phase reactions and the references

for their rates or cross sections are given in Table 2.1.

The surface reactions modeled are the following:

Ar+ → Ar
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Table 2.1. Gas phase reactions modeled for Ar chemistry.

Reaction Chemical reaction Reference

Elastic e+ Ar → e+ Ar [103]

Excitation e+ Ar → e+ Ar∗ [103]

Relaxation e+ Ar∗ → e+ Ar [103]

Ionization e+ Ar → 2e+ Ar+ [103]

Ionization e+ Ar∗ → 2e+ Ar+ [104]

Binary quenching Ar∗ + Ar → Ar + Ar [105]

Recombination 2e+ Ar+ → e+ Ar [105]

Ionization Ar∗ + Ar∗ → e+ Ar + Ar+ [106]

Dimer formation Ar∗ + Ar + Ar → Ar∗2 + Ar [106]

Ion conversion Ar + Ar + Ar+ → Ar + Ar+2 [106]

Recombination e+ Ar+2 → Ar + Ar [106]

Ionization e+ Ar∗2 → 2e+ Ar+2 [107]

Dissociation e+ Ar+2 → e+ Ar+ + Ar [108]

Ar∗ → Ar

Ar+2 → Ar

Secondary electron emission is modeled as a boundary condition at the graphite elec-

trodes. The secondary electron emission coefficient, γ, is calibrated to match the

electrode power at 9.5 mbar and Vamp = 186 V. In the model, the voltage waveform

at the electrode, Vel, is provided as an input and the current waveform, Iel, is obtained

as an output. These are used to calculate the cycle averaged power at the electrode,

Pel based on Eq. 2.1. The electrode power is also determined experimentally from

the voltage and current measurements. The values are averaged over 10 steady state

cycles for simulations and 5 cycles for experiments. The variation of predicted elec-
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trode power with γ values is shown in Table 2.2. Since the deviation of the modeled

power at γ = 0.02 from the experimental value of 155.7 W is under 10%, this value

is chosen as the input for all the cases modeled here.

Table 2.2. Variation of computational electrode power with secondary
electron emission coefficient at Pg = 9.5 mbar and Vamp = 186 V. The
experimental power at the electrode is 155.7 W.

γ Pel [W]

0.005 32.7

0.01 66.6

0.02 140.5

0.03 231.0

0.1 11214.07

The gas temperature, Tg, is determined using a heat transfer solver that models

conduction, free convection and energy transfer from the electrons as given by:

kg
∂2Tg

∂x2
+Qg −Qconv = 0 (2.8)

where, kg is the thermal conductivity of the gas and Qg is the power density imparted

to the gas during collisions with electrons [109]:

Qg =
3

2
δneνmkB (Te[K]− Tg[K]) (2.9)

where, δ is the fractional energy loss of an electron per collision and νm is the mo-

mentum transfer collision frequency for electron neutral collisions. Qconv is the power

density lost by the gas due to free convection given by:

Qconv = hconvAel (Tout − Tin) (2.10)

where Ael is the electrode area. The temperature of the gas leaving the plasma region,

Tout is taken as the gas temperature being computed, Tg. The temperature of the
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gas entering the plasma region is assumed to be at the same temperature as the

electrodes. The experimentally measured electrode temperature [110], Tel, is imposed

as a boundary condition for the heat transfer simulations. The values are derived from

the results of H2/CH4/Ar plasma [110] since it is assumed to be nearly independent of

the gas mixture. The convective heat transfer coefficient, hconv is fixed at 50 W/m2-K

based on the results of a convection model which is described in [110].

The plasma solver and heat transfer solver are coupled to each other and solved

iteratively till a deviation in gas temperature of <5% from the previous iteration is

attained. The algorithm is shown in Figure 2.2. The 1D gap is divided into 1000

elements with smaller elements closer to the electrodes. A grid convergence study is

performed for the case with Pg = 9.5 mbar and Vamp = 186 V by increasing the number

of elements by 100%. The maximum variation is 3.26% for the plasma solution and

0.30% for the heat transfer solver. Since the variation is <5%, the grid with 1000

elements is taken to be sufficiently converged and is used for all the computations.

The adaptive time stepping method in COMSOL Multiphysics is used to determine

and refine the time step based on the modeled physics. In order to determine that the

simulations are temporally resolved, the relative tolerance is lowered in conjunction

with a grid refinement. Reducing the relative tolerance by an order of magnitude from

10−3 to 10−4 produces a maximum deviation of 1.17% in the electron number density

and 0.03% in the electron temperature. Thus, the results are temporally resolved.
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Figure 2.2. Flowchart for the solution algorithm.

2.1.2 Collision Radiative Model

The electron and ion number densities, electron temperature and gas temperature

obtained from the plasma model are used as inputs in a Collision Radiative Model

(CRM) to determine the emission intensity at various locations in the discharge which

are compared to Optical Emission Spectroscopy (OES) results. The model is devel-

oped based on the argon CRM proposed in [111,112]. The CRM evaluates the steady

state 0D kinetics of the ground state (gs) and first 40 excited states (1s, 2p, 3d, 2s

and 3p). The energies of each state and their degeneracies can be found in [112]. The

excitation rate coefficient from level i to level j, kex
ij , is determined from the excitation

cross sections assuming a Maxwellian EEDF as [111]:

kex
ij =

√
2

me

∞̂

∆ϵij

σij (ϵ) ϵ
1/2f (ϵ) dϵ (2.11)

where, me is the electron mass, ϵ is the electron energy, f (ϵ) is the EEDF, ∆ϵij is the

excitation threshold energy and σij is the electron-impact excitation cross section.
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The excitation processes considered and the references for their cross sections are

provided in Table 2.3. The relaxation rate coefficients, krel
ji , for each of the processes

are determined by using detailed balance as:

krel
ji =

gi
gj

exp (∆ϵij/Te)k
ex
ij (2.12)

where, gi is the degeneracy of level i and Te is the electron temperature in energy

units. The ionization reaction rate coefficients, kion
i+ , for each of the excited states

are determined similar to Eq. 2.11 by using cross section data taken from [113, 114].

The recombination rate coefficients, krec
+i , are determined using the ionization rates

based on detailed balance similar to Eq. 2.12. Ionization and recombination are only

considered for the Ar+ ion and not for the Ar+2 ion. The diffusion and quenching of

the excited state neutrals are computed as [112]:

νd
i =


Dni

ng

√
Tg

300[K]

(
2405
L

)2 for i = 2 (1s5) or i = 4 (1s3)

0 otherwise
(2.13)

where, νd
i is the quenching probability per unit time, ng is the gas number density,

Dni is the diffusion coefficient of the metastable state at 300 K and L is the plasma

characteristic length which is taken as the distance between the electrodes. The

wavelengths, λij, and Einstein coefficients, Aij, for 133 optical transitions from level

i to level j involving the 41 levels considered are obtained from [115]. The escape

factor, Λij, and reabsorption coefficient, κij, are determined as [112]:

κij =
gi
gj

λ3
ij

8π3/2
njAij

√
M

2RTg

(2.14)

Λij =
2− exp (−Lκij/1000)

1 + Lκij

(2.15)

where M is the molar mass and R is the gas constant.

The ideal gas law gives the population density of the ground state. The particle

balance equation is used to determine the population densities of the excited states:∑
j ̸=i

nenjk
ex/rel
ij + n2

en+k
rec
+i +

∑
j>i

njAjiΛji

−ni

∑
j ̸=i

nek
ex/rel
ij − nenik

ion
i+ − ni

∑
j<i

AijΛij − niν
d
i = 0

(2.16)
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where ni is the number density of atoms in the ith level, n+ is the Ar+ ion number

density, and νd
i is the diffusion coefficient for atoms in the ith level. Finally, the

population densities determined by solving the system of 40 equations are used to

evaluate the emission intensities of the optical transition spectral lines as [112]:

ICRM
ij = C hc

niAijΛij

λij

(2.17)

where the value of C is the correction factor which remains constant for all the lines.

The intensities are normalized by the intensity of the 706.7 nm emission line which is

chosen on account of having a high signal-to-noise ratio without detector saturation.

The relative intensities [112] are computed as:

Irelij =
Iij∑

i,j

Iij
(2.18)

where the indexes i and j run through all the values in the wavelength range of 400

nm to 870 nm for direct comparison to experimental results. The Root Sum Squared

(RSS) error is determined as a representation of the deviation in the relative emission

intensity between OES and CRM as [112]:

∆ =

√∑
ij

(
Irel,OES
ij − Irel,CRM

ij

)2
(2.19)
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Table 2.3. Excitation processes considered in the CRM.

Process Reference

gs → 1s [116, 117]

gs → 2p [116, 117]

gs → 3d [116, 117]

gs → 2s [116, 117]

gs → 3p [118]

1s → 1s [119]

1s → 2p [119]

2p → 2p [119]

2.2 Effect of Voltage and Pressure

This section presents the modeling results averaged over 10 steady state cycles and

compares them to experimental measurements. The input square wave voltage has a

cycle frequency of 80 kHz and a rise frequency in the range of 700 to 850 kHz based on

the experimentally measured voltage waveform at the electrode. Figure 2.3 shows the

time averaged electron number density profiles in the discharge gap at different voltage

amplitudes and gas pressures. The electron density increases with voltage amplitude

due to increase in the energy imparted into the system. A distinct transition in the

discharge structure is observed when the voltage amplitude is increased. The average

density in the center of the discharge increases by about 4 orders of magnitude and the

profile loses its single central peak. The high pressure cases show more pronounced

2-peak profiles. The transition voltage increases with pressure and for discharges on

the same side of the transition, the electron density increases with pressure due to an

increase in the number of collisions.
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Figure 2.3. Variation of electron number density with voltage amplitude
and gas pressure.

The time averaged electron temperature profiles shown in Figure 2.4 also displays

a sharp transition in the discharge structure with a 1.3 times lower temperature

at the center and at least 3 times higher temperature near the electrodes after the

transition. The maximum electron temperature always occurs in the sheath region

near the electrodes where most of the energy is imparted from the electric field to

the electrons. Increasing the voltage amplitude imparts more energy increasing the
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maximum electron temperature. On the other hand, increasing the gas pressure

leads to increased collisions, which results in greater energy transfer from electrons

to neutrals and reduces the electron temperature.
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Figure 2.4. Variation of electron temperature with voltage amplitude and
gas pressure. Profiles are shown for half the discharge gap.

The time averaged gas temperature profiles are shown in Figure 2.5. Higher volt-

age amplitude and gas pressure result in higher gas temperatures due to greater energy

input and collisions, respectively. The gas temperature displays a uniform profile be-
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fore the transition in discharge structure. Even though the electron temperature is

higher in the center of the discharge, the 4 orders of magnitude lower electron density

results in a negligibly small collisional heating source term, Qg in Eq. 2.8, which leads

to a constant gas temperature in the entire discharge.
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Figure 2.5. Variation of gas temperature density with voltage amplitude
and gas pressure.

The transition in discharge structure in the MHz frequency range for sinusoidal

wave input has been associated with α− γ transition in the literature. However, the
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sustenance of α discharge for the tens of kHz range has not been observed due to

the small displacement current. In order to understand the transition characteristics

further, the sheath characteristics and the current density variation within the sheath

are studied. Figure 2.6 shows the cycle averaged sheath thickness determined from

the electron and ion number density profiles as the length of the non quasi-neutral

region near the electrodes. Before the transition occurs, the sheath thickness is much

larger than the gap corresponding to the Paschen minimum [49] at that pressure.

Beyond the transition, however, the sheath thickness stays almost constant and equal

to the Paschen minimum distance. This is characteristic of sheath breakdown in α−γ

transitions.
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Figure 2.6. Variation of sheath thickness with voltage amplitude and gas
pressure. The dotted lines show the Paschen minimum distance at each
pressure.

Figure 2.7 shows the maximum contribution of displacement current to the total

current density in the sheath at different instances of time in one input cycle. For

the 100 V case, the current at the time of rise or fall of input voltage is higher than

that when the voltage stays constant. Moreover, all the current in the sheath at the
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rise or fall instant is due to displacement current, which indicates a non-conducting

sheath, characteristic of an α discharge. As the voltage is increased, the current in

the constant voltage part of the cycle exceeds that during the rise or fall of voltage

indicating a transition in the discharge type. The contribution of displacement current

for the 172 V case at the rise or fall instant is 70% of the total current. It falls to

a low value of 15% for the 225 V case which is representative of a γ discharge.

The characteristics displayed by all the voltage amplitudes ≥ 105 V at 5.5 mbar,

110 V at 9.5 mbar, and 120 V at 13.8 mbar are similar to that of the 172 V case

at 13.8 mbar. These cases show electron number density and temperature profiles

similar to a γ discharge, but high sheath displacement current at instances of voltage

variation similar to an α discharge. This intermediate discharge between the pure

α and γ regimes is referred to in this work as a “hybrid mode” owing to its mixed

characteristics.

The existence of the α and hybrid modes at a cycle frequency 80 kHz is possible due

to the higher frequency harmonics associated with the square wave voltage input. Fast

Fourier Transform analysis of the measured waveform to extract the high frequency

components is performed and the results are shown in the following subsection. The

hybrid mode operates like an α discharge during the rise or fall of voltage, and like

a γ discharge when the voltage stays constant. Since the constant voltage lasts for a

longer period of time in each cycle, the cycle averaged plasma properties are closer

to those of a γ discharge. The transition from the hybrid mode to the γ mode occurs

at lower voltages for higher pressures.

The RMS current density profiles are shown in Figure 2.8. The profiles in Fig-

ure 2.8 (a) are representative of the α mode dominated by displacement current in

the sheath and conduction current in the center of the discharge. The profiles in Fig-

ure 2.8 (b) represent the hybrid mode. The contribution of the displacement current

in the sheath drops more in the γ mode and the entire discharge is sustained mostly

by the conduction current.
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Figure 2.7. Maximum contribution of displacement current to the total
current in the sheath at 13.8 mbar. T represents the cycle time. The inset
in (a) shows the points in time when the current densities are plotted.

In order to characterize the sharp change in electron density profiles from the α to

the hybrid mode, the characteristic ionization length, λion, in the sheath is computed

as:

λion =
je
eSe

(2.20)
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where, je is the electron current density and Se is the net rate of production of

electrons in [m−3s−1]. The 4 ionization reactions in Table 2.1 contribute positively

and the 2 recombination reactions contribute negatively to Se. If a constant average

value of ion number density, ni,sh is assumed in the sheath, the α discharge sheath

thickness, dα is given by Raizer et al. [39] as:

dα =
2jamp

eωni,sh

(2.21)

where jamp is the current density amplitude and ω is the driving frequency. The

discharge structure transitions from α to hybrid mode when α sheath breaks down

due to avalanche ionization caused by secondary electrons within the sheath. In other

words, the discharge operates in the α regime when λion

dα
>> 1 and transitions to the

hybrid mode or the γ regime if this ratio is less than or on the order of 1. This

is corroborated by the values of ratio of ionization length to the α sheath length

given in Table 2.4. The electron temperature is lower at higher pressure leading to

larger ionization length. Consequently, the α to hybrid transition voltage increases

with pressure. Beyond transition, higher voltage gives rise to higher electron current

density leading to a slight increase in the ionization length.
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Table 2.4. Ratio of characteristic ionization length to α sheath length and
relation to mode of plasma operation.

Gas pressure, Voltage amplitude, λion

dα
Mode of

Pg [mbar] Vamp [V] operation

5.5 100 11.42 α

5.5 105 0.20 Hybrid

5.5 172 1.29 Hybrid

5.5 218.5 1.53 Hybrid

5.5 266 2.27 Hybrid

9.5 100 111.36 α

9.5 105 12.51 α

9.5 110 0.23 Hybrid

9.5 151.5 0.27 Hybrid

9.5 186 0.32 Hybrid

9.5 237 0.43 Hybrid

13.8 100 57.98 α

13.8 110 17.90 α

13.8 120 0.24 Hybrid

13.8 145 0.26 Hybrid

13.8 172 0.33 Hybrid

13.8 225 0.40 γ
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Figure 2.9 shows the number density profiles of each of the heavy species in the

α and hybrid modes. The dimer ions are present in abundance in the center of the

discharge for the α mode, whereas in the hybrid mode, the Ar+2 number density is 2

orders of magnitude lower than the Ar+ number density. For the hybrid mode, most

of the excited species are present close to the sheath region, but for the α mode they

are spread out in the entire discharge gap. The number densities of Ar∗ and Ar∗2 are

comparable for the α mode, whereas the dimers have two orders of magnitude lower

number densities for the hybrid mode.
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Figure 2.9. Ion and neutral species number density profiles at 9.5 mbar.

Figure 2.10 (a) compares the powers at the electrode modeled according to Eq. 2.1

for each of the conditions with the experimentally measured values. Experiments are

not performed at voltage amplitudes below 145 V. The experimental power at the

electrode is almost independent of the pressure for similar input voltage amplitudes.

However, the computational power at the electrode increases significantly with pres-

sure due to increase in the electron temperature which leads to greater current density.

The average deviation from experimental measurements is 36% at 5.5 mbar, 7% at

9.5 mbar, and 74% at 13.8 mbar. Since the secondary electron emission coefficient is
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used as a calibration parameter for 9.5 mbar case, the deviation from experiments is

larger at other pressures.

Figure 2.10 (b) compares the experimentally measured H2 rotational temperature

and computational gas temperature at 2.6 cm from the left electrode. Experimental

measurements are not available at low input voltages and pressures owing to the

weak H2 signal. The gas temperature variation with set power or voltage and pressure

exhibits a similar trend for experiments and simulations. The simulated temperatures

are higher than experimental values by 22.5% on average. This is due to the presence

of molecular species such as H2 and hydrocarbons as gas residue in the chamber which

modify the plasma and heat transfer characteristics, and are not accounted for in the

model. Such a deviation is in agreement with earlier work [120] which demonstrated

that the presence of molecular impurities strongly influences the α − γ transition

voltage and plasma characteristics.

Figure 2.10. Comparison of computational (empty symbols) (a) power at
the electrode and (b) average gas temperature in the discharge to experi-
mental measurements (filled in symbols) at 5.5 mbar (blue triangles), 9.5
mbar (green circles) and 13.8 mbar (red squares) for γ = 0.02. Experi-
mental measurements provided by Dr. Majed Alrefae from Prof. Timothy
Fisher’s research group.
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2.3 Effect of Frequency and Waveform

This section explores the effect of three input properties, namely cycle frequency,

rise frequency, and waveform, on the plasma characteristics. Figure 2.11 (a) presents

the experimentally measured 80 kHz square voltage waveform at the electrode for

Vamp = 151.5 V at 9.5 mbar. In order to investigate the main frequency components of

the square voltage waveform measured experimentally, Fast Fourier Transform (FFT)

analysis is performed. Figure 2.11 (b) presents the amplitudes of the square waveform

with higher order components till the 9th frequency (i.e., 720 kHz) at Vamp = 151.5

V and Pg = 9.5 mbar. The ratios of the amplitude at the frequencies 3f , 5f , 7f , and

9f to that at the main frequency, f = 80 kHz, are 31.6%, 16.0%, 8.5%, and 3.81%,

respectively. The presence of these high frequency components contributes to the

existence of the α and hybrid modes for an 80 kHz square wave input. Figure 2.11 (a)

also shows the averaged waveform used as an input for the simulations. The cycle

frequency fcycle = 80 kHz and the rise frequency frise = 800 kHz, which is 10 times

the cycle frequency. It is significant to note that the rise and fall frequencies used

have the same value for the square waveform.

Figure 2.12 shows the effect of the rise frequency for an 80 kHz cycle frequency

voltage input on the plasma properties at Vamp = 151.5 V and Pg = 9.5 mbar. For

the square wave input, as the rise frequency increases, the duration for which the

high voltage lasts extends for a longer time, allowing more ionization in the discharge

gap, thereby leading to higher electron density, sheath electron temperature, and

gas temperature. This high voltage lasts for the lowest duration in the case of a

sine wave input, thus leading to the lowest plasma properties for this case. Figure

2.13 shows the maximum contribution of displacement current to the total current in

the sheath for these conditions. The discharge, which operates under hybrid mode at

frise = 800 kHz, transitions to the γ mode when the frise decreases to 200 kHz because

the maximum contribution of the displacement current decreases from 72% to 32%

of the total sheath current. For a sine wave input, the maximum contribution is
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Figure 2.11. (a) Experimentally measured voltage waveform and aver-
aged voltage input for simulations and (b) FFT analysis results on the
measured waveform for Vamp = 151.5 V and fcycle = 80 kHz at 9.5 mbar.
Experimental measurements and FFT analysis performed by Dr. Majed
Alrefae from Prof. Timothy Fisher’s research group.

30% indicating a γ discharge. The displacement current also has a small contribution

at every time instant in this case due to the continuously varying voltage input.

The transition from hybrid to γ occurs between rise frequency values of 400 kHz to

200 kHz for an 80 kHz cycle frequency square wave input at 9.5 mbar. Moreover, for

the conditions where the discharge operates in the γ mode at 151.5 V, a steady state

discharge is not sustained at lower voltage inputs of 100 V and 125 V, indicating that

a sharp rise of at least 400 kHz is required to sustain the α and hybrid modes.

Figure 2.14 shows the effect of cycle frequency and waveform type at Vamp = 151.5 V

and Pg = 9.5 mbar when the rise frequency is maintained at 800 kHz. When the cycle

frequency is reduced from 80 kHz to 5 kHz, the electron density increases in magni-

tude by a factor of 3 because the high voltage lasts for a longer time duration. The

electron temperature shows the same peak magnitude in the sheath region due to the

electric field magnitude being the same. However, in the center of the discharge, the

electron temperature reduces with the cycle frequency on account of the discharge
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Figure 2.12. Variation of plasma properties with rise frequency and wave-
form for Vamp = 151.5 V and fcycle = 80 kHz at 9.5 mbar. Electron
temperatures in (b) are shown for half the discharge gap.

operating in the γ mode rather than a hybrid mode. The maximum contribution of

the displacement current to the total sheath current as seen in Figure 2.15 is only

15% when the cycle frequency is 5 kHz. This indicates that although the square wave

input has a high rise frequency, the total cycle frequency also plays a role in deter-

mining the type of discharge that is sustained. In the present system, the transition
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Figure 2.13. Effect of rise frequency on the maximum contribution of
displacement current to the total current in the sheath for Vamp = 151.5 V
and fcycle = 80 kHz at 9.5 mbar.

from hybrid to γ modes occurs between cycle frequencies of 5 kHz and 40 kHz when

the rise frequency is maintained at 800 kHz at 9.5 mbar.

When a sawtooth waveform with fcycle = 80 kHz, frise = 800 kHz, Vamp = 151.5 V

at 9.5 mbar is used, the plasma properties have lower values than those for a square

wave due to the high voltage duration having the lowest value for a sawtooth wave.
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The profiles display asymmetry with higher electron density and temperature closer

to the left electrode which has a quicker rise time than the right electrode which has

a quicker fall time. This is because the sheath expands quicker when the rise time is

shorter, imparting greater energy to the electrons, and increasing the ionization [121].

The asymmetry might be of significance while designing future RFCVD systems where

the growth substrate is closer to one electrode than the other. Due to the sharp
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Figure 2.15. Effect of cycle frequency on the maximum contribution of
displacement current to the total current in the sheath for Vamp = 151.5
V and frise = 800 kHz at 9.5 mbar.

rise and fall of voltage for a sawtooth wave, a hybrid mode is sustained as seen in

Figure 2.15 (c), which shows the characteristics for the left electrode. At the instant

when the voltage rises, the displacement current is responsible for 100% of all the

current in the sheath. It also contributes 50% of the total current at the midpoint of
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the fall duration. Once again, displacement current shows a small contribution to the

total at every instant of time due to the continuously varying voltage in this case.

This work shows that the square waveform can sustain α and hybrid discharge

modes at a lower cycle frequency than the sine waveform. Low frequency plasma

systems have lower capital cost when compared to high frequency plasma systems

[122, 123]. Furthermore, the uniformity of the deposition over a large area of the

substrate becomes more attainable at lower frequencies. As a result, it is favorable to

construct new RFCVD systems with low frequency square wave inputs, but the ion

energy of these plasmas has to be controlled to avoid the degradation of the deposited

carbon film [92].

2.4 Emission Intensities

OES measurements are performed to determine the emission intensities at different

points in the discharge along the central axis with a position uncertainty of about 0.2

cm. The emission intensities from the CRM are compared to the measurements at

three points in the discharge gap as shown in Figure 2.16: (1) at the left electrode (x =

0 cm), (2) 0.4 cm from the left electrode very close to the sheath region (x = 0.4 cm),

and (3) 2.4 cm from the left electrode very close to the center point of the discharge

(x = 2.4 cm). The simulation results shown in Figure 2.17 indicate good agreement

with experimental OES measurements.

Very close to the electrode (x = 0 cm), the high concentration of energetic ions

is expected to contribute significantly to the total emission. Since the Ar+ and Ar+2
emission are not included in the CRM, the modeling results show least agreement

with experiments at x = 0 cm. This is clearly seen in the 400 to 500 nm range which

contains strong emission lines from Ar+. 12 lines with high Einstein coefficients and

significant deviation between modeling and experiments are indicated in Figure 2.17.

Table 2.5 gives the wavelengths and optical transitions corresponding to these 12

lines. At the electrode, the model significantly overpredicts the intensities for lines
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Figure 2.16. Locations in the discharge gap at which the emission intensi-
ties are modeled. Plasma image shown for Vamp = 186 V, Pg = 9.5 mbar,
fcycle = 80 kHz square wave input.

A to E and G and underpredicts the intensities for lines F, and H to L. The CRM

shows maximum emission in the 700 to 820 nm range whereas OES shows maximum

emission in the 820 to 870 nm range. The highest experimental peak is caused by

the transition from state 2p4 to 1s2 and that for the CRM is caused by transition

from state 2p6 to 1s5. The measurement also contributes to the deviation between

OES and CRM because the plasma properties vary rapidly in the sheath region as

seen in Figures 2.3 and 2.4. The position uncertainty of 0.2 cm is equal to the sheath

thickness at this condition, and even a small deviation in the measurement location

leads to significant variation in the plasma properties and therefore, the emission

intensity profile.

As the location is moved away from the electrodes, the agreement between model-

ing and experiments improve. This is because energetic ions are absent in the center

of the discharge gap and their emission is negligible compared to the atomic emission.
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Also, in the center of the discharge, the plasma properties (especially the electron tem-

perature) are relatively more uniform and thus, the uncertainty in the measurement

location does not cause a significant deviation to the measured intensity profile. At

x = 0.4 cm, lines A to C are underpredicted and lines D, I and K are overpredicted

by the model. All the other lines show reasonable agreement with the OES data. At

x = 2.4 cm, lines A, B, E, F, H, I and J are underpredicted by the model. Overall,

the model tends to predict lower emission intensity at the center and higher at the

electrode. The highest intensity is observed at 811.5 nm away from the electrode.

This is caused by the spontaneous emission from state 2p9 to 1s5. The RSS errors

are computed based on the relative intensities as given by Eq. 2.19. The values at x

= 0 cm, 0.4 cm and 2.4 cm are 0.16, 0.10 and 0.07 respectively indicating an improve-

ment in the modeling results as the distance between the point under consideration

and the electrode increases.
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Table 2.5. Wavelengths and argon energy levels associated with the emis-
sion lines indicated in Fig 2.17.

Line Wavelength [nm] Transition

A 750.4 2p1 → 1s2

B 751.5 2p5 → 1s4

C 763.5 2p6 → 1s5

D 794.8 2p4 → 1s3

E 801.5 2p8 → 1s5

F 810.4 2p7 → 1s4

G 811.5 2p9 → 1s5

H 826.5 2p2 → 1s2

I 840.8 2p3 → 1s2

J 842.5 2p8 → 1s4

K 852.1 2p4 → 1s2

L 866.8 2p7 → 1s3
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Figure 2.17. Comparison of emission intensity from the CRM with OES
measurements in the 400 to 870 nm range for Vamp = 186 V, Pg = 9.5
mbar, fcycle = 80 kHz square wave at x = (a) 0 cm, (b) 0.4 cm, and (c)
2.4 cm. OES measurements provided by Dr. Majed Alrefae from Prof.
Timothy Fisher’s research group.
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3. HYDROGEN AND HYDROCARBON CHEMISTRY

EFFECTS ON CCRF PLASMA PROPERTIES IN A R2R

RFCVD SYSTEM

This chapter extends the 1D CCRF argon plasma model presented in Chapter 2

to hydrogen plasma in order to study the effect of gas composition on the plasma

transition properties. The plasma properties from the 1D H2 model are applied to

a quasi-0D hydrocarbon chemistry model to determine the concentration of various

hydrocarbon ions and neutrals during the deposition of carbon nanostructures using

RFCVD.

3.1 Hydrogen Plasma Model

The simulation setup, 1D geometry and electrode dimensions used in the hydrogen

plasma model are the same as those described in Section 2.1.1 for the argon plasma

model. The DC bias, amplitude, and rise frequency of the 80 kHz cycle frequency

square voltage waveform specified as inputs for the simulations correspond to exper-

imentally measured values for pure hydrogen plasma at the same gas pressure and

input power setting on the system. Since the effect of the gas pressure is known based

on the argon plasma and this chapter focuses more on the chemistry effects, all the

simulations are performed at a gas pressure of 9.5 mbar.

The electric field is determined using Poisson’s equation given in Equation 2.2

and the electron number density and energy from the drift diffusion fluid model given

by Equations 2.3 to 2.6. The energy source term consists of an additional energy

gain component from the vibrational state, which is explained subsequently in this

section. The particle balances for the neutral species and ions are determined based
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on the modified Maxwell Stefan equations given by Equation 2.7. The gas phase

hydrogen chemistry model used to determine the source terms is given in Table 3.1

which also indicates the references used to obtain the reaction rates or cross sections

for the corresponding reactions. The diatomic nature of hydrogen results in a larger

chemistry model consisting of 10 species and 31 reactions when compared to the

monatomic argon. The rotationally excited levels are not modeled as separate species,

but as a single H2 molecule. The 3 vibrationally excited states of H2 are modeled

as a single vibrationally excited molecule. Only positive ions H+, H+
2 and H+

3 are

considered due to the electropositive nature of hydrogen plasma and based on previous

work [124, 30, 125] which found the concentration of the H− ion to be much lower in

comparison to the positive ions.

The surface reactions modeled are the following:

H+ → H

H+
2 → H2

H+
3 → H2 +H

H(n = 2, 3, 4) → H

The secondary electron emission is modeled as a boundary condition similar to the

argon plasma model and the secondary electron emission coefficient, γ, is calibrated

to match the power measured at the electrode at 9.5 mbar, Vamp = 209.5 V, and

frise = 950 kHz. The cycle averaged power is calculated using Equation 2.1 and the

variation of predicted electrode power with γ values is shown in Table 3.2. Since the

modeled power at γ = 0.028 closely matches the experimental value of 263 W, this

value is chosen as the input for all the cases modeled here.

The heat transfer solver for H2 plasma solves the heat equation for two tem-

peratures instead of a single gas temperature. The first is the temperature of the

rotational and translational modes, Tg, which equilibrate fairly quickly [129] and the
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Table 3.1. Gas phase reactions modeled for H2 chemistry.

Reaction Chemical reaction Reference

Excitation e+H2(j = 0, 1) → e+H2(j = 2, 3) [126]

Excitation e+H2 → e+H2(v = 1, 2, 3) [126]

Ionization e+H2 → 2e+H+
2 [126]

Dissociation e+H2 → e+ 2H [127]

Excitation e+H → e+H(n = 2, 3, 4) [127]

Dissociative excitation e+H2 → e+H +H(n = 2, 3) [127]

Ionization e+H → 2e+H+ [128]

Recombination e+H+ → H(n = 2, 3, 4) [127]

Dissociative recombination e+H+
2 → H +H(n = 2, 3, 4) [127]

Dissociative recombination e+H+
3 → 3H [127]

Dissociative recombination e+H+
3 → H2 +H(n = 2) [127]

Dissociation 2H2 → 2H +H2 [124]

Dissociation H2 +H → 3H [124]

Association 2H +H2 → 2H2 [124]

Association 3H → H2 +H [124]

Ionization H(n = 2, 3, 4) +H2 → H+
3 + e [124]

Ion conversion H2 +H+
2 → H+

3 +H [124]

Relaxation H(n = 3, 4) → H(n = 2) [115]

temperature of the vibrational mode, Tv. The ions are also modeled at Tg, which is

determined by solving the following equation:

kg
∂2Tg

∂x2
+Qg −Qconv +QvT = 0 (3.1)

where, the thermal conductivity of the translational and rotational modes, kg, is

determined based on the expressions given by Lee [130] derived from the Chapman-
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Table 3.2. Variation of computational electrode power with secondary
electron emission coefficient for H2 plasma at Pg = 9.5 mbar and
Vamp = 209.5 V. The experimental power at the electrode is 263 W.

γ Pel [W]

0.025 216.6

0.028 264.7

0.035 391.5

Enskog approximation [131]. The variation of the total thermal conductivity of all

states of H2, kH2 is obtained from the NIST database [132] and is used to determine

kg as:

kg =
15kH2

4

(
1 +

4

15

)
kB
mH2

(3.2)

where, mH2 is the mass of a hydrogen molecule. The energy transferred from the

electrons to the gas during collisions, Qg, is modeled similar to the argon plasma

model. The fractional energy loss in this case accounts for inelastic collisions in

addition to the elastic energy transfer due to the diatomic nature of hydrogen. The

heat loss due to free convection is modeled similarly to argon and the same convective

heat transfer coefficient is assumed. The electrode temperature used as the boundary

condition is assumed to be independent of the gas composition [110] and the same

values as the argon plasma are used under similar input power settings on the system.

The energy transfer from the vibrational mode to the translational mode, QvT , is

modeled based on the work of Scott et al. [129]. The energy transfer rate is given by:

QvT = (ev − e∗v (Tg))

(
1

τvH2

+
1

τvH

)
(3.3)

where, e∗v(Tg) is the equilibrium vibrational energy per unit volume at the transla-

tional temperature [130], ev is the vibrational energy of the flow per unit volume, τvH2

is the vibrational-translational relaxation time for collisions of H2 with H2, and τvH is
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the relaxation time for collisions of H2 with H. The relaxation time, τvH is calculated

based on the Arrhenius quenching rates for reactive and non-reactive collisions, kr
and knr, respectively [129, 133] as:

τvH =
1

nH (knr + kr)
(3.4)

where nH is the number density of H atoms. The Landau-Teller relaxation time for

H2-H2 collisions based on the Kiefer and Lutz correlations [134] is given by [129]:

τvH2
= 4.16× 10−8 exp

(
100
3
√

Tg

)
[s] (3.5)

at a pressure of 9.5 mbar.

The temperature of the vibrational mode is determined by solving the energy

conservation as given by:

kv
∂2Tv

∂x2
+Qev −QvT = 0 (3.6)

where, the vibrational component of the thermal conductivity is given by kv = kH2 −

kg. The energy transferred from the electron and the vibrational mode, Qev, occurs

due to direct excitation from the ground state as well as due to vibrational excitation

via electronic excitation of excited singlet states followed by a subsequent radiative

transition to a vibrationally excited ground state. The direct excitation from the

ground state is modeled to the first three vibrational levels as given in Table 3.1

and the energy transfer is determined based on the Sϵ term corresponding to these

reactions in the drift diffusion model. The energy lost by the electrons in exciting the

two singlet states B1Σ and C1Π is given by:

Qel = −nenH2

(
kB
evϵB + kC

evϵC
)

(3.7)

where, the reaction rates, kB
ev and kC

ev, as well as the threshold energies per mole, ϵB
and ϵC , are taken from [129]. This term is included as a sink in Sϵ in the drift diffusion

equations. The energy gained by the vibrational mode due to excitaiton from these

singlet states is given by [129]:

Qevsinglet
= nH2neRuθv

(
kB
evSB + kC

evSC

)
(3.8)
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where, Ru is the universal gas constant, θv is the characteristic vibrational tempera-

ture, and the vibrational excitation probability of the singlet states, SB and SC , are

taken from [129]. The vibrational temperature at the boundary is assumed to be

3000 K. The plasma and heat transfer solvers are coupled to each other and solved

similarly to the argon model till deviations of gas and vibrational temperatures of

<5% from the previous iteration are achieved.

Hydrogen is a diatomic species and building a collision radiative model involves

a large number of non-linear rate equations including electronic, vibrational, and

rotational excitation, transitions, dissociation, and ionization reactions. Due to the

difficulty associated with obtaining cross sectional data for all the reactions involved, a

simpler method is used to compare the emission intensity for hydrogen plasma similar

to that used by Iordanova et al [135]. The atomic spectrum of hydrogen shows two

distinct transitions from the n = 3 to n = 2 and from n = 4 to n = 2. These two lines

are called the Hα line and the Hβ line at wavelengths of 656.28 nm and 486.13 nm,

respectively. In order to validate the simulated composition of the species and plasma

properties, the ratio of the Hα line intensity to the Hβ line intensity is compared to

experimental measurements. This ratio can be determined based on the simulated

plasma properties as:
IHα

IHβ

=
nH(n=3)AαΛα/λα

nH(n=4)AβΛβ/λβ

(3.9)

where, the Einstein coefficients for the lines are obtained from the NIST database [115],

the number densities of the electronically excited hydrogen atoms are obtained from

the plasma model, and the escape factors are determined similar to the argon CRM.

3.2 Effect of Gas Composition on CCRF Plasma Transition Characteris-

tics

This section presents the results of the hydrogen plasma model averaged over 10

steady state cycles. The input voltage in all these cases has a square waveform with

a cycle frequency of 80 kHz and rise frequency of ∼950 kHz at a pure hydrogen gas
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pressure of 9.5 mbar. Figure 3.1 shows the variation of plasma properties with the

input voltage amplitude. The electron number density shows a sharp jump in its

magnitude similar to the argon plasma case when more energy is imparted into the

system. This jump occurs when the voltage amplitude increases from 175 V to 180

V. This is higher than the transition voltage between 105 V and 110 V for argon

at the same pressure. The higher α to hybrid transition voltage in the case of the

hydrogen discharge is expected based on Paschen’s law [49]. The minimum point

of the Paschen’s curve, termed as Stoletov’s point [37], occurs at a higher voltage

for hydrogen when compared to argon. Based on the results of the argon plasma,

the transition occurs at this minimum point. The voltage at the minimum point is

determined by the ionization potential of the gas, the mean free path for electron-

neutral collisions, and the transfer of energy from the electrons to the neutral gas.

The ionization potentials of argon and hydrogen have comparable values of 15.4 eV

and 15.8 eV, respectively. The mean free path for argon and hydrogen at 9.5 mbar

are 42.1 µm and 28.1 µm respectively [37] indicating earlier breakdown for hydrogen.

However, the major disparity occurs due to the diatomic nature of hydrogen which

leads to a loss of electron energy to the rotational and vibrational modes. Thus,

more input energy is required for the ionization avalanche in the sheath to reach high

enough values for transition to occur. This higher transition voltage for hydrogen is

corroborated by experimental observations [136].

Another deviation in the electron number density profiles is the lack of a pro-

nounced two peak structure in the case of hydrogen plasma at the same gas pressure.

The number density also does not increase much when the input voltage amplitude is

increased beyond 209.5 V. The electron temperature profiles shown in Figure 3.1 (b)

display an increase in value in the sheath region during transition and decrease by

a factor of 2 in the center of the discharge similar to the argon cases. The gas tem-

perature increases with voltage amplitude due to an increase in the electron number

density, but the α case for hydrogen plasma shows spatial variation in contrast to

the argon plasma which shows a constant profile throughout the discharge. In the
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case of argon, the gas heating occurs due to energy transfer from the electrons. Low

electron density for the α case leads to a small source term, Qg. However, for hy-

drogen plasma, the gas not only gains energy from the electrons, but also from the

vibrational mode. This source term, QvT , has a contribution even in the α mode

because it does not depend on the electron number density, leading to gas heating.

However, the increase in Qg beyond the transition leads to higher gas temperature

values at higher voltages.
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Figure 3.1. Variation of hydrogen plasma properties with voltage ampli-
tude at 9.5 mbar. Electron temperatures in (b) are shown for half the
discharge gap.
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Figure 3.2. Variation of sheath thickness with voltage amplitude for hy-
drogen plasma. The dotted line shows the Paschen minimum at 9.5 mbar.

The variation of the sheath thickness with the voltage amplitude is shown in Figure

3.2. The behavior is similar to that of the argon plasma. The sheath thickness drops

to a value close to the Paschen minimum corresponding to the same pressure during

the α to hybrid transition and stays relatively constant beyond transition. This

transition is also displayed by the sheath current density profiles shown in Figure

3.3. The α mode at Vamp = 175 V shows high current density in the sheath when

the sharp transition of the square wave occurs. The sheath is also non-conducting

during the transition. When the discharge transitions to the hybrid mode at Vamp

= 209.5 V, the current density during the constant input voltage region becomes

higher than that during the voltage drop or rise. However, during this rise/fall, the

displacement current shows a maximum contribution of 100% to the sheath current.

At Vamp = 240 V, the discharge transitions to the γ mode where the contribution of

the displacement current to the sheath current reduces to less than 20% even during

the voltage rise/fall. Thus, the phenomena observed are similar to those for the argon
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discharge, but the voltages at which the transitions occur are higher in the case of

hydrogen due to the inelastic energy loss from the electrons.
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Figure 3.3. Maximum contribution of displacement current to the total
current in the sheath at 9.5 mbar.

Figure 3.4 shows the ion and neutral species number densities for the α and hybrid

discharges. The profiles for the γ mode are similar to the hybrid case. The dominant

species in both cases are H2 and H. Among the electronically excited states of H,

the state with n = 2 has an order of magnitude higher density when compared to



55

states with n = 3, 4. For the α mode, H+
3 is the dominant ionic species, whereas

for the hybrid mode, H+ is the dominant ion in the center of the discharge and H+
3

dominates in the sheath region near the electrodes. In both cases, H+
2 has at least 5

orders of magnitude lower density when compared to the other ions in the center of

the discharge. This is in agreement with previously published experimental results for

hydrogen microwave plasmas [124,125]. In the hybrid case, the density of H+
2 is lower

than in the α case because the higher electron number density leads to a high rate of

dissociative recombination which increases the number density of the electronically

excited H atoms.
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Figure 3.4. Hydrogen ion and neutral species number density profiles at
9.5 mbar.

3.3 Comparison of Modeling Results and Experimental Measurements

This section compares the results of the hydrogen plasma model with experimental

measurements. The validation of the argon plasma model is presented in Chapter 2.

The modifications to the model are in the form of chemistry and heat transfer and

they need to be compared to hydrogen plasma experimental measurements. Experi-
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mental measurements of voltage waveform under different input power setpoints and

gas pressures are required as inputs for the simulations. The properties output by the

simulations that can be compared to experimental measurements are the gas tem-

perature (rotational temperature measured) and emission intensities. However, the

input voltage waveform and output temperature and emission intensity profiles are

not available under the same conditions for hydrogen plasma in [136].

The voltage waveform is available at 9.5 mbar pressure and 900 W input power

setting on the system. This corresponds to the Vamp = 209.5 V case presented in

the preceding section. This is for symmetric electrode configuration with electrodes

of area 62.5 cm2, which is reduced to a 1D case for the simulations. However, the

gas temperature measurements are only available for an asymmetric electrode con-

figuration, with a larger left electrode of area 136 cm2. The measurements are at a

location of 4.13 cm from the left electrode and are compared to the simulated value

at the same location. The difference in input voltage and current for pure hydro-

gen plasma with symmetric and asymmetric electrode configurations are shown in

Figure 3.5. The cases at 900 W input power are indicated at 9.5 mbar by the grey

markers and do not deviate much from one another. Thus, it is assumed that the

plasma properties for the two cases are comparable.

The experimentally measured rotational temperatures of H2 are available at a

pressure of 9 mbar and not at 9.5 mbar. Figure 3.6 (a) shows a weak dependence of

the rotational temperature on the gas pressure and thus, the two can be compared.

The measurements are available for 95% H2, 5% N2 plasma at 900 W input power

and for the 100% H2 plasma at 1000 W input power. Figure 3.6 (b) shows that the H2

rotational temperature increases with decreasing H2 concentration and increasing N2

concentration. Thus, the simulated gas temperature for 100% H2 plasma is expected

to be lower than the value for the 95% H2, 5% N2 plasma. This trend of the gas

temperature with the nitrogen concentration can also be seen in Figure 3.7 at 1000 W

input power. The gas temperature at 900 W is also expected to be slightly lower than

the gas temperature at 1000 W for 100% H2 plasma due to lower energy input into the
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Figure 3.5. Comparison of experimentally measured voltage and current
at the electrode for asymmetric and symmetric electrode configurations
for pure H2 plasma [136].

Figure 3.6. Variation of experimentally measured rotational temperature
at 4 cm from the left electrode with (a) gas pressure at an input power
setpoint of 500 W for 95% H2, 5% N2 mixture, and (b) nitrogen mole
fraction at 9 mbar and input power setpoint of 1000 W [136].

system. These expected trends are displayed by the comparison shown in Figure 3.7



58

and the simulated gas temperature lies in the expected range based on experimental

measurements.
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Figure 3.7. Comparison of computational and experimental gas temper-
atures at a location 4.13 cm from the left electrode. Experimental mea-
surements provided by Dr. Majed Alrefae from Prof. Timothy Fisher’s
research group.

In addition to the gas temperature, the emission intensity ratios of the Hα line

to the Hβ line at different locations in the discharge, as described in Section 3.1, are

also compared between the simulations and experiments. Since emission intensities

are highly sensitive to the species present in the discharge, the cases compared are for

100% H2 plasma. The experimental measurements are available at 9 mbar and input

power setpoint of 1000 W and simulation results are available at 9.5 mbar and 900 W.

Figure 3.8 shows that the emission intensity increases with input power and decreases

with pressure. Consequently, the simulated conditions are expected to display lower

emission intensities than the experimental conditions on account of lower input power

and higher gas pressure. This is seen in Figure 3.9 which shows the experimental re-

sults and cycle-averaged simulation results as blue circles. Since the experimental
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Figure 3.8. Variation of experimentally measured emission intensities for
95% H2, 5% N2 mixture with (a) input power setpoint at 9 mbar, and
(b) gas pressure at input power setpoint of 500 W [136].

results are not averaged in time and since it is not possible to accurately determine

the instant during the cycle at which the measurements are obtained, the variation of

IHα/IHβ
at different instances during the cycle are shown as lines of different colors.

The simulation results do not agree closely with experimental measurements and the

deviation is attributed to the difference in the input conditions for the two cases.

The presence of residual and electrode emitted hydrocarbon species in the chamber

during experiments may also lead to a difference in the excited hydrogen concentra-

tion, contributing to the deviation between experimental and modeling results. The

expected trends and qualitative variations based on experiments are displayed by the

modeled emission intensities.
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Figure 3.9. Comparison of computational and experimental ratio of emis-
sion intensities of the Hα and Hβ lines. The lines show simulation re-
sults at different instances of time and open symbols show cycle-averaged
simulation results. Experimental measurements provided by Dr. Majed
Alrefae from Prof. Timothy Fisher’s research group.

3.4 Hydrocarbon Chemistry

Although most of the graphene growth studies in the literature are largely empir-

ical, recently some efforts have been made to understand the physiochemical mech-

anisms that govern the deposition of single layer graphene using CVD [137, 138].

In particular, 0D modeling and spectroscopy have been performed by Pashova et

al. [139] to better understand the MPCVD of graphene. Along similar lines, this sec-

tion presents the quasi-0D steady-state modeling of the hydrocarbon chemistry using

hydrogen plasma properties to estimate various precursor concentrations, which can

ultimately aid the prediction of carbon nanostructure growth rates. This method

helps the identification of the key species responsible for the deposition process with-

out significant computational demands. It is significant to note that this study only
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provides the steady state concentrations of various species at the given plasma con-

ditions and does not conserve the element concentrations over time.

Table 3.3. Ionic reactions modeled for hydrocarbon chemistry.

Chemical reaction Reference

CH+
4 + CH4 → CH+

5 + CH3 140

CH+
4 +H2 → CH+

5 +H 140

C2H
+
2 + CH4 → C2H

+
3 + CH3 140

C2H
+
3 + C2H4 → C2H

+
5 + C2H2 140

H+
3 + CH4 → CH+

5 +H2 140

H+
3 + C2H2 → C2H

+
3 +H2 140

H+
3 + C2H4 → C2H

+
5 +H2 140

CH+
5 + C2H6 → C2H

+
5 + CH4 +H2 141

The quasi-0D steady state model solves the species conservation equation at the

conditions determined for pure hydrogen plasma in Section 3.2 at a specific location

in the discharge gap. It is assumed that the electron number density, electron tem-

perature and gas temperature are not affected by the introduction of small quantities

of methane. These properties at various locations in the discharge gap under differ-

ent conditions are kept constant while solving the steady state species conservation

equation given by:
dωi

dt
=

MiSi

ρ
= 0 (3.10)

where, ωi is the mass fraction of species i, Mi is its molar mass, and ρ is the density

of the mixture. The mass fraction stays constant under steady state which requires

that the reaction rates balance each other in such a way that the source term, S,

for every species has a net production rate of 0. The mass fraction is determined

based on the molar concentration of the species, C, as ωi = CiMi/ρ. The total

molar concentration is determined based on the pressure and temperature at the
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location (which are known from the 1D hydrogen plasma modeling results) as
∑

i Ci =

Pg/RuTg. 17 neutral species, 10 ionic species and electrons are used in the chemistry

model based on the work of Lombardi et al. [142]. In addition to the hydrogen

species and reactions included in Section 3.1, the carbon containing species modeled

are CH4, CH3, 3CH2, 1CH2, CH, C, C2H6, C2H5, C2H4, C2H3, C2H2, C2H, CH+
5 , CH+

4 ,

C2H+
6 , C2H+

5 , C2H+
4 , C2H+

3 , and C2H+
2 . The GRI-Mech 3.0 reaction mechanism [143]

with reactions involving species containing C and/or H is used for the neutrals. In

addition, the ionic reactions and electron impact reactions given in Tables 3.3 and 3.4

are used for the charged species. Their corresponding references for reaction rates or

cross sections also also provided in the tables. The neutral reactions are modeled as

reversible reactions with the reverse rates calculated based on equilibrium constants

determined from the thermodynamic properties. The charged species reactions are

modeled as irreversible reactions. The thermodynamic properties of the neutrals are

taken from [144] and those of the charged species are taken from [145].

The simulations are performed for different concentrations of methane, locations

in the discharge gap, and CCRF plasma regimes. The reactions rates are dependent

on the fixed values of Tg and Te and the number density of electrons is maintained

constant. The initial guess for the mole fractions of the hydrogen species are based

on the results of the hydrogen plasma model. The initial mole fraction of methane

is assumed to be 5%, 10% or 30% and those of all the other hydrocarbon species are

taken as 0.

Figure 3.10 compares the steady state mole fractions of different neutral and ionic

species for various gas mixture compositions using plasma properties at the midpoint

of the discharge gap for a hybrid discharge with Vamp = 209.5 V at 9.5 mbar. The

mole fractions do not show a very strong dependence on the methane and hydrogen

gas concentrations overall. This is corroborated by sensitivity analyses on experi-

mental growth characteristics for the system performed by Alrefae [136] as shown

in Figure 3.11. The mole fractions in Figure 3.10 do not vary monotonically with

the methane concentration, but the assumption of extending the hydrogen plasma
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Table 3.4. Electron impact reactions modeled for hydrocarbon chemistry.

Chemical reaction Reference

e+ CH+
5 → CH4 +H 146

e+ C2H
+
5 → C2H4 +H 146

e+ CH4 → e+ CH3 +H 147

e+ CH4 → e+ CH2 +H2 147

e+ CH4 → e+ CH +H +H2 147

e+ CH4 → e+ C +H2 +H2 147

e+ C2H6 → e+ C2H4 +H2 148

e+ C2H4 → e+ C2H2 +H2 148

e+ C2H2 → e+ C2H +H 148

e+ CH4 → 2e+ CH+
4 149

e+ C2H6 → 2e+ C2H
+
6 149

e+ C2H6 → 2e+ C2H
+
5 +H 150

e+ C2H6 → 2e+ C2H
+
4 +H2 150

e+ C2H6 → 2e+ C2H
+
3 +H +H2 150

e+ C2H6 → 2e+ C2H
+
2 +H2 +H2 150

e+ C2H4 → 2e+ C2H
+
4 149

e+ C2H2 → 2e+ C2H
+
2 149

properties for higher methane concentration mixtures may result in some deviation

from reality.

Apart from H2 and H, the neutral species with the highest mole fractions are

C2H and C2H2, and the ionic species are C2H+
3 , C2H+

4 and C2H+
6 . In contrast to

diamond, CH3 is not the most important precursor for graphene growth [139] and

thus, CH3 has a low mole fraction ∼10−6. The dominant ionization reactions in all

the cases are the electron impact ionization of C2H6 and C2H4 into C2H+
6 and C2H+

4 ,
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respectively. For the 10% CH4 case, the electron impact dissociation of CH4 into C

and hydrogen impact dissociation of C2H2 into C and CH3 have high rates increasing

the concentration of C in the gas mixture. When the CH4 concentration is further

increased to 30%, the third body dissociation reaction C2H2 +M → H + C2H +M

plays a major role due to the enhanced rate in the presence of CH4 as a third body.

In addition, electron impact dissociation of C2H2 into C2H and H leads to a high

concentration of C2H in the mixture.

The sensitivity analysis indicates that the parameters which exert the greatest

influence are the gas pressure and nitrogen concentration. Nitrogen is not modeled

in this work. However, a change in the gas pressure or input power at threshold

values changes the CCRF discharge regime of operation. The species mole fractions

under different regimes at the midpoint of the discharge for 95% H3 and 5% CH4

are compared in Figure 3.12. For all the cases, the dominant neutral hydrocarbon

species are still C2H and C2H2, and the dominant ions are C2H+
6 and C2H+

4 . The low

gas temperature of the α discharge leads to a high rate of formation of C2H6 from

CH3, reducing the concentration of CH3 and H in the discharge. The high electron

temperature leads to higher electron impact ionization and dissociation rates leading

to higher concentrations of C2H4, C2H3, C2H2, C2H, C2H+
4 and C2H+

6 . However, the

formation of C2H+
3 and C2H+

5 ions occurs due to H+
3 as seen in Table 3.3. The higher

concentration of H+
3 for the hybrid and γ modes when compared to the α mode leads

to higher concentration of these ions for the hybrid and γ modes. For these modes,

C2H+
3 is also one of dominant ionic species in the discharge.

The major differences in the mole fractions occur due to the difference in electron

temperatures, which can not only be varied by operating in different regimes, but

also by moving the substrate close to or away from the electrodes based on the

desired precursor concentrations. Figure 3.13 compares the species mole fractions for

a 95% H2 and 5% CH4 hybrid discharge at Vamp = 209.5 V and Pg = 9.5 mbar at

3 different locations. The location x = 0.05 cm lies in the sheath region very close

to the electrode and has high electron temperature and low electron number density.
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This leads to high ionization rates and the ions have the highest mole fractions at this

location. The dominant ions are C2H+
3 , C2H+

4 and C2H+
6 . The electron temperature

is high enough to ionize CH4 into CH+
4 which undergoes ion conversion to CH+

5 in

the presence of H2. The dominant neutrals at this location are C2H and CH3.

If the substrate is moved to the edge of the electrode sheath at x = 0.5 cm, the

electron temperature drops and the electron number density is still not as high as

the center of the discharge. This leads to very low ionization rates and the hydro-

carbon ions have negligible concentrations. The dominant ion is H+
3 . This location

is suitable for nanostructure growth when low ion concentrations are desired and the

most important precursor is CH3. Low precursor concentrations are desirable for the

deposition of single layer graphene in order to avoid over deposition [35]. At the

center of the discharge gap (x = 2.25 cm), the electron number densities are high and

the ionization rates increase once again despite the low electron temperature leading

to the formation of C2H+
3 , C2H+

4 and C2H+
6 . Furthermore, the concentrations of C2H

and C2H2 are high and the concentration of CH3 drops. Overall, for all the cases,

the neutral hydrocarbon species with the highest concentration is C2H for the R2R

RFCVD system.
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Figure 3.10. Effect of methane concentration on (a) neutral and (b)
ionic species mole fractions for H2 plasma properties at Vamp = 209.5
V, Pg = 9.5 mbar and x = 2.25 cm.
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Figure 3.11. The sensitivity of graphene growth quality to different pro-
cess inputs based on statistical analysis [136].
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Figure 3.12. (a) Neutral and (b) ionic species mole fractions under differ-
ent CCRF discharge regimes for H2 plasma properties at Pg = 9.5 mbar, x
= 2.25 cm and 95% H2 and 5% CH4. The voltage amplitude for α regime
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Figure 3.13. (a) Neutral and (b) ionic species mole fractions at different
discharge gap locations for H2 plasma properties at Vamp = 209.5 V,
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4. PLASMA MODELING OF FIELD-EMISSION

DIELECTRIC BARRIER DISCHARGES

This chapter presents two different designs of FE-DBDs, outlines the kinetic approach

used to simulate the FE-DBD plasma, and performs a parametric study to evaluate

the effect of the input properties on the plasma characteristics.

4.1 Concept and Numerical Model

4.1.1 FE-DBD Design Concepts

The application of microplasmas for flow actuation requires surface discharges due

to their ability to transfer momentum into the flow. The most popular method of

achieving this in the macroscale is to use an asymmetric dielectric barrier discharge

actuator as shown in Figure 4.1 (a). The actuator consists of one electrode embedded

under a dielectric layer, and the other exposed to the gas. Due to the inherent asym-

metry in this design with offset electrodes, the plasma pumps the neutral molecules it

comes into contact with selectively along one direction. In the FE-DBD concept, the

electrodes are brought together so as to increase the electric field between them. The

surface irregularities lead to breakdown at low input voltages due to field emission.

This concept was presented in [74, 75, 151] wherein the effects of dielectric thickness,

electrode thickness, and gas pressure on the plasma properties were studied. The

most optimal dielectric and electrode thicknesses were found to be 4 µm and 1 µm,

respectively, for 100 µm wide electrodes, and these numbers have been adopted for

the present work. The propensity of copper electrodes to oxidize in the presence of

plasma renders them unfit for application to hydrogen-air combustion. Consequently,

gold electrodes are used in this work. The pressure is 1 atm.
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The second method of generating a surface discharge is by using planar electrodes,

both of which are exposed to the gas as shown in Figure 4.1 (b). This concept is eas-

ier to microfabricate and can be made to selectively pump the flow in a direction

by applying a DC bias to the AC input voltage applied. This design also uses gold

electrodes that are 0.5 µm thick in order to ensure that the total thickness of the

exposed electrodes for both the designs are the same. The electrode gap is modeled

at 2.5 µm. The breakdown voltage can be further reduced by decreasing this spacing,

but the limitations of microfabrication for successful reproduction using popular pho-

tolithography techniques restricts this value to 2.5 µm. For both types of actuators,

the application of an AC voltage at the electrodes leads to transfer of momentum

and energy from the plasma to the gas which can be used for pumping, mixing, and

heating the flow. The rest of this chapter determines the most suitable frequency for

the AC input voltage and the type of FE-DBD actuator that is suitable for different

applications.

Figure 4.1. FE-DBD concepts with (a) offset and (b) planar electrodes
for the generation of surface microdischarges.
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4.1.2 PIC/MCC Model

The minimum characteristic length scale of the FE-DBD is the distance between

the electrodes of the planar electrode actuator, which leads to a Knudsen number

(Kn) of 0.2 with respect to momentum transfer collisions of electrons with neutrals

for nitrogen. This Kn represents the rarefied flow regime. The energy relaxation

time for the electrons is 0.15 ns, which is lower than the time period of the RF cycle.

Consequently, the continuum approximation for plasma modeling is not valid and the

kinetic approach of Particle-in-Cell with Monte Carlo Collisions (PIC/MCC) is used

to resolve the sources of momentum and energy transferred by the plasma to the gas.

PIC models the motion of charged particles in the presence of an electric field,

which is determined based on Poisson’s equation at each time step. MCC models the

collision of charged species with the neutrals based on the new energy and collision

cross-sections at every time step using the Boltzmann equation given by:

∂

∂t
(fknk) + v⃗k ·

∂

∂r⃗ (fknk) +
qkE⃗
mk

· ∂

∂v⃗k

(fknk) = Ck (4.1)

where, k represents the charged particle which can be an electron or a nitrogen ion,

t is time, x⃗ and v⃗ are the position and velocity of the particle, E⃗ is the electric field,

f is the velocity distribution function, and q, m and n are the particle charge, mass

and number density respectively. C is the collision term which accounts for electron-

neutral elastic, excitation, and ionization collisions [152], as well as ion-neutral elastic,

and charge exchange collisions [153]. Coulomb collisions are neglected on account of

the average ionization fraction being lower than 0.001 [37]. The field emission and

secondary electron emission are introduced into the domain from the electrode surface

boundary. The steps involved in a PIC/MCC simulation at every time step are shown

in Figure 4.2.

Figure 4.3 shows the simulation domain and boundary conditions for both the

offset and planar electrode FE-DBDs. For the offset electrode actuator, the exposed

electrode always acts as the cathode due to the negative DC bias voltage applied.

On the other hand, for the planar electrode actuator, whether or not the cathode
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Figure 4.2. Schematic of the PIC/MCC solution steps.

and anode are fixed depends on the DC bias voltage that is applied. At microscale

electrode gaps, field emission plays a significant role in the generation of an electric

discharge by reducing the breakdwon voltage. Field emission is modeled using the

Fowler-Nordheim equation [56] given by:

jFN =
AFNβ

2E2

ϕwt2(y)
exp

(
−BFNϕ

3/2
w ν(y)

βE

)
(4.2)

where, jFN is the field emission current density, AFN and BFN are Fowler-Nordheim

constants, β is the field enhancement factor, E is the electric field, and ϕw is the work

function for the electrode material. The functions of y = 3.79 × 10−5
√
βE/ϕw are

given by ν(y) = 0.95− y2 and t2 ≈ 1.1. The field enhancement factor is taken to be

50 and the secondary electron emission coefficient of the electrodes is taken as γ =

0.001. The effect of increasing these parameters is explored later in this chapter.

The maximum Debye length, λD, is 2.04 µm and the cell size, ∆x, is 0.5 µm so

that ∆x ≤ λD/2. The important time scales related to the plasma simulations are:

(i) the smallest time period of the RF cycle which is at 10 GHz: τRF = 0.1 ns, (ii)
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Figure 4.3. Modeling setup and boundary conditions for FE-DBD plasma
simulations using PIC/MCC.

the mean collision time of electrons with neutrals: τm = 0.3 ps, and (iii) the shortest

time taken by an electron to cross a single cell: τe = 0.3 ps. The time step of 0.2 ps is

chosen for the PIC/MCC simulations so that it is smaller than the minimum of the

three aforementioned time scales. The number of physical to computational particles

is 106 i.e., each computational particle is a super-particle that represents 106 real

particles.
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4.1.3 Momentum and Energy Sources

The plasma transfers momentum and energy to the flow during the collisions

between the charged particles and neutrals. These source terms can be obtained

from the PIC/MCC simulations and are coupled with the Navier-Stokes equations,

given in Chapter 5, by means of source terms added to the momentum and energy

conservation equations [74]. The momentum sources can be approximated as directed

body force terms [154,155] based on the electric field and the net space charge density

neglecting negative ions as:

fb,i,approx = eEi (n+ − ne) (4.3)

where, fb,i,approx and Ei are the body force and electric field in direction i respectively.

The energy source can be approximated as a Joule heating term, Q̇approx, as:

Q̇approx = J⃗ · E⃗ (4.4)

where, J⃗ and E⃗ are the current density and electric field vectors respectively. The

time-averaged values of these approximations are used for plasma-flow coupling in [74].

The momentum and energy transferred from the electrons and ions to the neutrals

can also be determined directly from PIC/MCC by tracking the exchange during

elastic, excitation and charge exchange collisions. This is similar to the method given

in [156]. The body force term computed in this way, fb,i, over a time ∆t is given by:

fb,i = −

∑
k=e,+

(
np2ck

∑
collisions

mk∆vi,k

)
∆x∆y∆t

(4.5)

where, the subscript k represents electrons and ions, np2c is the number of physical to

computational particles, m is the mass of the particle, ∆vi is the change in velocity

of the particle along the direction i due to the collision, and ∆x and ∆y are the

2D cell dimensions. There is a negative sign because the momentum lost by the

electrons are ions represents the momentum gained by the neutrals as the source



76

term. The magnitude of the body force is computed from the x and y components

as fb =
√

f 2
b,x + f 2

b,y. The energy source term can be calculated similarly as:

Q̇ = −

∑
k=e,+

(
np2ck

∑
collisions

∆ϵk

)
∆x∆y∆t

(4.6)

where, ∆ϵk is the change in energy of the particle during each collision.

Figure 4.4 shows the time-averaged contours of body force magnitude obtained

using the approximation based on the net space charge density as well as using the col-

lisional momentum transfer tracking directly from PIC/MCC for the offset electrode

FE-DBD. The peak-to-peak input voltage applied is 250 V at 10 MHz with a -125 V

DC bias such that the exposed electrode is always the cathode. The approximation in

Equation 4.3 results in a spatially averaged body force magnitude of 1.12 × 105 N/m3.

This is an order of magnitude higher than the collisional value of 1.55 × 104 N/m3

determined based on Equation 4.5. The approximation also results in a more con-

centrated body force distribution over the exposed electrode, whereas collisionally,

the distribution is more uniform above the entire DBD design. Figure 4.5 compares

the time-averaged energy source contours based on the Joule heating approximation

and the collisional energy transfer to the neutrals. The spatially averaged heat source

values based on the approximation in Equation 4.4 and the collisional energy trans-

fer in Equation 4.6 are 5.96 × 107 W/m3 and 1.67 × 107 W/m3 respectively. The

Joule heating value is higher than the collisional value by a factor of 2.5 and the

collisional source field is once again more uniform than the approximation. Since the

approximate expressions overestimate the momentum and energy transfer from the

charged particles to the neutrals, the more accurate collisional expressions are used

to determine the source terms in this work.
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Figure 4.4. Comparison of momentum source for the offset electrode
FE-DBD (Figure 4.3 (a)) computed based on (a) net space charge den-
sity (Equation 4.3) and (b) momentum transfer tracking during collisions
(Equation 4.5) at 250 Vp−p, -125 Vdc and 10 MHz.
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Figure 4.5. Comparison of heat source for the offset electrode FE-DBD
(Figure 4.3 (a)) computed based on (a) Joule heating (Equation 4.4) and
(b) energy transfer tracking during collisions (Equation 4.6) at 250 Vp−p,
-125 Vdc and 10 MHz.
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4.2 Plasma Properties

This section presents the results of the PIC/MCC simulations performed at dif-

ferent input frequencies, voltages, FE-DBD configurations, and material properties.

The momentum and energy sources that are coupled to the Navier-Stokes equations

in Chapter 5 are provided.

4.2.1 Effect of Frequency

PIC/MCC simulations are performed for the offset electrode FE-DBD shown in

Figure 4.1 (a) for 250 Vp−p input voltage and -125 Vdc bias at different driving fre-

quencies in the range of 10 MHz to 10 GHz. Figure 4.6 shows the time evolution of the

ion number density in the discharge during a 10 MHz cycle. The ions are generated

through impact ionization of the field emitted electrons and the ion density in the

vicinity of the cathode (exposed electrode) changes during the cycle. This is due to

the change in the electric field which controls the number density of the field emitted

electrons. Figure 4.7 shows that the ion number densities generated during a 1 GHz

cycle are higher than that during a 10 MHz cycle. The ions are also concentrated in

the vicinity of the cathode edge that is close to the anode indicating that the ions

do not have enough time to diffuse away during the faster cycle. The advantage of

having a higher ion number density is greater momentum and energy transfer to the

neutrals at he same input voltage.

The cycle averaged body force and heat source terms based on the collisional

momentum and energy transfer given by Equations 4.5 and 4.6 are determined for

each case and the spatially averaged values over the 196 x 50 µm region are tabulated

in Table 4.1. The momentum and energy transferred from the charged species to the

gas increase by a factor of 2 when the driving frequency increases from 10 MHz to

100 MHz. They stay relatively constant between 100 MHz and 1 GHz. At 10 GHz,

they fall because the driving frequency exceeds 6.4 GHz which is the energy relaxation

frequency of nitrogen at atmospheric pressure [37]. Since GHz frequencies produce the
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Figure 4.6. Evolution of ion number densities generated by an offset
electrode FE-DBD with time for 250 Vp−p input voltage with -125 Vdc at
10 MHz.
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Figure 4.7. Evolution of ion number densities generated by an offset
electrode FE-DBD with time for 250 Vp−p input voltage with -125 Vdc at
1 GHz.
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highest momentum and energy transfer at the same input voltage when compared to

other frequencies, the driving frequency is maintained at 1 GHz for all the subsequent

calculations presented here.

Table 4.1. Effect of driving frequency on the spatially and cycle averaged
body force and heat source for 250 Vp−p input voltage with -125 Vdc bias.

Frequency fb [N/m3] Q̇ [W/m3]

10 MHz 1.55 × 104 1.7 × 107

100 MHz 3.48 × 104 3.7 × 107

1 GHz 3.54 × 104 3.7 × 107

10 GHz 3.15 × 104 2.8 × 107

4.2.2 Microplasma Structure and Source Terms

The plasma properties and source terms for the offset and planar electrode FE-

DBDs at 1 GHz are compared here. The input voltage amplitude is maintained high

enough to sustain a stable discharge without arcing such that a spatially averaged

body force of at least 106 N/m3 and heat source of at least 109 W/m3 are imparted to

the gas. Even though this results in different input voltages for the offset and planar

electrode FE-DBDs, this is done so that their source term induced flow actuation

characteristics are comparable for the different actuator types. For the offset electrode

FE-DBD, the voltage is maintained at 325 Vp−p with a DC bias voltage of -162.5 V

such that the exposed electrode is always the cathode. Cycle averaged contours of the

ion number density, electron number density and electron temperature are shown in

Figure 4.8. The ion number densities are more than an order of magnitude higher than

the electron number densities and both are concentrated in the 100 x 50 µm region

above the cathode. The maximum and average number density values and average
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electron temperature in this region where the charged particles are concentrated are

provided in Table 4.2. The average electron temperature in this region is 1.53 eV.

Figure 4.8. Contours of (a) ion number density, (b) electron number
density, and (c) electron temperature in the microplasma generated by
offset electrode FE-DBD for 325 Vp−p input voltage with -162.5 Vdc at 1
GHz.
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Plasma non-neutrality is the driving force for the momentum transfer between the

charged particles and neutrals. The high non-neutrality of field emission discharges

makes them attractive for flow actuation applications. The difference between the

ion and electron number densities depict the non-neutrality of the plasma. Figure 4.9

presents the cycle averaged contours of the non-neutrality of the plasma generated by

the different FE-DBD configurations. The offset electrode actuator with the afore-

mentioned bias conditions is shown in Figure 4.9 (a). The collisional momentum and

energy transferred to the gas in the 196 x 50 µm region are shown in Figures 4.10 (a)

and (b) respectively. The sources are more concentrated in the space charge region

above the exposed electrode and have spatially averaged values of 1.77 MN/m3 and

3.13 GW/m3 respectively. The power consumed by the actuator is determined by in-

tegrating the product of the voltage and current density on the electrode surface over

one RF cycle and is found to be 241.1 mW/cm for the 2D actuator of 100 µm electrode

width. The power consumption per unit area of the electrode is 24.11 W/cm2.

The planar electrode FE-DBD can be used for two different operations. The

first is to transfer directed momentum and energy to the gas. This requires a DC

bias voltage such that one of the electrodes is always the cathode. Figure 4.9 (b)

shows the space charge number density and figures 4.10 (c) and (d) show the sources

generated for 275 Vp−p input with -137.5 Vdc bias. The number densities are lower

in this case due to the lower input voltage and are summarized in Table 4.2. The

sources are more spread out when compared to the offset electrode FE-DBD because

both the electrodes are exposed and the charged particles oscillate between the two.

They possess higher values directly above the right electrode which is the cathode.

The average momentum source has a value of 1.09 MN/m3 which is comparable

to the corresponding value for the offset electrode FE-DBD. The energy source is

more spread out, but the high values are concentrated in a very small area and their

absolute values are lower than the offset electrode case. Consequently, the average

energy source has a lower value of 1.80 GW/m3. The actuator consumes an input

power of 29.7 mW/cm or 2.97 W/cm2.
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If the DC component of the voltage is not applied, the two electrodes alternate

between functioning as the anode and cathode for half of an input cycle each. This

results in a net zero momentum source in the X-direction. Figures 4.10 (e) and (f)

show that the magnitude of the momentum and energy sources are spread out and

symmetric above the two electrodes, as expected. Energy and Y-momentum are still

transferred to the gas, which impart heat and vorticity to the gas. Such a device could

be used to ignite the mixture in a region where flow pumping is not desired. The space

charge is concentrated at the center of the discharge region as shown in Figure 4.9 (c).

The average magnitude of the momentum and energy sources in this case are 2.67

MN/m3 and 5.03 GW/m3 respectively. The momentum source magnitude is entirely

due to the Y-component. The power consumed at the electrodes has a higher value

of 47.5 mW/cm or 4.75 W/cm2 when compared to the case with a DC bias voltage.

The average electron temperature in this case is 2.66 eV. The three source profiles

shown in Figure 4.10 are coupled to the flow in microchannels in Chapter 5.

Table 4.2. Cycle averaged plasma properties in the simulated region for
offset electrode actuators at 325 Vp−p, 1 GHz and planar electrode actu-
ators at 275 Vp−p, 1 GHz.

Actuator n+,max n+,ave ne,max ne,ave Te

[m−3] [m−3] [m−3] [m−3] [eV]

Offset (AC+DC) 3.56 × 1020 1.40 × 1018 2.06 × 1019 5.50 × 1016 1.53

Planar (AC+DC) 3.98 × 1019 3.46 × 1016 4.78 × 1017 2.93 × 1014 2.11

Planar (AC) 2.50 × 1019 3.75 × 1016 5.77 × 1017 6.94 × 1014 2.66
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Figure 4.9. Comparison of net space charge number densities at 1 GHz
for (a) 325 Vp−p, -162.5 Vdc, (b) 275 Vp−p, -137.5 Vdc, and (c) 275 Vp−p,
0 Vdc.
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Figure 4.10. Comparison of momentum and energy transferred to the gas
at 1 GHz for (a),(b) 325 Vp−p, -162.5 Vdc, (c),(d) 275 Vp−p, -137.5 Vdc,
and (e),(f) 275 Vp−p, 0 Vdc.
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4.2.3 Effect of Secondary Electron Emission

For the results presented in the previous sections, the secondary electron emission

coefficient, γ is taken as 0.001 in accordance with previously published research [74,

85]. Also, for surface DBDs on the mm-scale, humidity reduces the secondary electron

emission coefficient [157] and consequently, a low value of γ is chosen in order to ensure

that the plasma properties are not overestimated for the feasibility studies presented

here.

Figure 4.11. Momentum and energy source terms for the offset electrode
FE-DBD at 1 GHz for 325 Vp−p input voltage with -162.5 Vdc bias for
γ = 0.01.

In order to quantify the effect of a higher secondary electron emission coefficient,

PIC/MCC simulations are performed with an order of magnitude higher γ value of

0.01. The resulting source terms for the offset electrode FE-DBD at 325 Vp−p, 1 GHz

and -162.5 Vdc are shown in Figure 4.11. The spatially averaged sources are higher

by a factor of 2 when compared to the γ = 0.001 cases presented earlier and have
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values of 3.67 MN/m3 for the body force and 5.37 GW/m3 for the heat source. The

effect of the higher source terms on the flow actuation in microchannels is explored

in Chapter 5.

4.2.4 Field Enhancement Using Carbon Nanostructures

Field enhancement by carbon nanostructures of different types has been observed

experimentally and characterized in the literature. Srivastava et al. [78] used carbon

films having petal like sheets on nickel and silicon substrates deposited using mi-

crowave PECVD. These petals displayed high emission current at low electric fields

with field emission characteristics which followed the Fowler-Nordheim model [56].

Bhuvana et al. [77] observed field enhancement in the vicinity of the growth fibers

during the MPCVD of carbon nanosheets or petals from graphitic fibers. Dumpala

et al. [79] quantitatively characterized the field enhancement due to conical carbon

nanotube arrays synthesized using MPCVD and observed their ability to sustain high

current densities. They observed maximum field enhancement factors of upto 7600.

Coating the FE-DBD electrode surfaces with carbon nanostructures would sig-

nificantly reduce the breakdown voltage and provide momentum and energy source

terms comparable to those for gold electrodes (β = 50) shown earlier at much lower

input voltages. In order to quantify the reduction in voltage, a field enhancement

factor of 1000 is used for FE-DBDs with a work function of 5 eV as in [79]. It is

significant to note that the increase in the height of the electrode due to the carbon

nanostructure coating has not been accounted for in the simulations. Figure 4.12

shows the momentum and energy source terms produced using a β of 1000 for offset

and planar electrode FE-DBDs. For the offset electrode actuator, an input voltage of

50 Vp−p with -25 Vdc bias at 1 GHz produces a spatially averaged momentum source

of 4.94 MN/m3 and energy source of 6.19 GW/m3. It is of interest to note that

for higher values of β, the y-momentum source dominates the x-momentum source

contrary to the trend at lower values of β. This is attributed to the high number of
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electrons being field emitted normal to the electrode surface, all of which contribute

to the y-component. The power at the electrode for this device is 4.18 W/cm or 418

W/cm2, which is high due to the high current density resulting from the increased

field emission even though the input voltage is an order of magnitude lower.

Figure 4.12. Cycle averaged (a) momentum and (b) energy transferred
by the plasma generated by carbon nanostructure coated electrodes (β =
1000) to the gas at 1 GHz for (a),(b) 50 Vp−p, -25 Vdc, (c),(d) 30 Vp−p,
-15 Vdc, and (e),(f) 30 Vp−p, 0 Vdc.

The carbon nanostructure coated planar electrode FE-DBDs are operated with

an input voltage of 30 Vp−p at 1 GHz. Figures 4.12 (c) and (d) show the cases for

a DC bias of -15 V. This results in average momentum and energy source values of

2.13 MN/m3 and 2.37 GW/m3, respectively. The power is 6.67 W/cm or 667 W/cm2.

When there is no DC bias applied, the momentum source as shown in Figure 4.12 (e)

produces an average value of 1.43 MN/m3 all of which is in the y-direction. The

energy source is shown in Figure 4.12 (f) and has an average value of 1.40 GW/m3.

The power consumed once again has a high value of 8.85 W/cm or 884.6 W/cm2.
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Thus, nanostructure coated electrodes indicate promising potential for field emission

aided flow actuation with at very low operational voltages on the order of tens of

volts. The more pronounced y-momentum source and higher heat source value due

to the nanostructure enhanced field emission for offset electrode FE-DBDs make its

characteristics very similar to the planar electrode FE-DBD without a DC bias. These

devices are applied for microchannel flow actuation and microcombustion in Chapter

5.
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5. FE-DBD ASSISTED FLOW ACTUATION AND

MICROCOMBUSTION

This chapter couples the momentum and energy sources obtained from the PIC/MCC

simulations presented in Chapter 4 with CFD simulations to actuate flow in mi-

crochannels. A simple theoretical model based on Poisuille flow is presented as a first

step in the analysis and compared to the CFD results. The feasibility of initiating and

sustaining microcombustion using the momentum and heat imparted by the plasma

is evaluated.

5.1 Theoretical Model for Plasma Flow Actuation in Microchannels

The momentum imparted by the plasma to air is modeled as a source term in

the Poiseuille flow analysis. Figure 5.1 shows the schematic for the analysis where a

body force, f ′
b, is uniformly applied across the entire length of the channel, Lc, up to

a distance of yb from the walls. The height of the channel is h and a uniform pressure

gradient of dp/dx is applied. In reality, a plasma actuator along the wall imparts a

body force, fb, to the flow over discrete lengths of Lb and not over the entire channel

length. If NDBD actuators are used, the relation between the body force terms is

given by:

NDBD|fb|ybLb = f ′
bybLc. (5.1)

Assuming steady, incompressible, irrotational flow, no pressure gradient in the

y-direction, and neglecting gravity, the continuity and momentum conservation equa-

tions for the microchannel flow are given by:
∂u

∂x
+

∂v

∂y
= 0 (5.2)

ρu
∂u

∂x
+ ρv

∂v

∂y
= −∂p

∂x
+

∂

∂y

(
µ

(
∂v

∂x
+

∂u

∂y

))
+ f ′

b (5.3)
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Figure 5.1. Schematic of the microchannel setup for the theoretical anal-
ysis with uniformly distributed body force along the entire length of the
channel, Lc and up to a height of yb from the walls in a channel of height
h.

where, u, v, p, ρ and µ are the x-velocity, y-velocity, pressure, density and viscosity of

air. Assuming fully developed flow, v = 0. The body force is applied upto a distance

of yb from the wall. This reduces Equations 5.2 and 5.3 for half the channel to:

µ
∂2u

∂y2
− dp

dx
=

 −f ′
b for y < yb

0 for yb < y ≤ h/2
(5.4)

The boundary conditions of no slip at the wall, no shear at the midplane, and con-

tinuous and differentiable velocity across the interface at yb are applied:

u(0) = 0 (5.5)(
du

dy

)
h/2

= 0 (5.6)

u(y+b ) = u(y−b ) (5.7)(
du

dy

)
y+b

=

(
du

dy

)
y−b

(5.8)

The solution of Equation 5.4 with the boundary conditions in Equations 5.5-5.8 is

given by:

u(y) =


1
µ

(
dp
dx

− f ′
b

)
y2

2
+
(
− h

2µ
dp
dx

+
f ′
byb
µ

)
y for y ≤ yb

1
µ
dp
dx

y2

2
−
(

h
2µ

dp
dx

)
y +

f ′
by

2
b

2µ
for yb < y ≤ h/2

(5.9)

The flow rate, Qfb through the half channel is given by:

Qfb = 2

ˆ h/2

0

u(y)dy =
h3

12µ

(
−dp

dx
+ f ′

b

(
6
(yb
h

)2
− 4

(yb
h

)3))
. (5.10)
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The gain or enhancement, G in the flow rate is given by:

G =
Qfb −Q

Q
=

f ′
b

(
6
(
yb
h

)2 − 4
(
yb
h

)3)
− dp

dx

. (5.11)

Based on Equation 5.11, the gain is inversely proportional to the Reynolds number,

Re, because Re is directly proportional to the pressure gradient.

It is also evident from Equation 5.11 that flow can be actuated without the pres-

ence of a pressure gradient. In other words, the microchannel with FE-DBDs along

the wall acts a micropump. Therefore, the pumping effect can be better described

quantitatively by a normalized pressure difference induced by the body force given

by:
∆pb
pref

=
NDBDfbLbyb

prefh
(5.12)

where, the reference pressure pref = 1 atm and ∆pb is the equivalent pressure differ-

ence due to the plasma-gas momentum transfer.

5.2 Numerical Model

Although the theoretical model can provide an estimate of the pumping effect

produced by the FE-DBDs, the assumptions of fully developed, incompressible and

irrotational flow are not valid in the actual flow of air in microchannels. The heat

imparted by the plasma to the gas is not taken into account and in reality the FE-

DBDs are present in discrete locations and not continuously distributed along the

walls of the microchannel. The source terms are also not uniform in the plasma

actuation region, but display profiles as shown in Figure 4.10. These factors are

accounted for by using Computational Fluid Dynamics (CFD) to study the flow

pumping, mixing, and heating through the microchannels.

The momentum and energy source profiles are coupled with the Navier-Stokes

equations to model FE-DBD flow actuation in microchannels as shown in Figure 5.2.

Since Kn for for a microchannel of height 0.5 mm is 0.0001 for air at atmospheric

pressure, the continuum approach of Navier-Stokes equations is used to simulate the
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Figure 5.2. Example of the modeling setup and boundary conditions for
discrete FE-DBD aided flow actuation in a microchannel of length Lc and
height h using CFD. The plasma flow actuation occurs in discrete regions
of length Lb and height yb.

plasma actuated flow. A commercial CFD solver, ANSYS Fluent, is used to model

the compressible, laminar, steady flow of air through the 2D channel. The Semi-

Implicit Pressure Linked Equations (SIMPLE) algorithm [158] is used to solve the

conservation equations and constitutive relations given by:

∇ · (ρv⃗) = 0 (5.13)

∇ · (ρv⃗) v⃗ = −∇p+∇ ·
(
µ

(
∇v⃗+∇v⃗T − 2

3
∇ · v⃗I

))
+ f⃗b (5.14)

∇ ·
(
v⃗
(
ρe+ ρ

|v⃗|2
2

+ p

))
= −∇ · (k∇T ) + Q̇ (5.15)

where, ρ is the fluid density, v⃗ is the velocity vector, p is the pressure, I is the

identity vector, e is the internal energy, k is the thermal conductivity and T is the

gas temperature. The viscosity coefficient, µ, is computed based on the Sutherland

viscosity model given by:

µ = µref

(
T

Tref

)3/2
Tref + S

T + S
(5.16)

where, the effective temperature, S = 110.56 K for air. The momentum and energy

sources, fb and Q̇, are computed from PIC/MCC based on Equations 4.5 and 4.6 and

their cycle-averaged values are coupled with the conservation equations because the

bulk flow does not react instantaneously to the sources.
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Initial guesses of constant pressure and zero velocity are used to solve the 2D

momentum conservation equations given by Equation 5.14, with the source term

obtained from PIC/MCC, in order to obtain intermediate values of velocities. These

intermediate velocities do not satisfy the continuity equation, but generate a mass

source. The pressure is corrected in order to annihilate the mass source and this is

done by solving the continuity equation in Equation 5.13. The pressure correction is

used to correct the intermediate velocities. The density is updated due to pressure

changes. The new velocities, density and pressure are used in the energy conservation

Equation 5.15, with the heat source term obtained from PIC/MCC, to compute the

temperature. The viscosity is computed from the Sutherland viscosity model given by

Equation 5.16. The new values of pressure and velocities are used as initial values and

the procedure is repeated till a convergence of residuals is obtained. The Reynolds

number at the channel outlet is computed as:

Reout =
|v⃗out|h
νout

(5.17)

where, |v⃗out| is the average magnitude of the velocity at the outlet, h is the channel

height, and νout is the average kinematic viscosity at the outlet.

The inlet of the microchannel is modeled at 1 atm pressure and 300 K temperature.

The walls are adiabatic with the no slip boundary condition. Grid convergence studies

are performed for a 1.5 mm long channel of height 0.5 mm. The grid is composed

of 15000 cells with greater refinement closer to the walls. The maximum deviation

in the maximum temperature in the channel is 2.1% and the average outlet velocity

is 1.3% when the number of cells is increased by 100% to 30000. Consequently, the

refinement level of the grid with 15000 cells is for all the calculations presented here.
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5.3 Microchannel Flow Actuation

5.3.1 Effect of Reynolds Number

CFD simulations are performed to analyze the performance of FE-DBD actua-

tion in a microchannel with pressure gradient using (a) uniform momentum source

distribution (spatially averaged from offset electrode PIC/MCC results) at discrete

locations (CFD - Discrete fb) as shown in Figure 5.2 and (b) uniform momentum

source distribution (obtained from Equation 5.1) all along the microchannel (CFD

- Continuous fb) as shown in Figure 5.1. The simulation setup for this involves a

2 cm long microchannel of height 100 µm. The inlet pressure is maintained at 1 atm.

The Reynolds number is varied by changing the outlet pressure as listed in Table

5.1. This changes the pressure gradient dp/dx. These simulations for varying outlet

pressure only consider the momentum sources from the PIC/MCC simulations and

not the heat source so as to be comparable to the theory presented in Section 5.1. In

addition, the simulations with uniform body force distribution along the microchan-

nel assume incompressible flow. The discrete actuator centers are separated by 0.6

mm in the x-direction with the first actuator center at 0.5 mm from the inlet.

Table 5.1. Flow conditions for the simulations performed for a 2 cm long
and 100 µm tall microchannel for ∆p/pref = 0.8%.

Outlet pressure [Torr] Re

722 75

684 143

646 205

608 262

570 356

532 432
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The percentage gain in the flow rate, G = 100(Qfb/Q − 1) is computed using

Equation 5.11. The numerical results which consider discrete actuators of length

Lb = 196 µm and height hb = 50 µm are compared with the theoretical results. The

flow rate enhancement is inversely proportional to the Reynolds number as shown in

Figure 5.3 for both numerical (continuous and discrete) and theoretical results. This

indicates that the FE-DBD configuration considered is extremely useful under low

Re, where viscous losses are high.
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Figure 5.3. Theoretical and numerical flow rate enhancement as a function
of Reynolds number for Lc = 2 cm and h = 100 µm.

The good agreement of ‘CFD - Continuous fb’ with theory indicates that the the-

oretical analysis is sufficient if the FE-DBD actuators are closely placed along the

channel to create a continuous body force under incompressible conditions. Theo-

retical results clearly show that doubling the number of actuators almost doubles

the percentage gain in flow rate. However, it is important to note that theory is

more than 50% higher in comparison to simulations with discrete fb, varying from

62% at Re = 75 to 162% at Re = 432. Therefore, for discrete actuation, which is
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more realistic in terms of power consumption, CFD simulations are required as an-

alytical estimates are far off from the reality. The compressibility of the flow and

heat imparted by the plasma must also be accounted for in the CFD simulations to

realistically evaluate the feasibility of FE-DBD flow actuation.

5.3.2 Plasma-Flow Interaction

The theoretical analysis for plasma flow actuation indicates that the gain in the

flow rate increases with decreasing Reynolds number. In other words, as the channel

height is reduced, the effect of the plasma actuation becomes more prominent. Also,

as the number of actuators used increases, the flow is actuated over a larger region

and thereby, the gain in the flow rate is higher. In this section, CFD simulation results

for microchannel flow actuation coupled with spatially non-uniform momentum and

energy source profiles as determined from the PIC/MCC simulations are presented.

The microchannels simulated here are of length 1.5 mm and height 0.5 mm. The

inlet of the channel is maintained at atmospheric pressure and no external pressure

gradient is applied between the inlet and the outlet. The flow is driven from the inlet

to the outlet purely by the directional momentum transfer from the plasma. The only

exception to this is the case with planar electrode FE-DBDs without DC bias as will

be explained subsequently.

Figure 5.4 shows the microchannel flow velocity and temperature contours using

the offset electrode FE-DBD source profiles shown in Figures 4.10 (a) and (b). Two

FE-DBDs are used in all cases with different arrangements, and their locations are

indicated by the source term coupling region represented by the black rectangles. For

the case in Figures 5.4 (a) and (b), the FE-DBDs are placed symmetrically on the

top and bottom walls at 0.5 mm from the channel inlet. The maximum temperature

and velocity of the flow are 514 K and 29.1 m/s respectively. However, the high

temperature location is very small and this arrangement is useful when relatively

uniform pumping with low vorticity and preheating of the gases are required.
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Figures 5.4 (c) and (d) show the flow actuation with both FE-DBDs along the

bottom wall separated by 0.5 mm. The maximum temperature and velocity here

are 633.6 K and 29.1 m/s respectively. The heating is non-uniform in the channel,

but reaches a higher value which is useful for ignition purposes. Although the max-

imum velocity is the same as the case with symmetric FE-DBDs, the high vorticity

induced in the top half of the channel leads to a much lower velocity at the outlet.

Figures 5.4 (e) and (f) show a staggered arrangement of FE-DBDs along the top and

bottom walls of the microchannel. The flow actuation is very similar to the symmetric

FE-DBD arrangement with a maximum temperature of 521.1 K and maximum ve-

locity of 29.1 m/s. However, this arrangement could provide high vorticity if used in

shorter microchannels. It is desirable in micromixing applications where high heating

of the flow is not required.

The sources generated by planar electrode FE-DBDs with a DC bias input as

shown in Figures 4.10 (c) and (d) are applied symmetrically for flow actuation on

the top and bottom walls and the velocity and temperature contours are shown in

Figure 5.5. Since the y-component of the momentum source is higher for the planar

electrode devices than the offset electrode devices, high vorticity is induced in the

microchannel. This leads to better mixing of the flow and the temperature profile

at the outlet is very uniform. The maximum temperature and velocity have lower

values of 411.1 K and 14.2 m/s indicating that more concentrated fb and Q̇ are more

desirable to reach higher flow velocities and temperatures when compared to more

spread out source distributions with similar average values.

Figure 5.6 shows similar results as the previous case, except for planar electrode

actuators without a DC bias. In this case, since there is no effective flow pumping

in the x-direction, a velocity of 0.01 m/s is provided at the inlet. Due to the high

vorticity, the flow is mixed well with a uniform temperature profile at the outlet. Since

the velocity is very low with a maximum value of just 2.7 m/s, the residence time

of the flow in the channel is much longer than the other cases, which leads to much

higher temperatures overall with a maximum value of 4925.6 K. This temperature is
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Figure 5.4. Velocity and temperature contours in microchannels with Lc

= 1.5 mm, h = 0.5 mm actuated by 2 offset electrode actuators with 325
Vp−p and -162.5 Vdc for different arrangements. Black rectangles indicate
regions actuated by the plasma.

high enough to ignite most fuel-air mixtures and the best application for these devices

are as igniters or preheaters.

Different types of actuators and input conditions can be used in conjunction with

one another to product the desired effects. One such example is shown in Figure

5.7 where offset electrode actuators are placed closer to the inlet of the channel to

pump the flow towards the outlet and the planar electrode actuators with no DC bias

are used to increase the temperature and provide better flow mixing. The maximum

temperature is 1413 K, which is high enough to ignite hydrogen-air mixture, and the

average x-velocity at the outlet is 3.6 m/s. The actuator configurations used can be
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Figure 5.5. (a) Velocity and (b) temperature contours in a microchannel
with Lc = 1.5 mm, h = 0.5 mm actuated by 2 planar electrode actuators
with 275 Vp−p and -137.5 Vdc. Black rectangles indicate regions actuated
by the plasma.

Figure 5.6. (a) Velocity and (b) temperature contours in a microchannel
with Lc = 1.5 mm, h = 0.5 mm actuated by 2 planar electrode actuators
with 275 Vp−p and no DC bias. Black rectangles indicate regions actuated
by the plasma.

catered to each application and can be switched on or off depending on the specific

requirement at different instances of time. Moreover, the momentum and heat sources

can be tuned based on the actuator input voltage to increase or decrease the velocity

and temperature.

The flow actuation in this 1.5 mm long, 0.5 mm tall microchannel is simular to

the T-shaped micropump considered by Wang et al. [73] in terms of Lc/h. The exit

velocity of 3.6 m/s using 4 FE-DBDs is comparable to their 3.1 m/s using 5 plasma
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Figure 5.7. (a) Velocity and (b) temperature contours in a microchannel
with Lc = 1.5 mm, h = 0.5 mm actuated by 2 offset electrode actuators
with 325 Vp−p and -162.5 Vdc in conjunction with 2 planar electrode ac-
tuators with 275 Vp−p and no DC bias. Black rectangles indicate regions
actuated by the plasma.

actuators. The microchannel proposed here leads to a flow rate of 107.63 ml/min/mm

which is about twice that of the plasma micropump [73] with 25% lower peak voltage.

Simulations are performed to evalute the effect of microchannel length on the

FE-DBD flow actuation. Figure 5.8 shows actuation similar to that in Figure 5.4 (a)

and (b) in a microchannel of length 3 mm. The channel height is the same and FE-

DBDs are placed at the same location of 0.5 mm from the inlet. Here, the flow is

fully developed by x = 1.8 mm unlike the 1.5 mm channel where the flow is not fully

developed even at the outlet. This can be clearly seen in Figure 5.9 which compares

the velocity profiles at the outlet for the two cases. The highest velocity in this case

is 29 m/s which is higher than the short channel, but the maximum temperature is

489.8 K which is lower than the short channel case. The vorticity induced by the

actuators is higher for the long channel.

The average exit velocity for the long channel is 2.6 m/s which is lower than that

for the short channel which is 3.3 m/s. This can be attributed to the greater viscous

losses beyond the FE-DBD actuation region in the case of the long channel. The

viscous dissipation also increases the average exit temperature from 361.5 K for the

short channel to 370.2 K for the long channel.
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Figure 5.8. (a) Velocity and (b) temperature contours in a microchannel
with Lc = 3 mm, h = 0.5 mm actuated by 2 offset electrode actuators
with 325 Vp−p and -162.5 Vdc at 1 GHz. Black rectangles indicate regions
actuated by the plasma.



105

Outlet velocity (m/s)

Y
 (

m
m

)

0 1 2 3 4 50

0.1

0.2

0.3

0.4

0.5

Lc = 3 mm
vout,avg = 2.64 m/s

Lc = 1.5 mm
vout,avg = 3.29 m/s

Figure 5.9. Effect of channel length on the outlet velocity profile for a
microchannel of height 0.5 mm actuated using 2 offset electrode actuators
with 325 Vp−p and -162.5 Vdc at 1 GHz.
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5.3.3 Plasma and Flow Coupling

The simulations presented in the previous section only perform a one way coupling

between the plasma and the fluid where the plasma affects the fluid by means of

momentum and energy sources, but the fluid solution is not coupled back to the

plasma. The fluid can couple with the plasma in two ways namely, velocity and

temperature. The velocities induced by the plasma are very small and the Reynolds

numbers in the microchannels are <100. The flow is laminar and thus, the effect

of this small flow velocity on the plasma properties may be neglected. In order to

quantify the effect of higher gas temperature on the plasma, PIC/MCC simulations

are performed for the offset electrode FE-DBD for 325 Vp−p input with -162.5 Vdc

bias at 1 GHz at higher gas temperatures. For the plasma-flow coupling shown in

Figure 5.4 (d), the average gas temperature in the region actuated by the FE-DBD

located at 1.1 mm is 520 K. Figure 5.10 shows the momentum and energy sources

imparted by the plasma to the neutral gas at a gas temperature of 520 K. Increasing

the gas temperature by 73% increases the spatially averaged momentum source from

1.77 MN/m3 to 2.39 MN/m3 by 35%. The increase in the spatially averaged heat

source is 42% from 3.13 GW/m3 to 4.45 GW/m3.

Figure 5.10. (a) Momentum and (b) energy sources for an offset elec-
trode actuator with 325 Vp−p and -162.5 Vdc at 1GHz simulated at gas
temperature of 520 K.

However, when these source terms are coupled to the flow in the microchannel, the

effect of the higher source terms translate to much lower impact on the flow properties.
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The microchannel velocity and temperature contours for the source terms computed

at 520 K are shown in Figure 5.11. the maximum temperature in the microchannel

increases by 13% from 633.6 K to 714.3 K. The increase in average temperature and

velocity at the outlet are lower than this. When the neutral gas temperature in the

PIC/MCC simulations is increased to 1000 K, the momentum and heat source terms

increase by just 13% and 15% respectively from the corresponding values at 520 K.

Along similar lines, their effect on the flow velocity and temperature are expected to

be lower. Thus, a deviation of under 15% on average can be expected when two-way

coupling between the plasma and fluid simulations is included.

Figure 5.11. (a) Velocity and (b) temperature contours in a microchannel
with Lc = 1.5 mm, h = 0.5 mm actuated by 2 520 K offset electrode
actuators with 325 Vp−p and -162.5 Vdc at 1GHz. Black rectangles indicate
regions actuated by the plasma.

5.3.4 Effect of Secondary Electron Emission and Field Enhancement

To evaluate the effect of a higher secondary electron emission coefficient of 0.01 on

the microchannel flow properties, CFD simulations are performed for a 1.5 mm long,

0.5 mm tall microchannel with the momentum and energy source profiles shown in

Figure 4.11. The resulting velocity and temperature profiles are shown in Figure 5.12

where the maximum temperature in the channel is 710.6 K and the average velocity

at the outlet is 2.8 m/s. Comparing this to the results in the previous section,
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increasing the secondary electron emission coefficient by an order of magnitude from

0.001 to 0.01 increases the average outlet velocity at the channel outlet by 14.3%,

the average temperature at the outlet by 7.1%, and the maximum temperature in

channel by 12.1%. The qualitative aspects of the flow actuation remain the same

with a quantitative deviation of <15%. This is in agreement with the expectation

that the secondary electron emission coefficient does not significantly alter the plasma

and flow properties in field emission dominated regimes.

Figure 5.12. (a) Velocity and (b) temperature contours in a microchannel
with Lc = 1.5 mm, h = 0.5 mm actuated by 2 offset electrode actuators
with γ = 0.01, 325 Vp−p and -162.5 Vdc at 1GHz. Black rectangles indicate
regions actuated by the plasma.

Similar computations are performed using the momentum and energy source terms

obtained using the higher field enhancement factor of 1000 for electrode surfaces that

are coated with carbon nanostructures. The lower voltage requirement and plasma

properties of these devices are shown in Chapter 4. Microchannel flow actuation

using the nanostructure coated offset electrode FE-DBDs show much lower velocities

along the length of the channel and much higher vorticity. This is attributed to the

high y-component of the momentum source. The average velocity at the outlet has a

42% lower value of 1.4 m/s when compared to the case with β of 50. The maximum

temperature reached in the microchannel is 2367.5 K and is high enough for the auto-

ignition of hydrogen-air mixtures. The higher vorticity also leads to better mixing
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which can aid complete combustion. The higher temperature in in channel leads to

low density of air which reduces the Re by a factor of 4 as seen in Figure 5.13.

Figure 5.13. (a) Velocity and (b) temperature contours in a microchannel
with Lc = 1.5 mm, h = 0.5 mm actuated by 2 offset electrode actuators
with β = 1000, 50 Vp−p and -25 Vdc at 1GHz. Black rectangles indicate
regions actuated by the carbon nanostructure aided field emission plasma.

5.4 Electrohydrodynamic Effects

Non-equilibrium plasmas find use in a wide variety of aerospace applications, the

most common of which are flow control over a wing to prevent flow separation and

plasma assisted ignition and combustion (PAI/PAC). Macheret et al. [72] studied the

EHD effects of weakly ionized plasmas for hypersonic flow control and characterized

the effect of EHD forces on fluid flow using an interaction parameter, ZEHD, given

by:

ZEHD =
e (n+ − n− − ne)∆ϕ

ρv2
(5.18)

where, e is the elementary charge, n+, n− and ne are the number densities of positive

ions, negative ions and electrons respectively, ∆ϕ is the voltage fall across the space

charge region, which is the cathode sheath region of a glow discharge, ρ is the flow

density and v is the flow velocity through the space charge region. Table 5.2 sum-

marizes the EHD interaction parameter for various types of discharges used for flow

actuation and combustion.
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Table 5.2. EHD interaction parameter for aerospace plasmas.

Plasma Application Reference Operational Flow ZEHD

type voltage [V] velocity [m/s]

Macroscale DBD PFA [63] 2000 15.2 0.14

Macroscale DBD PFA [64] 3000 to 5000 0.5 to 4 >2.45

Macroscale DBD PFA [68,69] 3000 10 8.27

Microscale DBD PFA [159] 5000 2 6.12

DC Glow PFA [160] 1000 668 0.006

Pulsed plasma PAC [94] 1000 1552.7 0.572

RF plasma PAC [161] 600 10 0.07

NPD (peak ionization) PAC [96] 8300 2 1.5×106

NPD PAC [162] 15000 20 2.5

FE-Corona Cooling [156,163] 400 0.25 136

Offset FE-DBD µC 325 7.23 1.07

Planar FE-DBD µC 275 4.3 0.30

PFA: Plasma Flow Actuation, PAC: Plasma Assisted Combustion

NPD: Nanosecond Pulsed Discharge, µC: Microcombustion

Corke et al. [63] used a single DBD on an airfoil surface for wing flow control

at 7000 ft altitude. The average ion number density in the space charge region of a

typical glow discharge is on the order of 1017 m−3 [72]. For the freestream velocity of

15.2 m/s, this actuator produces a ZEHD of 0.14. This value is higher in the region

where the flow actuation takes place i.e. within the boundary layer where the flow

velocities are lower. Roth et al. [64] similarly used the atmospheric glow discharge

produced by a series of DBDs to actuate flow on the upper surface of an airfoil. The

interaction parameter for each DBD actuator at atmosphere is at least 2.45 even

at the highest velocity. Since multiple actuators are used, the total effect of EHD

forces increases proportionately. Im et al. [68, 69] applied a DBD to manipulate a

turbulent boundary layer at a Mach number of 4.7. The temperature and pressure

of air were 60 K and 1 kPa respectively, and the wall jet produced by the DBD in
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the flow actuation region had a velocity on the order of 10 m/s. Using a typical glow

discharge space charge density value of 1017 m−3 reveals a high interaction parameter

value of 8.27 for this device. Zito et al. [159] used a microscale DBD for flow control

and force inducement. Although this is a microscale DBD, the electrode gap is 10 µm

where the field emission effects are negligible. The force induced by the plasma

measured using a torsional balance is found to be 3 mN/m at a velocity of 2 m/s in

atmosphere. For an electrode width of 100 µm, the interaction parameter produced

by the actuator is 6.12. Poggie [160] numerically evaluated the application of DC glow

discharges to manipulate high-speed flow. Three-dimensional simulation of a parallel

plate DC discharge at 64 Pa and 43 K produced an interaction parameter value of

0.006. In this case, the interaction parameter corresponding to the electromagnetic

effects is 3 orders of magnitude higher than that of the electric force, indicating that

the manipulation of the flow structure is primarily due to the dissipative heating

effects rather than the electric force on the bulk gas.

Byturin et al. [94] used high frequency pulsed repetitive discharges for plasma

assisted propane-air combustion in a hot wind tunnel. An ion number density of

1021 m−3 in the streamer produces a ZEHD of 0.572 for each discharge generator in

atmospheric air. Leonov et al. [161] used RF plasma for the ignition and combustion

of ethylene-air in the cavity of a high speed duct. Assuming an ion number density

of 1017 m−3 for a typical RF discharge, the ZEHD has a value of 0.07 in the separa-

tion zone behind the wallstep where the actuation takes place. Nanosecond pulsed

discharges as described by Pai et al. [164] were used by Lefkowitz et al. [96] for the

ignition of ethylene-air and aviation gasoline-air mixtures in a pulsed detonation en-

gine. The interaction parameter produced at peak ionization has a very high value

of 1.5 x 106. However, this peak ionization lasts for a very short period of time and

is much lower during the rest of the cycle. Nanosecond barrier discharges were also

studied by Starikovskii et al. [162] to improve the kinetics of alkane oxidation, re-

duce ignition delay, and initiate deflagration to detonation transition in propane-air

mixtures. The velocity ranged from 10 to 120 m/s and voltage ranged from 10 to
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21 kV. An average charge separation density of 5 x 1017 m−3 produces an interaction

parameter of 2.5 at 20 m/s and this is higher at lower velocities.

Go et al. [156, 163] investigated the feasibility of applying the ionic wind gener-

ated by a field emission driven corona discharge for atmospheric air cooling at the

microscale. The body force generated here was ∼107 N/m3 over a small distance of

1 µm from the cathode. The velocity of the bulk flow was 0.25 m/s and the driving

voltage was 400 V. This produces a high interaction parameter of 135.6. However,

the momentum transferred by the discharge generated by this device was found to

be ineffective in inducing any significant variation in the flow velocity. This was at-

tributed to the heating and frictional force which mitigated any momentum added

to the flow. The interaction parameter defined in Equation 5.18 does not take into

account the effect of viscosity. For the FE-DBD simulations presented in this work,

the friction and viscous effects for the heated flow are accounted for and the velocity

induced by the FE-DBD overcomes these forces at the microscale.

For each FE-DBD actuator operating in atmospheric nitrogen, the voltage is 325 V

for the offset electrode configuration and 275 V for the planar. The average flow

velocity in the plasma actuation region is calculated based on the results presented

in Section 5.3.2. For the offset electrode FE-DBD, the average space charge density

i.e., the difference between the ion and electron number densities, is 2.51 x 1018 m−3

which produces an interaction parameter of 1.07. The planar electrode FE-DBD with

an average space charge density of 2.95 x 1017 m−3 produces an interaction parameter

of 0.30. These values indicates promising potential for flow actuation at low input

voltages.

Starikovskaia [95] summarized the parameters for various types of plasmas tradi-

tionally used for plasma assisted ignition and combustion. Taking the average values

of the gas temperature and pressure ranges, the average air density is computed in

each discharge. The assumption of quasi-neutrality in the plasma bulk is made, n−

is neglected in the space charge region, and the average value of the voltage range is

taken as the potential drop across the space charge region. Using equation 5.18, the
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maximum flow velocity through the space charge region at which the EHD effects of

the plasma are still significant is calculated. The average values of the voltage and

current are used to compute the input power values. Table 5.3 presents the maximum

flow velocity for which ZEHD ≥ 0.1. It is evident that the FE-DBDs, especially with

the offset electrode configuration, are limited to the very low flow velocities, but con-

sume very low voltage when compared to most other plasma types. Arc discharges

operate at lower voltages, but cannot be used for steady state operation and consume

large power due to the high current flowing through the electrodes. The combination

of low operational voltage and power requirement of FE-DBDs renders them ideal for

application in microcombustors where low flow velocities are encountered.

Table 5.3. Maximum flow velocity for different plasmas to produce sig-
nificant EHD effects (ZEHD ≥ 0.1). Parameters taken from [95].

Plasma Density Voltage Power n+ − ne vmax

type [kg/m3] [V] [W] [m−3] [m/s]

Arc 0.8 50 5000 5 x 1021 707

Glow 0.05 500 2.5 5 x 1017 89

Streamer 0.5 50000 25 5 x 1017 283

DBD 0.4 5000 2.5 5 x 1017 100

Fast ionization wave 0.13 105 107 5 x 1018 2481

Radio Frequency (RF) 0.04 2500 12.5 1 x 1017 100

Microwave 0.06 5000 2500 5 x 1022 81650

Offset FE-DBD 1.17 325 24/cm2 2.51 x 1018 23.6

Planar FE-DBD 1.17 275 3/cm2 2.95 x 1017 7.45
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5.5 Microcombustor Concept and Model

Figure 5.14 presents a MEMS microcombustor concept that uses the planar elec-

trode FE-DBDs to ignite and aid in the combustion of hydrogen-air mixtures. The

channel is made of quartz and sits atop a silicon bottom plate. The design is based

on the microburner concept presented by Mackay et al. [85]. The location of the ac-

tuators is close to the fuel and oxidizer inlets in order to enhance mixing and increase

residence time in the channel. The momentum and energy imparted by the plasma

are used to heat and mix the fuel and oxidizer, and the exhaust gases are comprised

primarily of environmentally friendly H2O and N2.

Figure 5.14. H2-air MEMS microcombustor concept (a) design and (b)
sectional view indicating planar electrode actuator setup.

The momentum and energy sources described and shown in Chapter 4 are used

to model hydrogen-air combustion using CFD as shown in Figure 5.15. A steady

parabolic flow of hydrogen with a centerline velocity, v0, of 0.25 m/s and tempera-

ture of 300 K is introduced at the inlet of the main channel. In order to maintain

stoichiometric proportions, a parabolic flow of air with a centerline velocity of 0.53

m/s and temperature of 300 K is introduced at the other inlet, which is perpendic-

ular to the main channel. Heat loss through the quartz walls to ambient air at 300

K is included. The conservation equations given by equations 5.13-5.15 are solved in

conjunction with the species transport equation.
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Figure 5.15. Modeling setup and boundary conditions for field emission
plasma assisted microcombustion using CFD.

In order to model the combustion chemistry, an 18 species, 70 reaction model is

used in the species conservation equation given by:

∇ · (ρv⃗Yi) = ∇ · (ρDi∇Yi) +Ri (5.19)

where, the subscript i refers to the species, Y is the species mass fraction, D is its

diffusion coefficient in the mixture, and R is its net rate of production by chemical

reactions. The 70 reaction model is obtained by retaining all the chemical reactions

involving H, N and O in the GRI-Mech 3.0 combustion mechanism [143] and using

the Arrhenius rates from the reaction data set. Of the 53 species in the GRI-Mech 3.0

mechanism, 18 consist of H, O and/or N only and these are indicated in Figure 5.15.

The thermodynamic properties for the species are computed based on the NASA

Polynomial fit [144]. The transport properties i.e., the viscosities, conductivities and

diffusivities of all the species are determined based on kinetic theory [131, 165] using

parameters obtained from [144]. It is significant to note that the modification of the

combustion mechanism by the charged species is not modeled here and may further

contribute to faster ignition and enhanced combustion [95, 98, 99].
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A uniform grid with 1,150,000 cells is used to model the flow in the microcombus-

tor. A grid convergence study is performed using grids with number of cells in the

range of 287,500 to 4,600,000. The temperature, H2O mole fraction and velocities

are compared for the different grids. The maximum deviation in the properties when

the number of cells is increased beyond 1,150,000 is 2.5% and this refinement is thus

sufficient for the calculations.

A major challenge to overcome when designing a microcombustor is to ensure

that the residence time of the fluid in the chamber is longer than the chemical time

required for complete combustion to occur [166]. The planar electrode FE-DBDs

without DC bias voltage aid this by creating vortices which reduces the velocity of

the fluid directed towards the outlet. They supply heat which is required to ignite the

fuel, without providing additional velocity directed towards the channel exit. Here, 4

such actuators are used for the combustion of hydrogen and air.

5.6 FE-DBD Microcombustion Results

The results of the microcombustion simulation are shown in Figure 5.16. The

temperature reaches a maximum value of 2990.8 K. This is 611.4 K higher than the

adiabatic flame temperature of 2379.4 K for stoichiometric H2-air mixture at 300 K

and 1 atm determined using NASA CEA [167]. The high temperature reached is

a result of the additional heat imparted by the plasma to the flow. The average

velocity of the products at the outlet is 4.39 m/s. 99.6% of the hydrogen entering

the combustor is consumed. Dissociation along the channel length reduces the mole

fraction of H2O from 0.28 near the plasma region to 0.17 at the channel exit. The

exhaust is primarily comprised of H2O and N2 which account for a total mole fraction

of 0.82. Trace amounts of OH, H2, O2 H, O and NO account for the remaining exhaust

gases. The mole fractions of all the species at the outlet of the microcombustor are

summarized in Table 5.4.
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Figure 5.16. (a) Velocity, (b) Temperature and (c) H2O mole fraction
contours in the microcombustor using 4 planar electrode actuators with
275 Vp−p and no DC bias. Black rectangles indicate regions actuated by
the plasma.
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Table 5.4. Average mole fraction of different species at the microcombus-
tor outlet.

Species Average exit Species Average exit

mole fraction mole fraction

N2 0.65 N 8.9 x 10−6

H2O 0.17 NO2 3.7 x 10−6

OH 0.04 HNO 1.1 x 10−6

H2 0.04 N2O 9.0 x 10−7

O2 0.03 NH 8.8 x 10−7

H 0.03 H2O2 5.6 x 10−7

O 0.02 NH2 1.1 x 10−7

NO 0.01 NNH 6.5 x 10−8

HO2 1.4 x 10−5 NH3 3.9 x 10−8

This study chiefly explores the contribution of the energy imparted by the plasma

to heat the flow and sustain steady-state combustion in the microcombustor. When

the actuators are not used, combustion does not occur as seen in Figure 5.17. The

temperature of the gases are 300 K along the entire length of the channel and the

H2O mole fraction is 0. When the actuators are used, the heat transferred from the

plasma increases the temperature by an order of magnitude and causes autoignition of

H2 in air. Figure 5.17 (a) shows that the heat loss through the channel walls reduces

the maximum temperature by 189 K. Figure 5.17 (b) shows that although the outlet

temperature is lower when wall heat losses are accounted for, the mole fraction of

H2O is higher because lower temperature leads to lower rate of dissociation of H2O

when compared to the case with adiabatic walls.

The supply of radicals by the plasma required to sustain the chain reactions for

combustion are not accounted for. This would reduce the ignition time and improve
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Figure 5.17. Effect of the presence of plasma and the wall heat loss on
the (a) temperature and (b) H2O mole fraction along the centerline of the
microcombustor main channel.

the combustion efficiency of the system [95, 98, 99]. The total rate of heat release

by all the reactions close to the plasma actuators are shown in Figure 5.18. Most

of the heat is released in the vicinity of the flame, which for the present geometry,

inlet velocities, and actuator positions is located near the intersection of the micro-

combustor main channel and the air inlet channel. Based on previous work [168] as

well as the simulations shown here, the most important radicals that determine the

temperature and velocity are OH, O and H. The reactions with the highest rates that

lead to radical formation or heat release are:

R1: H +O2 → OH +O

R2: OH +H2 → H2O +H

R3: 2OH → O +H2O

The total electrical input power to the 4 AC planar electrode actuators is 0.2 W/cm.

The power generated by the complete combustion of the hydrogen entering the

combustor is 6.63 W/cm. Thus, the total input power to the system is Pinput =

6.83 W/cm. The total electrical power consumed by the actuators is just 3% of the
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Figure 5.18. Total reaction heat release close to the plasma actuation
region.

power released by complete combustion of the fuel. The total power released due to

the chemical reactions during combustion can be determined based on the enthalpy

of reaction for all the processes occurring in the combustor. The energy released by

combustion manifests itself as a combination of chemical, thermal and kinetic energy

at the outlet of the microcombustor. A part of the kinetic energy may also be con-

verted to thermal energy due to viscous dissipation. However, since the source of the

energy is due to the heat release during the reactions, the total power output of the

system is computed as:

Poutput = −∆

(
ρ
∑
j

(
Yjh

0
j

)
(v⃗ · n⃗)A

)
(5.20)

where, h0
j is the formation enthalpy of species j, n is the surface normal, and A is the

area of the surface. ∆ represents the difference in the computed quantity between the

outlet and the inlet of the microcombustor. The negative sign exists to account for

the negative enthalpy of reaction for exothermic reactions. The total output power for

the 2D microcombustor is Poutput = 1.97 W/cm. This can be increased or decreased

based on the application requirement by controlling the number, type, and voltage
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input of the FE-DBDs used to actuate the flow. The combustion efficiency of the

microcombustor is calculated as the ratio of the total output to the total output

power for complete combustion of the fuel and has a value of ηcomb = 29.7%. The

efficiency of the microcombustor is determined as the ratio of total output and input

powers and has a value of η = Poutput/Pinput = 28.8%.

Figure 5.16 shows that the flame is maintained near the oxygen inlet and not

exactly at the location of the plasma actuators. This is because the flame always

moves towards the reactants and is maintained as close to the inlet as possible under

steady state for the inlet velocities and mole fractions specified. Hence, the heat

release occurs in this region. Increasing the velocity at one of the inlets would move

the flame further away from that inlet. In order to demonstrate this, a simulation is

performed with the same H2 inlet velocity of 0.25 m/s and a higher air velocity of

0.75 m/s (compared to 0.53 m/s shown earlier). The contour of the total reaction

heat release for these conditions is shown in Figure 5.19. The location of the flame

and thereby, the region with the highest heat release moves away from the air inlet

toward the first FE-DBD location when compared to Figure 5.18.

The operational volatge of FE-DBDs can be significantly reduced by coating the

electrodes with carbon nanostructures as shown in Chapter 4. The offset electrode

FE-DBDs when coated with nanostructures such that β = 1000 produce a very high

heat source term which is capable to igniting H2-air mixtures at an operational voltage

of just 50 V as shown in Section 5.3.4. The high y-momentum source also increases the

vorticity which can effectively mix the fuel and oxidizer in the microcombustor. The

high energy transfer and vorticity are the major reasons for using the planar electrode

FE-DBD without a DC bias in the MEMS microcombustor. An additional reason is

that there is no momentum imparted in the x-direction which helps in increasing the

residence time of the gases to ensure complete combustion.

Another method of ensuring a longer residence time of the gas is by providing a

small x-momentum in the negative x-direction. This is explored here using the nanos-

tructure coated offset electrode FE-DBDs at 50 V arranged in such a way that the
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Figure 5.19. Total reaction heat release close to the plasma actuation
region for a higher air inlet velocity of 0.75 m/s.

exposed cathode is to the left of the embedded anode. This provides a small pump-

ing effect along -x to the flow along +x, slows down the gases, and creates additional

vorticity when coupled with the y-momentum source to ensure better mixing. The

results of microcombustion using such an arrangement in shown in Figure 5.20. The

maximum temperature in this case is 2468.6 K which is still higher than the adiabatic

flame temperature for the mixture, but is lower than the case shown in Figure 5.16.

The average velocity of the products at the outlet is 2.97 m/s and the exhaust in this

case has a higher average H2O mole fraction of 0.34 indicating very low dissociation

of H2O along the main channel.

The cause for the low dissociation is explored further in Figure 5.21. The low

velocity of the flow due to the negative x-momentum transfer from the FE-DBD

actuators leads to low viscous dissipation along the length of the channel. Thus, the

temperature is about 500 K lower in the main channel which leads to lower dissociation

of H2O. The total input power to the microcombustor in this case is 23.35 W/cm.
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Figure 5.20. (a) Velocity, (b) Temperature and (c) H2O mole fraction
contours in the microcombustor using 4 carbon nanostructure coated off-
set electrode actuators with 50 Vp−p and -25 Vdc bias. Black rectangles
indicate regions actuated by the plasma.
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The output power calculated using Equation 5.20 is 5.11 W/cm. This results in a

combustion efficiency of 77.1 %, which is a factor of 2.5 higher than the case for lower

field enhancement factor. The total efficiency, however, is 21.9 % which is lower due

to the large power consumption at high field enhancement factors. Thus, the carbon

nanostructure coating achieves combustion with a higher combustion efficiency with

an input voltage of just 50 V.
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6. SUMMARY

A numerical model is built to study argon plasma properties for a square wave input

with a cycle frequency of 80 kHz in a R2R RFCVD system for carbon nanostructures,

and the results are compared to experimental measurements. The higher frequency

harmonics associated with the 80 kHz cycle frequency square wave voltage enable the

sustenance of the high sheath displacement current required for an α discharge. An

increase in voltage leads to sheath breakdown causing transition to a hybrid mode

between the α and γ modes, with a 4 orders of magnitude higher electron number

density than the α mode. The sheath displacement current of the hybrid mode

is high during the rapid rise and fall of voltage and low during the constant voltage

duration of the RF cycle. A further increase in the voltage produces the γ mode where

the sheath displacement current is low throughout the cycle. The variations of gas

temperature with voltage and gas pressure follow the same trend for simulations and

experiments. The modeled values are 22.5% higher on average due to the presence of

residual molecular hydrogen and hydrocarbon species in the experiments. Variation

of the cycle and rise frequencies for the square wave reveals that a minimum rise

frequency of 400 kHz and a minimum cycle frequency of 40 kHz are required for the

sustenance of the α and the hybrid modes at 9.5 mbar.

The Ar emission intensity is modeled for 186 V voltage amplitude and 80 kHz

cycle frequency square wave input at 9.5 mbar using a CRM, and the results are

compared to OES measurements at 3 different locations in the discharge for the 400

to 870 nm wavelength range. The first 41 states of argon are modeled and excitation,

relaxation, ionization, recombination, diffusion, spontaneous emission and radiation

trapping are considered to determine the population densities of each state. The

RSS deviation between OES and CRM is found to be 0.07 at the discharge center,

indicating very good agreement between the two. The deviation is higher close to
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the electrodes due to the uncertainty in the measurement location, non-uniformity of

plasma properties close to the electrodes, and contribution from ion emissions which

are not considered in the CRM.

The 1D argon plasma model is extended to include hydrogen chemistry and the

plasma properties are studied for a square wave input of cycle frequency 80 kHz at a

pressure of 9.5 mbar in the R2R RFCVD system. The existence of the α and hybrid

modes in addition to the γ mode are seen for hydrogen plasma, but the transition

voltage values are higher for hydrogen than for argon plasma at the same pressure.

This is attributed to the diatomic nature of hydrogen which leads to electron energy

transfer to the rotational and vibrational modes. The higher energy input requirement

for avalanche ionization leads to higher breakdown voltage in the sheath and thereby,

higher transition voltage from the α to the hybrid and the hybrid to the γ regimes.

The dominant ionic species during the α mode is H+
3 and during the hybrid and γ

modes is H+. The gas temperature predicted by the model lies in the expected range

of rotational temperature values based on experimental measurements. Moreover, the

ratio of the emission intensities of the Hα to the Hβ lines displays the expected trend

based on OES measurements.

The plasma properties obtained from the pure H2 model are used in a 0D steady

state chemistry model for hydrogen and hydrocarbon species for H2/CH4 plasma at

different locations in the discharge gap. The dominant neutral species in the discharge

overall are found to be H2, H, C2H and C2H2. The hydrocarbon ionic species with

the highest mole fractions are C2H+
3 , C2H+

4 and C2H+
6 . Increasing the concentration

of methane from 5% to 30% does not have a significant impact on the precursor

concentrations which is in agreement with experimental sensitivity analysis. In the

region close to the electrode or for α discharges, the high electron temperature leads to

higher dissociation and ionization rates, which increases the mole fraction of the ions.

The low electron temperature and number density at the edge of the sheath lead to

negligible ion concentration at this location. This might be suitable for nanostructure
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deposition in cases where low precursor concentrations are desirable (such as for single

layer graphene) to avoid over deposition.

A new field emission dielectric barrier discharge flow control and power genera-

tion methodology is proposed for microsystems where large viscous losses and moving

parts make conventional pumping highly inefficient. We present two FE-DBD config-

urations with different electrode arrangements to generate surface discharges, namely

the offset electrode actuators with one electrode embedded in a dielectric layer, and

the planar electrode actuators where both electrodes are exposed to the atmosphere.

The electrodes and dielectric of the DBD are to be only a few microns thick for the

device to be field emission dominated for voltages around a few hundred volts and

below. PIC/MCC is used to model the plasma properties, and the source terms are

computed by tracking the momentum and energy exchange over all collisions and

averaging over time. An input frequency of 1 GHz is found to produce the highest

source terms when compared to other frequencies for the same input voltage. A sin-

gle FE-DBD produces period averaged momentum source of ∼1 MN/m3 and energy

source of ∼1 GW/m3 with power consumption of on the order of tens or hundreds of

mW/cm.

These source terms are coupled to the energy and momentum conservation equa-

tions to model flow through microchannels. Theoretical analysis for plasma actuated

Poiseulle flow is in good agreement with CFD, when the actuators are closely placed

along the microchannel to create a continuous uniform body force under incompress-

ible conditions. The gain in flow rate is inversely proportional to Re. CFD simulations

of the compressible flow actuated by discrete FE-DBDs show that the offset electrode

configuration is better for providing directed velocity for micropumping applications.

The planar electrode actuators, on the other hand, provide more efficient mixing by

generating vortices and when a DC bias voltage is not applied, they impart heat

without pumping the flow. A variety of actuators, arrangements, and inputs can be

combined to produce temperature, velocity, and vorticity profiles that are catered to

different applications.
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The electrohydrodynamic interaction parameters of commonly used aerospace

plasmas are summarized and the maximum flow velocity at which the EHD forces

still play a significant role in flow actuation for each plasma type are evaluated. Field

emission based actuators are best suited for microcombustion applications owing to

their ability to overcome the viscous forces associated with low Reynolds number

flows by consuming very low power. They also provide a source of heat to overcome

the large heat lost through the walls of the microcombustor. The planar electrode

FE-DBDs are found to initiate and sustain the microcombustion of hydrogen-air mix-

tures with a power output of 1.97 W/cm at 29.7% combustion efficiency and 28.8%

total efficiency. Coating the electrode surfaces of FE-DBDs enhances the field emis-

sion and reduces the breakdown voltage further achieving microcombustion with a

77.1% combustion efficiency using 4 offset electrode actuators at just 50 V input.
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7. RECOMMENDATIONS

This work presents 1D analysis of argon and hydrogen plasma between the electrodes

in a R2R RFCVD system. The next step would be to include the copper foil growth

substrate between the electrodes to evaluate the effect of its presence on the plasma

structure and properties. The field emission due to the nanostructures grown on the

substrate could modify the plasma characteristics and this effect must be resolved.

The chemistry for N2, O2 and CH4 would need to be included in the 1D model in order

to determine the precursors that contribute to the growth of different nanostructures.

The results of the model at different conditions would have to be related to the growth

characteristics similar to the Goodwin-Harris [30,169] model for diamond deposition.

A higher dimensional (2D or 3D) model that includes all the different gases used in

the system and the coupling effect of the plasma with the growth substrate would be

of interest for nanostructure growth optimization. The RF power losses and various

heat transfer effects in the chamber could be simulated using this method. However,

it would require parallel processing capabilities to handle the large number of cells

associated with such a large-scale model. Another interesting direction for growth

optimization is to perform Molecular Dynamics (MD) simulations near the growth

region to model the deposition process based on the plasma chemistry and properties.

Growth optimization and control would ultimately result in reducing the harmful

emission of Polycyclic Aromatic Hydrocarbons (PAHs) and improve the utilization

of methane in the system, thereby contributing to more environmentally friendly

manufacturing.

The feasibility of FE-DBDs for flow actuation and microcombustion are evaluated

in this work using 2D PIC/MCC and CFD simulations. The actuators in the micro-

combustor are located near the intersection of the microcombustor main channel and

the air inlet channel. It would be interest to investigate the influence of the actuator
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location on the combustion performance in future work. The effect of the plasma

radicals on the combustion mechanism is not included here and may further enhance

the combustion characteristics of this MEMS microcombustor concept. The inclusion

of air chemistry for PIC/MCC, charged species chemistry for CFD, and evaluation

of these effects would be the next step to advance the simulations. It would also be

of great interest to fabricate the FE-DBD device designed in this work and evaluate

its ability to generate microplasma. Experimental plasma properties and flow actu-

ation characteristics would have to be compared with the predicted 2D results. The

ultimate goal would be to deposit carbon nanostructures on the electrode surfaces in

order to reduce operational voltage as well as use electrodes that do not experience

disintegration or degradation when applied for microcombustion power generation.
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