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ABSTRACT

Wang, Lihui PhD, Purdue University, August 2019. Effects of Marangoni Flows on Particle
Transport and Deposition during Drop Evaporation. Major Professor: Michael T. Harris.

The evaporation of a liquid drop containing particles resting on a substrate have diverse

industrial applications including inkjet printing, spray coating, fabrication of functional

nanomaterials, disease diagnosis, among others. In addition to these wide ranging practical

applications, the sessile drop evaporation can be observed in everyday life with dew drops,

coffee spills, and the dry patterns of other beverages.

The self-assembly of particles during drop evaporation is a process that is affected

by various factors, such as contact line (CL) behaviors, microfluidic flows, short-range

interactions of particle-interface and particle-particle. Each of these factors are complicated

enough to study, let alone the total effects on the process. The primary goal of this work is

to investigate the influence of microfluidic flows and the particle-interface interaction, viz.

the evaporation process was subject to a pinned CL and the particle-particle interaction was

neglected under dilute particle concentration. To accomplish this goal, the Galerkin/Finite

Element Method (G/FEM) is used to solve for the flow, the temperature and the particle

concentration profiles.

The complexity of the problems comes from various surface phenomena, one of which

is the surface tension. The surface tension brings capillary force in the normal direction and

capillary flow toward the CL, which results in the well-known coffee-ring effect. More-

over, the surface tension changes with temperature, surfactant concentration, etc. resulting

in Marangoni stresses in the tangential direction. The Marangoni stress on the surface

leads to circulations of flow inside the drop and the circulation can be either clockwise or

counterclockwise depending on the direction of the stress.
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When the Marangoni stress is merely caused by temperature change, the circulation

direction changes not only in time but also in space. At late stage of evaporation, i.e.

with a small contact angle (CA), multi-circulation flow profiles emerge. This flow pro-

files are featured with stagnation points and transition points. The stagnation points can be

further categorized into capillary-induced stagnation points and Marangoni-induced stag-

nation points. By introducing the concept of capillary-induced stagnation points, the simu-

lations reached agreement with experiments in terms of the radial location of the observed

stagnation points.

The multi-circulation flow profiles implied regional segregation inside the drop. When

a large circulation is observed in most part of the drop and a small circulation exists near

the CL, particle concentrations are relatively uniform in each individual region but differs

significantly across the two regions. Transition points are used to characterize the location

of the regional segregation, which can be adjusted by Marangoni stress.

Marangoni circulations in different directions revealed distinct influences on particle

distribution and deposition. First, while both directions facilitate even distribution of par-

ticles, a clockwise circulation strengthens CL accumulation for a small Marangoni stress.

Second, a counterclockwise circulation with a small Marangoni stress impedes the deposi-

tion rate of particles, while a clockwise circulation facilities the deposition no matter how

small the Marangoni stress is. This results is under a condition of a strong adsorption

between particles and substrates.

The analysis and understanding of the above results are crucial to elucidating and con-

trolling the final deposition patterns of particles. Thus, the focus of this research is to un-

derstand the combined effect of Marangoni stress and capillary flow on particle deposition

during sessile drop evaporation.
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1. INTRODUCTION

Drop drying is a common phenomenon in nature. It is mostly well known for the “coffee

ring” pattern that is left by a coffee drop after the drop dries on a table. The process of the

pattern formation was first explained and scaled by Deegan [1]. The system of evaporating

drops containing non-volatile solutes receives great attention and has been widely applied

in fields like photonic device production [2–5], disease diagnosis [6–8], deposition of DNA

sequencing microarrays [9, 10], nanochromatography [11, 12] and other evaporative self-

assembly techniques [13, 14]. Various modifications to this system have been used, such

as drop drying on hydrophobic surfaces [15], surfactant addition [16], vibration or electric

field applications [17, 18], to control the deposition patterns. But a theoretical understand-

ing of the process of particle deposition in drop evaporation requires further study.

1.1 Drop Evaporation of Pure Fluid

1.1.1 Classification of Drop Evaporation

First, evaporating drops can be classified, based on their positions, into sessile drops,

pendant drops, and inclined drops. This classification is important because gravity shows

its effect for different positions. One effect of gravity is the shape of drops. This effect is

only important when a drop is large enough. When the drop base radius R is much smaller

than the capillary length lcap =
√

σ/ρg (where σ is surface tension, ρ is fluid density, g is

gravitational constant), the drop shape is determined by capillary force as a spherical cap.

In the adverse case, the drop sags under gravity. Another effect of gravity is the buoyancy-

driven flow, which is important when the gravitational Bond number is large. The last effect

of gravity is its influence on the particles inside colloidal drops, especially when particles

inside the drops are over 1 nm [19].
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Another classification of drop evaporation is according to the contact line and contact

angle θ behaviors as evaporation processes. The contact line location represents the drop

base radius R. Two most typical modes are a pinned-contact-line mode and a fixed-contact-

angle mode [20] (Figure 1.1). In the former case, the contact line of the drop is fixed at

a certain location, and the contact angle of the drop decreases as the drop evaporates. In

the latter case of a fixed-contact-angle mode, the contact line moves inward and the contact

angle remains the same. The whole evaporating process does not happen solely in one of

the two modes. These modes are used to describe a certain period of the evaporation. A

mixed type was also reported to describe that the drop would suddenly change its shape,

sometimes with an increase in θ accompanying a decrease in R, and sometimes with a

decrease of both θ and R [20]. Generally, surface roughness is the origin of contact line

pinning [21]. Particle existence in a droplet enhances the pinning effect [22–24].

DROP EVAPORATION TYPES

!1

R <∼1mm R >>1mm

constant contact angle pinned contact line

water

contact angle hysteresis θ ∈[θR ,θA ]
receding contact angle θR

advancing contact angle θ
A

water on glass, θR ∼ 3° - 5°

sessile water drop pinned contact line spherical cap shape

spherical cap drop puddle or film
R R

Figure 1.1. This figure shows the two pure modes of droplet evaporation.
The right is the fixed-contact angle mode: a droplet with a constant con-
tact angle. The left is the pinned-contact line mode: a drop with a constant
contact area, or a pinned contact line. The solid line shows the drop be-
fore evaporation, and the dashed line shows the drop after part of liquid
evaporates.

In the contact-line-pinning mode, the behavior of the contact angle change is called the

”contact angle hysteresis” [25]. For a certain drop, there is an equilibrium contact angle θE

calculated according to the Young-Dupre equation as

cosθE =
σSV −σSL

σLV
, (1.1)

where σSV , σSL, σLV are the surface tensions between the solid-vapor, solid-liquid, and

liquid-vapor phases, respectively. However, an evaporating drop is usually not at an equi-
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librium state in terms of the contact angle, especially when evaporation is under a pinned

contact line mode. The range of the contact angle change is between a maximum and a

minimum contact angle. The maximum angle is called the advancing contact angle θA,

and the minimum is called the receding contact angle θR. A drop can keep the contact line

pinned with a metastable contact angle between θA and θR. A drop with a larger θE often

has a smaller hysteresis range [26], thus more likely to evaporate in the constant contact

angle mode.

This work focuses on a sessile drop evaporating in the pinned contact line mode till late

stage. This is the kind of evaporation where the coffee-ring effect occurs.

1.1.2 Evaporation Rate and Flux

The evaporation speed of a drop has been long studied. Maxwell in 1877 first worked

on drop evaporation in still air by assuming that the vapor outside an evaporating drop is

at quasi-steady state [27]. The quasi-steady evaporation is widely applied later in solving

problems of droplet evaporation. Harry W. Morse first studied sessile drop evaporation on

a substrate in 1910. He concluded from experiments of iodine drops that the evaporation

rate is proportional to the droplet radius rather than its surface area, as dm
dt = −kr, where

m is the liquid mass, r is the radius, and k is a constant [28]. Langmuir further explained

the proportionality in 1918 by using the analogy between vapor diffusion and heat con-

duction based on the quasi-steady mode [29]. The conclusion that the drop bottom radius

determines the evaporation rate also applies to water drops on glass according to Birdi’s

experiments [30]. Birdi also showed that when a drop evaporates in a pinned-contact-line

mode, the evaporation rate remained unchanged [31].

The evaporation flux along the surface of a spherical-cap shaped sessile drop has also

been widely studied. In theoretical studies of drop evaporation, two kinds of evaporation

flux are common: a hydrodynamic model and a kinetic model. They care about different

limiting steps of evaporation. The kinetic model believes that the mass transfer across the

liquid-air interface is the limiting step, and the hydrodynamic model treats the diffusion of



4

vapor molecules as the limiting step. Clearly, the quasi-steady evaporation rate adopts the

hydrodynamic model.

The kinetic model is necessary for the following kinds of problems. First is when

evaporation happens at a temperature close to the boiling point. Heat pipes belong to this

kind of condition [32] [33]. Second, evaporation happens in some extreme conditions,

such as evaporation under vacuum [34], low temperature evaporation [35], high pressure

background [36]. Last, microscopic studies of evaporation near the CL, including drop

impact [37,38] and evaporation with CL depinning [35], use the kinetic evaporation model.

Because the CL in microscopic view is a thin layer, the disjoining pressure, which describes

microscopic behaviors between the drop and the substrate, affects the mass transfer and is

included in the model [39–41].

From macroscopic level, it is sufficient to model evaporation with quasi-steady assump-

tion. This assumption has reached agreement with experiments in terms of both evaporation

speed and coffee ring growth [42], while kinetic model yielded a compromised coffee ring

effect [38]. The quasi-steady assumption requires the air around the drop to be still, then

the evaporation flux is controlled by vapor diffusion. Under this condition, although the

net evaporation rate remains constant, the evaporation flux distribution changes with θ .

The flux is integrably singular at the contact line of the droplet [20, 43]. Deegan used the

analogy between the diffusive flux outside a drop and the electrostatic potential surround-

ing a conducting wedge, and concluded that the evaporation flux is a function of the radial

position along the drop surface [1]:

J̃ ∝ (R− r̃)−λ (1.2)

where λ = (π − 2θ)/(2π − 2θ), r̃ is the horizontal distance between the point and the

center of the drop base, and θ is the contact angle, which changes with the evaporation

time. The singularity can be eliminated if disjoining pressure is incorporated in the model,

but this is not going to be done in our work since it needs extra computational efforts.

Hu and Larson solved the drop evaporation rate and flux by an FEM model [43]. By

fitting the FEM simulation results, they gave an expression for the evaporation rate for a

drop with a contact angle no larger than 90◦. Their expression agreed well with previous
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analytical models, such as Picknett and Bexon’s result [20]. Besides, their results confirmed

the flux singularity with an asymptotic equation of the evaporation flux (in a dimensionless

form):

J = J0(θ)(1− r2)−λ(θ), (1.3)

where r is the dimensionless distance from the axis of symmetry (0 6 r 6 1) and θ is

the contact angle. The equations for J0(θ) and λ(θ) are J0(θ) = (1−Hum)(0.27θ 2 +

1.30)[0.6381− 0.2239(θ − π/4)2] and λ(θ) = 0.5− θ/π . This results have been widely

used in other numerical research for a spherical-cap-shaped evaporating drop [44, 45].

1.1.3 Flow Types in an Evaporating Drop

Microfluidic flow in sessile drop evaporation is worth studying because it affects the

colloidal deposition. Understanding the development of the flow patterns is crucial for

elucidating and controlling the deposition patterns of colloidal particles in an evaporating

drop.

The flow causing the coffee-ring effect is an edgeward capillary flow. The capillary

flow is caused to replenish the mass loss due to evaporation in the periphery of the pinned

contact line [1, 42, 46]. Particles, if there are any, are convected the contact line with the

capillary flow, and deposit near the contact line. This contact line deposition forms the

ring-shape which is the “coffee ring”. Studies on drop evaporation can never dismiss this

flow. Many research, especially theoretical research on colloidal drop evaporation, cared

only about the capillary flow due to the complexity of the problems [47–49].

Another important flow in an evaporating drop is Marangoni flow. Marangoni flow is

caused by variations of the surface tension, and is in the opposite direction from the surface

gradient of the surface tension Osσ (σ is the surface tension). The surface tension gradient

can be caused by variations in temperature, solvent composition [50–52] and surfactant

distribution [53, 54]. Unlike the capillary flow which is always from the center to the pe-

riphery, Marangoni flow direction changes with time and location. A common Marangoni

flow direction in drop evaporation is along the drop surface from the contact line to the
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top, forming a circulation flow together with capillary flow as figure 1.2b. Depending on

the material properties and evaporation time, Marangoni flow is not always in the same di-

rection, though. The circulation can be clockwise, counter-clockwise or multi-directional.

These new flow patterns, compared to the pure capillary flow pattern (figure1.2a), change

the deposition time [55] and the deposition patterns [56, 57] for the dispersed particles if

there are any. Further discussion on Marangoni flow in drop evaporation is in the next

section.

(a)

(b)

Figure 1.2. Flow profiles of (a) capillary flow only, and (b) circulation
forming by capillary flow and Marangoni flow

Bouyancy-driven flow sometimes affects the flow pattern as well, especially when the

drop is heated. An evaporating drop is cooler at the drop surface due to evaporation cooling.

So a temperature difference exists between the drop surface and the drop base, resulting

in a density difference. A gravitational Bond number B = ρghα

β
(where ρ is density of

the fluid, h is the drop height, α is the water thermal expansion coefficient, and β is the

derivative of surface tension with respect to temperature) can be used to determine the

importance of buoyancy-driven flow [58]. For a water drop, buoyancy-driven flow is not

important because of a small B [59], which was also validated by numerical results [60].

add explanation of β to the Marangoni flow paragraph.
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1.1.4 Marangoni Flow

Marangoni flow, observed as early as the 1800s [61], is caused by surface tension gradi-

ent along an interface which results in the fluid flow from the low-surface-tension region to

high-surface-tension region. Such flow exists in an evaporating drop and form a circulation

flow profile together with the edgeward capillary flow. In this section, temperature-induced

Marangoni flow, which is called thermal Marangoni flow, will be discussed.

The relation between surface tension and temperature is linear for a small temperature

change, and the coefficient β is negative for most liquid. This means the high temperature

region is the low surface tension region. Thus Marangoni flow is from high temperature

region to low temperature region.

1.1.4.1 Observation of Marangoni flow

The existence of Marangoni flow in an evaporating droplet has been experimentally

observed by tracking particles in water drops as well as other organic drops.

Early Marangoni flow observation was on organic drops, because Marangoni flow in

pure water drops is hard to observe since water is easily contaminated [62]. In 2002,

Savino used tracers of 20µm to characterize the flow of a hanging n-octane drop with a

base radius of 1.5mm [63]. In 2006, Hu and Larson observed the flow in a sessile octane

drop [64]. These two papers both reported strong Marangoni flow.

Later Xu first reported Marangoni flow in water drops by observing tacking particles

near the contact line [65]. He used a water drop with a base radius of 2mm and an initial

contact angle of 10◦ on a glass substrate. With a microscopic under the transparent glass

substrate, he observed particles moving toward the contact line and then moving away. This

indicated a circulation flow pattern.

Recently, 3D particle tracking allows precise observation of flow in drops. Therefore,

more people observed Marangoni flow in evaporating water drops. In 2013, Trantum et al.

used optical coherence tomography to track the motion of 1µm carboxylated polystyrene

particles in an 1µL water drop on a glass slide [66], and saw Marangoni eddies. In 2015,
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Marin used astigmatism particle tracking velocimetry (APTV) to observe water drops on

a glass slide [67]. 2µm polystyrene particles coated with sulfate groups were used as

tracking indications. They observed Marangoni flow toward the center of the drop in both

a surfactant-free water drop and a surfactant-laden drop.

It is easier to observe Marangoni flow when a drop is heated [68,69], because Marangoni

flow is stronger with greater temperature difference.

1.1.4.2 Theories of Thermal Marangoni Flow

The relation between surface tension and temperature is linear for a small temperature

change. and the coefficient beta is constant and negative for most liquid. This means the

high temperature region is the low surface tension region. So we say Marangoni flow is

from high temperature region to low temperature region.

A counterclockwise of Marangoni flow pattern was obtained by the numerical results

of Girard et al [59, 70]. They used finite element method to model Marangoni flow caused

by inconsistent temperature along the drop interface. The surface temperature was always

lower at the top and higher at the CL. However, their model was not rigorous since evapo-

rative cooling was not included.

Thermal Marangoni flow can be clockwise or counterclockwise, according to Hu and

Larson’s research [46]. They studied droplet evaporation using both analytical solutions

and numerical methods. The lubrication theory approximation was used for the analytical

solution, and the finite element method was used for the numerical model. The two so-

lutions agreed well with each other. Their lubrication theory can be used to predict flow

velocities for a drop with a contact angle as high as 40◦.

There are two causes of temperature gradient along the interface: the nonuniformity of

heat diffusion and the nonuniformity of evaporative cooling. Heat diffusion tend to result in

temperature higher near the CL due to a shorter diffusion path from the drop bottom, while

evaporative cooling tend to result in temperature lower near the CL due to the divergent

evaporation flux. The two factors compete with each other. Heat diffusion nonuniformity is

dominant at early stage of evaporation, and evaporative cooling non uniformity dominates
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the later stage. Therefore, Hu and Larson’s numerical results showed that the circulation

flow changes from counterclockwise to clockwise as the drop evaporates [46]. These con-

clusions were based on the assumption that the drop base is at constant temperature, viz.

uniform temperature in the substrate.

Later Ristenpart gave an analytical result showing that the direction of the circulation

depends on the relative thermal conductivity kR, which is a ratio of the substrate and the

liquid conductivity [71]. From solving heat diffusion near the contact line region, a criteria

was given to decide the direction of the circulation based on kR and the contact angle

θ . The results were validated with experiments by observing the final deposition patterns

with different fluids. Further, Xu incorporated the thickness of the substrate where the drop

rests, and generalized the criteria [72]. These criteria judge the direction of Marangoni flow

according to the temperature gradience direction near the CL, instead of the temperature

all across the surface. This ruled out the possibility of multi-vortices.

1.1.4.3 Stagnation Points

Recent numerical results started to reveal multi-vortices of Marangoni flow [60,73,74],

while the above results assumed monotonous temperature change along the drop surface.

The multi-vortices implied the existence of stagnation points, where the surface flow is

zero, on a drop surface between two vortices.

The existence of stagnation points was also observed by different groups with experi-

ments of water drops [65, 66, 68], but not well explained. In 2007, when Xu et al. verified

the existence of Marangoni flow in water drops, he also observed a stagnation point less

than 17µm away from the contact line [65]. Li et al. also reported that the stagnation point

they observed was less than 50µm away from the contact line [68].

According to results of Barash et al. [73,74] and Bouchenna et al. [60], the explanation

to the stagnation points was the direction change of Marangoni stress on the surface. How-

ever, the numerical results and the experimental results don’t coincide in terms of the radial

positions of the stagnation points. Therefore, the mechanism of stagnation points near the

CL as what were observed in the experiments needs further studying.
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The existence of stagnation points implies the complication of the surface flow in an

evaporating drop. The surface flow is significant in drop evaporation study because parti-

cles, if there are any in the drop, aggregate and even adsorb to the surface during evapora-

tion. Hence, the surface flow affects particle behaviors significantly and is worth studying.

1.2 Particle Behaviors in an Evaporating Drop

Final particle deposition patterns are governed by particle behaviors during drop evap-

oration. The most famous particle behavior in an evaporating drop is the coffee ring effect

where particle deposition occurs near the contact line. The following additional particle

behaviors have been reported in the literature.

1.2.1 Particle Adsorption, Coagulation, Convection and Diffusion

Particle behaviors that were studied include particle diffusion, convection, adsorption

to the substrate, adsorption to the drop surface, and particle coagulation.

Small particles diffuse because of their Brownian motion. The diffusion coefficient of

particles Dp can be expressed by the Einstein-Stokes equation because we assume a dilute

particle concentration of very small particles:

Dp =
kBT

6πµrp
, (1.4)

where kB is the Boltzman constant, T is temperature, µ is liquid viscosity, and rp is particle

radius. The diffusion effect is stronger for particles with a smaller radius, because Dp is

reversely proportional to the particle radius.

The particles are also convected as there is flow of the liquid in the evaporating drop.

Thus, the particle concentration is coupled with flow patterns inside the drop. If the system

is treated as a continuum, the convection-diffusion equation of mass transfer can be used to

model the particle concentration distribution. The Peclet number Pep = vclc/Dp represents

the ratio of mass convection and mass diffusion of particles.

The coffee ring effect is a product of particle convection during drop evaporation. The

growth of the ring during evaporation has drawn the attention of researchers. Berteloot
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et al. analyzed the growth of the ring in the radial direction due to geometry constraint

and concluded a length scale of t
2
3 [49]. They proposed a model that the location of the

evaporation flux singularity gradually moves inward to the front of the ring deposition.

Bhardwaj et al. numerically studied the ring growth by assuming the contact line moved

inward onto the deposited ring structure [75]. A certain contact angle for the phase line of

the fluid, the particle bed and air was used. They both proved that their theoretical work

reached agreements with experiments.

Particle convection affected by Marangoni flow largely change the ring deposition. The

ring deposition was observed to be thinner when the drop was heated, which was attributed

to stronger Marangoni flow. [76]. Parsa et al. even observed secondary rings when the drop

was heated [77]. The distance between the CL ring and the secondary ring was smaller for

higher temperature, which implied the stagnation point was further away from the CL for

higher temperature. However, Li et al. found that the stagnation point was closer to the

CL by observing the turning point of particle traces [68]. The contradiction between work

of Li et al. and Parsa et al. requires further elucidation of drop deposition patterns during

pendant drop evaporation.

Early studies on Marangoni flows in drop evaporation mainly focused on uni-directional

(clockwise or counterclockwise) circulations and believed that counterclockwise circula-

tions suppressed the “coffee ring effect” [64] and the clockwise circulations do not [71,72].

Later, multi-circulations were observed with numerical simulations [60,73,74,78,79].How-

ever, Understanding of the influences of multi-circulations on particle deposition is still

limited.

Experiments of particle traces and deposition patterns have shown ring deposition in

spite of Marangoni flows. Experiments with polystyrene particles in water drops on glass

substrates were done by Li et al. [80]. While counterclockwise circulations were observed

during evaporation, the final deposition with room temperature still presents “coffee rings”.

This contradicts the previous conclusions of counterclockwise circulations suppressing the

“coffee ring effect”.
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Other than particle diffusion and convection in the bulk phase, particles also adsorb to

interfaces, including the drop-substrate interface and the drop-air interface. We will call

the drop-air interface as “drop surface” in the following context. The adsorption is affected

by the materials of particles and substrates. The essence of the adsorption is microscopic

electrostatic behaviors. Therefore, the surface charge of particles affect the adsorption

greatly. Some models are used to simply this aspect of the problem by employing the

Damkholer number, Da = kdlc/Dp, where kd is particle adsorption rate. The Damkholer

number is the ratio of the rate of adsorption to the rate of diffusion.

1.2.2 Adsorption to the Substrate

The effect of particle adsorption was studied by experiments. Yan et al. experimented

with charged polystyrene(PS) particles in water drops on charged substrates and observed

particle deposition patterns [81]. They found that the usage of opposite charged particles

and substrates, which means strengthened attraction between particles and substrates, re-

sulted in particle deposition at the inner region of the droplet and much looser ”coffee

rings”. Later, Dugyala et al. calculated from DLVO (Derjaguin-Landau-Verwey-Overbeek)

theory the interaction energy between particles and substrates at different pH environ-

ment and observed the deposition patterns after evaporation. Their results indicated that

as particle-substrate attraction increases, a uniform film is obtained [82].

The deposition of Brownian particles that interact with a solid surface behaves as a first-

order reaction, where the coefficient of the reaction is derived from the interaction potential

[83]. Widjaja used this theory to simulate particle adsorption on the substrate during drop

evaporation in 2008 [84]. After simulations with the finite element method, final deposition

patterns were derived from the surface concentration of the particles. Various deposition

patterns, including a ring deposition and a uniform deposition, were achieved, and the

patterns were influenced by different values of Pep and Da. The larger Da is, the more

suppressed is the coffee-ring effect. A larger Da means the adsorption effect is stronger,

which can be produced by a strong attraction between particles and the substrate.
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Recently, a more comprehensive model was developed to describe the behaviors of par-

ticle aggregates. A 1-D model given by Zigelman et al. accounted for particle convection,

coagulation and adsorption to the substrate at the same time [85]. For adsorption, the first-

order reaction model was used. It is a breakthrough that they described the behaviors of

particle aggregates comprising of i particles, and solve a series of equations for each i value.

Due to computation capacity limit, the trade-off is that the model, for the convection part,

used an assumed velocity field derived from mass balance. A questionable assumption is

that the evaporation flux was assumed to be constant along the drop surface. At last, both

their analytical and simulation results indicated that a ”central bump” deposition formed

with Da > 1.

Apart from being treated as a continuum, particles can also be modelled microscopi-

cally using molecular dynamics simulations. Katiyar and Singh performed such simula-

tions for the self assembly of particles during drop evaporation, where the temperature was

assumed constant [86]. In the simulations, particle-substrate and liquid-substrate interac-

tions were both included using LJ 12-6 potential energy function: ULJ = 4ε[(σ

r )
12− (σ

r )
6],

where ε and σ are interaction parameters. The pair energy of particles with the substrate

ENP−sur f ace is an indication of particle adsorption, and was varied by changing ε value for

the particle-substrate and the liquid-substrate interactions. Their results showed that the

ring shape deposition was obtained with lower ENP−sur f ace values.

It is noticeable that most theoretical research on particle deposition exclude Marangoni

flow, and even the capillary flow was not precisely modeled in some work [85]. Hence, the

influence of Marangoni flow on particle deposition still needs careful studies.

1.2.3 Particle Accumulation on the Drop-air Interface

Particles accumulate on drop surfaces if the surface shrinks down fast enough to capture

particles. Narayanan and Wang observed the accumulation by small-angle x-ray scattering

and proposed a “kinetic crushing model” [87]. In this model, if drop surface shrink rate is

larger than particle random walk diffusion rate, accumulation occurs.
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Bigioni et al. further proposed an “interfacial growth model”, where surface diffusion

and desorption was considered [88]. The model requires one more condition for surface

accumulation, which is an attractive interaction between the particles and the drop surface.

The interaction was characterized by interfacial diffusion length δ , which can be influenced

by surface tension, particle size, etc. If the location where a particle first impacts on the

surface is less than δ , the particle adsorbs on the drop surface; otherwise it desorbs back to

the bulk phase. Later Li et al. used this model to explain the enhanced particle accumulation

at higher temperature [89].

The drop surface adsorption effectively supresses the formation of the “coffee ring”

and leaves a monolayer of particles at the end of drop drying if the number of particles

dispersed in the drop is well controlled [88]. Particles trapped at the surface of the drop are

prevented from accumulating at the contact line.

Beside surface diffusion, interparticle capillary attraction also facilitates the surface

accumulation. Yunker experimented with ellipsoid particles. They observed the adherence

of particles to the packed structures that already existed at the drop surface, as what is

represented in Figure 1.3 [90]. This is the mechanism by which ellipsoid particles are

prevented from forming the “coffee rings” deposits.

Surface packed structureA particle  
in the bulk

CL

Figure 1.3. Ellipsoid particles presented obvious interparticle capillary at-
traction and a particle in the bulk phase adsorb to surface packed structures
on their way to the contact line [90].
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Al-Milaji and Zhao experimented with dual-droplet inkjet printing process, where two

kinds of particles exist in a water-ethanol droplet and one kind of particles, the sulfate-PS

particles, exists at the drop surface [91]. By observing the final deposition, they found

that there were always a large portion of sulfate-PS particles deposited in the middle of

the drop and formed a disk pattern. Their results were not well explained because the

drop is complicated with two kinds of particles and two kinds of liquid, leading to possible

complex Marangoni flow. However, it was at least valid to speculate from their experiments

that Marangoni flow and surface accumulation can lead to deposition in the drop center.

Particle surface charge affects the surface accumulation according to the experiments

by Anyfantakis et al [92]. By changing surfactant species and amount, they were able to

manipulate particle surface charges from negative to neutral to positive. When particle

surfaces are almost neutral, particles tend to accumulate on the drop surface due to their

hydrophobicity and at last deposit into homogeneous patterns. Otherwise, ring deposition

was formed.

To theoretically study the accumulation process, particle concentration gradient along

the vertical direction needs to be considered, making theoretical studies complex. Thus the

studies are far from enough.

While experiments proved the effectiveness of surface adsorption in suppressing the

coffee ring effect, simulations have shown that the surface accumulation has to be coupled

with Marangoni flow to achieve the supression. If accumulation is included in the model but

Marangoni flow is not, particles still reach the contact line at last, forming ring deposition.

This conclusion was draw from both continuum modeling [93] and molecule dynamics

(MD) simulations [94]. Yet, Zhao and Yong’s MD simulations studied the influence of

surface accumulation and concluded that the accumulation enhanced the particle density at

the deposition center despite that it did not totally prevent the contact line deposition.

Since Marangoni flow seems essential in suppressing the coffee ring effect, a model

including Marangoni flow to study “particle skin” at the drop surface was done by Maki

and Kumar. They gave a mathematical model treating colloid with particles as continuum

and numerically solved it by finite difference method [95]. Their results focused on the
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particle concentration at the drop surface to study the “particle skin” at the drop surface.

The simulations showed that Marangoni flows promote the formation of “particle skin”:

the high concentration region first appeared near the contact line and later shifted to the top

of the drop because Marangoni flow pull the ”skin” to the top. These results implied that

surface flow has great influences on surface accumulation but previous studies on surface

adsorption neglected these influences. On the other hand, their results showed that weak

diffusion promotes the skin formation, which is consistent with Narayanan and Wang’s

model [87]. Limits of Maki and Kumar’s work are that the evaporation flux was derived

from the kinetic model and the CL was not pinned.

1.3 Objective of the Dissertation

The experimental observation of the flows or their influences is hard. One reason is

that it is hard to observe the precise 3D movement of tracking particles or fluid. The other

is that it is almost impossible to change factors at will in experiments. For example, the

magnitude of Marangoni stress is determined by multiple factors including temperature

change, particle concentration, properties of fluid. Therefore, it is impossible to change the

Marangoni stress without other side effects. However, through simulations, it is possible

to apply a certain Marangoni stress without changing other parameters. In this way, it is

much easier to figure out the influence of a single factor.

Although flows inside an evaporating drops have been studied, Marangoni flows have

not been as well understood as capillary flows. On the one hand, temperature-induced

Marangoni flow may cause multi-circulations featured with several interesting phenomena

like stagnation points and region segregation. These phenomena will be studied in this

work. On the other hand, the clockwise circulation and the counterclockwise circulation

behave differently and the magnitude of the Marangoni stress matters.

When particles are dispersed in the drop and adsorb to the substrate, the effects of

Marangoni flows in different directions are even more complex. The particle distribution

and the deposition speed of particles affected by Marangoni flows have rarely ben inves-

tigated due to the difficulty of manipulating the direction or the magnitude of Marangoni



17

stresses/flows. In this work, the effects of fixed Marangoni stress was investigated as well

as the temperature-induced Marangoni stress.
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2. METHODS

A sessile evaporating colloidal drop on a substrate in ambient air at room temperature was

modeled as continuum. The model was assumed axisymmetric. Cylindrical coordinates

(r,z) were used, and the azimuth coordinate was neglected. The base of the drop is located

at the height of z = 0, and has a radius of R (Figure 2.1). The drop rests on a substrate with

a radius of ls and a thickness of d. The contact line was assumed pinned till the contact

angle reached below 3◦ or the simulations stopped converging. The material properties are

shown in Table 2.1, which are for a water droplet on a glass substrate.

PARAMETERS

!1

ls
d

r

z

R

Figure 2.1. Cylindrical coordinates (r,z) were used, and the azimuth co-
ordinate was neglected. The base of the drop is located at the height of
z = 0, and has a radius of R.

The equations are going to be solved in dimensionless forms. Apart from the properties

in Table 2.1, all variables use the allowing notations: tilde symbols refer to dimensional

variables, while bare letters indicate corresponding dimensionless variables based on the

characteristic values denoted by footprint ”c” shown in Table 2.2.

Several assumptions were made in this dissertation: 1) Particle bulk concentration was

so low that it does not affect the fluid properties. 2) Gravitational effects were neglected be-

cause the droplet is so small that gravitational Bond number Bog = ρgl2
c/σ , which means
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Table 2.1.
Simulation Parameters

Variable Definition Value Units

R drop base radius 1×10−3 m

ρ fluid density 9.97×102 kg/m3

µ0 viscosity 8.90×10−4 Pa·s

kl liquid thermal conductivity 0.58 W/m/K

α thermal diffusivity 1.39×10−7 m2/s

T0 initial temperature 25 ◦C

Hum relative humidity in air 0.5 -

σ0 initial surface tension 71.91 dyn/cm

β ∂ σ̃/∂ T̃ -0.1657 dyn/cm/K

cv vapor saturation concentration 2.32×10−2 kg/m3

D diffusivity of vapor in air 26.1×10−5 m2/s

Hv latent heat of vaporization 2264.76 kJ/kg

ks substrate thermal conductivity 0.80 W/m/K

ls half length of the substrate 1.3×10−3 m

d substrate thickness 0.15×10−3* m

ka air thermal conductivity 0.024 W/m/K

rp particle radius 10 nm

* 0.15×10−3 is the value used for Section 3.2. In Section 3.3, d = 0.5×10−3 m

is used.
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Table 2.3.
Dimensionless Groups

Variable Definition Value

Re Re = ρvclc/µ0 7.4×10−4

Ca Ca = µ0vc/σc 8.1×10−9

Pe Pe = vclc/α 4.7×10−3

Pep Pep = vclc/Dp 26.7

REH REH = HvDcc
klTc

2.5

kR kR = ks/kl 1.4

F0 F0 = αs
tc
l2
c

1.4

Da Da = klc
Dp

change with k

the buoyancy is negligible compared to the capillary stress. 3) Furthermore, gravitational

effects on the particles are also negligible since the particles are 10 nm in size where Brow-

nian forces dominate over gravitational forces. 4) If Marangoni flows are caused by tem-

perature change, a comparison between the Marangoni stress and the bouyancy force due

to temperature change indicated that the buoyancy force was negligible as follows. A Bond

number B =
4ρgl2

c
4σ̃

is the ratio between buoyancy force and the Marangoni stress. Density

change 4ρ and surface tension change 4σ̃ are both caused by a temperature change 4T̃

by4ρ = ραV4T̃ and4σ̃ = β4T̃ respectively, where αV = 2.07×10−4 is the volumetric

thermal expansion coefficient of water. Then B = ρglcαV/β ≈ 10−5 is small, indicating

the validity of neglecting the bouyancy force.

2.1 Governing Equations

The domains in our model include the drop domain and the substrate domain. The

dimensionless groups coming from non-dimensionalization are listed in Table 2.3.

Inside the drop, five variables were solved, which are velocity v (including radial ve-

locity u and axial velocity v), pressure p, temperature T and particle concentration cp.
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The fluid phase was assumed Newtonian and incompressible. The continuity equation

2.1 and the Cauchy momentum equation 2.2 determine the flow of the fluid:

O ·v = 0, (2.1)

Re ·
(

∂v
∂ t

+v ·Ov
)
= O ·T, (2.2)

where the stress tensor T = −(1/Ca) · pI+ µ

[
Ov+(Ov)T

]
and Ca = τc/pc. µ = µ̃/µ0

is the dimensionless viscosity that changes with the particle concentration cp according to

the Krieger-Dougherty relationship [96]:

µ =

(
1− cP

cpm

)−2

, (2.3)

where µ0 is the viscosity of pure liquid. Here the force balance includes the inertia and the

viscous stress, and the ratio of the former to the latter is given by Reynolds number Re.

The heat transport in the drop was modeled by the heat convection-diffusion equation:

Pe
(

∂T
∂ t

+v ·OT
)
= O2T . (2.4)

The particle dynamics in the drop were described as continuum by the convection-

diffusion equation:

Pep

(
∂cp

∂ t
+v ·Ocp

)
= O2cp, (2.5)

where cp is the dimensionless particle concentration, Pep = vclc/Dp is the Peclet number

for mass transfer which is the ratio of particle convection to diffusion . Dp is the diffusion

coefficient of particles, which was given by Einstein-Stokes relation:

Dp =
kT

6πµ0rp
, (2.6)

where rp is the particle radius.

In the substrate domain, only one governing equation of heat conduction was solved by

∂Ts

∂ t
= F0O

2Ts, (2.7)

where Ts is temperature of substrate, F0 is Fourier number that describes the ratio of heat

conduction and heat storage.
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2.2 Boundary Conditions

There are five boundaries that need boundary conditions: the drop surface z= h(r, t),06

r 6 1 (h is the height of the drop which changes with locations and time), the drop-substrate

interface z= 0,06 r 6 1 (also called the drop base), the substrate lower surface z=−d,06

r 6 ls, the axis of symmetry r = 0 and the substrate-air interface z = 0,1 < r 6 ls.

On the drop surface, there are mass balance for the fluid, momentum balance for the

fluid, heat balance for the fluid and mass balance for the particles. The mass balance is be-

tween surface movement, fluid velocity and evaporation, that is given by kinetic boundary

condition:

n · (v−vs) = J, (2.8)

where n is the surface normal vector shown in Figure 2.2, vs =(dr/dt,dz/dt) is the velocity

of the surface, J is the dimensionless evaporation flux. The evaporation flux is solved from

quasi-steady state vapor diffusion in the air domain O2c = 0 (c is the vapor concentration).

However, in order to save computational efforts, we did not incorporate the air domain and

employed the forms of the flux J derived by Hu and Larson [43]:

J = J0(θ)
(
1− r2)−λ(θ) , (2.9)

where r is the radio position (0 6 r 6 1) and θ is the contact angle. The term
(
1− r2)−λ(θ)

means the integrable singularity at the contact line r = 1. The equations for J0(θ) and

λ(θ) were J0(θ) = (1−Hum)
(
0.27θ 2 +1.30

)[
0.6381−0.2239(θ −π/4)2

]
and λ(θ) =

0.5− θ/π . The employment is valid because both the capillary number and the gravi-

tational Bond number is so small that the drop remains a spherical-cap shape, which was

an assumption in Hu and Larson’s work.

The momentum balance on the surface consists of internal stress and surface stress

including capillary stress and Marangoni stress:

Can ·T =−2H σn+Osσ , (2.10)

where 2H is twice the mean curvature. The Marangoni stress term Osσ is the change of

surface tension along the surface.



24

Two kinds of imposition of Marangoni stresses were used. First, the Marangoni stresses

are caused by the temperature change due to evaporative cooling and heat transport. Then
dσ

dT = β
Tc
σc

, where β = ∂ σ̃/∂ T̃ is constant for a small range of temperature change, mean-

ing the surface tension is linearly related to temperature. As a result, Equation 2.10 is

substituted by

Can ·T =−2H σn+

(
β

Tc

σc

)
OsT. (2.11)

Second, to acquire general understanding on the effects of the directions and the mag-

nitudes of the Marangoni stress, fixed Marangoni stresses were applied. A Marangoni

number Ma = 4σ̃

µ0vc
stands for the ratio of Marangoni stresses and viscous stresses (also

the dimensionless Marangoni stress τMa). To use certain magnitude of Marangoni stresses,

Equation 2.10 is changed to

Can ·T =−2H σn+Ca ·Mat, (2.12)

where t is the unit tangential vector, shown in Figure 2.2, whose direction is in the direction

where r increases. If the Marangoni stress is in the same direction as t, then Ma is a positive

value, vice versa. The results with a fixed Marangoni stress are valid for broader cases,

since the Marangoni stress can be caused not only by the temperature change, but also

solvent composition, surfactant distribution, etc.

The temperature distribution at the drop surface is influenced by the heat balance be-

tween diffusion and the evaporative cooling. The evaporative cooling flux is proportional

to the evaporation mass flux J̃ as HvJ̃ where Hv is the latent heat of vaporization. So the

balance is given as

REH · J =−n ·OT , (2.13)

where relative vaporization heat REH = HvDcc
klTc

is the ratio of evaporative cooling to diffu-

sion.
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The last boundary condition on the free surface is for particle concentration. Because

no particles cross the surface, evaporated liquid leaves particles near the surface. Therefore,

the condition is

Pepcp · J+n ·Ocp = 0. (2.14)

At the drop-substrate interface, there is no slip, no penetration for the fluid:

v = 0. (2.15)

The heat flux from the substrate side and toward the drop is continuous, so

n ·
(
OTs−

1
kR

OT
)
= 0, (2.16)

where relative heat conductivity kR = ks/kl is the ratio of substrate heat conductivity to the

liquid heat conductivity.

Particles do not cross the interface, meaning n ·Ocp = 0 if no deposition is considered.

However, particles deposit on the substrate, i.e. the drop-substrate interface, which requires

a surface concentration Γ̃ to represent the amount of the deposited particles. The deposition

of particles before complete dryiness of the drop is in essence an adsorption of particles

onto the substrate, which can be described as a first-order reaction [83]:

∂ Γ̃

∂ t̃
= k · c̃p, (2.17)

where k represents the reaction constant of the first-order reaction of adsorption. As a

result, the BC of particle concentration at the substrate suface is:

n ·Ocp +Dacp = 0, (2.18)

where Da = klc
Dp

represents the ratio of adsorption flux to diffusion flux.

The substrate lower surface was assumed to be at constant temperature, same as the

ambient temperature T0, so T = 0. There is assumed to be no heat flux (n ·OT = 0) at the

substrate-vapor interface and at the far end of the substrate (r = ls where ls is the half length

of the substrate).
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r
z

u = 0
∂v / ∂r = 0
n ⋅∇T = 0

n ⋅∇Ts = 0

n ⋅∇cp = 0

the axis of 
symmetry

n

Ts = 0 ( !Ts = T0 )

n ⋅∇Ts = 0

n
n

n ⋅∇Ts = 0

Ts

n

J(r ,θ ) + n ⋅(v − vs ) = 0mass balance:

Can ⋅T = −2Hσn+∇sσmomentum balance:

REH ⋅ J (r,θ )+ n ⋅∇T = 0heat balance:

cp ⋅ J (r,θ )−1/ Pepn ⋅∇cp = Da1Γ + Da2cpMass balance for particles:

drop-air 
interface :

n ⋅(∇Ts −1/ kR ⋅∇T ) = 0
v = 0

n ⋅∇cp + Da ⋅cp = 0
drop-substrate interface:

v(u,v),  p,  T ,  c p

n

Figure 2.2. Boundary conditions
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At the axis of symmetry, the boundary conditions of axisymmetry were imposed as

Figure 2.2. Figure 2.2 also shows a summary of all the above boundary condition.

There is one more condition, pinning, at the contact line. The pinning was defined by a

boundary condition of r = 1.

The initial conditions were v = 0, T = 0 (which is T̃ = T0), cp = 1 (which is c̃p = cp0).

The initial contact angle was θ = 50◦.

2.3 Numerical Method

This coupled system of second-order partial differential equations (PDEs) is solved

numerically by employing the Galerkin finite element method (G/FEM).

We first discretized the drop domain and the substrate domain into small elements. A

relatively coarse example of the mesh for spatial discretization is shown in Figure 2.3. In

real computation, the numbers of elements we used are as follows: NEL = 8, NEM = 200,

NEV = 50, NES = 5.A total of 4554 elements with 21 radial elements were used. The real

mesh is shown by Figure 2.4. We also computed with an even denser mesh. The results are

exactly the same with the mesh in Figure 2.4 and with the denser mesh used for checking

precision as shown by Figure 2.5. The interpretation of this figure in the Results part, but it

at least shows that the results with the two mesh sets are the same. This is to validate that

our results are valid and not subject to mesh distribution.

Over the discretized domains, variables are interpolated via a mixed interpolation scheme.

All the variables but the pressure p, including the velocities u, v, the temperature T and the

particle concentration cp, were interpolated upon biquadratic basis functions as 2.19, while
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NEL = 4

NEL = 4
NEM = 12 NEV = 8

NES = 4

Figure 2.3. A coarse example of the mesh distribution. The red dashed
line shows the algebraic mesh restriction.

r

z

0 0.2 0.4 0.6 0.8 1 1.2

0

0.2

0.4

Figure 2.4. The actual mesh used for computation.
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Figure 2.5. The comparison of the results with 2 mesh distribution: (1)the
mesh actually used for results; (2)a even denser mesh to validate precision.
The overlap proves the mesh in Figure 2.4 to be sufficient.
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the pressure p is interpolated upon bilinear basis functions as 2.20. The basis functions are

given below:

φ
1 = (1−3ξ +2ξ

2)(1−3η +2η
2)

φ
2 = 4(ξ −ξ

2)(1−3η +2η
2)

φ
3 = (−ξ +2ξ

2)(1−3η +2η
2)

φ
4 = (1−3ξ +2ξ

2)4(η−η
2)

φ
5 = 4(ξ −ξ

2)4(η−η
2)

φ
6 = (−ξ +2ξ

2)4(η−η
2)

φ
7 = (1−3ξ +2ξ

2)(−η +2η
2)

φ
8 = 4(ξ −ξ

2)(−η +2η
2)

φ
9 = (−ξ +2ξ

2)(−η +2η
2)

(2.19)

ψ
1 = (1−ξ )(1−η)

ψ
2 = ξ (1−η)

ψ
3 = (1−ξ )η

ψ
4 = ξ η

(2.20)

The details of interpolation and the finite element method formulation were presented in

[97].

Temporal discretization was implemented with a second-order Adam-Bashforth adap-

tive time stepping method, which adapts time intervals with the changing rate of the vari-

ables. However, the first five steps used a fixed time step of 10−5 and simply backward dif-

ferences for the time derivatives to prepare for the later adaptive time stepping. An example

of the time difference changing with each time step is plotted in Figure 2.6. The increase

and decrease of dt implied that the speed of the change of the temperature/flow/particle

profiles was not steady. And the change happened fast at the late stage of evaporation when

θ was small.



31

θ

Figure 2.6. The time intervals of each time step dt changing in simulations
according to the change rate of the solved variables. CA theta decreases
from the right to the left during simulations. Small dt implies a rapid
change of flow, temperature or concentration profiles at that θ .
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Table 2.4.
Convergence Information

Contact angle (◦) Step Residual error Solution error

49.98 1 3.3×10−2 3.9×10−1

2 9.9×10−8 1.7×10−4

3 3.6×10−10 3.9×10−9

29.97 1 1.4×10−1 1.1×10−1

2 4.7×10−7 7.1×10−5

3 1.2×10−9 5.1×10−8

10.03 1 1.1×10−3 5.5×10−2

2 1.0×10−8 1.1×10−6

3.37 1 2.0×10−3 5.4×10−2

2 2.9×10−7 9.8×10−6

After the discretization, the resulting non-linear algebraic equations were transformed

into linear algebraic equations using the Newton-Rhapson method. A quadratic conver-

gence was reached (because of the Newton-Raphson method) from the start of the simula-

tion to the end as shown in Table 2.4. The iterations stopped when both the residual error

and the solution error were below 10−5. This usually took 3-4 iterations. It was hard for

the errors to go below 10−9 because of the numerical precision, but it was not worth it to

increase the precision since the convergence was good enough.

For each integration, the linear equations were solved with a frontal algorithm devel-

oped by Hood [98]. The solver was parallelized by Anthony to achieve close to 60% speed

gains over a serial algorithm [99].

All of the above procedures were implemented with Fortran code.
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2.3.1 Mesh Adjustment

The elliptic mesh algorithm developed by Christodoulou and Scriven [100] is employed

to adapt to the moving free surface and to manipulate the mesh density. This algorithm has

been proved helpful in many free surface problems [101] [102] [103]. Two more variables r

and z were added into the model so that the position change of each node is solved together

with other PDEs.

The two equations added to solve r and z according to the elliptic mesh algorithm were:

Ri
ξ
=
∫ 1

0

∫ 1

0


√√√√√√
(

∂ r
∂ξ

)2
+
(

∂ z
∂ξ

)2

(
∂ r
∂η

)2
+
(

∂ z
∂η

)2 + εs

Oξ ·Oφ
i|Jac|dξ dη−

ε1

∫ 1

0

∫ 1

0
f (ξ )ln

[(
∂ r
∂ξ

)2

+

(
∂ z
∂ξ

)2
]

dφ i

dξ
dξ dη−

M1

∫ 1

0
f (ξ )ln

[(
∂ r
∂ξ

)2

+

(
∂ z
∂ξ

)2
]

dφ i

dξ
dξ = 0,

(2.21)

Ri
η =

∫ 1

0

∫ 1

0


√√√√√√
(

∂ r
∂η

)2
+
(

∂ z
∂η

)2

(
∂ r
∂ξ

)2
+
(

∂ z
∂ξ

)2 + εs

Oη ·Oφ
i|Jac|dξ dη−

ε2

∫ 1

0

∫ 1

0
g(η)ln

[(
∂ r
∂η

)2

+

(
∂ z
∂η

)2
]

dφ i

dη
dξ dη−

M2

∫ 1

0
g(η)ln

[(
∂ r
∂η

)2

+

(
∂ z
∂η

)2
]

dφ i

dη
dη = 0,

(2.22)

where

Jac = |J|= ∂ r
∂ξ

∂ z
∂η
− ∂ r

∂η

∂ z
∂ξ

(2.23)

is the determinant of the Jacobian of the element; η , ξ are isoparametric coordinates and

can be referred to [97] in the finite element method formulations; The adjustable parameters

that control the element shapes were set as M1 = 0, M2 = 0, ε1 = 1.0, ε2 = 1.0 and εs = 0.1;

f (ξ ) and g(η) were set to change according to the element locations because they control

the element size thus the mesh density. The distribution of f (ξ ) and g(η) are shown in

Figure 2.7.
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Figure 2.7. The distribution of f (ξ ) and g(η).
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The mesh density near the contact line was set higher than other regions, because the

contact line region went through spatially rapid change in terms of velocity, temperature

and concentration due to the divergent evaporation flux.

To achieve dense mesh near the contact line, two strategies were implemented. First

”algebraic mesh” was set, which was to specify a restriction for a series of nodes. The

dashed red line in Figure 2.3 shows the restriction we used, which was defined by

z = kalge(r− xalge) (2.24)

where kalge = 3.0 and xalge = 0.8 and transformed into FEM formulation

Ri
η = kalge(ri− xalge)− zi (2.25)

With this equation, the restricted nodes could only move along the dashed red line. There-

fore, the mesh density near the contact line was guaranteed by preventing the elements on

the right side of the line from moving to the left. In the rest context of paragraph, the region

on the right side of the red dashed line will be called the ”restricted region”. Then, f (ξ )

and g(η) of the elements in the restricted region was set as what is shown in Figure 2.7 ,

so that elements tend to gather near the contact line. The mesh near CL is shown by Figure

2.8.

2.3.2 Two-Part FEM Formulations of Boundary Conditions

The imposing of boundary conditions at the drop surface and the drop base is unique

in this work, so the formulations are listed below. The notation ” SI” means the surface

integral.

The continuous heat flux at the drop base (equation 2.16) contains variables in different

domains: T in the drop domain and Ts in the substrate domain. Therefore, it is inevitable

to use a two-part surface integral formulation: surface integrals were calculated from the

adjacent two elements. As shown in Figure 2.9, Element I in the drop domain gives the

terms contain T in the surface integral, while Element II in the substrate domain gives the
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Figure 2.8. The mesh near CL

I T

Ts
II

Figure 2.9. Two-part surface integral formulation: Element I in the drop
domain gives the terms contain T in the surface integral, while Element II
in the substrate domain gives the terms of Ts.
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terms of Ts. Then volume integrals were not included at the nodes located at the drop base.

The FEM formulation of this boundary condition was divided into two parts, shown below:

Ri
t SI =

∫
∂Ω

φ
in ·
(
OT − 1

kR
OT
)

rds

=
∫

∂Ω

φ
in ·OTrds− 1

kR

∫
∂Ω

φ
in ·OTrds

= Ri
t,drop−Ri

t,substrate = 0.

(2.26)

For each element,

n ·OT =
1

Jac

(
rη

2 + zη
2)−1/2 [−Tξ

(
rη

2 + zη
2)+Tη

(
rξ rη + zξ zη

)]
, (2.27)

n ·OTs =
1

Jac

(
rη

2 + zη
2)−1/2

[
−∂Ts

∂ξ

(
rη

2 + zη
2)+ ∂Ts

∂η

(
rξ rη + zξ zη

)]
. (2.28)

Then,

Ri
t,drop =

∫ 1

0
φ

i [−Tξ

(
rη

2 + zη
2)+Tη

(
rξ rη + zξ zη

)] r
Jac

dη , (2.29)

Ri
t,substrate =

1
kR

∫ 1

0
φ

i
[
−∂Ts

∂ξ

(
rη

2 + zη
2)+ ∂Ts

∂η

(
rξ rη + zξ zη

)] r
Jac

dη . (2.30)

At the drop surface, the boundary conditions of mass balance, heat balance and mass

balance of particles were also imposed by the two-part formulation. There could have been

a simpler way of adding surface integrals to volume integrals of the governing equations.

However, in the future, it may be necessary to add an additional air domain and compute

the evaporation flux from vapor concentrations. Then the boundary conditions will include

the variables from both the drop domain and the air domain. The two-part formulations

make our code flexible to adapt to the additional air domain.

For the kinematic boundary conditions in (2.8), the finite element method formulation

is derived as follows:

Ri
ξ

SI =
∫

∂Ω

φ
i [n · (v−vs)+ J]rds

=
∫

∂Ω

φ
in · (v−vs)rdη +

∫
∂Ω

φ
iJrds

= Rξ 1 +Rξ 2 = 0.

(2.31)
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For each element, ds =
√

rη
2 + zη

2dη , and the normal unit vector for the drop surface as

the one shown in Figure 2.2 is

n =
(−zη ,rη)√

rη
2 + zη

2
. (2.32)

Therefore, further,

Ri
ξ 1 =

∫ 1

0
φ

i [−zη (u− ṙ)+ rη (v− ż)]rdη , (2.33)

Ri
ξ 2 =

∫ 1

0
φ

iJr
(
rη

2 + zη
2)1/2

dη . (2.34)

(Notice: J is a function of r. When taking r-derivative of the formulation, the following

equation is needed: dJ
dr = 2J0λ

(
1− r2)λ−1 r.)

The heat balance (2.13) is formulated below:

Ri
t SI =

∫
∂Ω

φ
i (REH · J−n ·OT )rds

=
∫

∂Ω

φ
iREH · Jrds−

∫
∂Ω

φ
in ·OTrds

= Ri
t2−Ri

t1 = 0.

(2.35)

For each element, n ·OT = 1
Jac

(
rη

2 + zη
2)−1/2 [−Tξ

(
rη

2 + zη
2)+Tη

(
rξ rη + zξ zη

)]
. There-

fore,

Ri
t1 =

∫ 1

0
φ

i [−Tξ

(
rη

2 + zη
2)+Tη

(
rξ rη + zξ zη

)] r
Jac

dη , (2.36)

Ri
t2 = REH ·

∫ 1

0
φ

iJr
(
rη

2 + zη
2)1/2

dη = REH ·Ri
ξ 2. (2.37)

The mass balance of particles (2.14) are formulated as such:

Ri
m SI =

∫
∂Ω

φ
i (Pep · Jcp +n ·Ocp)rds

=
∫

∂Ω

φ
iPep · Jcprds+

∫
∂Ω

φ
in ·Ocprds

= Ri
m2 +Ri

m1 = 0.

(2.38)
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For each element, n ·Ocp = 1
Jac

(
rη
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2)−1/2

[
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(
rη

2 + zη
2)+ ∂cp
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Ri
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(
rη
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2)1/2

dη . (2.40)
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3. RESULTS

3.1 Drop Surface Temperature

3.1.1 Effect of Heat Convection

Both heat convection and diffusion influence the surface temperature, although many

studies neglected heat convection [46, 71, 73]. In our research, two simulations were done:

one using heat convection-diffusion equation, the other including only heat diffusion. As

shown in figure 3.1, the numerical solution of the two simulations showed the effect of

heat convection on the drop surface temperature profile as contact angle θ changes. When

θ > 15◦, the surface temperature is significantly different with or without heat convection.

However, the Peclet number which is the ratio of heat convection to diffusion is small:

Pe = vclc
α
∼ 10−2. The contradiction implied that Pe did not represent the relation between

heat convection and diffusion well enough.

The importance of heat convection was enhanced by the Marangoni flow. Two more

simulations were done with Marangoni flow being ruled out, i.e. the Marangoni stress

term was set to 0 in BC of (2.10). Similarly, one simulation included heat convection and

the other did not. The surface temperature comparison was shown in Figure 3.2. Since

the results with convection and without convection are almost same, heat convection is

negligible. Hence, the small Pe describes the cases with no Marangoni flow accurately.

The reason why Pe did not represent the results with Marangoni flow was the use of

inappropriate scales. The velocity scale used for Pe was vc(= Dcc
ρlc

), which is essentially the

characteristic velocity of the capillary flow. Marangoni flow significantly increases fluid

velocity, compared to the situation with pure capillary flow. Figure 3.3 shows the magnitude

of the dimensionless axial velocity v = ṽ/vc (with ṽ representing the dimensional axial

velocity) from numerical results when Marangoni flow was included. when Marangoni

flow exists, numerical solution of Navier-Stokes equation showed that the dimensionless
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r

T(∘C)

θ = 40∘
θ = 30∘
θ = 20∘
θ = 16∘
θ = 10∘
θ = 5∘

With convection
Only diffusion

Figure 3.1. Surface temperature under various θ changing as evapora-
tion. The influence of heat convection was shown by the comparison of
the dashed lines (no convection) and the solid lines (convection included).
Heat convection is negligible when θ < 15◦.
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θ = 10∘
θ = 5∘
θ = 16∘θ = 20∘θ = 30∘θ = 40∘

With convection
Only diffusion

Figure 3.2. Surface temperature when no Marangoni flow was included.
The overlap of the results with or without heat convection illustrates that
heat convection was negligible.
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axial velocity v = ṽ/vc (with ṽ representing the dimensional axial velocity) was as large as

103. This means that the Marangoni velocity was 103 times the characteristic velocity vc.

θ = 30∘

θ = 16∘

Figure 3.3. The magnitude of the dimensionless axial velocity v = ṽ/vc
from numerical results when Marangoni flow was included. vc is the scale
of the capillary flow. |v| can be as large as 103, meaning the Marangoni
flow was much stronger than the capillary flow. The magnitude decreased
with evaporation as the contact angle decreased.
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Thus, a new dimensionless group, PeMa which uses proper scales, needs to be de-

fined to compare heat convection and diffusion when Marangoni flow exists. The scale

of Marangoni flow can be calculated as follows. The radial Marangoni velocity uMa was

derived from a balance of the Marangoni stress and the viscous stress (figure 3.4) as in (3.1);

and the axial Marangoni velocity vMa was defined in (3.2) based on incompressibility.

β
Tc

R
∼ µ

uMa

H
(3.1)

vMa

H
∼ uMa

R
(3.2)

uMa

vMa
H

R

τMa ∼ β
Tc

R
τvisco us ∼ μ

uMa

H

Figure 3.4. The balance of the Marangoni stress and the viscous stress.

Besides, the length scale in PeMa was the drop thickness instead of lc = R, the radius

of the drop base, due to the following reason. Temperature changes faster between the

drop surface and the drop base than that of the radial direction (figure 3.5), leading to more

significant heat transport in the axial direction. Hence, the length scale should be H, the

thickness of the drop. Because of the same reason, the velocity scale should be the axial

Marangoni velocity vMa instead of the radial Marangoni velocity uMa.

So the new dimensionless number is PeMa =
vMaH

α
. With 3.1 and 3.2 substituted in for

vMa, it scales as

PeMa ∼
βTcR
µα
· (H

R
)3 ∼ 104(

H
R
)3, (3.3)

whose value depends on the aspect ratio H/R, which decreases during evaporation. In this

case, when H/R > 0.1, PeMa > 10. So H/R > 0.1 is the condition when heat convection
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Figure 3.5. Temperature profile in the drop when θ = 38◦. Temperature
changes faster in the axial direction than in the radial direction.
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is important. The dependence of the aspect ratio on θ was derived from geometry of a

spherical cap as (3.4), and was shown by figure 3.6.

H/R = (1− cosθ)/sinθ (3.4)

When θ > 15◦, H/R > 0.1. This is when heat convection should make a difference. Val-

idated by figure 3.1, surface temperatures with and without heat convection are obviously

different for θ > 15◦. At late evaporation stage when θ < 10◦, H/R < 0.1. This is when

heat convection can be neglected. It again was supported by figure 3.1 that surface temper-

atures were almost the same with and without heat convection. Therefore, heat convection

plays an important role in determining the surface temperature distribution when the con-

tact angle is large (θ > 15◦ for a water drop with R = 1mm), and can be neglected only at

the late stage of evaporation.

3.1.2 Extremum Points

The change of surface temperature with radial position is not monotonous when the

drop is flat (at a small contact angle) as shown in figure 3.1. Extrema of temperature exist

when the temperature was observed from the drop top to the contact line along the drop

surface. The extrema are expressed by dT/ds = 0, thus also giving dσ/ds = 0. The sign

of dσ/ds = 0 is opposite on either side of an extremum (figure 3.7). Marangoni stress

τMa = σc
lc
Osσ is in the same direction as s (called outward in the following context) if

dσ/ds > 0, and inward if dσ/ds < 0. Since dσ/ds is negatively corelated to dT/ds,

Marangoni stress is outward when dT/ds > 0, and inward when dT/ds < 0

The location of the extrema under different θ are shown in figure 3.8. θ represents the

evaporation process, and r indicates the location at a certain θ . As evaporation, θ decreases

and the results in the Figure 3.8 change from the right (Region A) to the left (Region C). At

the start of evaporation, surface temperature was monotonous with no extrema (Region A).

As the contact angle θ decreased near Region B during evaporation, an extremum emerged.

Then one extremum bifurcated into two extrema at different locations r for a certain θ in

region B. dσ/ds < 0 between the two extrema. Later as θ decreases to region C, one



47

5 10 15 20 25 30 35 40

θ(°)

0

0.1

0.2

0.3

0.4

H
/R

H

R
=

1 − cos(θ)

sin(θ)

Figure 3.6. The dependence of the aspect ratio on θ
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Figure 3.7. The direction of Marangoni stress
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extremum moved to r = 0 and does not count, so only the other extremum still existed.

Given a pair of (θ ,r), dσ/ds > 0 if it is on the right of the extremum line, and dσ/ds < 0

if on the left.

5 10 15
0

0.2

0.4

0.6

0.8

1

dσ/ds < 0

C

r

θ(∘)

dσ/ds > 0

B A

Figure 3.8. Locations of extremum points (dσ/ds = 0). As drop evap-
orates, θ decreases from the right to the left on the abscissa axis. Given
a pair of (θ ,r), dσ/ds > 0 if it is on the right of the extremum line, and
dσ/ds < 0 if on the left.

3.1.3 The Effect of Substrate Dimensions On Temperature

The substrate dimensions affect the temperature distribution in drop [73]. Figure 3.8 is

the result using the same substrate dimensions (shown in table 2.1) as Hu and Larson’s work

[46]. The transition of temperature gradient from positive to negative happened around

θ = 14◦, which agreed with their work. But to be more accurate, the transition happens in

a range of θ when the sign of the temperature gradient changes across the drop surface.

There is a sharp increase of surface temperature as r goes to 1 in Figure 3, but this sharp

increase is not a blow-up as shown in Figure 3.9. The isotherms can be referred to in Figure
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3.10. The sharp increase is caused by the abrupt disappearance of evaporative cooling at

the substrate-air interface. The disappearance led to higher temperature at the substrate-air

interface. Therefore, heat conduction from the right to the left near the CL warmed up the

CL region of the drop. If the substrate radius was the same as drop base radius R, viz.

ls = 1, then the extremum points locations are shown by Figure 3.11. The disappearance of

extremum points near CL implies the lack of the sharp increase near the CL.

Figure 3.9. The surface temperature of the air-drop interface (0 ≤ r ≤ 1)
and the air-substrate interface (r ≥ 1)

The extension of the length of the substrate does not change the temperature profile

in the drop much. Figure 3.12 compares the extremum point locations of the results with

substrate length of ls = 1.3 and ls = 2.0. The complete overlap indicates that using ls = 1.3

was enough and further extending the length of the substrate will be no use.

The increase of the thickness of the substrate matters. The emergence of extremum

points is different as what Figure 3.13 shows. For a thin substrate (d = 0.15), an extremum

point first emerged in the middle of the drop, then splitted into two and each moved in the

opposite directions. For a thicker substrate (d = 0.5), an extremum point emerged from the

top of the drop and moved toward CL. The flow profiles lead by these two ways will be
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θ = 14∘

Figure 3.10. The isotherms when θ = 14◦ for the whole domain and near
the contact line.

Figure 3.11. Locations of extremum points (dσ/ds = 0) when the sub-
strate radius was set to be R.
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θ

ls = 1.3
ls = 2.0

Figure 3.12. The extremum point locations of the results with substrate
length of ls = 1.3 and ls = 2.0. The complete overlap indicates that using
ls = 1.3 was enough and further extending the length of the substrate in
simulations will be no use.
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shown in the next sections. The discussion of when the substrate thickness does not change

the temperature or the flow profile is in the section on turning points.

θ

d = 0.5

d = 0.15
d = 0.3

Figure 3.13. The locations r and changes with θ of extremum points for
results with various substrate thickness d.

If the substrate was heated, the temperature of the drop, on the average, was higher.

However, the flow profile is determined by the temperature gradient instead of the tem-

perature itself. The comparison of the case of the room temperature and the case with a

heating substrate, where the base of the substrate was wet to be T̃ = 40◦C (T = 15), is

shown in Figure 3.14. The gradient of the temperature at the drop surface was almost the

same with two cases. Therefore, we only study problems in the non-heating condition as

representatives. If a heating problem is to be studied carefully, the heat exchange between

the drop and the air and between the substrate and the air cannot be neglected because of

the big temperature difference.
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θ = 10∘θ = 16∘θ = 20∘θ = 30∘θ = 40∘

▿ s
T

T̃ = 25∘C
T̃ = 40∘C

Figure 3.14. The comparison of the results with different substrate tem-
perature at the bottom. The results are the surface temperature gradient at
various θ . The temperature was set to be room temperature (T̃ = 25◦C)
and T̃ = 40◦C, which means a slight heating at the bottom. The gradient
of the temperature was almost the same with the two cases.



54

3.2 Multi-Circulation Flow Profiles

3.2.1 Flow Profiles and Stagnation Points

Flow profiles change during drop evaporation. At first with a large contact angle, a

perfect single counter-clockwise circulation flow was formed as in figure 3.15. This cir-

culation flow maintained till extremum points emerged on the surface. Then the profile

changed to multi-circulation flows (shown with θ = 14◦ in figure 3.16). Later, a clockwise

circulation flow was developed as is shown in figure 3.17.

r

z

­1 ­0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

contact angle = 40.225

Figure 3.15. A perfect circulation flow was developed when θ = 40◦.

3

2
1

2

1

θ = 14∘

Figure 3.16. Flow profiles of multi-circulation when θ = 14◦. Zooming
in to CL showed a stagnation point near CL.

Stagnation points, describing the point where surface flow was 0 (vs = t · v = 0 with t

as the tangential unit vector shown in figure 3.7), emerged at the later stage of evaporation.
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1

1

θ = 10∘

Figure 3.17. Flow profiles of multi-circulation when θ = 10◦. Zooming
in to CL showed two stagnation points near CL at different locations.
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The surface flow is in the opposite directions on the two sides of a stagnation point. It was

easy to notice the stagnation point when the flows were multi-circulations as 3.16. It is also

worth noticing that zooming in to the CL revealed stagnation points in both Figure 3.16

and Figure 3.17. For example, at θ = 10◦, there were two stagnation points near CL.

The locations of the stagnation points were tracked by finding the surface point where

vs = 0, and are shown in figure 3.18. When tracking the locations, if a stagnation point

locates within 10−3 from CL, it is passed. With in such small distance from the CL, the drop

surface is as close to the substrate as the scale of molecules, but our model lost precision

at the scale of molecules by omitting the disjoining pressure. Similar to figure 3.8 of the

extremum points, the surface flow is inward on the right of the line and outward on the

left. When θ > 20◦, any pair of (r,θ) is on the right of the line, which means the surface

flow is inward over the whole drop, implying the counter-clockwise circulation. When

θ = 14◦, there were three stagnation points. The surface velocity changed direction at each

stagnation point. As in figure 3.16, from the drop top to the contact line along the surface,

the flow changed from inward to outward and to inward again and to outward again.

The stagnation points at r < 0.95 were caused by the change of Marangoni stress di-

rection. The comparison of the extremum points and the stagnation points in figure 3.19

showed that the locations of the two points coincided for the r < 0.95 part. These stag-

nation points are named Marangoni-induced stagnation points, since the extremum points

are the points where Marangoni stress changes directions. For example, when θ = 15◦,

there were two Marangoni-induced stagnation points according to figure 3.19 (the points

where red line and blue line coincide). The flow profile near one of the Marangoni-induced

stagnation points is shown in figure 3.20(a).

However, some of the stagnation points can not be explained by the direction change of

the Marangoni stress. In Figure 3.19 for r > 0.99, the two lines do not coincide. These are

the stagnation points close to the contact line. For example, when θ = 10◦, there were two

stagnation points, but only one extremum point. The stagnation point at around r = 0.95

coincided with the extremum point, thus was a Marangoni-induced one. And the one at

around r = 0.995 was an extra stagnation point. The flow field around this stagnation point
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Figure 3.18. The radial locations r of the stagnation points, where the
surface flow is 0, as θ decreases with evaporation. The surface flow is
inward on the right of the line and outward on the left.
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Figure 3.19. Comparison between locations of stagnation points and
τMa = 0 points. The locations of stagnation points are not exactly where
τMa = 0 due to capillary flow. The stagnation points close to r = 1 emerge
much earlier than extremum points during evaporation.
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are shown by figure 3.20(b). Such a stagnation point was also observed experimentally by

Xu [65], which existed less than 17µm away from the contact line, giving r > 0.992 (in a

dimensionless form) for an evaporating water drop with a 10◦ contact angle.

(a) A Marangoni stagnation point: Marangoni stresses are in the opposite directions on

the two side of the stagnation point.

(b) A capillary stagnation point (r,z not to scale): Marangoni stresses are in the same

direction on the two side of the stagnation point.

Figure 3.20. Flow profiles and Marangoni stresses near the two kinds of stagnation points.
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3.2.2 Capillary-Induced Stagnation Point

No extremum point exists near the stagnation point, meaning the Marangoni stress is in

the same direction around the stagnation point.

The stagnation points at r > 0.99 are caused by divergence of capillary flow near the

contact line. To study the influence of the divergence on stagnation points, a different

boundary condition was used to eliminate the divergence. Widjaja [104] found that ra-

dial velocities were much less with a constant evaporation flux imposed on the drop-gas

interface when studying capillary flow with no Marangoni stress incorporated. Thus, we

imposed a uniform evaporation flux similar to Widjaja’s work but incorporated Marangoni

stress, and found that the surface flow was inward with no stagnation point near the contact

line at θ = 10◦ (figure 3.21). The comparison of the locations between the stagnation points

and the extremum points is as Figure 3.22 with the uniform flux condition. The locations

overlapped for all of the points and no extra stagnation points emerged. Therefore, only if

the capillary flow velocity increases rapidly (caused by the divergent evaporation flux) near

the contact line does the extra stagnation point exist. So it is named a capillary-induced

stagnation point.

r

z

0.98 0.99 1
0

0.002

0.004

contact angle =  9.953

Figure 3.21. Flow profile near the contact line with θ = 10◦ with a constant
evaporation flux imposed. No capillary-induced stagnation point emerged.
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Stagnation points

Extremum points
r

θ

Figure 3.22. The comparison of the locations between the stagnation
points and the extremum points with the uniform flux condition. The
locations overlapped for all of the points and no extra stagnation points
emerged.

The essence of the capillary-induced stagnation point is that the surface velocity is

in opposite direction to Marangoni stress between the stagnation point and the contact

line(figure 3.20(b)). This was explained by lubrication theory near the contact line (figure

3.23). Lubrication theory can be used because the contact angle was small (θ < 15◦)

when stagnation points emerged near the contact line. The height-averaged radial velocity

for capillary flow was derived from mass balance as equation (3.5) [62], where A(θ) is a

coefficient that changes as the drop evaporates. The mass balance keeps the same with or

without Marangoni stress; therefore, the height-averaged radial velocity ūr(r,θ) is essentially

the same as (3.5) when Marangoni flow exists.

ūr(r,θ) = A(θ)
1
r

[(
1− r2)−λ (θ)−

(
1− r2)] (3.5)
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The radial velocity profile at each value of r is parabolic in z as ur(r,θ) = Az2+Bz+C from

lubrication theory. The following boundary conditions (dimensionless form) were applied:

vr|z=0 = 0 and ∂vr
∂ z

∣∣∣
z=h(r,t)

= τMa with τMa as the Marangoni stress in s direction . The

surface velocity in s direction vs derived from these conditions is

vs = vr|z=h(r,t) =
3
2

ūr(r,θ)+
1
4

τMah(r, t). (3.6)

Figure 3.23. Lubrication theory: When τMa is negative, vs can be positive
or negative based on the value of ūr(r,θ)

From (3.5), limr→1 ūr(r,θ) = ∞ with the physical divergent evaporation flux condition;

and τMah(r, t) is bounded. Therefore limr→1 vs > 0 for whichever value of τMa. That is

to say, the surface flow near the contact line is toward the contact line even when τMa is

negative (away from the contact line). It clearly didn’t happen for a constant evaporation

flux condition as the numerical results in figure 3.21, because ūr(r,θ) was bounded in (3.6)

under this condition.

3.2.3 Offset of Marangoni-Induced Stagnation Points

The phenomenon that the surface flow is in the opposite direction to Marangoni stress

does not only happen where capillary flow velocity diverges (between capillary-induced

stagnation points and contact lines), but also where Marangoni stress is small(close to ex-
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tremum points). It is demonstrated by the offset of the line of Marangoni-induced stagna-

tion points from the line of extremum points. In figure 3.24, between the two lines are the

conditions when dσ/ds > 0 yet surface flow is outward (t ·v > 0). For example, when the

contact angle of the octane drop was 7◦, the locations of the Marangoni-induced stagnation

point and the corresponding extremum point were away by more than 0.1R. Between the

two points were where τMa and the surface flow were in opposite directions (figure 3.25).
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(t ⋅ v = 0)

r

θ(∘)

Offset of  
Marangoni-induced stagnation points

dσ/ds > 0
t ⋅ v > 0

dσ/ds < 0
t ⋅ v < 0

Figure 3.24. The parameters of liquid were changed to those of octane.
The comparison between locations of stagnation points and extremum
points showed an offset even at small r, which did not happen when the
parameters were for water.

This offset can also be explained by the lubrication theory. According to (3.6), vs is

positive when τMa >−8
3

ūr(r,θ)
h(r,t) . In other words, for a negative τMa,when

|τMa|<
8
3

ūr(r,θ)

h(r, t)
≡ τo f f set , (3.7)
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Figure 3.25. Offset of the Marangoni-induced stagnation point from the
extremum point: τMa and surface flow in opposite directions between the
two points. A Marangoni-induced stagnation point located at where τMa =
−τo f f set , away from the extrmum point where τMa = 0.
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vs is positive. (Outside capillary-induced stagnation points, this condition is accomplished

by the divergence of ūr.) Because the Marangoni-induced stagnation points are not in the

vicinity of the contact line, ūr and h(r, t) are both bounded (ūr ∼ vc, h(r, t)∼H), thus τo f f set

is bounded and (3.7) can be reached. Therefore, as shown in figure 3.26, a Marangoni-

induced stagnation point located at where τMa = −τo f f set , away from the extrmum point

where τMa = 0.

Figure 3.26. A diagram of offset of a Marangoni-induced stagnation
point. The Marangoni-induced stagnation point is located at where τMa =
−τo f f set , away from the extrmum point where τMa = 0

The offset is obvious in octane drops (figure 3.24), with similar but smaller effects in

water drops (figure 3.19). The reason is the different magnitude of τo f f set in (3.7). It was

larger for the octane drop than the water drop. From figure 3.26, larger τo f f set induced

farther offset. By definition, the value of τo f f set depends on both vc(∼ ūr) and H(∼ h(r,t)).

On the one hand, vc =
Dcc
ρlc

is larger for octane drops than water drops. On the oher hand,

the Marangoni-stagnation points emerged at a much lower contact angle for octane drops

than water drops. So H is smaller for octane drops.
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3.2.4 The Effect of Circulations on Particle Distribution

An inward flow from CL convects particles, thus reducing the CL accumulation and

increasing the concentration of the location where the flow is toward. Figure 3.27 shows

the particle concentrations at the drop surface with Marangoni flow or with pure capillary

flow. When Marangoni flow was turned on, the concentrations for small r were larger than

the case with Marangoni flow off, meaning more particles kept suspended away from CL.

Marangoni flow made the concentrations at CL smaller, implying the suppression of CL

accumulation. The local maxima of the concentration were at the location of stagnation

points. Detailed discussion on particle suspension due to Marangoni circulation will be in

the next section.

θ = 10∘θ = 20∘θ = 30∘

Marangoni flow on
Marangoni flow off

Figure 3.27. The particle concentrations cp at the drop surface with
Marangoni flow or with pure capillary flow.
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3.3 Particle Distribution Affected by Marangoni Flows

We start by observing the case with no Marangoni flow and only capillary flow. There

were mainly two regions where the particle concentration was higher than other regions,

indicating the accumulation of particles (Figure 3.28). First, the accumulation near the

contact line (CL) is the coffee-ring effect [1]. Second, the accumulation at the drop surface

was due to the downward movement of the drop surface [88].

θ = 20∘

Figure 3.28. Particle concentration when θ = 20◦ with only the capillary
flow. There were mainly two regions where the particle concentration
was higher than other regions: near the contact line (CL) and at the drop
surface.

3.3.1 The Influence of Marangoni Flows with a Negative Ma

A negative Ma means the Marangoni stress is in the opposite direction of t. A counter-

clockwise flow profile induced by a negative Ma caused the particles to circulate without

substantial particle accumulation at the CL. A comparison of particle distribution during

drop evaporation between the case with counterclockwise Marangoni flow and the case

with no Marangoni flow is shown in Figure 3.29. A Marangoni number of Ma = 105 was

used for the case with Marangoni flow. When CA decreased to 20◦, capillary flow had

transported most particles near the CL, while Marangoni circulation kept more particles

suspended in the drop. The concentration at (r = 0,z = 0) with Marangoni flow was more
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than three times as large as the concentration with no Marangoni flow. In another word, a

circulation caused by the Marangoni flow tends to make particle distribution more uniform

across the drop.

θ = 20∘

Figure 3.29. A comparison of particle distribution at θ = 20◦ between
the case with clockwise Marangoni flow and the case with no Marangoni
flow. The left is the case with no Marangoni flow. A Marangoni number
of Ma = 105 was used for the case with Marangoni flow. Capillary flow
transported most particles near the CL, while Marangoni circulation kept
particles suspended in the drop with a higher concentration.

More particles are kept in the middle of the drop with a more intense Marangoni ef-

fect. The intensity of the Marangoni effect can be represented by the magnitude of the

Marangoni number Ma, since a larger Ma means larger Marangoni stresses. Figure 3.30

includes the results of multiple simulations where various values of Ma are applied in these

simulations from the beginning of the evaporation till a contact angle of 20◦. The mass frac-

tions of particles that were left within r = 0.8 were compared, and the fraction is named

xinner because r < 0.8 was considered as the inner region of a drop. The particles are recog-

nized to be close to CL if they were at radial locations larger than 0.8. If no Marangoni flow

exists, viz. Ma = 0 ∼ 100, more than a half of the total particles has reached close to CL

when θ = 20◦, according to the first point form the left in Figure 3.30. As Ma increases,

more particles are kept in the inner region. For the case of Ma = 105 in Figure 3.29, more

than 85% of the particles were still suspended within r = 0.8.
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Figure 3.30. The mass fractions of particles left in the middle of the drop
depend on the strength of Marangoni stresses. xinner is the mass fraction
of particles that located at a radial position less than 0.8 (r < 0.8) when
CA decreased to θ = 20◦. It is larger for larger Marangoni stresses, viz.
larger Marangoni number Ma.
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3.3.2 The Results with a Positive Ma

A positive Ma indicates the direction of the Marangoni stress to be the same as the

direction of t. A special profile with regional segregation is demonstrated by Figure 3.31.

The Marangoni number used was Ma = 103. The flow profile divided the drop into two

regions. One region has a clockwise circulation, and the other region presents the edge-

ward flow near the CL. The edgeward flow transported the accumulated particles at the

drop surface to CL, while the circulation made the particle concentration within the circu-

lation region uniform. Therefore, compared to the capillary flow case, the drop surface had

lower particle concentrations, and the high concentration only showed near CL within the

edgeward-flow region. This flow profiles resulted in a smaller particle concentration gra-

dient in the axial direction. The concentration change was mainly in the radial direction,

while the change for a capillary flow case was both in the radial direction and the axial

direction.

θ = 20∘

Figure 3.31. The profile on the right is with a reverse Marangoni stress
of Ma = 103. The flow profile divided the drop into two regions. One
is the clockwise circulation, and the other is the edgeward flow near the
CL. The edgeward flow transported the accumulated particles at the drop
surface to CL, while the circulation made the particle concentration within
the circulation region uniform. Therefore, compared to the capillary flow
case on the left, the drop surface presented lower concentration, and the
high concentration only showed near CL.

The two-region flow profile is featured with a transition point at the bottom of the drop

as is shown in Figure 3.32. The transition point in Figure 3.31 is between r = 0.85 and

r = 0.9. On the left of the transition point, the flow is toward the center of the drop along
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the bottom; and on the right, the flow is toward CL. The mathematical expression of the

left side is ∂u/∂ z < 0 and vice versa, since the application of no-slip BC gives u = 0 at

z = 0. The transition point has a radial location rT where ∂u/∂ z = 0. The radial location of

the transition point rT moves during evaporation as the CA, θ , decreases. With Ma = 103,

the trend is shown with the red dots in Figure 3.33. At the early stage of evaporation when

θ was 40◦, the point at the very right indicates rT > 0.9. The location kept near r = 0.9

between 20◦ and 40◦, however, moved inward rapidly as theta decreases below 20◦.

∂u /∂z < 0 ∂u /∂z > 0
∂u /∂z = 0

r = rT

Figure 3.32. On the left of the transition point, the flow is toward the
center of the drop along the bottom; on the right, the flow is toward CL.
The mathematical expression of the left side is ∂u/∂ z < 0 and vice versa,
since the application of no-slip BC gives u = 0 at z = 0. The transition
point has a radial location rT where ∂u/∂ z = 0.

The location of the transition point can be predicted by an application of the lubrication

theory on the drop, which was used in previous research [46,62,78]. The symbol of ∂u/∂ z

is to be investigated with the following equation:

∂u
∂ z
|r = 3

ū(rT ,θ)

h(rT ,θ)
− 1

2
Ma, (3.8)

where Ma is the Marangoni stress in t direction. The equation was derived as the following

paragraph from the results of the radial velocities based on the lubrication theory.

The lubrication theory is valid for a drop with a CA as high as 40◦ according to Hu and

Larson [46]. The height-averaged radial velocity for capillary flow was derived from mass

balance as equation 3.9, where A(θ) is a coefficient that changes as the drop evaporates.
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θ

Ma = 103

Ma ⋅ θ = 2 × 104

Figure 3.33. The radial location r of the transition point changes as the
CA, θ , decreased during drop evaporation (θ value changes from the right
to the left of the abscissa). A fixed Ma = 103 led to a distinct movement of
the transition point (rT changed by 0.2). Setting θ ·Ma= 2×104 restricted
rT between r = 0.85 and r = 0.9. The moving distance of the transition
point was much smaller than the case with a constant Ma.
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The mass balance keeps the same with or without Marangoni stress; therefore, the height-

averaged radial velocity ūr(r,θ) is essentially the same as 3.9 when Marangoni flow exists.

1
h

∫ h

0
udz = ū(r,θ) = A(θ)

1
r

[(
1− r2)−λ (θ)−

(
1− r2)] (3.9)

Besides, the following boundary conditions were applied:

u|z=0 = 0, (3.10)

and
∂u
∂ z

∣∣∣∣
z=h(r,t)

= Ma, (3.11)

where Ma is the Marangoni stress in t direction. The radial velocities for a certain r are

parabolic in z as u(r,θ) = Az2 +Bz+C from lubrication theory. Substituting Equation 3.9,

3.10 and 3.11, the velocity has a form of

u(r,z,θ) =
(

3
4

Ma
h
− 3

2
ū
h2

)
z2 +

(
3

ū
h
− 1

2
Ma
)

z. (3.12)

Then at (r,z = 0),
∂u
∂ z
|r = 3

ū(rT ,θ)

h(rT ,θ)
− 1

2
Ma. (3.13)

Equation 3.8 can be used to explain the inward movement of the transition point shown

by the red dots in Figure 3.33. At the transition point, ∂u/∂ z = 0. A certain location r = r0

was investigated as follows. If ∂u/∂ z < 0 at r0, the transition point is on the right of r0, viz.

rT > r0, and vice versa (refer to Figure 3.32). As θ decreases during evaporation, h(r0,θ)

decreases and u(r0,θ) increases, leading to an increase of ∂u/∂ z according to Equation 3.8.

The increase of ∂u/∂ z from negative to positive means the movement of the transition

point from rT > r0 to rT < r0. As a result, the transition point moves farther from CL as

evaporation proceeds.

It is possible to restrict rT within a certain range during evaporation by changing Ma to

make
(
h(rT ) ·Ma

)
constant, according to Equation 3.8. If h(rT ) is approximated by θ(1−

rT ), then (θ ·Ma) should be constant. We tested by setting θ ·Ma = 2× 104, and got the

location of the transition point as the blue dots in Figure 3.33. The location rT was restricted
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between r = 0.85 and r = 0.9. The moving range of the transition point was much smaller

than the case with a constant Ma (the red dots in Figure 3.33).

The reason why rT was restricted in a range instead of at a fixed value was the er-

rors from the two assumptions. The assumptions when restricting rT with (h(rT ) ·Ma =

constant) were: 1) the change of ū(r,θ) with θ is negligible, which fails when θ becomes

small; 2) h(rT ) = θ(1− rT ), which fails when θ is large. These two assumptions brought

the deviations of the value of rT .

The range of rT can be adjusted by the value of (θ ·Ma). In figure 3.34, the transition

point stayed at different ranges of radial positions when θ ·Ma was 2× 104, 1× 104 and

5× 103 respectively. The larger θ ·Ma is, the closer to CL the transition point stays. The

reason is the same as the explanation of the change of rT with Ma.

Ma ⋅ θ = 2.0 × 104

Ma ⋅ θ = 1.0 × 104

Ma ⋅ θ = 5.0 × 103

r

θ

Figure 3.34. The transition point stayed at different ranges of radial posi-
tions r when θ ·Ma has different values.
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A larger Marangoni stress, viz. a larger Ma, brings the transition point closer to CL.

Figure 3.35 shows the locations of transition points rT under various Ma at a contact angle

of 20◦. According to the result of the lubrication theory (Equation 3.8), for a certain θ ,

when Ma is larger, the first term needs to be larger to give ∂u/∂ z = 0. This requires a

larger rT so that ū(rT ,θ) is larger and h(rT ,θ) is smaller.

Figure 3.35. The locations of the transition point rT under various Ma at
a contact angle of 20◦.

The change of rT with CA is plotted in Figure 3.36, which shows both facts that a

transition point locates closer to CL with a larger Ma and that a transition point moves

inward as evaporation proceeds for the case of a fixed Ma.

The Ma value has to be within a certain range to result in a transition point, or in

other words, to lead to the edgeward flow region beside the clockwise circulation. As Ma

increases, the transition point gets closer to CL, and at last reaches CL and disappears. For
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θ

Ma = 104
Ma = 103
Ma = 102

Figure 3.36. The change of rT with CA θ when different Ma was imposed.
The transition point moved inward as evaporation proceeds for the case of
a fixed Ma.
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example, if Ma = 105, the flow profile is circulation with no edgeward flow or transition

points as is shown in Figure 3.37(a).

θ = 20∘

θ = 20∘

(a)

(b)

Figure 3.37. Profiles at θ = 20◦ with Ma = 105 (Figure (a)), where clock-
wise circulation was formed, and Ma = −105(Figure (b)), where coun-
terclockwise circulation was formed. The scale bars for cp are the same.
The clockwise circulation and counterclockwise circulation lead to similar
particle distribution.

The effects of the change of Ma on particle distribution can be shown by Figure 3.38,

which presents the mass fraction of particles kept within r = 0.8. Distinct from the re-

sults of counter-clockwise circulations in Figure 3.30, the mass fraction first decreased as

Ma increased, and then rapidly increased. For a low Ma of the clockwise circulation, the

flow profiles had an edgeward flow region. In this region, the edgeward Marangoni flow

strengthened the transport of particles toward the CL, leading to less particles at the inner
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region. When Ma was high enough, the edgeward flow region disappeared, and the circu-

lation tended to even the distribution of particles across the whole drop, keeping particles

suspended at the inner region.

x in
ne

r

Figure 3.38. The mass fractions of particles left in the middle of the drop
versus Ma when Marangoni stresses are in the direction from the top to
CL. xinner is the mass fraction of particles that located at a radial position
less than 0.8 (r < 0.8) when CA decreased to θ = 20◦.

The amount of particles at the inner region was similar for a clockwise Marangoni flow

and for a counter-clockwise Marangoni flow when Ma = 105, which is indicated by the last

point in Figure 3.30 and Figure 3.38. Actually, even the particle distribution was similar

as Figure 3.37, which used the same scale bar for cp and presents the similar concentration

profiles with low concentrations in the middle of the domain.
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3.3.3 Results of Thermal Marangoni Flows

The flow and concentration profiles are more complex when there is thermal Marangoni

circulations. Depending on the time of the evaporation and the location of the surface, there

could be an increase or a decrease of the temperature in the t direction, which was shown

by the left side of Figure 3.39, 3.40 and 3.41. At first, a counter clockwise circulation was

caused by the Marangoni flow toward the top of the drop (Figure 3.39). The Marangoni

flow results from the decrease of temperature from CL to the top of the drop. Later, the

change of the temperature on the surface became non-monotonous, leading to Marangoni

flows in different directions. The change of Marangoni flow directions resulted in a flow

profile of two circulations (Figure 3.40). The circulation close to CL was counterclock-

wise, and the other was clockwise. Between the two circulations at the drop surface, a

Marangoni-induced stagnation point existed at the minimum of temperature [78]. As the

contact angle (CA) decreased, the temperature minimum located closer to CL. As a result,

the counterclockwise circulation was smaller and shrank to the corner near CL (Figure

3.41).

Distribution of particles changed greatly with the flow profile change. The bulk particle

concentrations, cp, right below the drop-air interface are also plotted separately for a more

obvious presentation as Figure 3.42. The surface concentration of the particles is affected

by the surface flow directions, and the stagnation point results in further accumulation

beyond the surface accumulation.

When the surface flow was toward the top throughout the whole drop, the accumulated

particles at the surface further accumulated near the top, as in Figure 3.39 and the blue

line in Figure 3.42. The circulation caused by the surface flow played the same role as the

circulations from fixed Ma as Figure 3.37, which is to keep particles suspended in the drop

rather than deposited at the CL. The early suspension makes it possible for later control of

deposition locations.

Later when there was a stagnation point at the surface between the two circulations,

particles gathered around the stagnation point (Figure 3.40 and the pink line in Figure
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θ = 20∘

Figure 3.39. Temperature, flow and concentration profiles at the CA of
θ = 20◦. The temperature profile is the left side and shows both the drop
domain and the substrate domain. A counter clockwise circulation was
caused by Marangoni flow toward the top of the drop. The Marangoni
flow results from the decrease of temperature from CL to the top of the
drop.



81

θ = 14∘

Figure 3.40. The temperature T change on the surface of the drop be-
came non-monotonous. A flow profile of two circulations presented at
θ = 14◦. The circulation close to CL was counterclockwise, and the
other was clockwise. Between the two circulations at the drop surface,
a Marangoni-induced stagnation point existed at the minimum of temper-
ature. The particle concentrations cp near the stagnation point were large.

θ = 10∘

Figure 3.41. At θ = 10◦, the temperature minimum located close to CL.
There were still two circulations. The counterclockwise circulation near
CL took up a small corner of the drop. The particle concentrations cp
inside the CL circulation were the largest.
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θ = 40∘
θ = 30∘
θ = 20∘
θ = 14∘
θ = 10∘

Figure 3.42. The values of the concentrations cp at different radial loca-
tions r of the drop surface at various CAs θ .



83

3.42). At the late stage, when the stagnation point was close to CL, the effects of the

stagnation point accumulation and the CL accumulation combined together, causing a high

concentration at the corner (profile 3.41 and the yellow line in Figure 3.42).

The distribution of particles was also influenced by the vertical flow: a flow from the

surface to the bottom of the drop convects particles downward. Due to particle accumula-

tion near the surface, the downward convection increases the local concentration beneath

the surface. Coincidentally, the surface accumulation around the stagnation points and the

downward convection happened around the same radial position, leading to an even more

obvious increase of concentrations at that radial position. This increase was illustrated by

the higher concentration at the center of the drop in Figure 3.39, at a radial position around

r = 0.6 in Figure 3.40 and near CL in Figure 3.41. Similarly, an upward flow decreases the

particle concentration, which was manifested by the center of Figure 3.40 and 3.41.

3.3.4 Regional Segregation in Thermal Marangoni Circulations

The regional segregation with the natural thermal Marangoni flow is shown in Figure

3.41 where the drop was divided into two regions by the two circulations. Compared to the

regional segregation with a fixed Ma, there is a counter-clockwise circulation close to CL.

The Marangoni stress in the CL region is in the opposite direction to the Marangoni

stress in the clockwise circulation region, which is indicated by opposite signs of Ma calcu-

lated from thermal Marangoni stresses. The Marangoni number for the thermal Marangoni

stress is expressed as Ma= βTc
µ0vclc

OsT , which changes with both the time of evaporation and

the location of the drop. The surface temperature and the corresponding Ma were plotted

in Figure 3.43. There is a temperature minimum, where Ma changes from negative to pos-

itive. The temperature minimum is the surface tension maximum, which pulled the liquid

on the surface and led to the two circulations. If a surface tension maximum is caused by

other factors, such as surfactants, the regional segregation will also happen.

The regional segregation of flows resulted in a particle concentration plateau. The cir-

culations make particle distribution uniform in each region. Because of the segregation,

the concentration across the region boundary changed greatly, which is shown by the con-
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Ma
T

4 × 107

2 × 107

−2 × 107

Figure 3.43. The surface temperature T and correspondent Marangoni
number Ma changing with radial positions r. The Marangoni stress (Ma)
magnitude was determined by the temperature gradient on the surface. Ma
in the CL region is quite large due to the sharp temperature change. The
results are at θ = 10◦ with a condition of d = 0.5.
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centration contours in Figure 3.41. The plot of the concentration at the surface at different

radial locations, shown by the red line in Figure 3.44, also manifests the concentration dif-

ference due to the regional segregation. The plateau at r > 0.8 indicates the trap of a large

portion of particles in the CL circulation region. The CL circulation and the high-particle-

concentration region near the CL were also observed in the experiments by Parsa et al. [77]

(Figure 4 in their paper). We were not able to compare with their work to get an agreement

because the substrate thickness was not given in their paper. However, a qualitative agree-

ment on the radial width of the CL region was reached. Our simulation gives the width

of around 0.2, and their experiments showed a dimensionless with of 300µm
1mm = 0.3. Future

experiments can be done to validate this comparison.

Although the particle concentration plateau indicates a CL accumulation, it is distinct

from the “coffee ring effect” which is caused by purely edgeward capillary flows. The CL

accumulation brought by the capillary flow is indicated by the green line in Figure 3.44, and

is featured with a smooth increase of the concentration approaching the CL. Compared to

this accumulation, the segregated CL circulation produced a width of particle accumulation

region, implying the spreading of the CL accumulation and a wider “coffee ring”. The

spreading may be the reason why the profiles of particle deposition in experiments were

lower and wider than the numerical results of Bhardwaj et al. [75] (Figure 13 of the paper).

Based on the above results of thermal Marangoni flow, an understanding to the Marangoni

effect was provided at different stages of evaporation. The early effect keeps particles from

accumulating at the CL. The later effect leads to regional segregation that affects the width

of particle accumulation. The understanding provides potential methods to control the

width of the “coffee ring” deposition.

Since the transition point is the boundary of the CL circulation, the ring width is de-

termined by the transition point location. As a result, the width can be manipulated by

designing the transition point location.

A more feasible way to design the location of transition points, compared to exerting

corresponding Ma in Section 3.3.2, is to change the thickness of the substrate. The blue

line in Figure 3.44 is the results for a substrate with a thickness of d = 1.5. The plateau
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Figure 3.44. The concentration at the surface at different radial locations at
θ = 10◦. The green line shows the CL accumulation brought by the capil-
lary flow, featured with a smooth increase of the concentration approach-
ing CL. The red and the blue lines are results with thermal Marangoni
flow. They manifests the concentration difference due to the regional seg-
regation. The larger substrate thickness d led to a wider CL concentration
plateau.
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is wider than that of a substrate with d = 0.5, meaning the particle accumulation zone is

wider due to farther distance of the transition point from CL.

The locations of transition points changing with the contact angle during evaporation

are shown in Figure 3.45. Various thickness of the substrate was used. The thicker the

substrate was, the later (at a smaller contact angle) a turning point emerges. If a certain

contact angle is to be investigated, the turning point locates farther from CL for the thicker

substrate case. When the thickness reached a certain value, increasing the thickness does

not change rT any more, which is indicated by the overlap of the results for d = 1.5 and

d = 2.0.

θ

d = 0.3
d = 0.5
d = 1.0
d = 1.5
d = 2.0

Figure 3.45. The locations r of transition points changing with the contact
angle θ during evaporation. The thickness of the substrate d determined
how early a transition point emerged and how far the transition point was
away from CL. If d is larger than 1.5, increasing the thickness does not
make a difference anymore.
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It is noticeable that a transition point first emerged at the center of the drop, rT = 0, and

then moved outward toward CL. During the movement, there was first local accumulation

around r = rT at the surface, which is shown in Figure 3.40. Then when the transition point

approached CL, the accumulation gathered in the CL circulation region.

What is more importantly, the CL accumulation region was restricted by the CL circula-

tion and shrank with the transition point movement. In Figure 3.46, the high concentration

region was restricted between the transition point and the CL. The radial width of the region

decreased due to the movement of the transition point. The contours used in Figure 3.46

are for the normalized particle concentration cpN = cp/cpA, where cpA is the averaged con-

centration for the current CA, and was calculated by cpA = cp0×V0/V , where cp0 and V0

are the initial concentration and volume respectively, and V is the current volume. The nor-

malized concentration cpN was used to facilitate the comparison between drops of different

CAs, which stand for different stages of evaporation. Otherwise, the average concentration

increases as CA lowers, and the distribution cannot be clearly shown by cp.

Another factor affecting the transition point location is the heat conductivity ratio of

the drop and the substrate kR. It is easier to change to substrate material, so kR can be

changed by adjusting kS, the substrate heat conductivity. As Figure 3.47, the smaller ks

value was, the earlier a transition point emerged and the closer the transition point pushed

the CL accumulation region to CL.

The temperature profiles for different ks values are shown by Figure 3.48 and 3.49 with

representative values for ks as 0.6 and 1.2. At the early stage of evaporation, the temperature

at the top of the drop was the lowest. This state lasted longer when ks was larger. When

θ = 14◦, the lowest temperature was still at the top for ks = 1.2 (Figure 3.49), while it was

around r = 0.8 for ks = 0.6 (Figure 3.48). Only when the lowest temperature is not at the

top does a transition point starts to emerge. This is the reason for later emergence of a

transition point with a larger ks.

Similarly, the temperature profiles for various substrate thickness are shown by Figure

3.50 and 3.51.
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θ = 13.2∘

θ = 11.5∘

Figure 3.46. The high concentration region was restricted between the
turning point and CL, and was pushed shrinking by the transition point.
The contours are for the normalized particle concentration cpN = cp/cpA,
where cpA is the averaged concentration for the current CA.
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θ

ks = 0.6
ks = 0.8
ks = 1.0
ks = 1.2

Figure 3.47. The locations r of transition points changing with the contact
angle θ during evaporation. The thermal conductivity of the substrate ks
determined how early a transition point emerged and how far the transition
point was away from CL.
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θ = 14∘

Figure 3.48. The temperature profiles for ks = 0.6. The surface tempera-
ture was plotted separately. The results are with d = 0.5.



92

θ = 14∘

Figure 3.49. The temperature profiles for ks = 1.2. The surface tempera-
ture was plotted separately. The results are with d = 0.5.
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θ = 14∘

Figure 3.50. The temperature profiles for d = 0.5, ks = 0.8.
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θ = 14∘

Figure 3.51. The temperature profiles for d = 1.0, ks = 0.8.
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3.4 Particle Adsorption

3.4.1 The Influence of Viscosity Change Due to Particle Concentration Increase

When the particles at the CL reaches maximum packing, the simulation has to be

stopped. When the simulations stopped, the bulk concentrations were still far from achiev-

ing high concentrations. The locations of stagnation points and the transition points are

compared with simulations incorporating the influence of viscosity change and simulations

without viscosity change. Figure 3.52 and 3.53 show that the locations are almost the same.

So the only effect of the application of Krieger-Dougherty relationship was to terminate the

simulation when maximum packing was reached.

θ

changing with
μ = μ0
μ cp

Figure 3.52. The locations of stagnation points are compared with sim-
ulations incorporating the influence of viscosity change and simulations
without viscosity change. The results are with d = 0.15.



96

θ

changing with
μ = μ0
μ cp

Figure 3.53. The locations of transition points are compared with sim-
ulations incorporating the influence of viscosity change and simulations
without viscosity change. The results are with d = 0.15.
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3.4.2 Substrate Adsorption

Since the adsorption to the substrate contributes to the deposition on the substrate, we

will also call the process of adsorption to the substrate the deposition process.

3.4.2.1 Marangoni Flow Due to Temperature Change

A value of Da = 100 was used to investigate the influence of the particle adsorption to

the substrate. Figure 3.54, on the one hand, indicates the mass conservation of particles by

adding mass in the drop and the mass on the substrate, and on the other hand shows the

amount of particles remaining in the bulk phase. When θ decreased to less than 10◦, almost

all particles adsorbed to the substrate, or in another word, deposited on the substrate. Com-

pared to the mass change of a drop with no Marangoni flow (Figure 3.55), the Marangoni

flow fostered the adsorption rate.

The adsorption location is shown by Figure 3.56. The surface concentration of the

particles on the substrate Γsub increased as θ decreased. The concentration increased faster

at r = 0 and CL.

The deposition at r = 0 was due to the downward flow of the Marangoni circulation.

The concentration increase at r = 0 was much slower when Marangoni stress was not

included in the simulation, as Figure 3.59. Because of the first-order adsorption rate, a

higher local concentration leads to faster deposition. The downward flow, as in Figure

3.57, brought the particles accumulated at the surface near the substrate and facilitated the

adsorption. In contrast, the high concentration region stayed at the drop surface with no

Marangoni flow (Figure 3.58), leading to slow adsorption at the substrate. Although there

was also downward flow in Figure 3.58, the velocity was much smaller as what has been

discussed in the first section.

The CL deposition was suppressed by the circulation, if Figure 3.56 is compared with

Figure 3.59, which is the surface concentration increase with no Marangoni flow. The

adsorption with Marangoni flow was relatively uniform compared to the capillary case.
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θ

Figure 3.54. As a drop evaporates, the CA decreases from the right to the
left on the abscissa. The red line shows the amount of particles in the bulk
of the drop phase. The green line shows the amount of particles deposited
on the substrate due to the adsorption. The blue line is the summation of
the particle amount in the bulk phase and on the substrate. The results are
for Da = 100. The Marangoni flow was caused by temperature change.
The substrate thickness was d = 0.5.
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θ
Figure 3.55. The meaning of the lines are the same as Figure 3.54. The
results are for Da = 100 and pure capillary flows.
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θ = 48∘
θ = 46∘
θ = 40∘
θ = 30∘
θ = 20∘
θ = 10∘

Figure 3.56. The surface concentration of the particles deposited on the
substrate Γsub versus θ as CA decreased. The results are for Da = 100.
The Marangoni flow was caused by temperature change. The substrate
thickness was d = 0.5.
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θ = 17∘

0.08

0.16

Figure 3.57. The flow and concentration profile at θ = 17◦ with Da = 100.
The Marangoni flow was induced by temperature change with d = 0.5.

θ = 17∘

Figure 3.58. The flow and concentration profile at θ = 17◦ with Da = 100.
The flow was pure capillary flow with no Marangoni stress effect.
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For example, Γsub was around 0.2 for any r when θ = 30◦ in Figure 3.56, while was less

than 0.1 at r = 0 and around 0.3 at CL in Figure 3.59.

θ = 48∘
θ = 46∘
θ = 40∘

θ = 20∘
θ = 10∘
θ = 30∘

Figure 3.59. The surface concentration of the particles deposited on the
substrate Γsub versus θ as CA decreased. The results are for Da = 100.
No Marangoni flow was incorporated.

3.4.2.2 Application of a Fixed Marangoni Stress

To further compare the influence of the magnitude and the direction of Marangoni

stresses on the adsorption rate, fixed Marangoni stresses were imposed on the drop sur-

face. The moment when 80% of the total particles were deposited on the substrate was

revealed by the contact angle θ0.8 of that moment. The larger θ0.8 is, the earlier most parti-

cles deposit on the substrate, indicating a faster deposition rate. According to Figure 3.60,

a Marangoni stress in the direction from the top to CL facilitates the deposition and the

deposition rate increases with the increase of Ma. However, the influence of a Marangoni
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stress in the opposite direction depends on the magnitude of Ma. When |Ma| was smaller

than 103, the deposition was compromised.

0.
8

Figure 3.60. θ0.8 is the CA at the moment when 80% of the total parti-
cles were deposited on the substrate. The larger θ0.8 is, the earlier most
particles deposit on the substrate, indicating the faster a deposition rate.
The value of θ0.8 changed with Ma. The Marangoni stress is in the same
direction as the tangential unit vector.

The specific deposition positions were given by Figure 3.62 under various Ma values.

The results were plotted when CA was 12◦. The green lines are the surface concentration of

deposited particles. The blue lines are the concentration of suspended particles still in the

bulk phase. The surface concentration of the suspended particles was derived by assuming

that all particles fall at the same radial location on the substrate. The red lines are the

summation of the deposited particle and the suspended particles.
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0.
8

Figure 3.61. The same plot as Figure 3.60 but the direction of Marangoni
stress, which was in the opposite direction as the tangential unit vector
leading to counterclockwise circulation. Ma was negative, but the absolute
value was used in the plot.
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For a positive Ma, meaning the Marangoni stress from the top to CL, small Ma pro-

moted deposition at the CL while large Ma promoted deposition in the drop middle. For a

negative Ma, a larger |Ma| resulted in the less deposition at the CL. The slow deposition

rate for a small |Ma| in Figure 3.61 was because of the reduced particle deposition at the

CL. When |Ma| was large, the deposition at the middle of the drop (r = 0) was significantly

promoted, therefore contributing to the total deposition rate.
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(a) Ma = 105 (b) Ma =−105

(c) Ma = 104 (d) Ma =−104

(e) Ma = 103 (f) Ma =−103

(g) Ma = 102 (h) Ma =−102

(i) Ma = 10 (j) Ma =−10

Figure 3.62. Three types of surface concentration Γ (blue for suspended
particles, green for deposited particles and red for total particles) versus
the radial locations r at θ = 12◦. Da = 100. The plots are for different
values of Ma imposed: the negative ones mean the Marangoni stress is in
the opposite direction from the tangential unit vector t.
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4. SUMMARY AND FUTURE WORK

4.1 Summary

We numerically solved the coupled particle concentration, thermal and velocity fields in

an evaporating drop. The effects of Marangoni flows on temperature, flow patterns, particle

transport and deposition were especially investigated.

In terms of the thermal fields, we defined a Marangoni Peclet number PeMa, which is

proportional to the characteristic Marangoni velocity, as a criterion when neglect of heat

convection is reasonable. This criterion was proved by the numerical results of the tem-

perature distribution. In terms of the flow fields, we investigated the flows, especially the

surface flow directions, not only at the initial evaporation stage, but also when the contact

angle decreases below 15◦. The flow changed from one-circulation to multi-circulation

during drop evaporation.

At the late stage of evaporation, stagnation points emerge on the drop surface, which

were divided into Marangoni-induced points and capillary-induced points. The locations of

stagnation points may provide a better understanding of the temperature-induced Marangoni

flow of drying drops. An explanation for the experimentally observed stagnation point near

the contact line was given. This point is a capillary-induced stagnation point caused by the

divergent capillary flow, according to both the numerical results and the lubrication theory

validation. The explanation shows that the surface flow direction is not solely determined

by Marangoni stress, especially near the contact line. The existence of this stagnation point

potentially affects the evaporative deposition patterns and self-assembly of materials. So

understanding the reasoning behind it may be useful to predict and control more precisely

the deposition behavior of colloids during drop evaporation.

Although Marangoni circulation flows changed from a counterclockwise direction to a

clockwise direction at a low CA, the CL region remained circulating in the counterclock-
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wise direction, forming a segregated region from the other part of the drop. The segregated

region was featured with a high particle concentration, meaning the trap of particles. How-

ever, compared to the coffee-ring accumulation resulting from mere capillary flow, the

concentration in the segregated CL circulation was more uniform. These results implied

the possibility to design the width of the coffee ring shape by adjusting the radial length of

the CL circulation region.

The radial length of the CL circulation region was characterized by the radial location

of a transition point, where du/dz = 0. The location changed with the thickness and the

thermal conductivity of the substrate. The thicker the substrate was or the smaller the

thermal conductivity was, the closer the transition point was away from CL, implying a

narrower coffee ring shape would form.

The magnitude of the Marangoni effect can be indicated by the Marangoni number

Ma = 4σ

µ0vc
. By applying various fixed Ma on the surface, the flow profiles and the particle

distribution greatly changed. On the whole, the larger Ma was, the more particles were

kept in the middle of the drop instead of accumulating at CL. However, the Marangoni

flow facilitated the CL accumulation if when the Marangoni stress was in the direction

from the top to CL and Ma < 103 .

When there was adsorption of particles to the substrate, Marangoni flows facilitated the

deposition rate because they transported the particles from the drop surface, where particles

accumulated due to base fluid evaporation, to the substrate region. A counterclockwise

Marangoni circulation also changed the CL deposition profile to a more uniform profile by

bringing down the particle at the surface to the center region of the substrate (where r = 0).

4.2 Future Studies

For future studies, I recommend the following projects on both simulations and experi-

ments.

For simulations, first, drop evaporation with a heating substrate can be investigated.

The heat exchange between the air and the drop is not negligible anymore because of the

large temperature difference.
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Second, a packing condition can be added to continue the simulation. My simulations

were stopped once the maximum packing was reached at the CL. This stoppage could

happen fairly early in the drop evaporation process. Thus, the maximum packing density

regions need to be defined while the computations in the other regions of the droplet are

allowed to continue. To use a packing condition, the fluid equations at the packing region

need to transform to porous media flow like Darcy’s law, and the shape of the surface near

the CL is fixed by the packed particles instead of being subject to the traction boundary

condition at the packing region.

Last, the adsorption of particles to the free surface cannot be simulated in this work

because the accumulation of the particles at stagnation points led to too large a divergence

of the concentration, which was not favorable in the FEM method. Mutiscale simulations

techniques will need to be employed to further elucidate this problem.

Besides, experiments can be done to validate simulations. Although our simulation

results agree with some previous experimental results [65, 68], there are other experiments

implying multi-circulations [77] that can be described more specifically (i.e. the thickness

of the substrate) and compared with our simulations quantitively. The agreement between

experiments and simulations will also be more convincing if it is reached for cases with

heated substrates.
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A. CONTACT ANGLE CHANGE

Many papers or thesis describe the process of drop evaporation with evaporation time. Yet,

we used the CA as the indication for a more intuitive understanding of the stage of the

evaporation. To facilitate the comparison with other work, a plot of the CA, θ , with the

dimensionless time t is given as Figure A.1. Since the drop remains a spherical-cap shape

and the evaporation speed is determined solely by vapor diffusion, the relationship between

θ and t is always the same for all of the simulations in this dissertation.

Figure A.1. The CA, θ , changing with the dimensionless time t. The
characteristic time is 1.5×103 s.
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B. NON-DIMENSIONALIZATION OF GOVERNING EQUATIONS AND BCS

B.1 Governing Equations

The Cauchy momentum equation:

∂ ṽ
∂ t̃

+ ṽ · Õṽ =
1
ρ
Õ · T̃ (B.1)
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tc
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∂ t

+
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2
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ρvclc
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The Krieger-Dougherty relationship:

µ̃ = µ0
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)−2
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The heat convection-diffusion equation:

∂ T̃
∂ t̃

+ ṽ · ÕT̃ = αÕ2T̃ (B.12)
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The convection-diffusion equation for the particle concentration:

∂ c̃p
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Heat conduction in the substrate:
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B.2 Boundary Conditions

The kinetic boundary condition on the free surface:

ρn · (ṽ− ṽs) = J̃ =−n ·DÕc̃ (B.23)

ρvcn · (v−vs) =
Dcc

lc
J =−Dcc

lc
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The stress balance on the free surface:

n · T̃ =−2H̃ σ̃n+ Õsσ̃ (B.27)
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For thermal Marangoni stress,

Õsσ̃ = β ÕsT̃ (B.31)
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For a fixed Marangoni stress,

Õsσ̃ = τ̃Mat (B.35)

n · T̃ =−2H̃ σ̃n+ τ̃Mat (B.36)

τMa = Ma =
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The energy balance at the free surface:

HvJ̃ =−kln · ÕT̃ (B.41)
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The particle mass balance at the free surface:

c̃p ·
J̃
ρ
+Dpn · Õc̃p = 0 (B.45)
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The heat flux balance at the drop-substrate interface:
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Particle mass balance at the drop-substrate interface:

Dpn · Õc̃p + kc̃p = 0 (B.50)
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Surface concentration of particles on the substrate:
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