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ABSTRACT

Hung, Ya-Hsin PhD, Purdue University, August 2019. Affective Engagement in In-
formation Visualization. Major Professor: Steven Landry and Paul Parsons.

Evaluating the “success” of an information visualization (InfoVis) where its main

purpose is communication or presentation is challenging. Within metrics that go be-

yond traditional analysis- and performance-oriented approaches, one construct that

has received attention in recent years is “user engagement”. In this research, I propose

Affective Engagement (AE)– user’s engagement in emotional aspects as a metric for

InfoVis evaluation. I developed and evaluated a self-report measurement tool named

AEVis that can quantify a user’s level of AE while using an InfoVis. Following a

systematic process of evidence-centered design, each activity during instrument de-

velopment contributed specific evidence to support the validity of interpretations of

scores from the instrument. Four stages were established for the development: In

stage 1, I examined the role and characteristics of AE in evaluating information vi-

sualization through an exploratory qualitative study, from which 11 indicators of

AE were proposed: Fluidity, Enthusiasm, Curiosity, Discovery, Clarity, Storytelling,

Creativity, Entertainment, Untroubling, Captivation, and Pleasing; In stage 2, I de-

veloped an item bank comprising various candidate items for assessing a user’s level

of AE, and assembled the first version of survey instrument through target population

and domain experts’ feedback; In stage 3, I conducted three field tests for instrument

revisions. Three analytical methods were applied during this process: Item Analysis,

Factor Analysis (FA), and Item Response Theory (IRT); In stage 4, a follow-up field

test study was conducted to investigate the external relations between constructs in

AEVis and other existing instruments. The results of the four stages support the

validity and reliability of the developed instrument, including: In stage 1, user’s AE
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characteristics elicited from the observations support the theoretical background of

the test content; In stage 2, the feedback and review from target users and domain

experts provides validity evidence for the test content of the instrument in the con-

text of InfoVis; In stage 3, results from Exploratory and Confirmatory FA, as well

as IRT methods reveal evidence for the internal structure of the instrument; In stage

4, the correlations between total scores and sub-scores of AEVis and other existing

instruments provide external relation evidence of score interpretations. Using this

instrument, visualization researchers and designers can evaluate non-performance-

related aspects of their work efficiently and without specific domain knowledge. The

utilities and implications of AE can be investigated as well. In the future, this re-

search may provide foundation for expanding the theoretical basis of engagement in

the fields of human-computer interaction and information visualization.

Keyword: information visualization, user experience, instrument development,

evaluation
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1. INTRODUCTION

Emotions have a crucial role in the human ability to understand the world, and

significantly influence how user experience is shaped [4, 5]. Emotions are also well-

known to be essential to rational behavior and decision making [6]. Norman [7]

proposed the concept of the emotional system, and how its three levels influence one

another to create our overall emotional experience of the world.

Engagement is another important aspect of user experience, and has been a pop-

ular topic in HCI (Human-Computer Interaction) domain [8]. However, currently

people’s opinions upon the definition as well scope of user engagement in infoVis

(Information Visualization) are rather mixed and unclear [9–11].

Furthermore, little research has focused on developing guidelines and instruments

for assessing user engagement in infoVis. While there are various attempts to assess

or to measure this phenomenon (e.g., [12–14]), little of them focus on the underlying

data—which is a core component of information visualizations. Moreover, none of

the existing related studies mainly contributes to the emotional aspects.

Therefore, this dissertation studied the gap between “user engagement” and “in-

formation visualization”, and focused on the “emotional” aspect—which is Affective

Engagement (AE) in information visualization. Theoretical assumptions would be-

come useful when they can be tested empirically [15]. Hence, to make AE be testable,

a proper measurement tool should be developed and used.

Therefore, the aim of this dissertation was to:

1. Understand AE and its scope in infoVis domain;

2. Investigate the characteristics of AE in infoVis domain;

3. Develop an AE measurement in infoVis domain; and



2

4. Evaluate the developed measurement for its validity and reliability.

1.1 Survey Instrument for Affective Engagement

The work is not aimed at assessing long-term emotional investment of users—

e.g., in situations where a visualization tool is being used everyday in a work setting.

Rather, this is aimed at assessing emotional investment of short-term uses of visual-

izations. Examples include viewing or interacting with visualizations in interactive

news stories, public information displays, museums, and interactive textbooks.

1.2 Target Audience

The target audience for this research is people looking for quick and easy ways

to evaluate AE. While this target clearly fits visualization practitioners, academics

and other researchers often have need for quick and easy evaluation methods, too.

Practitioners often face constraints, such as time, money, and other equipment limi-

tations, that make lab-based user testing not feasible. Evaluation methods involving

specialized equipment (e.g., eye trackers, EEGs) or considerable money and space to

run user studies—while certainly valuable—are outside the scope of our concern here.

Practitioners can benefit from quick and easy evaluation methods that can still

provide actionable information regarding AE. When I say we want evaluation to be

“quick and easy”, I want all stages (i.e., conducting, analyzing, interpreting) of the

process to be both quick and easy.

• By Quick, we mean a minimal time spent to conduct the testing, to analyze

the collected data, and to make sense of the results for making further decisions.

• By Easy, we mean there is no need for specialized domain knowledge to conduct

the testing, no need for specialized equipment to collect the data, and the

collected data is easy to process and easy to interpret.
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With the above criteria, I believe that a concise self-report survey instrument that

can quantify AE can be an appropriate tool for visualization designers wanting to

evaluate AE for communicative purposes.

1.3 Development of a Survey Instrument

A self-report measurement tool such as survey instrument that can quantify such

construct in InfoVis domain should be created. Therefore, in the rest of this disserta-

tion, I developed and evaluated a survey instrument named “Affective Engagement

Visualization Survey” (AEVis) that can quantify a user’s level of AE while using

an InfoVis.

Employing an evidence-centered design approach [16], in every activity during

instrument development contributes specific evidence to support the validity of later

interpretations of scores from the instrument.

Four stages were established for the development:

1. In Stage 1, the role and characteristics of AE was exmained in evaluating

information visualization through an exploratory qualitative study to elicit in-

dicators of AE;

2. In Stage 2, an item bank comprising various candidate items for assessing

a users level of AE was developed, several tryout sessions and domain expert

review were conducted target population, and a draft of survey instrument for

AE then was proposed;

3. In Stage 3, the developed survey instrument was tested in the field test stud-

ies. Three analytical methods were applied during this process: Item Analysis,

Factor Analysis, and Item Response Theory; and

4. In Stage 4, a follow-up field test study is established to investigate the external

correlations between constructs in AEVis and other existing instruments.
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2. LITERATURE REVIEW

2.1 Overview

In this section, the investigation of related studies would mainly focus on User

Engagement in the areas of HCI and interactive technology. First, the definitions, the

characteristics, and the measurements of user engagement in interactive technology

were reviewed. Due to the fact that interactive visualizations nowadays are also

considered as one kind of digital system, studies of user engagement in technology

will shed some light on determining user engagement in InfoVis domain. Finally,

the role and significance of user engagement in InfoVis, and discuss challenges in its

characterization and assessment, would be explored and discussed.

2.1.1 What is User Engagement?

Because engagement is of interest to researchers from many disciplines, each hav-

ing its own priorities and concerns, it is likely impossible to reach an all-inclusive def-

inition of user engagement. While seemingly an important aspect of user experience,

user engagement lacks a clear, agreed-upon definition in general [8]. Engagement is a

major theme of research within HCI and other related fields, the need to understand

users’ experiences has motivated a focus on user engagement across multiple area of

research. A meta-analysis on user engagement in HCI domain have been conducted

by Doherty [8].

On the other hand, a small number of researchers have recently begun to explore

the notion of engagement in InfoVis. Mahyar et al. [9] argued for viewing engagement

at multiple levels, and have proposed a preliminary taxonomy for evaluating user en-

gagement based on Bloom’s taxonomy [17, 18], which is a three hierarchical models
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used to classify educational learning objectives into levels of complexity and speci-

ficity [19]. To study the effect of animation and pictographs in data videos (a type

of animated visualization), Amini et al [20] developed an engagement questionnaire

for assessing engagement for different types of visualizations. Also, Windhager [21]

tried to explore the design space of engaging climate change visualizations for public

audiences, and specified that the concept of engagement combines the cognitive and

affective effects of InfoVis, together with the user engagement previously defined by

O’Brien [22].

Saket et al. [23] argue for going beyond usability and performance in InfoVis

evaluation, and have provided an overview of recent work related to user experience.

Others have examined engagement indirectly—e.g., looking at whether storytelling in

InfoVis engages users [24], and how aesthetic concerns engage users [25]. At this point,

research on engagement in InfoVis is still in its infancy. Definitions and assessments

have largely been borrowed and adapted from other disciplines.

Although scholarship on engagement exists in other technology related fields

(e.g., [26–29]), InfoVis deserves its own treatment due to its specific characteristics

not necessarily present or prevalent in other disciplines—e.g., the abstract nature of

data and information, visual encoding and representation, cognitive and perceptual

issues, and interaction.

In InfoVis, a focus on non-utilitarian uses of visualizations has been increasing

in recent years. Similarly there is an increasing interest in visualizations used for

communication and presentation purposes rather than analysis ones [30]. Since tradi-

tional performance-oriented approaches (e.g., measuring time spent, calculating error

rate) can only be useful for performance metrics such as task accuracy, those ap-

proaches rarely work well for affective-relative metrics such as perceived satisfaction.

Therefore, for visualizations that are mostly used in communication or presentation

purposes, a hedonistic perspective of user experience could be more useful than a

utilitarian one.
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2.1.2 Characterizing User Engagement

Engagement is a complex construct—it is abstract, not directly observable, and

composed of multiple parts. Complex constructs can be difficult to define, as they

cannot be directly accessed and can be measured only via an observable phenomenon

in which they are manifest [31].

User engagement can be identified in multiple disciplines including psychology,

education, games, and HCI, all of which characterize engagement differently. For

instance, from a psychology perspective, engagement is often discussed in relation to

flow, positive psychology, fulfilment, and motivation (e.g., [32,33]). In education, the

concept of student engagement has received much attention, and is usually discussed

in terms of motivation, achievement, and interpersonal relationships (e.g., [34, 35]).

Within the context of gaming, engagement is believed to be a generic indicator of game

involvement [13], and some researchers think an engaging experience is encouraged

by the sensory appeal of the system and the level of feedback and challenges a user

receives from the system [12,26].

In HCI, several theoretical frameworks have been proposed [22]. User engagement

has been viewed in the context of flow and fluid interaction, leading to satisfying

and pleasurable emotions related to curiosity, surprise, and joy [27]. It has also been

defined as the emotional, cognitive, and behavioral connection that exists between

a user and a resource in time or possibly over time [29]. User engagement is also

believed to be the positive interaction quality of the user experience, and has been

associated with being captivated and motivated to use a website [36]. Sometimes it

is treated as user’s level of involvement with a product [37]. Additionally, terms such

as flow [38,39], immersion [26,40], enjoyment [41], and playfulness [42–44] have been

mentioned in related research areas, some of which are close to the concept of user

engagement.

As O’Brien [45] notes, the scope of engagement must be determined before con-

structing a useful definition. Inspired by Lucero et al.’s work [26], we reviewed ap-
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proximately 150 papers in related disciplines such as website analysis, game design,

education, psychology, and HCI, and compiled a list of potentially relevant character-

istics. In the end, 11 engagement characteristics were selected that had the highest

frequency in the literature and were most relevant to engagement in InfoVis: Aesthet-

ics, Captivation, Challenge, Control, Discovery, Exploration, Creativity, Attention,

Interest, Novelty, and Autotelism [2].

2.1.3 Affect as Transient Emotion

To investigate the emotional aspects of engagement, it is reasonable to also exam-

ine characteristics of human emotions and how these characteristics might influence

engagement as a phenomenon in the context of InfoVis. When studying emotion,

there is a continuum of timeframes that can be investigated, from transient emo-

tional states, to longer-term mood states, to long-term traits or dispositions [46].

Short-term emotional states are relatively brief episodes with clear onset and offset,

whereas moods persist over longer timeframes and do not fluctuate as much [47].

Transitory emotional states are more likely than long-term moods to be related to

particular events or stimuli [48]. Thus, it is reasonable to focus on short-term states

when investigating emotional impact or involvement when users are viewing or inter-

acting with visualizations.

2.2 Assessment of User Engagement

For evaluating user experience, a trend towards non-utilitarian concerns has been

emerged in the past decade [5, 6]. Similar trend can be found in HCI as well. While

the second wave HCI focus on groups working with a collection of applications, where

situated action, distributed cognition, and activity theory were important sources of

theoretical reflection [49]. In the third wave of HCI, the use context and application

types are broadened, and intermixed; the focus of the third wave seems to be defined

in terms of what the second wave is not: non-work, non-purposeful, non-rational,
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etc [50, 51]. Scope of cognition has expanded to emotion and design as well [52].

Thus, in the following sections, various types of assessment techniques and methods

would be reviewed for a better understanding of the bigger context.

2.2.1 Self-Report Methods

Self-report instruments is the most widely used type of physical activity measure

which refers to the methods that rely on what users say or recall about their experi-

ence [53,54]. Advantages of self-reporting methods include interpretability (easy to in-

terpret the date), information richness (great quantity and breath of the information),

and practicality (cost-efficient and inexpensive) [55]. On the other hand, the main

disadvantage for self-assessments is credibility (e.g., social desirability bias [56, 57]

and measurement bias [58]), as self-reports are subject to various inaccuracies.

Interview

Interview is one of the most common and powerful way to understand people and

collect qualitative data [59]. It can be conducted as face-to-face exchange between

two people, with groups of people, or even through other media such a telephone,

tele-conference applications etc. In terms of the format of interview, interview can be

categorized as structured, semi-structured, and unstructured [60]. While structured

interview utilizes closed-ended questions, unstructured interview tends to use open-

ended and in-depth questions, semi-structured interview, on the other hand, combines

the above two. In general, the interview would be recorded (voice or video) and be

transcribed into text format, then be analyzed qualitatively [61]. In O’Brien’s study

on defining user engagement, she employed semi-structured interview with critical

incident techniques, and then identified the attributes of user engagement in technol-

ogy [62]. Recently, there are also researchers who have employed interview method

for assessing engagement or other related constructs in various environment settings

[63–66].
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Verbal Protocol

Verbal protocol is one of the primary tools to evaluate usability in the HCI do-

main [67, 68]. The main idea of think aloud and think after approaches is to ask

people verbalize their thoughts and feelings, this approach can be used to observe

insight into participant’s cognitive processes [69]. While think aloud approach refers

to do verbalization during the task or activity, think after refers to do it after the

session (retrospective). Similar to data collection in interview, researchers usually

record participants’ voice and transcribe it into textual format.

However, when utilizing think aloud protocol, there are some limitations. For ex-

ample, Ericsson and Simons believed that verbalizing participants’ thought processes

does not change the sequence of thoughts, and therefore their task performance should

not be changed as a result of thinking aloud [70]. Still, some studies found that addi-

tional cognitive activities are required in order to produce the overt verbalization of

the thoughts; these activities therefore generate negative effect (e.g., decreases task

performance, produces biased accounts of the thoughts) on the task performance [71].

Therefore, there are many other updated verbal communication approaches being

proposed [72]. Finally, since users usually think faster than they can speak, their

thoughts are expected to be much more complex than they can verbalize [73]. Since

think aloud protocol can be easily adapted to different contexts or settings, we can

see that some researchers applied this method when they were interested in assessing

users’ engagement of their works (e.g., [74, 75]).

Questionnaires

Questionnaire is a popular data collection method, and is sometimes referring

to survey or instrument. Since it is easy to conduct and because of its low-cost,

questionnaire methods are very popular in many domains. There are many types

of questionnaires, they can be paper-based or electronic; they can be used on an
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individual or on a group of people; they can be designed as close-ended (quantitative)

or open-ended (qualitative).

The game research community has been developing the concept of gamer engage-

ment for a long time, even though the terms they used are slightly different from

one to another. In Jennett et al.’s study [76, 77], they developed and validated an

immersive questionnaire called Immersive Experience Questionnaire (IEQ), this ques-

tionnaire is used to measure the immersion that players experienced in a single scale

that varies from low levels to high. Another well-established measurement for gam-

ing experience is Gaming Engagement Questionnaire (GEQ). It measures the level of

engagement that player experienced in video game-playing in order to evaluate the

influence of violent video games on the players [13]. Finally, another group of re-

searchers proposed an engagement metric for web pages called the User Engagement

Scale (UES) [36].

There are other questionnaires that are related with user engagement in a higher

level. For instance, refer to the Flow concept from Csikszentmihalyi, Flow Question-

naire (FQ) is a set of standardized questionnaire that can be used to measure user’s

level of flow [78], and Experience Sampling Method (ESM) is another questionnaires

for a similar purpose [39]. For assessing presence, there are some instruments as

well [79]. Additionally, Playful Experiences (PLEX) is a framework that categorizes

playful experiences and can be utilized as an evaluation tool for artifacts such as

tangible digital game or interaction designs [42,80].

Finally, in the area of infoVis studies, several attempts have been made to develop

proper survey instruments for evaluating users’ various types of engagement [2,11,46].

2.2.2 Physiological Measurements

The main idea of physiological measurements on user engagement is to look for

the relationship between physiological processes and thoughts, emotions [81], and be-

havior. Compared to self-report approach, they can produce more objective data.
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However, constructs such as engagement cannot be quantified easily. Although var-

ious physiological indicators can be measured directly, such as blood pressure [82],

heart rate [83], nervous system activity in general [84], and so on, these methods

can be considerably costly and lengthy, limiting their scalability and practicality.

Furthermore, they require considerable interpretation to make causal connections to

subjective phenomena [85].

2.2.3 Behaviour Measurement

Eye-Tracking

Eye-tracking, as a popular technique in studying usability on artifacts or tech-

nology, is aimed to identify and analyze patterns of visual attention of individuals

as they perform specific tasks (e.g. reading, searching, and scanning a document

etc.). Measures such as pupil dilation, gaze fixation, and visit count can be used as

indicators of task difficulty, fatigue, mental activity, and intense emotion [86,87]. To

conduct eye tracking studies, an eye tracker is necessary. It is a device that includes

infrared projections that can illuminate a user’s cornea (it can be bright or dark pupil

eye tracking), and then a set of infrared cameras would gather the reflection patterns

and its positions to calculate the pupil locations over time [88]. Finally, after the

task was done, the locations of gaze points would be mapped and overlaid on the

recordings for further analysis.

Eye fixation [89] and saccadic eye movement [90, 91] are believed to be related

with the allocation of visual attention. There is considerable amount of eye tracking

research papers study the relationship between eye movement and visual search [92,

93]. There are also studies trying to find out the implications of eye movement such

as fixation and visit on user engagement of reading tasks [94]. Finally, in terms

of pupil size, pupillary dilation is related with human cognitive workload [95–97],

memory [98,99], and emotional arousal [100,101].
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However, there are several limitations on eye tracking methods. First, eye tracker

is an additional device that might influence participants’ natural behavior [102]. Sec-

ond, attention or user preference is not completely equal to user engagement. Tthey

might have overlap with each other, but they can’t be the only indicator of user

engagement [26].

Cursor Tracking

Cursor tracking (or mouse tracking) refers to the movement of a user’s mouse cur-

sor on the interface or entire screen. This method usually utilizes additional software

or JavaScript code (for websites) to collect the x, y coordinate data (on the screen or

in a web page) over time. The metrics in cursor tracking can be clicks, visit counts, to-

tal distance traveling, movement speed, scroll speed, and frequency etc. [103]. Mouse

movement has correlations between eye movement and gaze [104,105], and in partic-

ular is related with attention [106] and preferences [107].

Web Analytics

While self-report method and physiological measures are usually applied to a small

group of people, researchers in the HCI domain proposed a considerable amount of

techniques on measuring user engagement in a larger scale. For example, Google pro-

posed a metric framework to measure the level of user engagement of web page called

HEART (Happiness, Engagement, Adoption, Retention, and Task Success) [37]. On

the other hand, Dupret and Lalmas tried to assess user’s depth of engagement on

websites with absence time and clicks [108]. Targeting on-line shopping environ-

ments, O’Brien and Cairns have evaluated User Engagement Scale (UES) in an on-

line platform [109]. Another attempt from Thomas and O’Brien was to measure user

engagement of on-line forms with UES as well [110]. Finally, Attfield et al. pro-

posed engagement characteristics among three dimensions that are associated with

user engagement: emotional, cognitive and behavioral [29].
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2.3 Existing Survey Instruments

To provide context before presenting my own work, I had to investigate established

self-report instruments that researchers and practitioners can use to evaluate their

visualizations. To do so, I conducted a brief survey of relevant evaluation instruments.

There are two intentions here: (1) a collection of these instruments can be a valuable

resource on its own; and (2) the survey helped to highlight where gaps might be—for

communicative issues in general, and AE in particular – in the context of InfoVis.

2.3.1 Method

To conduct the survey, I searched for and collected relevant self-report instru-

ments. The initial search was very broad; besides some general resources from HCI

and UX (User Experience) handbooks [111–113], I also searched online using the

following keywords: “visualization”, “user experience”, “engagement”, “communica-

tion”, “persuasion”, “emotion”, “survey”, “questionnaire”, “scale” and their various

combinations. Although I found many instruments related to communication, affect,

satisfaction, and various psychological constructs, I excluded all that were not con-

cerned with human-technology relationships. Thus we excluded instruments dealing

with constructs such as human-human communication, anxiety, customer satisfaction,

and so on.

In the end, I settled on 3 inclusion criteria; Eeach instrument should:

1. Be concerned with human-technology relationships;

2. Be associated with a publication; and

3. Not require specialized equipment.

Several internal research team meetings were to identify characteristics that are

relevant for communicative visualization and could be used to code the instruments.

The characteristics include whether an instrument is concerned with:

(a) communicative effectiveness of the technology;
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(b) visual aspects of the technology;

(c) performance (e.g., time, error);

(d) user engagement;

(e) affect;

(f) a particular platform or scenario; and

(g) whether the instrument has a commercial version that needs to be purchased.

Examples of the characteristics include: communicative effectiveness: “Prompts

for input is confusing/clear.” (R3 [114]); visual aspects: “The screen layout of this

website is visually pleasing.” (R22 [12]); performance metrics: “I can recover from

mistakes easily and quickly.” (R12 [115]); engagement metrics: “I really get into the

game.” (R20 [13]); affect metrics: “The system is somewhat intimidating to me.”

(R13 [116]).

The review is not meant to be exhaustive, yet due to the systematic approach, I

believe it is reasonably representative of a more complete sample. By following two

strategies—investigating popular books and conducting our own search—we believe

that we have covered at least the popular and well-established instruments.

2.3.2 Findings

The survey resulted in 24 instruments that met the inclusion criteria. A summary

of these is shown in Table 2.1. For each instrument, I list the name, publication year,

the construct being evaluated by the instrument, the total number of items (questions)

or heuristics included, and the instrument characteristics described previously.

In general, most of the collected instruments deal with constructs like usabil-

ity and user experience, and more than half are developed based on general sys-

tem/technology/artifact platforms. Usability oriented instruments usually have sub-

stantial numbers of performance-related items and few items related to affect or

engagement (e.g., R3 [114], R8 [123]). On the other hand, engagement-related in-
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struments have more focus on affect and engagement, with fewer performance-related

items. (e.g., R20 [13], R22 [12])

The contexts in which presentation or communicative visualizations are used are

different from many of the instruments in Table 2.1 (e.g., to influence or to persuade

viewers). Thus, while the compiled instruments may be a useful resource for eval-

uating communicative and narrative visualizations, the existing instruments are not

entirely suitable for the following reasons:

• Scope: Most surveys that include affect- or engagement-related items aim to

cover a much broader construct. Thus the relevant information gained about

AE may not be very substantial (e.g., may be related to only 1 or 2 items).

Also, there are problems with using only portions of an instrument without

using it in its full and originally intended context [].

• Specific media or environment: Some instruments are measuring a con-

struct that is tied to a specific medium or context of use that is not very rele-

vant for communicative visualization (e.g., video game [13], presence in virtual

environment [125]).

• Context of measurement scale: Although some instruments share similar

key factors, the context of their measurement is not always appropriate for com-

municative visualization. For example, “captivation” may be a sub-component

for both “immersion” and “engagement”. However, an item that asks “I felt

detached from the outside world” (see [76]) is likely not appropriate for commu-

nicative and narrative visualizations, yet makes sense for assessing engagement

in Virtual Reality.

• Length: Some instruments contain a high number of items, and may take sub-

stantial time to answer and administer. Although more items may be desirable

for precision, long instruments may not be “quick and easy”, quickly becoming

a barrier for practitioner use.
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2.3.3 Need for an Affective Engagement Assessment

From any perspective, user engagement, as with other aspects of subjective ex-

perience, is a complex construct that is difficult to define [134]. Recently, as InfoVis

investigation has reached beyond usability driven objectives, investigating aspects of

subjective experience is increasingly important [2, 9, 10]. It is reasonable to assume

that InfoVis researchers and practitioners are interested in how “engaging” a partic-

ular visualization is, wanting to measure levels of engagement to predict or determine

success [135]. Also, behavior-based metrics (e.g., time spent, see [24]) have previously

been employed to quantify “engagement” levels in InfoVis.

Evaluation methods for InfoVis should match the goals of the design situation

and the context of use [136]. Because many existing evaluation strategies have

been aimed at analysis rather than communication, they are not often suitable for

evaluating issues relevant for visualizations for presentation or communication. Thus,

there is a need to examine evaluation methods for InfoVis with communication, rather

than performance, as the main goal. Which, further confirms the need to development

a survey instrument for this purpose.
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3. STAGE 1–ELICIT CHARACTERISTICS OF

AFFECTIVE ENGAGEMENT

Engagement is a complex construct that has many facets. In this work, in order to

develop the theoretical background of affective engagement in Information Visual-

ization (InfoVis), I conducted two mixed-methods studies that involved participants

interacting with visualizations to understand characteristics and the development of

engagement in the context of InfoVis.

3.1 The Exploration of Emotional Aspect of Engagement in InfoVis

The study started from exploring user engagement when users are interacting with

visualizations. I conducted a mixed-methods experiment to investigate our construct

of interest in a laboratory setting (IRB protocol#: 1703018955).

Based on literature review [8], I expect “user engagement” is a complex and

multiple-dimensions facets construct. Therefore, in order to catch more rich informa-

tion, both quantitative and qualitative data were collected. There were two primary

research questions for the study:

• RQ1 What are the characteristics of engagement in an InfoVis context?

• RQ2 What factors contribute to the development of engagement over time as

users interact with visualizations?

The goal was to characterize participants’ engagement via multiple protocols includ-

ing think-aloud, eye-tracking, behavioral indicators, and self-assessments. The results

of this research can contribute to the development of AEVis as descriptive and ex-

planatory models or frameworks of engagement in InfoVis.
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3.1.1 Method

To elicit the components and characteristics of engagement, I asked our partici-

pants to interact with interactive visualizations while speaking aloud their cognitive

activities as well as feelings. Data from think-aloud, eye-tracking, questionnaires, and

semi-structured interviews were collected and analyzed. The lab setting to collect cor-

responding data is depicted in Figure 3.1. Each participant conducted think-aloud

sessions in front of the monitor and input devices (keyboard and mouse) of a desktop

PC. A web camera (with microphone) for audio recording was placed on top of the

monitor, and an eye-tracker was attached at the lower part.

Microphone

Monitor

Eye-tracker

Keyboard and Mouse

Figure 3.1. Experiment setup of the laboratory study.

In the end, 12 participants were recruited (ages 21 to 47; 8 females, 4 males; all

native English speakers). Participants were recruited at Purdue university and their

participation was voluntary. A group of this size is generally considered appropriate

for studies utilized some labor-intensive qualitative studies (e.g., ground theory) [137].

In this experiment, three methods were utilized: think-aloud [67,69], interviews [60],

and questionnaires [59]. The primary data collection method is think-aloud. On top
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of that, eye tracking was used to identify and analyze patterns of visual attention

as users worked with the visualizations. Specifically, the quantitative data from eye

tracking is used to fill in gaps in the qualitative (think-aloud) data, and to triangulate

the findings. Mouse tracking was also used to capture users’ interaction behaviors

and was cross-referenced with eye-tracking data and verbal protocols.

This experiment was focused mainly on qualitative data, requiring intensive anal-

ysis procedures that followed a grounded theory approach [138]. Although the bulk of

the data analysis was qualitative in nature, I also collected quantitative data, which is

primarily be used to triangulate the results. Multiple methods and data were utilized

for triangulation, which is a strategy to use more than one approach or data source

to accomplish a comprehensive understanding of phenomena [139, 140]. Thus, the

approach can be characterized as a qualitatively driven mixed-methods study [141]. A

mixed-methods approach typically can provide rich data that may not be available

from qualitative or quantitative methods alone.

Figure 3.2. Screenshot of Eye-tracking device Tobii studio software.

As the primary data analyzed in stage 1 is the think-aloud data, both eye tracking

and mouse tracking were more like the complementary information during qualitative

process. Both eye tracking and mouse tracking data were collected via Tobii Studio

Professional edition [142], version 3.4.8 (See Figure 3.2), and then exported as video

recordings during the analysis.
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The collected eye-tracking data and mouse cursor trace are visualized into trace

animations and overlaid on the screen recording videos. As shown in the Figure 3.3

A and B, similar to the static gaze plot, the the time sequence of looking or where

participants look and when they look there can be shown as animations [143]. The

sequence and size of eye-gaze points were illustrated as a series of red circles connected

by red lines. The larger circles represent the longer gaze, the size of red circles

would increase and decrease as participants moving their focus of attention, and the

connected red lines represent the trace of the movement. As for the mouse trace

(See B in Figure 3.2), the original cursor would be recorded together with the screen

recording, when participant click, a pink circle would appear to signify the mouse

action. The steps to overlay mouse and eye tracking traces on the screen recording

with user sound in Tobii Studio can be found in the Experiment Material section of

Appendix.

Figure 3.3. Tobii Studio gaze and mouse cursor trace animation.

Finally, Questionnaire is one of the most popular approaches to assessing psy-

chological constructs due to its capability to assess user’s subjective feelings and
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opinions [2], is also utilized. The example of the survey instrument can be found in

the experiment section of Appendix as well.

3.1.2 Experiment

There are various research strategies to be chosen, and many possible methods

from which to choose for collecting data on affective engagement. Therefore, below I

would articulate the rationales and reasons for the chosen methods for this study.

Think-aloud protocol There are both advantages and disadvantages to using in-

formation drawn from think aloud data [144]. Primary advantages of think-aloud

method including the ability to provide data about the behavioral, cognitive, and

affective processes [145]. As for disadvantages, it is believed that thoughts gener-

ated from the long-term memory of subjects are often tainted by perception, partic-

ipants might incorrectly describe the processes they actually used [146]. Moreover,

some participants might have difficulties on the cognitive load of problem solving

and speaking [145]. Still, I believe a think-aloud protocol is more beneficial than

interviews for the present context. This is primarily because in this study the short

time-span in which visualizations are typically used, and high-demanding tasks which

will require a lot of high cognitive resources are not expected; issues of think-aloud

that mentioned above are not a big concern for this study.

Tested visualizations Due to the impracticality of studying all visualization tech-

niques, only limited numbers and types of tested visualizations can be used in the

experiment. Considering the amount of content which will influence both time spent

and workload of our participants, after a brief pilot testing with one of the research

team members, we decided to have only two tested visualizations for think-aloud

sessions.

Although we cannot cover all types of visualizations in the world, it should be a

good starting point for studying engagement in different topics and contexts. Hence,
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two dimensions were identified to help selecting the visualizations that are reasonably

different from each other. To make sure that the two tested visualizations carrying

out different types of tasks, we identify following two categories:

• Explanatory: Those with pre-defined messages that designers intend to com-

municate to users (e.g., some journalistic visualizations); and

• Exploratory: Those with no pre-defined message that need to be investigated

to derive meaning (e.g., visual analytic tools).

Although there is not always a clear distinction between these two types, it is a

useful starting point for studying engagement in different contexts. Additionally,

since the interactive features would significantly influence how an user perceive and

use a visualization, the research team defined two interaction levels for visualizations:

• Static: No interaction; and

• Interactive: With interactions or animations. e.g., filtering, zooming, brush-

ing, etc.).

With the two dimensions described above, from several online visualization archives,

the “US presidents” [147] (Static, Exploratory) and “Oscar Prediction” [148] (Inter-

active, Explanatory) were chosen as the two tested visualizations (See Figure 3.4).

Environment Laboratory studies can produce unwanted effects due to the pres-

ence of an observer and expectations of completing tasks. In an attempt to mitigate

such effects, and to create a more natural and relaxing environment where people will

be less aware of that it is an academic study, we employed an incomplete disclosure

technique. The study comprised two sessions—the first session involved grading exist-

ing visualizations, and the second session involved working with the 2 aforementioned

visualizations (“When to eat chocolate” [149] and “Causes of death” [150], see B.3 in

the Appendix).

The purpose of the first session was to help participants relax, have more confi-

dence in terms of evaluating visualizations, and have more natural behaviors in the
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(a) Exploratory tested visual-

ization “US presidents” [147].

(b) Explanatory tested

visualization “Oscar Predic-

tion” [148].

Figure 3.4. Two tested visualization used in the think-aloud session.

second session. Results of the first session had no influence on the second session

(participants were not made aware of this until the end of the study).

3.1.3 Data Analysis

In the experiment, data is collected from four main sources: think-aloud, eye-

tracking, interviews, and questionnaire. While the think-aloud protocol provided

our main data for qualitative analysis, eye-tracking data helped with triangulating

verbal protocol data, and was a useful references during qualitative coding. For

example, when participant was mumbling or even stop speaking aloud (discussions

on this concern is mentioned in [72]), the coders could cross-reference the eye-tracking

and mouse tracking data to understand his or her possible intentions, and therefore

supplement to the original think-aloud data.

Additionally, scores from the questionnaire responses were considered as refer-

ences. Specifically, to identify whether participants show any significant pattern

across the 11 assessment attributes in the questionnaire. Finally, interview responses
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were cross-referenced with the think-aloud results when generating the models of

affective engagement.

The audio recordings are transcribed into 24 transcriptions, each participant has

two transcriptions for the two tested visualizations. The data analysis was performed

in two main phases:

1. A qualitative coding stage, in which a grounded theory approach was employed;

and;

2. A triangulation stage, in which data from mixed methods was analyzed and

cross-referenced with the findings from the coding stage. Each stage is described

below.

Phases 1: Qualitative Coding

In this stage, we selected verbal protocol data from the think-aloud sessions as

our primary target of analysis. Following Strauss and Corbin’s approach to grounded

theory [138, 151], we used three coding phases in our analysis: open, axial, and se-

lective. These phases move progressively from descriptive coding and understanding

through to more theoretical analysis and encoding of the data.

Here, code refers to the labels generated by the coders and used during the in

coding phases to tag excerpts from participants. The coders used a verb + ing style

to describe the behaviors or cognitive activities in which participants were engaged

during in the transcription. Names of the activities were mostly adapted from the

codes, but some of them were modified.

In the open coding phase, the coders segmented participants’ “raw data” (i.e.,

transcriptions) into meaningful expressions, then assigned concepts (codes) to each

expression. The main aim of open coding is to break down the text and assign codes

to meaningful chunks. The coders iterated on this phase three times, each time

renaming or modifying the codes. During axial coding, the aim is to relate codes

so that relationships among them emerge. These connections help with identifying
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core variables of a phenomenon that can be pursued systematically. In this phase

a code co-occurrence chart is used to help identify those interrelationships. During

selective coding, core variables are selected and used to integrate concepts and

categories so that explanations can emerge and theoretical claims can be made. In

this phase, the transcripts was re-examinedand; coders selectively sampled new data

with the core variables, building a storyline around the core variables and categories

to progressively develop two theoretical models of AE.

Three coders continuously had discussions during the coding process to ensure

agreement. If there were disagreements, as the primary researcher, I would help

to resolve it. Several sessions were conducted to triangulate the coders’ styles and

strategies.

During each coding phase, the researchers created affinity diagrams to help cate-

gorize the codes and to identify similarities and differences among them. Several (5)

models were generated and discussed during the coding process. Understanding of

the development and structure of affective engagement in InfoVis was gradually gen-

erated throughout the process, and finalized at the end of the selective coding stage.

Finally, two models grounded in the collected data were proposed: one focusing on

the development and fluctuations in AE over time, and the other focusing on the

conceptual structure of AE in InfoVis.

To overcome limitations of a think-aloud approach, video recordings—including

real time eye-tracking data (eye gaze fixation) and mouse tracking data—were utilized

during the coding process. However, note that due to the nature of think-aloud

method, sometimes participants forget or are unable to generate verbal responses

during the session (e.g., silent moments when participants only stare at a visualization

or move the mouse cursor without speaking aloud). In such cases, We utilize eye-

tracking and mouse tracking data to supplement the missing information from the

recording transcriptions, which will be explained in detail in the following section.
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Phase 2: Mixed-Methods Triangulation

In order to capture different dimensions of the same phenomenon, more than one

method was utilized in this study. To triangulate the results from stage 1, we utilized

participants’ responses from questionnaires and interviews as the supplementary of

think-aloud data.

After calculating the distribution of codes in each participant’s transcriptions, we

compared these values with their questionnaire responses, as most of the codes cor-

respond to characteristics in the VisEngage questionnaire (See Experiment Material

in Appendix). For example, the Discovering activity corresponds to the Discovery

and Novelty characteristics; the Commenting activity corresponds to the Creativity

characteristic; the Pursuing activity corresponds to the Exploration characteristic;

and the Orienting activity corresponds to the Attention and Interest characteris-

tics. For each think-aloud session, the number of activities (determined by coding in

stage 1) was cross-referenced with the scores that the participant received from the

questionnaire.

3.1.4 Results

Two models of AE emerged as a result of the two-stage analysis. The first is

a model of the structural features of AE as users interact with visualizations. The

second is a model of the temporal process and fluctuations of AE as it develops over

time as users interact with visualizations.

For the following discussions on activities, the activities which capitalizing the first

letter was derived from the qualitative coding: Acquiring/Obtaining Information,

Interpreting, Questioning/Assuming, Pursuing (with purpose), Orienting Attention,

Discovering, and Commenting.

The emotional involvement will also be discussed by using the following capitalized

labels: Positive, Neutral (none), Negative, Surprise, and Curiosity.



28

All 12 participants were assigned an arbitrary number from 1 to 12. Also, there

were two visualizations used in the experiment, one about US Presidents and one

about Oscar nominations. Thus, the following format for labeling participant quotes

was used: (PNumber, Visualization)—e.g., (P7, Presidents) or (P8, Oscars).

Model 1: Structure and Characteristics of AE

The first model emerged as a result of the qualitative coding process in stage 1.

As the research team organized and categorized the codes, they fell naturally into

three levels, as shown in Figure 3.5, each level has several associated activities listed

within it. The three levels correspond to the following main categories (from low to

high):

1. Perception & Action;

2. Understanding and Exploration/Discovery;

3. Emotional Involvement

The perception & action is at the lowest level; two categories (Understanding

and exploration/Discovery) are within the middle level since they are highly related;

and the emotional Involvement is located at the highest level. Each level has several

associated activities listed within it. All three levels are interconnected, where each

influences or drives another. Each level is described below.

Perception & Action This is the lowest level in the model. In the perception

component of this level, users actively attend to something perceptually within a

visualization—e.g., a user locates a visual element within the visualization. In the

action component of this level, users perform actions on the visualization. Activities

associated with this level are “Acquiring/Obtaining Information” and “Implementing

Action.”

Acquiring/Obtaining Information Acquiring/Obtaining information refers to

an activity where users acquire or retrieve information from the visualization. “In-
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Figure 3.5. Model of the structure and characteristics of AE in InfoVis:
There are three levels (from low to high) corresponding to the codes from
stage 1 analysis: (1) perception & action; (2) understanding and explo-
ration/discovery; and (3) emotional involvement.

formation” here is broadly construed and refers to all types of visual elements and

encodings within the interface. Within this activity, users also describe what they

saw in the visualization while they were extracting information. An example of a

user Acquiring/Obtaining Information can be seen in the following quote from one

participant: “I can see it says award name: Golden Globe Comedy, Nominee: Amy

Adams” (P2, Oscars).

Implementing Action Implementing Action refers to an activity where users per-

form an action on the visualization. An example of a user implementing an action

can be seen in the following quote: “I’m going to go ahead and jump down to Amy

Adams” (P12, Oscars).

Understanding Understanding is one part of the middle level in the model. Here,

users either perform activities that help them understand or they express their un-
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derstanding. Activities associated with this level are “Interpreting” and “Question-

ing/Assuming.”

Interpreting Interpreting refers to an activity where users state, express, or explain

their understanding of the content within visualizations. Understandings can be

expressed in the form of confirming or rejecting previous hypothesis or assumptions.

For example: “It’s interesting how most of the presidents are from the east side of the

United States. Most have been Republican.”(P3, Presidents).

Questioning/Assuming Questioning/Assuming refers to an activity where users

make an assumption (based on observation, previous knowledge, or a random guess),

which can later be evaluated as true or false. For example: “There’s a 50 percent

historical accuracy. I’m not really sure what that means, but I guess this is to [sic]

this is all predictions [sic]. ”(P4, Presidents).

Exploration/Discovery

This is the other part of the middle level in the model. Here, users are Discovering,

Exploring, and Pursuing information due to the visualization or personal thoughts.

Activities associated with this level are “Pursuing (with purpose),” “Orientation At-

tention,” and “Discovering.”

Pursuing (with purpose) Pursuing (with purpose) refers to an activity where

users search for or seek out something specific with a definite purpose. This is in

opposition to random exploration or purposeless browsing. For example: “I’m going

to go back and look at other person [sic]who died in office. He just served two years

in office.” (P7, Presidents).

Orienting Attention Orienting Attention refers to an activity where users’ at-

tention is (re)directed towards something in particular. Several sub-activities are
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included within this activity, including but not limited to: “Retrieve prior knowl-

edge” (when a user orients attention towards something held in memory) and “Per-

sonal Connection” (getting attached to something or finding something that relates

to him- or herself. For example: “Hugh Stern, great old guy. I can’t believe he only

has a 17% but he did get the National Board of Review.” (P13, Oscars).

Discovering Discovering refers to an activity where users learn or detect something

new while exploring the visualization. The discovered information can be simple facts

or complex conceptual knowledge. For example: “Gravity won two different awards

for directors guild and producers guild, and then 12 Years a Slave, well, one, two,

three, four, five of them. And then American Hustle won one.” (P13, Oscars).

Feedback

Commenting Commenting refers to an activity where users have a view (opin-

ion/feedback/suggestion) that they come up with after sufficient exploration. They

provide references or rationale to what they are talking about. Sometimes users will

demonstrate their imaginative or creative ability while commenting. Commenting is

not associated with any particular level; rather, it takes place across all three levels.

For example: “it’s all the information I would need if I was 10 and I was doing a

project on presidents.” (P8, Presidents).

Emotional Involvement

This is the highest level in the model. Within this level, users are feeling or ex-

pressing emotions related to the visualization. Activities associated with this level

are: “Positive”, “Negative”, and “Neutral (none)” emotional involvement. In addi-

tion, some special case activities are also included such as “surprise” and “curiosity.”
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Positive Emotional Involvement Users have positive involvement when express-

ing, including but not limited to: like, impressed and other positive emotions. Users

explicitly express positive emotions, but also they can sometimes be inferred from

context or tone. For example: “That’s really neat. I really like how when I interact

with this, it changes this one over here.” (P2, Presidents).

Neutral (none) Emotional Involvement Users have either no emotional involve-

ment or neutral emotional involvement (i.e., not positive or negative). This includes

states such as apathy, lack of care or interest, and others. Similar to positive emo-

tional involvement, neutral emotional involvement can be derived either from explicit

statements or context and tone. For example: “Cool. I don’t know. I don’t have a

strong feeling about this. It’s kind of boring to me.” (P8, Presidents).

Negative Emotional Involvement Users have negative emotional involvement,

expressing feelings such as dislike and frustration, a sense of loss, struggling and

other negative emotions. Similar to the others, negative emotional involvement can

be derived either from explicit statements or context and tone. For example: “I guess

the chart at the bottom confuses me, which is why I’m avoiding it like the plague.”

(P10, Presidents).

Curiosity Curiosity is seen when users expresses inquisitiveness regarding visual-

izations, either explicitly (e.g., in the form of a question asked out loud) or implicitly

in terms of behavior and tone. For example: “I wonder if I highlight a dot, it shows

all the different facts about them on all the little windows around it” (P2, Presidents).

Surprise Surprise is seen when an user is surprised by either the visualization itself

or the underlying data. For example: “Wow. If they were assassinated in office, I’m

surprised.” (P10, Presidents).
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Model 2: Process and development of AE

The second model, as shown in Figure 3.6, consists of the same levels and activities

as model 1, but aligned differently. Here, Perception & Action, Exploration/Discovery

and Understanding, and Feedback are levels on the horizontal axis (time). Emotional

involvement is on a vertical axis, with the middle being neutral (none), above being

positive, and below being negative.

In this model, AE is represented using a wave metaphor. Similar to actual waves,

users’ emotional status fluctuates over time, based on their explorations and under-

standings of the visualization. Factors such as attention and personal interest were

expected to have a considerable effect.

Figure 3.6. Model of process and development of Affective Engagement
(AE) in InfoVis: Perception & action, exploration / discovery and under-
standing, and feedback are levels on the horizontal axis (time). Emotional
involvement is on the vertical axis, with the middle being neutral (none),
above being positive, and below being negative.

Dimensions of Emotions As described previously, user’s emotional status is a

dynamic phenomenon that fluctuates back and forth. Affective engagement does not

only consist of positive emotions, but negative emotions can also drive the user’s
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affective engagement. From the data been collected in the experiment, most types of

emotions enhance user depth of affective engagement.

Sequence of Activities This model depicts the development of AE over time. A

typical temporal process of engagement looks as follows: It starts with perception and

action, where users acquire information and act on a visualization. Subsequently, it

moves to understanding and exploration/discovery, where users orient their attention,

pursue various goals, discover new pieces of information, make interpretations on their

perceptions and actions, and ask questions and form assumptions. The emotional

involvement level acts like a final state, though it is relevant across the whole sequence.

Feedback often follows exploration plus discovery and understanding, although it can

occur at any time. Here, engagement can involve both positive and negative emotional

involvement, while neutral emotional involvement is equated with disengagement.

3.1.5 Summary

In this section, affective engagement in InfoVis was investigated, with the aim

of developing theoretical models of the structure and process of engagement. We

employed a mixed-methods approach, relying primarily on qualitative data, yet also

cross-referencing qualitative findings with quantitative data. Grounded theory ap-

proach was utilized to inductively build two models that are grounded in our experi-

ment data.

Two models of Affective Engagement (AE) in InfoVis were developed using a

grounded theory approach for qualitative data and triangulation with qualitative

data: (a) the process and development of AE (See Figure 3.6), and (b) the

structure and characteristics of AE (See Figure 3.5). Both models are presented

and explained with representative quotes from participants, and the dynamics and

interrelationships within the models are elaborated. Yet, considering the survey in-

strument as an evaluation tool that would be developed based on the results. For

situations where people would like to assess visualization user’s level of AE, poten-
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tial users such as academic researchers and practitioners are expected to be more

interested in the positive type of AE. Therefore, in the follow-up study, the research

team would focus on the casualties when participants demonstrated positive types

of emotional involvement, and elicited factors that could result AE on the positive

dimension.

Information visualizations are being increasingly used outside of traditional work

contexts. Although InfoVis scholarship has not historically focused on “third wave”

HCI concerns [50] (i.e., those including non-utilitarian, non-work contexts, where

notions of affect, fun, culture, and others take primacy), such concerns are likely to

become more prevalent in the near future. While affect is known to influence user

experience and even perceptions of usability, it has not received much theoretical

attention in InfoVis.

This study is exploratory in nature, and is not intended to test specific hypotheses

or lead to definite conclusions. Rather, it provides an exploration of AE in InfoVis

by utilizing ground theory method, and presents inductively derived findings with

minimal theoretical assumptions. Specifically, the role of emotion and its character-

istics has emerged during the qualitative coding process. Both positive and negative

types of engagement existed when users interacting visualizations, and both of them

could influence not only participants’ reactions, but also how focused they “into” that

visualizations.

3.2 Follow-up Study

The previous study contribute to the development of the theoretical background

of AE in the context of InfoVis. However, the two models are not operationalized, and

the indicators of AE which illustrates the behavior domain of assessing level of AE are

not specified in the results. Thus, in this follow-up study, to elicit characteristics of AE

in InfoVis, another laboratory study using a mixed-methods (i.e., both quantitative
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and qualitative) approach was conducted. We had two primary research questions

for the study:

• RQ1: What are the characteristics of affective engagement in an InfoVis con-

text? and;

• RQ2 What factors contribute to the development and fluctuation of affective

engagement over time as users interact with visualizations?

3.2.1 Experiment

Similar to the first experiment, The research team recruited 12 participants (ages

21 to 52; 4 females; all native English speakers). Participants were recruited at Purdue

university and their participation was voluntary. Again, there were two trials in the

experiment. In each one, participants were asked to think aloud while exploring

and making sense of a visualization. An eye tracker and a microphone recorded

participants’ voice, eye movements, and mouse movements. The eye-tracker used

in this study was the Tobii X3-120 (See Figure 3.7). After completing two trials,

semi-structured interviews were conducted to determine participants prior experience

with visualizations and to elicit their thoughts and opinions regarding their own

engagement and how and why it developed over time.

This time, the visualizations were selected from the online archive “Information

is Beautiful”. Although we cannot cover all types of visualizations, we believe it

is a useful starting point for studying engagement in different topics and contexts.

The assignment of the 24 tested visualizations on 12 participants can be found in

Appendix Figure B.5.

3.2.2 Data Analysis

We collected data from three main sources: think-aloud, eye-tracking, and inter-

views. While the think-aloud protocol provided our main data for qualitative analysis,

eye-tracking data helped with triangulating verbal protocol data, and was a useful
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Figure 3.7. Experiment setup of the follow-up study. Each participant
conducted think-aloud sessions in front of the monitor of a desktop PC. A
web camera (audio recording only) is placed on top of the monitor, and an
eye-tracker is attached at the lower part. Photo taken by DeEtte Starr.

resource during coding. Interview responses were considered when generating the

models of AE. The data analysis was performed in two main stages:

1. A qualitative coding stage, in which three qualitative coding methods were

employed; and

2. A triangulation stage, in which data from mixed methods was analyzed and

cross-referenced with the findings from the coding stage.

In the qualitative coding stage, we selected verbal protocol data from the think-

aloud sessions as our primary target of analysis. The researchers used a verb +

ing style to describe the behaviors or cognitive activities in which participants were

engaged during in the transcription. Names of the activities were mostly adapted

from the codes, but some of them were modied.

Three qualitative coding method were explicitly used to identify patterns and

themes within the data: Process coding, Emotion coding and Causation cod-

ing [152]. We used process coding to identify the events or activities carried out
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through the session; Emotion coding was used for identifying users’ emotions and

their affective reactions during the session. Finally, the Causation coding was used

to identify the “chains” of codes from the previous two procedure and identify causal

relationship between them.

The same three coders continuously had discussions during the coding process to

ensure agreement. If there were disagreements, the primary researcher (me) helped

resolve it. Several sessions were conducted to triangulate the coders styles and strate-

gies. During each coding phase, the researchers created affinity diagrams to help cate-

gorize the codes and identify similarities and differences among them. Understanding

of the development and structure of affective engagement in InfoVis was gradually

generated throughout the process, and nalized at the end of the selective coding stage.

3.2.3 Qualitative Coding

From this iterative coding process, the coders came up with a code book which

comprises two primary categories: emotion and process. In the emotion codes been

identified from emotional coding, there are 4 subcategories, under each of them, there

are codes belong to it:

• Happy (Enjoyment, Excitement, Expressing likeness, Fun, and Relaxing),

• Unhappy (Annoyed, Disappointed, Frustrated, Loss of Trust, Not satisfying,

and Uninterested),

• Surprise (Mild surprise, No surprise, and Positive Surprise),

• Troubled (Confusion, Concerning, Helpless, and Wondering); and

• Two other codes that didn’t fall into these categories (Careless and Curious).

Following similar approach, from process coding, we identified 6 sub-categories

and codes under each of them:

• Asking (Assuming and Questioning),

• Wondering (Being confused, and Hesitating),



39

• Explore (Investigating, Searching, and Testing),

• Knowledge (Learning new things,and Recalling),

• Making sense (Interpreting, Sensemaking, and Summarizing),

• Collecting data (Reading and Skimming); and

• Four other codes that didn’t fall into these categories (Creating, Focusing, Judg-

ing, and Rationalizing)

3.2.4 11 Indicators of Affective Engagement

Following a similar triangulation process to the previous experiment, this time

the focus was on characterizing the behaviors and activities that are associated with

emotional aspect of engagement. At the end, 11 indicators of AE were proposed,

for each of them coders wrote down the description and its reference codes from our

qualitative analysis results, and then assigned a label that summarize its main idea:

• Fluidity–The flow of use is continuous, smooth, not disrupted. This indicator

was derived from the chains of participants’ activities where an interruption

of “flow” happened, such as being confused or hesitating while working with a

visualization, resulting in unhappy reactions such (e.g., disappointed or annoyed.

These kinds of interrupting experiences should be avoided.

• Enthusiasm–The user is interested, eager, proactively involved, and motivated.

This indicator is strongly related to exploratory types of actions such as proac-

tively searching and testing, resulting in happy-ish emotions such as excitement

and fun; It also sometimes associated with surprise-related codes such as sur-

prise (positive).

• Curiosity–The user is inquisitive or investigative. This indicator is derived

from codes such as curious and activities under the exploration category such

as Investigating.

• Discovery–The user discovers something new or noticeable. This indicator is

derived from instances where users expressed gaining new knowledge, making
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connections with existing knowledge, or wanting to know more about the con-

tent of a visualization. Those activities often time were coded into process such

as Learning new things and Recalling, followed by emotions such as curious and

surprise.

• Clarity–The visualization express a clear concept or message; the story is clear

or can be easily interpreted. This indicator is derived from instances where

users could understand what the visualization was intended to convey, they

shows positive emotion such as codes under happy subcategory after activities

been coded as Interpreting or Summarizing.

• Storytelling–The visualization tells a compelling story or has a persuasive

narrative style. This indicator is derived from codes such as sensemaking and

summarizing. Participants usually demonstrated a more absorbed status such

as focusing when they are into a story wither from the content or from their

own memory.

• Creativity–The visualization helps users generate or express creative and in-

novative thoughts or ideas. This indicator is derived from instances where users

were imagining new ideas as a result of seeing a visualization. And activities

codes as creating where they activity Coming up with some ideas, followed by

positive emotions (e.g., codes under happy category) that will further encourage

they to create more.

• Entertainment–The user feels the visualization is fun, interesting, or charm-

ing. This indicator is derived from instances where users expressed feeling

happy, emotions such as Enjoying and Exciting can be easily identified from

both think-aloud and the tone of speaking.

• Untroubling–The user feels content and does not feel upset or frustrated.

This indicator is derived as a reverse code from instances where users expressed

feeling confused, annoyed, or helpless.

• Captivation–The user is concentrating, absorbed. This indicator is derived

from instances where users felt like they lost track of time or forgot about their
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surroundings while using visualizations, and often time been coded as focusing

during their explorations (e.g., Investigating, Searching, and Testing).

• Pleasing–The user is impressed by the visualization (e.g., visually, concept-

wise). This indicator is derived from instances when users expressed feeling

pleased and happy with the design of the visualization.

Three Levels of Affective Engagement Indicators

From the different characteristics we observed from the participants, naturally,

we categorized the 11 elements into three levels from the patterns emerged during

qualitative coding process:

• Process (Fluidity, Enthusiasm, Curiosity, and Discovery): where people present

a specific patterns of behaviours. In causation coding, it usually shown as a

chain of activities, sometimes we can even see loops among those chains.

• Judgment (Clarity, Storytelling, and Creativity): where people provide their

personal decisions or opinions based on their logical reasoning. It can be told

through process coding by identifying user’s judgmental phases such as “I would

say....is....”

• Feeling (Untroubling, Captivation, and Pleasing): where people show their

emotional reaction. In emotional coding, either participants will specify their

current emotion, or it can be identified from participants tone or the pattern of

their mouse moving.

3.3 Summary

In summary, to elicit and characterize Affective Engagement(AE) in InfoVis, two

mixed-method lab studies were conducted where we asked our participants to interact

with various visualizations, and captured participants’ affective engagement. From

an iterative coding process, two AE models as our theoretical background of AE

were proposed. One is the structure and characteristic model, and other one is the
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process and development model. In the follow-up study, a similar experiment was

conducted but with different tested visualizations and coding strategy. In the end, 11

indicators of AE are proposed through this process: Fluidity, Enthusiasm, Curiosity,

Discovery, Clarity, Storytelling, Creativity, Entertainment, Untroubling, Captivation,

and Pleasing, in which they are categorised into three levels: behavior, judgment, and

feeling (see Table 3.1).

An interesting observation that emerged from the 11 indicators is that, some of

the indicators are like person traits (largely stable within persons, e.g., enthusiasm,

curiosity, creativity), while others as properties of the interaction between person

and the visualization (probably less stable within a particular person, e.g., clarity,

storytelling). This might be an alternative way to consider the underlying construct

of AE; the internal person trait such as people’s personalities do influence their sub-

jective feelings and judgments One the other hand, other indicators are like external

factors or variables only existed during the interaction–they are more “situated” and

contingent (i.e. [153]).

The primary purpose of conducting two mixed method investigations is to estab-

lish the theoretical background of AE. As elaborated in the literature review section,

the term “engagement” is widely used in our daily life, hence the operational defini-

tion of AE needs to be characterized through this grounded approach. The results

in this Stage 1 can contribute to the development of AE assessment instrument in

the next stage as the content of our target construct (AE) and the references of AE’s

behavior domain. Moreover, the alternative AE construct mentioned above can be

examined using analytical methods in the field test, which would be described in

detail in Stage 3.
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4. STAGE 2–DEVELOP ASSESSMENT OF AFFECTIVE

ENGAGEMENT

As concluded at the end of the introduction section, an evaluation tool of AE in

InfoVis domain need to be developed. After the theoretical background and char-

acteristics of AE been established in stage 1, in this section, we will develop the

self-report survey instrument that can assess a users level of AE.

Since AE is a complex and unobservable (latent) construct, in order to be able to

measure or assess it, there are several general procedure that can be utilized in the

construction of such assessment instrument [31,154–156]:

• First, the (latent) target construct needs to be decomposed into several sub-

components/key factors based on its conceptual space.

• Second, the observable behavior indicators need to be established for each sub-

component or key factor.

• Finally, based on those behavior indicators, items (questions in the survey) can

be written that can locate respondents’ level on the indicator scale.

A structural overview of the survey instrument for affective engagement in InfoVis

is shown in Figure 4.1, from top to bottom: Target construct (affective engagement),

Key factors (denoted as K), Behavior indicators (denoted as B), and Items (denoted

as X). As it is possible to have multiple key factors for a construct, it is also possible

to have multiple behavior indicators and items from their previous layer.

There is a general procedure to develop an instrument to assess an affective con-

struct [31, 156–158]. Three primary steps of measurement development need to be

employed:

1. Identify intended use of test scores;

2. Interpret scores related to AE and test-taker population(s); and
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Items

Behavior 
Indicators

Key Factors

Target Construct Affective 
Engagement

K1

B1-1

X1-1-1 X1-1-2

K2

B2-1

X2-1-1

B2-2

X2-2-1

K…

B...

X…

(latent)

(observable)

(scoring)

Figure 4.1. Structural overview of the survey instrument for affective
engagement in InfoVis.

3. Develop a conceptual definition (space) of the target construct and establish

a list of behaviors that are taken to indicate a person’s location on the trait

continuum.

4.1 Instrument Specifications

There are 11 selected-response items in total using Likert scales [159]. Each item

is a statement that needs the respondent to answer with a degree of agreement (from

strongly agree to strongly disagree). When using Likert scales where all options have

labels, 5 and 7 response options are generally suggested from the literature. However,

as Bandalos [160] points out, the ability of respondents to reliably distinguish the

scale points depends on their level of education; thus, in the general population, where

respondents’ educational levels are unknown in advance, using fewer scale points is a

reasonable choice. Therefore, we adopted five-point Likert scale for our instrument.
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I have acquired a new concept or new knowledge from the visualization.

Strongly agree Slightly agree Neither agree 
nor disagree Slightly disagree Strongly disagree

Statement

Response

Figure 4.2. An example item of AEVis, there are two components for each
of the item: Statement and Response.

Table 4.1.
Scoring system of AEVis which adopted five-point Likert scale.

5 points 4 points 3 points 2 point 1 point

Strongly agree Slightly agree Neutral Slightly disagree Strong disagree

The total score for each respondent is computed by adding all points together.

As shown in Table 4.1, each selected-response item is given 1-5 points (5 points for

strongly agree, 4 points for slightly agree, 3 points for neither agree or disagree, 2

points for slightly disagree, and 1 point for strongly disagree). The maximum score

is 5 (points) per item—thus, the maximum total score is 55 for all 11 items while the

minimum score is 11.

4.2 Item Writing

With the instrument specifications in mind, the item writing was began, which is

a process of transferring sub-components into questions (i.e., “items”). Based on the

11 AE indicators and 3 levels theory established from the previous stage, the research

team had multiple brainstorming sessions and then I drafted a total of 137 potential

items (see Figure 4.3).

The complete item bank (or refer as “item pool”) can be found in the Appendix.

For indicators under behavior level, candidate items tend to use active verbs to
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Figure 4.3. Screenshot of the item bank for this study. Each row contains
all item candidates for one of the 11 indicator. Cells colored in yellow and
green are items been selected for the expert review process.

describe user’s actions such as “I want to ”, “I put effort”, and “My use of this

visualization is”. For indicators under judgement level, items tend to use “I think”

and “I believe” to initiate the description of a status or quality of an experience

around using a visualization. Finally, for indicators under feeling level, items tend

to initiate the description of an emotion status or a sentiment aspect from phrases

such as “I feel” and “I am aware”.

As the main item writing contributor, I considered two main criteria when writing

our items—precision and conciseness:

• By precision, it means the language should point to the exact meaning while

avoiding ambiguity. The statement should not have grammatical conjunctions

such as asking multiple things at the same time, and avoid inappropriate adverbs

(e.g., modifiers, intensifiers) or verbs that are defined vaguely by nature.

• By conciseness , it means the item should be brief but comprehensive. A

respondents cognitive load can be unnecessarily increased by asking complex or

verbose sentences.
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Plus, when coming up with the corresponding behaviors for the 11 AE indicators,

I decided not to include specific physical components of visualizations (e.g., visual

encoding, spatial organization, visual representation) in the statements. Instead, the

writing was oriented around user’s subjective experience such as how they act, react,

and feel about the visualizations. Due to the fact that not all visualizations contain

the same elements or components, some items might not be able to adapt various

types of visualizations if they contain exact descriptions of those elements.

Some variations in the items were established at this stage. Since the term “visu-

alization” can be interpreted in different ways, we leave visualization as a placeholder

and suggest the survey administrator to insert the most contextually appropriate

term–e.g., diagram, chart, graphic, and so on. As for static visualizations that are

passively viewed, the terms “use” and “using” in some items did not seem appropri-

ate; thus, “use” and “using” can be swapped with more appropriate terms such as

“view” and “viewing”.

4.3 Tryout Sessions

To ensure a survey instrument appropriately represents the construct space, sev-

eral tryout sessions with target respondents of the instrument are recommended. I

recruited a small group of participants to help me identified issues in the early stage

of development. The respondent population is general public with adequate level

of English literacy as the intended use scenario of AEVis is to measure user’s affec-

tive engagement with communicative or narrative type of visualizations, specifically

for non-expert topics and tasks. There is no particular criteria or restriction on the

participants in the tryout session except being able to read and interpret the items

written in English.

The primary purpose of tryout session is to to solicit respondent’s possible cog-

nitive process when they went through the items in choosing their response from

among the options. It is a rather exploratory process, therefore formal usability eval-
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Figure 4.4. Two examples of instructions and six items for tryout sessions.
Both participants and a researcher made notes or suggestions on the print
out.

uation methods such as cognitive walkthrough [161] or verbal protocol [162] were not

suitable for this purpose. During the tryout sessions, participants are encouraged to

freely speak out their thoughts and share the way they interpreted the provided item

statements. Furthermore, I would stay with the participants to answer their questions

or even to have conversations with them.

User review from tryout sessions were collected from five Purdue graduate students

(two in Technology, two in Computer Science, one in Politics; two of them are female)

and two Purdue undergraduate students (one in Technology, one in Engineering; one

of them is female). Participants were contacted and scheduled with me individually.

In each tryout session, a print out or a .pdf file contains the instrument instruction

and the selected items from the item bank was given to the participant, numbers

of items are varied depending on the participants’ available time. The participants

have to use a selected interactive visualization that we collected in stage 1, and then

provide their responses on the selected AEVis items. Two examples of instructions

and items for tryout sessions are shown in Figure 4.4.

Based on participants’ suggestions and comments, the research team reduced the

number of item candidates from 137 to 80 items, the updated item bank can be found

in the Appendix (see Table B.6, B.7, and B.8). Beside minor modifications such as
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wording across all indicators, several new items have been added into Fluidity and

Storytelling two indicators. On the other hand, numbers of items have been removed

from the rest of nine indicators. The change of item number across 11 indicators is

summarized in Table 4.2.

Table 4.2.
The change of item numbers across 11 indicators before and after the try-
out sessions, the difference for each indicator is calculated by subtracting
number of items before and after the tryout sessions.

Number of Items

Category Indicator Before tryout After tryout Difference

Behavior

Fluidity 5 6 +1

Enthusiasm 9 6 -3

Curiosity 15 6 -9

Discovery 19 6 -13

Judgement

Clarity 16 4 -12

Storytelling 5 10 +5

Creativity 18 9 -9

Feeling

Entertainment 16 9 -7

Untroubling 13 11 -2

Captivation 10 7 -3

Pleasing 11 6 -5

4.4 Expert Review

Subsequent to the user review in the tryout sessions, an expert review was con-

ducted with the aim of achieving a reasonable level of content validity [156,163]. After

several internal meetings within the research team, 22 items were selected for expert

review, where each indicator had two candidate items (see Table 4.3).
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Table 4.3.
The 22 candidate items and the item assignment that were used in expert
review process. Each of the 11 indicators have 2 corresponding items. The
X in the cells indicate the domain expert who reviewed the corresponding
items.

Expert

Indicator Item Statement no.1 no.2 no.3

Fluidity
My use of this visualization is continuous and smooth. X

The flow of use for this visualization is continuous. X X

Enthusiasm
I am enthusiastic when using this visualization X

I feel motivated while using this visualization X X

Curiosity
I enjoy exploring this visualization X

I maintain curiosity when using this visualization X X

Discovery
I have acquired a new concept or new knowledge from the visualization X X

The knowledge I gained is a sufficient reward of using this visualization X

Clarity
I think the visualization effectively delivers its main concept or idea X X

I think the visualization clearly delivers a point of view X

Storytelling
I think this visualization is telling a compelling story X X

I think this visualization is easy to comprehend X

Creativity
I think this visualization sparks my creative thinking X X

I think this visualization sparks my imagination X

Entertaining
I feel entertained when using this visualization X X

Using this visualization is enjoyable. X

Untroubled
(reverse coded) I feel frustrated when using this visualization X

I feel no difficulty when using this visualization X X

Captivation
I feel absorbed by this visualization while using it X

I feel captivated while using this visualization X X

Pleasing
The look and feel of the visualization is pleasing to me X

The look and feel of this visualization is attractive to me. X X

The study was conducted through Qualtrics online survey platform [164] (IRB

protocol#: 1902021654). Participants were recruited through a recruitment e-mail

which contains a link to our online survey system. After agreeing to the consent form,

participants were then directed to an instruction page that contains the purpose and

process of the study, an external website with a brief overview and the descriptions
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of current 11 indicators was provided as well. In the next page, participants were

asked to fill out a survey consists of demographic information, their opinions toward

provided survey items, and comments for each of the items. After completing the

survey, participants were compensated by $10 giftcard, is paid through e-mail.

Indicator: Enthusiasm - The user is interested, eager, proactively involved,

and motivated Statement: “I am enthusiastic when using this visualization.”

• Cla rity: How clear is this statement (e.g., conciseness, readability, under-

standability)?

– Completely Unclear

– Somewhat Unclear

– Very Clear

• Relevance: How relevant is this statement to the indicator “Enthusiasm”?

– Completely Unclear

– Somewhat Unclear

– Very Clear

• Comments: If you selected “unclear” or “irrelevant” in the above ques-

tions, please elaborate to help us understand why you think so, and what

improvements could be made. If you selected “relevant” or “clear”, please

elaborate on what specifically makes the statement good. Other suggestions

are also welcome (e.g., suggest changes in wording or suggest that the item

be eliminated).

Figure 4.5. An example question set (indicator: enthusiasm) in an expert
review survey form.

The invited experts were person who had considerable experience in InfoVis and

were active in teaching and research. As Lynn suggested, a small group of domain

experts (e.g., three) can be sufficient [163]. Domain experts were invited via Dr. Paul
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Parsons’ personal network and three of them responded to the expert review forms.

All recruited domain experts are InfoVis researchers who worked in research univer-

sities (schools with high research activity). The first domain expert is an associate

professor with 18 years of experience in InfoVis, his areas of research are focused on In-

foVis, Visual Analytics, and HCI. The second domain expert is an associate professor

with 8 years experience, his research areas are HCI, Immersive Systems, and InfoVis.

The third domain expert is an instructor with more than 6 years of experience in

InfoVis, her research areas are InfoVis and CS (Computer Science) education.

Generally, several structural elements are suggested to be included in a domain

expert review [156,165]: Item content (whether the content domain adequately mea-

sures all dimensions of the construct), Item style (whether the item construction and

wording are clear), and Comprehensiveness (whether the all items in the instrument

properly cover the content domain). Therefore, during this experiment, experts were

asked to review and provide their judgments on items clarity, relevance, and a

short comments.

As shown in Figure 4.5, for each indicator, the domain expert provided two multi-

ple choice responses and one short response questions. Item’s clarity means people’s

perception of the clarity of the item (conciseness, readability, understandability);

item’s relevance means how relevant a person feels each item is to the construct.

Based on experts’ responses of the two multiple choice questions, they were encour-

aged to specify the reasons and to suggest improvement or revisions of the item. An

example of the survey instruction and two demographic questions can be found in

Appendix (See Figure B.3, B.5, and B.6).

Each domain expert received an expert review survey form with different items

in it. To make sure that domain experts could have a better understanding on the

whole picture of AE, when designing the expert review survey forms, I intentionally

assigned at least one item from each indicator so that every domain expert could

assess all 11 AE indicators. Also, each of the items could be reviewed by at least one

of the domain expert. The item assignment are indicated in Table 4.3.
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Table 4.4.
The summary table of expert feedback, text in each cell indicates the type
of suggestions domain experts provided to the indicators.

Indicator Expert no.1 Expert no.2 Expert no.3

Fluidity clarity

Enthusiasm clarity

Curiosity relevance

Discovery

Clarity clarity clarity

Storytelling

Creativity wording clarity, relevance

Entertaining

Untroubled clarity relevance

Captivation relevance

Pleasing relevance wording

At the end, the three domain experts provided different types of suggestions on the

11 indicators; some of them were more related to the clarity of the items, some of them

were more concerned about the relevance between the indicator and the definition of

AE. A summary table regarding the types of comments they given can be found in

Table 4.4. With help from three domain experts, several items were modified (e.g., “I

feel immersed while using this visualization” might make people think about virtual

reality, so the “immersed” was changed to “absorbed”) and eliminated some of the

inappropriate items.

4.5 Findings

Based on the theoretical background of AE and 11 indicators established in stage

1, an item bank contains 137 item candidates was developed. Then, with help of
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7 target population users, we revised and decreased the size of item bank into 80

items and selected 22 items that could be reviewed by InfoVis domain experts. After

expert review with three domain experts, the most appropriate item from 11 pairs of

candidates were picked. By grouping items based on the three categories (behavior,

judgment, and feeling), the first version of the survey instrument was assembled.

The developed instrument had 11 items, each corresponding to one indicator (See

Table 4.5).

Table 4.5.
The first version of AEVis, there are 11 items in it, the order of the items
is based on the 3 levels theory developed in stage 1.

# Item Statement

Q1 My use of this visualization is continuous and smooth.

Q2 I feel motivated while using this visualization

Q3 I enjoy exploring this visualization

Q4 I have acquired a new concept or new knowledge from the visualization

Q5 I think the visualization effectively delivers its main concept or idea

Q6 I think this visualization is telling a compelling story

Q7 I think this visualization sparks my creative thinking

Q8 I feel entertained when using this visualization

Q9 I feel frustrated when using this visualization (reversed coded)

Q10 I feel absorbed by this visualization while using it

Q11 The look and feel of the visualization is pleasing to me
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5. STAGE 3–FIELD TEST OF AEVIS

Once the first version of AEVis survey instrument been developed, the next step is

to test and revise the instrument in a field test. The primary purpose of this step in

instrument development is to collect responses for further analysis that can contribute

to instrument revisions and score interpretation validations. The study was conducted

on Amazon Mechanical Turk, three rounds of field tests were established to serve our

purpose for this stage.

5.1 Experiment

The field test in stage 3 was done by testing users level of engagement with pro-

vided visualizations, and observe how current AEVis and its items performed (IRB

#: 1611018468). Since responses from the intended target population (i.e., the gen-

eral public) is preferred, participants were recruited through Amazon Mechanical

Turk [166] (MTurk) where has easier access to the general public population [167].

When participants finish a HIT (Human Intelligence Task) in MTurk, they could be

approved by the researchers and then be automatically get paid through the plat-

form. The participants will be compensated with $2.00 for the experiment. If they

choose to quit the experiment before completion, they will not get their compensa-

tion. By assigning user qualification in the MTurk control panel, the participants will

only be recruited once. Therefore, the research team can prevent participants from

submitting multiple responses.

The experiment was hosted to Qualtrics online survey platform [164]. Participants

would first read an announcement explaining the goal and concept of the study. After

agreeing to participate, participants were redirected to the online survey system,

where they were presented with an online consent form and a demographic survey.
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Next, each participant have to complete 3 trials, where each trial included a tested

visualization, a set of content-related questions, and the AEVis survey containing

11-13 items (see Table 5.1). The order of the trials was randomized.

To increase the likelihood that participants actually explored the visualizations

(rather than clicking randomly just to get paid), we designed three content-related

questions for participants to answer before taking the AEVis survey as suggested by

Thomas [168]. For each trial, the first question was about the topic of the visualization

(e.g., what this interactive chart is about?); the second question is about eliciting or

reading a specific value or piece of information from the visualization (e.g., Technology

that numbered as 35 is?); the third one is about retrieving a specific value/number

from the visualization (e.g., How many goals did Italy score in 2002’s tournament?).

The first two were multiple-choice questions, while the third was a short response

question. All experiment materials such as recruitment announcement and screenshot

of online survey can be found in the appendix.

Besides implementing three content-related questions for each visualization to

ensure participants actually explore the tested visualizations, the recorded time spent

is also utilized to filter out people who not paying attention to the tasks. Since items

in the survey instrument require respondents to read a statement and rate their

degree of agreement on a Likert scale, based on the on-site pilot tryout, we believe

a reasonable estimated time spent for completing the survey instrument once should

take at least approximately 15-20 seconds. Therefore, responses that spent less than

10 seconds for more than two out of the three trials were dropped.

5.1.1 Tested Visualizations

By testing AEVis on three visualizations in field tests, our aim was to investigate

how the developed instrument and items behaved with different data, encodings,

layouts, and so on. The three chosen visualizations were not intended to be represen-

tative of all visualizations. Plus, it is practically not possible to exhaustively cover all
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Table 5.1.
13 items been tested in the field tests. The indicator column specify items
corresponding AE indicators while the category is the characteristics of
that AE indicator. The order (#) is the item sequence in the final version
of AEVis. Note that Untroubling v1 and v2 didnt make into the final
instrument and therefore have NA in the order columns.

Category Indicator # Item Statement

Behavior

Fluidity 1 My use of this visualization is continuous and smooth.

Enthusiasm 2 I feel motivated while using this visualization

Curiosity 4 I enjoy exploring this visualization

Discovery 5 I have acquired a new concept or new knowledge from the visualization

Judgment

Clarity 6 I think the visualization effectively delivers its main concept or idea

Storytelling 7 I think this visualization is telling a compelling story

Creativity 8 I think this visualization sparks my creative thinking

Feeling

Entertainment 9 I feel entertained when using this visualization

Untroubling v1 NA I feel frustrated when viewing this visualization.

Untroubling v2 NA I feel no difficulty when viewing this visualization.

Untroubling v3 3 I don’t feel frustrated when using this visualization

Captivation 10 I feel absorbed by this visualization while using it

Pleasing 11 The look and feel of the visualization is pleasing to me

types of visualizations in the field test. Hence, two dimensions were identified to help

selecting the visualizations that are reasonably different from each other. First, since

size/scale is one of the primary characteristic of visualizations, orientated by our ex-

periment platform desktop PC, the research team defined three levels of visualization

size: partial screen, full screen, more than 1 screen. Second, since the interactive

features would significantly influence how an user perceive and use a visualization,

the research team defined three interaction levels for visualizations: static (no inter-

action), basic (simple click and hover), and advanced (filtering, zooming, brushing,

etc.).

After reviewing visualizations that are freely available on the web, 23 candidate

visualizations were collected and their level of size and interaction levels were identi-

fied one by one (See appendix for the full list). At the end, three visualizations were
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(a) “Creative Routines” [169] (b) “FIFA World Cup” [170] (c) “Space Odyssey” [171]

Figure 5.1. The three initial selected tested visualizations for field test.
Note that the tested visualization no. 2 has been changed in the second
round of field test.

chosen where each one satisfied one of the level in each dimension. The first tested

visualization [169] has more than 1 screen size and static interaction level; The second

tested visualization [170] has partial screen size and basic interaction level; the third

one [171] has full screen size and advanced interaction level (See figure 5.1). While

this is far from an exhaustive sample of different visualization types and features, we

believe it offers a reasonable degree of variation for testing our instrument.

5.1.2 Analytical Methods

Three analytical methods were utilized for analyzing the collected data: item

analysis, factor analysis, and IRT (Item Response Theory). Specifically, item analysis

has been performed in the 1st and 2nd round of the field test; EFA (Exploratory Factor

Analysis), CFA (Confirmatory Factor Analysis), and IRT were performed with the

dataset combining the second and the third round of field test.
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Item Analysis is the first analytical method to be used in the field test, it is a

set of statistical procedures to identify problematic or biased test items, the patterns

and characteristics of the item responses were examined during this process [172].

The practical reason to conduct item analysis first is that it can reveal potential

issues of AEVis items as early as possible and be performed with a relatively smaller

number of responses. Statistical procedures to identify invalid biased test items are

often sophisticated and costly to test developers. For example, Nunnally suggested

to have an initial pool be composed of 1.5 to 2 times as many items as the final

instrument [173]. Thus, an alternative approach is to employ instrument review by

domain experts and identify potential invalid or biased items beforehand [174]. Some

debates on the balance between the two approaches were studied as well [175].

Therefore, an alternative strategy were presented for the generation of items.

Nunnally and Bernstein suggested to construct a relatively smaller number of items

first (e.g., 30 when 40 is required to obtain coefficient Alpha of 0.8) [176]. These

items then would be pilot tested using a smaller sample size, if an adequate level

of reliability coefficient can’t be obtained, additional items would be constructed,

and the updated items would have another round of pilot-test with another group

of participants. The researcher would iterate this process until an adequate level of

reliability is achieved. This strategy is labor intensive, but the early results can reveal

potential issues, then the researchers would be able to stop or revise at any time, thus

saving time, effort, and budget. In this field test, due to time and budget constraints,

a similar strategy was adopted where the pilot testings with smaller sample size would

be continued until all noticeable issues have been resolved via item analysis.

Factor Analysis including EFA and CFA were conducted after item analysis. Fac-

tor analysis have been widely used in theory development and assessing construct

validity [177, 178]. This latent variable models is often used to explain a larger set

of j measured variables with a smaller set of k latent constructs; in instrument de-

velopment, it means the constructs or factors can be used to represent the observed
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scores [179]. Typically, these techniques require larger number of responses which

suggested more unique respondents to be recruited, and usually cost significantly

more money when collecting data (discussions can be found in [180–183]). Thus,

I decided to perform these two analytical methods in the 3rd round of field tests

with more responses. Normally, people would conduct EFA to explore possibilities

of latent variables in the model, and to determine the number of factors to extract.

After reviewing alternatives under different model parameters and proposing possible

explanations of the models. Then, CFA can be performed to determine whether the

proposed models and their interpretations were appropriate or not, the model fit can

be calculated with the number of factors being determined on the basis of previous

exploratory studies [184,185]. It is believed that following an EFA with a CFA on the

same data set can be potentially misleading [179]. Due to the resource constraints

such as budget and time limit, the research team examined an existing dataset in

order to evaluate the construct validity of this instrument using CFA.

Item Response Theory was the last analytical method to be conducted in the

filed test, to reexamine the construct validity of the AEVis after the results from

factor analysis has been established. Generally, IRT models requires more responses

than classical test theory (CTT) statistics, previous studies have provided various

suggestions based on both simulation and empirical studies (e.g., [186–188]). IRT can

be used to evaluate the psychometric properties of an existing scale and its items, and

generates rich item level information and offers many advantages over CTT [189,190].

Plus, the assumptions about the scale of measurement for each response distribution

in linear FA (e.g., EFA, CFA) are different from the nonlinear one (e.g., IRT); because

the empirical response distributions for AEVis items were notably skewed in the field

test (participants tend to report higher scores), the IRT assumptions seems to be more

appropriate than the FA ones Therefore, IRT method was used in a complementary

manner of the previous factor analysis.
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5.2 Field Test Round 1

As the first part of field test, 50 participants were recruited from MTurk. After

removing responses from 2 participants based on the criteria mentioned above, two of

them were dropped and the dataset ended up with 48 participants. Each participant

took 3 trials, thus there were a total of 144 survey responses. The average of responses

collected in field test round 1 are shown in Table 5.2, which including average total

score, total time spent on trial, and total time spent on the instrument for the three

tested visualizations.

Table 5.2.
Average of total score, total time spent on trial, and total time spent
on the instrument for the three tested visualisation in field test round 1,
include all 3 trials, N = 48.

Viz no1 Viz no2 Viz no3

Total Score (point) 42.02 41.49 41.6

Time Spent on Trial (sec) 134.15 101.02 239.73

Time Spent on Instrument (sec) 33.92 30.90 34.04

To identify whether survey items in the first version of AEVis performed as ex-

pected, an traditional CTT item analysis was conducted using R packages Psych [191]

and PolycorR [192]. There are some general guidelines can be adopted in the domain

of instrument development (see [154,157]). For each item, I calculated and examined

its:

1. Classical item difficulty (p-value) as each item’s mean response value;

2. Frequency table as response distribution across the 5 points scales;

3. Variability index as the standard deviation;

4. Biserial correlation between each item and the sum score with item removed;

and
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Table 5.3.
Correlation table of tested items in field test round 1, include all 3 trials.

item(s) 1 2 3 4 5 6 7 8 9 10 11

1 Fluidity 1

2 Enthusiasm 0.55 1

3 Curiosity 0.58 0.73 1

4 Discovery 0.42 0.57 0.58 1

5 Clarity 0.58 0.41 0.61 0.55 1

6 Storytelling 0.47 0.61 0.63 0.61 0.57 1

7 Creativity 0.49 0.61 0.6 0.48 0.37 0.5 1

8 Entertainment 0.57 0.74 0.82 0.57 0.54 0.7 0.59 1

9 Untroubling 0.34 0.25 0.34 0.15 0.4 0.26 0.03 0.37 1

10 Captivation 0.53 0.72 0.62 0.56 0.5 0.6 0.52 0.7 0.2 1

11 Pleasing 0.74 0.62 0.73 0.49 0.72 0.63 0.52 0.65 0.33 0.63 1

5. Pattern of average total test scores (the mean column) for persons in each

response category for each item.

Ideally, the items should demonstrate a moderate level of difficulty (around 3 for

a 5-point Likert scale), and an adequate variability index (more than 1 is preferred).

In addition, I would like to see an approximately normal distribution of responses

across all scales, where a reasonable positive correlation between each item score and

sum score of rest of the items existed (more than 0.7 is preferred). At the same time,

a pattern where respondents who answer a lower score on an item will correspond to

a lower total score in the category table is expected.

Figure 5.2 shows summary of 11 items in field test round 1. The colored squares

show the label of each item. For each of item, the graph consists of the item response

distribution (point 1 - point 5), the variability index, and polyserial correlation be-

tween each item and the sum score with item removed. By viewing the item response

distribution plots, in general, all items shown an adequate level of item difficulty and
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Figure 5.2. Summary of item analysis from 11 items in field test round 1.
The order of the items in the instrument is from left to right and top to
down, categorized by three levels (Behavior, Judgement, and Feeling).

variability index. However, while 10 of the items have roughly bell-shaped-like dis-

tributions with somewhat right skews, the Untroubling item showed an inverted bell

curve (see “Untroubling” in the lower middle of Figure 5.2). As for the biserial cor-

relation, the correlation between Untroubling item and the sum score is significantly

lower than the rest of the items as well.

In summary, the response pattern of item “Untroubling” suggests that respondents

were intentionally avoiding the central option (neither agree or disagree) in the scale,

which implies issues in respondents’ statement interpretation. On the other hand,

the systemically skewed distributions of the item responses is understandable since
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all three visualizations in the field test were well-designed and are award-winning

visualizations.

5.3 Field Test Round 2

Based on the results from the first field test, the research team decided to revise

Untroubling item due to its problematic response distribution (inverted bell shape)

and low biserial correlation (around 0.5) compared to the other 10 items. Further-

more, a considerably high score across all three tested visualizations was observed,

due to the fact that all of them are award-winning works from a contest. The team

believe it would be more appropriate to test visualizations that are not that good, so

that we can investigate how items would behave under different situations. Hence,

the tested visualization no. 2 was replaced with a more mediocre visualization cre-

ated by the research team (See Figure 5.3). This interactive chart maintained the

same characteristics in terms of size and interactivity, and kept a similar topic of the

original no.2, but was intentionally made as an average-quality work.

Figure 5.3. The modified tested visualization no.2. Created by the re-
search team member Ali Baigelenov, with Ya-Hsin Hung’s further editing.

After an internal discussion within research team, to make the revision process

more efficient, besides modifying the original item, we chose two additional candidates
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Table 5.4.
Average of total score, total time spent on trial, and total time spent
on the instrument for the three tested visualisation in field test round 2,
include all 3 trials, N = 54.

Candidate Statement

v1 I feel frustrated when viewing this visualization.

v2 I feel no difficulty when viewing this visualization.

v3 I don’t feel frustrated when using this visualization

from the item bank that were also able to assess indicator Untroubling, and conducted

another round of field test with the 10 original items and the three newly added item

candidates.

There are extensive discussions amd debates on whether to use negative wording

on the Likert-scale items [193, 194]. Therefore, different strategies were utilized to

improve the original Untroubling item. For the v1 candidate, the term “frustrated” in

the original item was emphasized, making it underlined and bold, which is a common

practice in a reverse-coded item. And for the v2 candidate, another candidate was

chosen from the item finalist corresponding to indicator “untroubling”. For the v3

candidate, I modified the first version and make it into a double-negative statement

so that there is no need to reverse coded the responses. The three candidates items

are shown in Table 5.4.

With the updated version of visualization 2, and a modified online survey form,

this time 54 participants were recruited for the field test. After dropping responses

from one participant who did not satisfy the filtering criteria, round 2 ended up with

53 participants providing a total of 159 survey responses. The average total score,

the average time spent for the trial, and the time spent for filling the post-trial survey

for three tested visualizations are shown in Table 5.5.

Following the same approach described in the previous section, item analysis was

conducted again with the second round collected data. As shown in Figure 5.4, the
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Table 5.5.
Average of total score, total time spent on trial, and total time spent
on the instrument for the three tested visualization in field test round 2,
include all 3 trials, N = 54.

Viz no1 Viz no2 Viz no3

Total Score (point) 42.30 42.35 43.15

Time Spent on Trial (sec) 117.64 56.39 146.11

Time Spent on Instrument (sec) 36.60 24.81 40.58
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Figure 5.4. Summary of item analysis from 10 items except Item Untrou-
bling in field test round 2. The order of the items in the instrument is
from left to right and top to down, categorized by three levels (Behavior,
Judgement, and Feeling).

original 10 items still performed decent by looking at the item analysis statistics. As

for the three replacement candidates for item Untroubling, the results (see Figure
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5.5) indicate that the 3rd candidate has the most preferable response patterns and

the highest correlation with the sum score.
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Figure 5.5. Summary of item analysis for 3 candidates of Item “Untrou-
bling” in field test round 2.

Based on the item analyse results, the second version of AEVis with item v3 was

assembled. Since it is believed that a double-negative statement using Likert-scale

requires more attentional resources from respondents [195], the item sequence was re-

ordered so that the item v3 was moved to the third place in the survey instrument. As

a result, the updated item order in the second version of AEVis is: Fluidity, Enthu-

siasm, Untroubling, Curiosity, Discovery, Clarity, Storytelling, Creativity,

Entertainment, Captivation, and Pleasing.
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5.4 Field Test Round 3

In this round of data collection, responses from 221 participants were collected.

Again, each participant provided survey responses on each of the three visualiza-

tions. With the same screening approach as described previously, 14 participants

were dropped, leaving a total of 207 participants. Since the items tested here were

also tested in the second round, I integrated the data of 53 participants from the

previous stage, making a total of 241 participants for our data analysis.

Note that there were some modifications on the assigned tasks for tested visual-

ization no.2 in the study. In the second round of field test, the time spent for the

three trials are 117.64 (sec), 56.39 (sec), and 146.11 (sec), respectively. It is obvious

that the time spent for the updated visualization no.2 trial is significantly lower than

the others, which might suggest the content-related questions are too easy for the

participants. Therefore, the research team modified the content-related questions in

the third round of field test. This time, the average total score, the average time

spent for the trial, the time spent for filling the post-trial survey for three tested

visualizations are shown in Table 5.6.

Table 5.6.
Average of total score, total time spent on trial, and total time spent
on the instrument for the three tested visualisation in field test round 3,
include all 3 trials, N = 241.

Viz no1 Viz no2 Viz no3

Total Score (point) 40.15 41.24 40.66

Time Spent on Trial (sec) 145.5 114.91 194.13

Time Spent on Instrument (sec) 37.10 35.07 34.43
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Table 5.7.
Correlation table of tested items in field test round 3, include all 3 trials.

item(s) 1 2 3 4 5 6 7 8 9 10 11

1 Fluidity 1

2 Enthusiasm 0.52 1

3 Untroubling v3 0.66 0.44 1

4 Curiosity 0.59 0.59 0.5 1

5 Discovery 0.38 0.47 0.29 0.49 1

6 Clarity 0.55 0.45 0.52 0.54 0.35 1

7 Storytelling 0.35 0.43 0.28 0.51 0.51 0.36 1

8 Creativity 0.32 0.51 0.24 0.55 0.51 0.34 0.54 1

9 Entertainment 0.42 0.55 0.36 0.68 0.54 0.42 0.59 0.61 1

10 Captivation 0.43 0.56 0.41 0.6 0.51 0.41 0.54 0.63 0.63 1

11 Pleasing 0.63 0.59 0.51 0.66 0.43 0.51 0.48 0.46 0.58 0.54 1

5.4.1 Factor Analysis

Factor analysis is a widely utilized and broadly applied statistical technique for

describing variability of observed variables with respect to the unobserved latent

variables, which can both test measurement integrity and guide further theory re-

finement [196,197]. For instrument development, factor analysis models can be used

to interpret whether there is a set of underlying latent traits with respect to the

observed variables, therefore been widely used in social science [198]. Information

about the number and structure of latent traits (i.e., factors, constructs) underlying

a set of test or item scores can provide evidence for validation of particular test score

interpretations. By investigating factor loading and distribution of each factor across

the items, factor analysis can be utilized to test the internal structure and external

structure of the instrument [180].
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Results from factor analysis can also be helpful in making decisions on whether to

remove or revise certain instrument items [31]. Several sets of factor loadings can be

found on each item from factor analysis, where factor loading refers to the relationship

of each variable to the underlying factor. A higher factor loading implies that there

are higher correlations between the item and a “set”. Based on the loadings, items

can be grouped into several clusters (a loading of 0.4 or greater is preferred) and fitted

into several candidate factor models. Information about the number and structure of

latent traits underlying a set of test or item scores can provide evidence for validation

of particular test score interpretations.

Several cutoff for criteria can be considered when judging the number of meaning-

ful factors [199]: (1) substantive interpretability of the loading and factor correlation

pattern, (2) model fit, and (3) parsimony. Overall, Model fit statistics can be inter-

preted by: Chi-square test of model fit (prefer p-value >0.05), Tucker-Lewis index

(TLI, prefer to exceed 0.95), and root mean square error of approximation (RMSEA,

prefer <0.06).

Furthermore, reliability coefficient omega [200] (prefer to be>0.7) can also be help-

ful, where reliability is a property of observed test scores from a particular instrument

in a specified examinee population. There are extensive discussions over the usage

of various measures of reliability of the total score (e.g., coefficients alpha, beta, and

omega) [201,202]. Even though coefficient alpha has been widely adopted [203], since

it is known that coefficient alpha underestimates the true reliability unless the items

are tau-equivalent, the coefficient omega was selected as a practical alternative in this

study [204].

5.4.2 Analysis

The exploratory factor analysis (EFA) approach was adapted to analyze the data

we collected in the third round of field test. The primary purpose of EFA is to explore

the appropriate number of underlying factors which would fit the dataset (responses
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from three tested visualization). EFA is believed to be a useful tool that is able to

aid the researchers in recovering an underlying measurement model, and then can

be evaluated with CFA [185, 205]. I utilized R packages psych [191] and GPARota-

tion [206] to conduct EFA with four different settings (number of underlying latent

factor(s) = 1, 2, 3, and 4), using Pearson correlation and oblimin rotation. Typically,

a range of n (number of underlying latent factor) would be tested throughout the

EFA process. Due to the fact that a three-level model was proposed in the stage 1

(behavior, judgment, and feeling), I used a convenience cut-off n=4 as the stop point

for testing the number of underlying latent factor in EFA.

Several model fit statistics were checked when reviewing the EFA results and

judged the model fit, which include: Chi square, TLI, and RMSEA. Generally, we

want to find the simplest model with an acceptable level of model fitness. That is,

we would like to choose models with lower number of factors but still have acceptable

model fit statistics. The four types of model fit statistics mentioned above under 4

different conditions (number of factors = 1, 2, 3, and 4) were listed in the three tables,

grouped by the tested visualization (see Table 5.8, 5.9, and 5.10).

Table 5.8.
Model Fit Statistics of tested visualisation no. 1 dataset under 4 different
conditions (number of factors = 1, 2, 3, and 4).

Visualisation no. 1 n=1 n=2 n=3 n=4

Likelihood Chi Square 134.33 60.21 41.65 22.69

Tucker Lewis Index (TLI) 0.92 0.97 0.974 0.987

Root Mean Square Error of Approximation (RMSEA) 0.094 0.032 0.021 0.04

Reliability coefficient Omega (Omega) 0.94 0.93 0.95 0.93
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Table 5.9.
Model Fit Statistics of tested visualisation no. 2 dataset under 4 different
conditions (number of factors = 1, 2, 3, and 4).

Visualisation no. 2 n=1 n=2 n=3 n=4

Likelihood Chi Square 270.54 39.65 16.44 9.53

Tucker Lewis Index (TLI) 0.761 0.992 1 1

Root Mean Square Error of Approximation (RMSEA) 0.13 0.029 0 0

Reliability coefficient Omega (Omega) 0.93 0.91 0.94 0.92

Table 5.10.
Model Fit Statistics of tested visualisation no. 3 dataset under 4 different
conditions (number of factors = 1, 2, 3, and 4).

Visualisation no. 3 n=1 n=2 n=3 n=4

Likelihood Chi Square 73.43 94.77 62.85 37.37

Tucker Lewis Index (TLI) 0.906 0.943 0.952 0.962

Root Mean Square Error of Approximation (RMSEA) 0.112 0.088 0.081 0.073

Reliability coefficient Omega (Omega) 0.95 0.94 0.96 0.94

5.4.3 Findings

After investigating different number of factors using EFA approach, by reviewing

the selected fit statistics, I determined the most plausible underlying structure for our

collected data. For all three tested visualizations, the 2 factor models were the most

appropriate, although the pattern of item loadings on factors was not identical. The

reliability coefficient (omega) for each of them are 0.93, 0.91, 0.94, respectively, which

suggest a decent level of response reliability (more than 0.9). Then, the interpretive

descriptions of the selected two factor model were made.
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As shown in Figure 5.11, the allocation of items is similar across 3 tested visu-

alizations. items that placed within parentheses means the loadings among factor 1

and factor 2 are close and therefore will show up under both factors.

1. The EFA results of tested visualization no.1 (creative routine) [169] when n =

2 shows allocation of items as below:

• Factor 1: (Enthusiasm), (Curiosity), Discovery, (Clarity), Storytelling,

Creativity, Entertainment, Captivation

• Factor 2: Fluidity, (Enthusiasm), Untroubling, (Curiosity), (Clarity), Pleas-

ing

2. The EFA results of tested visualization no. 2 (FIFA World Cup goals) when n

= 2 shows allocation of items as below:

• Factor 1: Enthusiasm, Curiosity, Discovery, Storytelling, Creativity, En-

tertainment, Captivation, (Pleasing)

• Factor 2: Fluidity, Untroubling, Clarity, (Pleasing)

3. The EFA results of tested visualization no. 2 (FIFA World Cup goals) when n

= 2 shows allocation of items as below:

• Factor 1: Enthusiasm, (Curiosity), Discovery, Storytelling, Creativity, En-

tertainment, Captivation, (Pleasing)

• Factor 2: Fluidity, Untroubling, (Curiosity), Clarity, (Pleasing)

In summary, item Enthusiasm, Discovery, Storytelling, Creativity, Entertainment,

and Captivation have larger loadings (>0.4) on latent factor 1, and therefore indicated

stronger associations with this factor. On the other hand, item Fluidity, Curiosity,

Clarity, Untroubling, and Pleasing show stronger loadings on latent factor 2. Based

on the assortment of the indicators under each factor, a substantive interpretation of

the loading and factor correlation pattern is revealed:

• Factor 1 consists of items related to Enthusiasm, Discovery, Storytelling, Cre-

ativity, Entertainment, and Captivation–I therefore interpreted that this latent

factor might be Hedonic aspect of AE.
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• Factor 2 consists of items related to Fluidity, Curiosity, Clarity, and Untroubling–

I then interpreted this latent factor might be the Pragmatic aspect of AE.

Table 5.11.
Factor loadaings of factor 1 and factor 2 from three tested visualizations
under situation of 2-factor model.

Item Visualization no.1 Visualization no.2 Visualization no.3

Factor 1 Factor 2 Factor 1 Factor 2 Factor 1 Factor 2

Fluidity -0.17 0.95 0.05 0.76 -0.12 0.98

Enthusiasm 0.36 0.42 0.54 0.19 0.58 0.22

Untroubling -0.08 0.79 -0.13 0.81 -0.05 0.8

Curiosity 0.44 0.47 0.58 0.27 0.43 0.47

Discovery 0.74 -0.1 0.58 0.11 0.74 -0.06

Clarity 0.38 0.32 -0.11 0.77 0.24 0.54

Storytelling 0.79 -0.13 0.79 -0.05 0.5 0.21

Creativity 0.75 0.01 0.87 -0.19 0.88 -0.13

Entertainment 0.7 0.16 0.87 -0.1 0.67 0.17

Captivation 0.56 0.25 0.82 -0.13 0.75 0.1

Pleasing 0.27 0.56 0.42 0.4 0.37 0.51

During stage 2, several revisions on the experiment materials and test beds have

been made throughout the field test. For example, the change of tested visualization

no.2 and the modifications on the content-related questions. Interestingly, a signifi-

cant lower score from the updated visualization no.2 was not observed as expected,

however, it is likely that the content of the visualization (FIFA World Cup) plays an

role here. It is possible that information regarding world cup is still relatively popular

than the topics of other two tested visualizations, and therefore gaining more scores

in the items such as “Entertainment” and “storytelling” This results inline with our

theory that AE is a complex construct and could be influenced by multiple factors in

the stage 1.
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It is worth to note that, an existing instrument for evaluating perceived usability

(user experience) UEQ [207] for which similar subscales were identified empirically,

also identified two underlying factors as hedonic vs. pragmatic (More discussions

regarding other similar established instruments can be found in discussion section).

Due to the fact that by definition, like user experience, AE is also a subjective human

trait (experience) comes from what users perceived mentally and physically from the

visualization they interacted with. A similar results from an existing study is able to

provide additional validation support for the claim that this factor structure is likely to

be replicable in the population other than the one in the field test. Additionally, there

are similarities between the proposed 2-factor model and the alternative explanation

of AE construct been briefly mentioned in the stage 1 findings. The conceptual

space as “person trait” vs. “interaction between person and visualization” is to some

extent comparable to the hedonic vs. pragmatic structure; while person trait is more

related with hedonic aspect, the consequences between person and visualization is

more related to pragmatic aspect.

Finally, Table 5.1 listed all items been tested in the field tests, and its factor

loadings of two latent factors Hedonic and Pragmatic when responses of all three

tested visualizations fitted in an EFA model. The results of EFA indicates that even

with three different testbeds, participants’ response is considerably stable. Moreover,

the allocation of items from 2-factor models can make reasonable interpretation of

underlying latent factors that are not too far-stretched. Therefore, the EFA results

support the validity evidence of internal structure of the instrument.
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5.5 Comparisons between Three Level and Two Factor Models

CFA (Confirmatory Factor Analysis) is often used during the process of instrument

development to examine the latent structure of a test instrument. And is a confir-

matory technique where a hypothesized model is specified to estimate a population

covariance matrix that is compared with the observed covariancematrix [208,209]. In

CFA, the number of factors required in the data would be specified, and researchers

can study the relationships between observable measured variable and latent variable

that they are interested in.

Based on the analysis in the field test, the results from Exploratory Factor Anal-

ysis (EFA) suggest a two-factor model which contains two underlying factors of our

developed AEVis instrument: pragmatic and hedonic aspects. However, our original

theory in stage 2 proposes a different three-level structure of AEVis: behavior, judg-

ment, and feeling. In practice, it is quite common that results of factor analysis are

different from the original theoretical background (See [208], Chapter 5). Because re-

spondents’ response patterns and the observed correlations among items often deviate

from those expected under the theoretical framework or functional grouping predicted

by the researcher. Therefore, to determine whether a certain factor solution is a bet-

ter representation of the data than the other factor solutions, in this section, a model

comparison using CFA approach was conducted to further investigate the differences

between the two models and their potential explanations.

5.5.1 Method

Since the purpose of this study is to determine which model can better represent

the data out of the two proposed model, the analyzed data is identical to the dataset

used in the EFA which contains 723 participants’ responses. In order to conduct

CFA, R packages lavaan [210] and Semplot [211] were utilized. The dataset is fitted

into two models: 3-level and 2-factor models.
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Figure 5.7. CFA path diagram of the 3-level model, 3 circles represent
3 underlying latent variables defined in the model: behavior, judgement,
and feeling; colored numbers represent the standardized factor loadings
for the items.

• The structure of the 3-level model is denoted below: item Fluidity, Enthu-

siasm, Curiosity, and Discovery are assigned under “behaviour” factor; item

Clarity, Storytelling, and Creativity are assigned under “judgment” factor; fi-

nally, item Entertainment, Untroubling, Captivation, Pleasing are assigned un-

der “feeling” factor (See Figure 5.7).

• The 2-factor model is denoted as below: item Fluidity, Curiosity, Clarity,

Untroubling, and Pleasing are under “pragmatic” factor; then, item Enthusi-

asm, Discovery, Storytelling, Creativity, Entertainment, and Captivation are

assigned under “hedonic” factor (See Figure 5.8).

The results of CFA can be plotted into path diagrams. Each square represent

an observable variable (item), the arrows between circles and squares indicate the

relationship that we defined in the model, and the numbers represent the standardized
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Figure 5.8. CFA path diagram of the 2-factor model, 2 circles represent
2 latent variables defined in the model: pragmatic and hedonic; Colored
numbers represent the standardized factor loadings for the items.

factor loadings. Arrows between circles are standardized covariances between latent

variables. Finally, the bottom part of the numbers represent the standardized variance

of each item.

As shown in Figure 5.7 and 5.8, while factor loadings on the items and latent

variables are generally preferred to be >0.7, both models have adequate level of factor

loadings. Therefore, We will look at several model fit statistics (see Table 5.12) to

help us make decision on which model is more appropriate.

Generally, less error implies that data is close to model, which means this is a

more accurate representation of the relationship that people trying to model. As

Schreiber summarized the cut-off criteria for several fit index in a review of CFA and

related statistical analytical techniques [209]. For CFI and TLI, values that >0.95

are preferred. As for AIC and BIC, models have lower values on these two indices are
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Table 5.12.
Model Fit statistic indice of 2 tested models, the first column contains 6
model fit indices examined in this study.

3 level model 2 factor model

Comparative Fit Index (CFI) 0.875 0.926

Tucker-Lewis Index (TLI) 0.832 0.905

Akaike information criterion (AIC) 21217.281 20993.919

Bayesian information criterion (BIC) 21331.866 21099.337

Root Mean Square Error of Approximation (RMSEA) 0.135 0.102

Standardized Root Mean Square Residual (SRMR) 0.071 0.057

preferred. As for RMSEA and SRMR, since they are residuals of the model, the rule

of thumb is to pick values that are <0.06 to 0.08 and <0.08, respectively.

5.5.2 Findings

As shown in Table 5.12, both model fits are acceptable but not excellent. But

all 6 indices indicate that the 2-factor model has a slightly better model fitness than

the 3-level model. In practice, when interpreting the models, people tend to consider

parsimony as an important characteristic of the model which suggests that a smaller

number of factor should be preferred. Additionally, by looking at the theoretical defi-

nitions of two models and their latent variables, while the 3-level structure can surely

be identified, there is no strong conflict against the meta-dimension of pragmatic vs.

hedonic aspects.

These results, with findings from stage 1, confirm that “engagement” is a complex

and multifaceted construct. It is very likely that both 3-level and 2-factor structures

are co-existed in the construct space, but the 2-factor structure is more impactful and

can be better explained by its model. Thus, based on the CFA results in this section,
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I would primary suggest a 2-factor model for AEVis, but still adapt the 3-level theory

as the secondary way to explain the construct.

5.6 Re-examine with Item Response Theory

Item Response Theory (IRT) models such as Rasch model, nominal response

model, graded response model are able to show the relationship between the ability

or trait (target construct) measured by the instrument and an item response [212].

By using IRT, researchers can retrieve more information about items characteristics

(e.g., discrimination ability, test information function) compared to traditional CTT

(classical test theory) methods.

Based on current intended uses and characteristics of target construct (i.e., 2

dimensionality, conditional independence), the 2PL multi-dimensional IRT model for

polytomous data was picked as our modeling method. Since the response categories

are assumed to be ordered (i.e. Likert scale from strongly agree - 5 to strongly disagree

- 1), the Graded Response Model is preferred.

Like factor analysis, several criteria can be considered when judging model fit:

Akaike information criterion (AIC, the lower the better model fit [213]); Bayesian in-

formation criterion (BIC, the lower the better model fit [214]); and Root mean square

error of approximation (RMSEA, prefer <0.05). With IRT modeling technique, we

can retrieve several item parameter estimations that can be utilized to identify po-

tential issues on items or scales such as Discrimination Parameters (a) and Threshold

Parameters (b, similar to item difficulty).

5.6.1 Method

Adopting an identical dataset from EFA phrase which contains 723 responses from

field test round 2 and 3. This time, IRT-PRO [215] software version 4.1 was utilized

to analyze data, with Bock-Aitkin EM Algorithm for estimation. We analyzed the
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Table 5.13.
Comparisons between four IRT models with collected data in field test
round 3. For each model, discrimination parameters (a) as well as three
model fit statistics (AIC, BIC, and RMSEA) are listed.

2Dim GRM

(Explore)

2Dim GRM

(ESEM)

2Dim GRM

(Confirm)

UniDim

GRM

Item a1 a2 a1 a2 a1 a2 a

Fluidity 3.66 0.76 3.68 0 0 2.56 1.95

Enthusiasm 1.59 1.48 0.97 1.42 2.07 0 2.19

Untroubling 2.58 0.36 2.45 0 0 1.89 1.5

Curiosity 2.35 2.17 1.44 2.09 0 3.24 3.28

Discovery 0.91 1.58 0 1.83 1.86 0 1.7

Clarity 1.75 0.72 1.93 0 0 1.86 1.61

Storytelling 0.89 1.95 0 2.12 2.07 0 1.83

Creativity 0.87 2.49 0 2.41 2.32 0 1.94

Entertainment 1.57 2.85 0 3.34 3.09 0 2.74

Captivation 1.42 2.28 0 2.7 2.76 0 2.44

Pleasing 2.32 1.61 1.75 1.38 0 2.98 2.66

AIC 18448.66 18473.57 18685.22 18892.88

BIC 18751.17 18743.99 18941.89 19154.13

RMSEA 0.08 0.08 0.08 0.08

collected data with four different models, ordered by the most restricted to the least

restricted:

• UniDim GRM: uni-dimensional graded response model;

• 2Dim GRM-Confirm: 2-dimensional graded response model with full con-

straint, all items are assigned to one of the two dimensions, similar to CFA;
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• 2Dim GRM-ESEM: 2-dimensional graded response model with partial con-

straint (Exploratory Structural Equation Model), the factor assignment is based

on EFA results from previous section. Some of the items have been assigned to

one of the dimensions, while some of them have no assignment; and

• 2Dim GRM-Explore: 2-dimensional graded response model without con-

straint, no assignment for both dimensions, similar to EFA.

The item discrimination parameter estimates (a) can be found in column “a1”

and “a2” in Table 5.9, and item threshold parameters estimates (b) can be founded in

“b1”, “b2”, “b3”, and “b4” of Figure 5.10. The item discrimination parameters in IRT

models are conceptually the same as the factor loadings from linear FA. Compared

to linear FA, nonlinear FA models such as IRT can produce a test information func-

tion (information curve in uni-dimensional IRT model), and indicate the difficulty of

specific response categories for each item.

Figure 5.9 and 5.10 are visual representations of threshold parameters of 11 items

in two of the fitted 2-dimensional graded response models – 2Dim GRM-ESEM and

2Dim GRM-Explore. For each item, the four threshold parameters represent the

boundaries between the five response options on a conceptual spectrum of latent trait

θ (e.g., b1 means the boundary between point 5 and point 4, b2 means the boundary

between point 4 and point 3, so on so forth).

5.6.2 Findings

As shown in Figure 5.13, 2-dimensional graded response model with partial con-

straint (2Dim GRM-ESEM) and 2-dimensional graded response model without con-

straint (2Dim GRM-Explore) have lower AIC and BIC which suggested better model

fit. While all four models have RMSEA at 0.08, this indicate not supreme, but

adequate model fit for all 4 models.

Overall, all models show adequate level of discrimination parameters across items

and the assigned factors. Even though item Enthusiasm (a2 = 0.97) in 2Dim GRM
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(pre-EFA) model has the lowest a, it is still significantly higher than 0.4 (the minimum

preferred value of a).
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Figure 5.9. Threshold parameters of 11 items in the fitted 2-dimensional
graded response model (2Dim GRM-Explore), with item labels listed at
the bottom.
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Figure 5.10. Threshold parameters of 11 items in the fitted 2-dimensional
graded response model (2Dim GRM-ESEM), with item labels listed at
the bottom.
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As for threshold parameters of 2Dim GRM-ESEM and 2Dim GRM-Explore mod-

els, the distances between threshold parameters seems adequate, and boundary spac-

ing appears fairly uniform as well, as shown in both Figure 5.9 and Figure 5.10).

It indicates that 11 items appear to have reasonable capacity to differentiate among

respondents with different latent trait θ status (AE of the respondents). Although

distance between b3 and b4 in item Untroubling is a potential concern. Generally, no

item shows significantly low distance between each threshold parameter or overlap-

ping threshold parameters, which suggests the instrument scale is at an acceptable

level and will presumably function normally across different populations other than

the tested one.

By utilizing IRT models, an exploratory approach using a confirmatory model

was adopted, which is able to provide additional evidence to support the 2-factor

structure from EFA results. The results of IRT analysis to some extent re-confirmed

results from item analysis and FA. The 2-factor model which consists of hedonic and

pragmatic aspects of AE indicates a decent model fitness with the collected data from

field test. Finally, by examining discrimination parameters and threshold parameters

of the two most fitted models (i.e. 2Dim GRM-ESEM and 2Dim GRM-Explore), the

developed items demonstrate a decent level of difficulty and discrimination ability.

In summary, by testing AEVis on three visualizations in the field tests, the un-

derlying construct of developed instrument and how its items behaved with different

data, was investigated. Results from the three analytical methods (item analysis, FA,

and IRT) contribute to instrument revisions and score interpretation validations.
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6. STAGE 4–EVALUATION OF AEVIS

In this chapter, a follow-up field test was conducted to investigate the external relation

of AEVis and other related instruments. It is a common practice in instrument

development to test the correlations between target instrument and others [156].

This was done by experimenting visualization users’ level of affective engagement

and level of other factors via multiple surveys and questionnaires, and then studying

the correlations between the collected scores (IRB protocol#: 1903021883).

The purpose of this type of field test is to find whether there are relations be-

tween known scores. For example, for an IQ test (Intelligence Quotient), the score

interpretations are meant to have positive correlations with standard test scores such

as GRE (Graduate Record Examination) or GPA (Grade Point Average), and if the

tested students’ IQ test score shows positive correlations with his or her SAT score

as well as GPA from multiple semesters. Then, one can say the score interpretations

of this IQ test are supported by the external relation evidences.

The goal of this study is to:

1. Evaluate and collect validity evidence of the affective engagement survey in-

strument that developed in this dissertation, and;

2. Learn how affective engagement, as a construct, relates or interacts with other

user experience factors such as perceived usability and user engagement.

6.1 External Relations between AEVis and Other Instruments

6.1.1 AEVis and UEQ-s

The first external relations that will be investigated are between AEVis (Affective

Engagement Visualization Survey) and UEQ-s (User Experience Questionnaire-short)
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instruments. Both AEVis and UEQ-s assume two underlying factors in their instru-

ments. For AEVis, they are pragmatic aspects (5 items) and hedonic aspects (6 items)

of affective engagement. As for UEQ-s, the two dimensions are pragmatic quality (4

items) and hedonic quality (4 items) of perceived usability [207].

The description of the 5 factors in UEQ-s are listed below, their corresponding

items as well as factors can be found in Table 6.2:

• Perspicuity: Is it easy to get familiar with the product? Is it easy to learn?

Is the product easy to understand and clear?

• Efficiency: Can users solve their tasks without unnecessary effort? Is the

interaction efficient and fast? Does the product react fast to user input?

• Dependability: Does the user feel in control of the interaction? Can he or

she predict the system behavior? Does the user feel safe when working with the

product?

• Stimulation: Is it exciting and motivating to use the product? Is it fun to

use?

• Novelty: Is the product innovative and creative? Does it capture users atten-

tion?

These two instruments cover different elements in terms of languages. For ex-

ample, the AEVis pragmatic aspects includes items for Fluidity, Curiosity, Clarity,

Untroubling, and Pleasing. In contrast, UEQ-s pragmatic quality includes items for

Dependability, Perspicuity, and Efficiency. Still, the meta-dimensions of pragmatic

vs. hedonic in two instruments are theoretically similar, and therefore, they should

demonstrate strong or moderate positive correlations between comparable dimensions

of two instruments. In other words, the total score of items under AEVis pragmatic

aspect should have a strong or moderate positive correlation with total score of items

under UEQ-s pragmatic quality. The same should be true for hedonic aspects and he-

donic quality in the two instruments as well. Finally, due to the theoretically similar

internal structure, even though the differences between the two instruments will be

more significant when we compare the entire instruments instead of subsets of them,
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we still expect to see moderate or marginal positive correlations between the total

scores of AEVis and UEQ-s.

6.1.2 AEVis and UES (subset)

The second external relations that will be investigated are between AEVis (Affec-

tive Engagement Visualization Survey) and a subset items of UES (User Engagement

Scale) instruments. UES is a self-report measure that can assess user engagement with

information systems, specifically oriented toward online news website. There are 31

items and total of 6 factors: aesthetic appeal, perceived usability, felt involvement,

novelty, focused attention, and endurability [12].

The description of the 2 selected factors in UES are listed below, their correspond-

ing items as well as factors can be found in Table 6.3:

• Felt involvement: The Felt Involvement factor contained items about how

much fun users’ were having during the interaction and how drawn in they were

able to become.

• Novelty: Novelty in online content has the potential to sustain users’ atten-

tion, specifically when novelty is introduced through links and content that are

pertinent to users’ goals.

After reviewing the descriptions of the 6 factors, potential similarities between

some of the factors in UES and AEVis were identified. First, Felt involvement (3

items) in UES has resemblance to Enthusiasm (1 item) and Captivation (1 item)

in AEVis on users fun and drawn experience. Second, Novelty (3 items) in UES

echos with Entertainment (1 item) and Curiosity (1 item) in AEVis as both of them

represent users curiosity and interests during the interaction. Therefore, the total

scores of the above factor pairings were expected to show a moderate to marginal

positive correlations with each other. To be specific, the total score of 3 items under

Felt involvement in UES and the total score of 2 items under Enthusiasm (1 item) and

Captivation (1 item) in AEVis should have marginal positive or moderate correlations.
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The total score of 3 items under Novelty in UES and the total score of 2 items under

Entertainment (1 item) and Curiosity (1 item) in AEVis should have marginal or

moderate positive correlations.

6.2 Methods

The same as previous field tests, participants were recruited through Amazon

Mechanical Turk platform. The instructions for the experiment were provided on

the website, participants who were willing to participate then were redirected to the

Qualtrics online survey system. Before participants start any research activities, the

online consent form was shown and the participants had to agree to the consent form

by clicking the check box in order to proceed further. When participants finished the

experiment, they will be approved by the researchers and will automatically get paid

$ 2.00 through the Amazon Mechanical Turk service.

Three surveys or subsets of a survey instrument were tested in the experiments,

the time spent for each trial should be significantly longer than the previous field

test. Hence, there were only 2 trials in the external relation study. Considering the

content of UEQ and UES items, tested visualization no.2 and no.3 are appropriate.

As a results, there are 2 trials in the experiment, 3 demographic questions will be

asked at the end. The order of the two trials are randomized.

In each trial of this experiment, participants needed to:

1. Explore the provided interactive visualization;

2. Correctly answer 4 content-related questions of the provided interactive chart

(one of the question is inserted in the post-trial surveys as an attention check);

3. Complete 3 post-trial surveys;

• AEVis, 11 items

• UEQ-s, 8 items

• UES (subset), 6 items
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6.2.1 Tested Survey Instruments

In this study, the full version of AEVis was used. There are 11 items in it, for

each of them, respondents had to provide their degree of agreement upon the item

statement (see Table 6.1).

Table 6.1.
11 tested items for AEVis, Dimensions and corresponding indicators are
specified

Dimension Indicator Item Statement

Pragmatic Fluidity My use of this visualization is continuous and smooth.

Hedonic Enthusiasm I feel motivated while using this visualization

Pragmatic Curiosity I enjoy exploring this visualization

Hedonic Discovery I have acquired a new concept or new knowledge from the visualization

Pragmatic Clarity I think the visualization effectively delivers its main concept or idea

Hedonic Storytelling I think this visualization is telling a compelling story

Hedonic Creativity I think this visualization sparks my creative thinking

Hedonic Entertainment I feel entertained when using this visualization

Pragmatic Untroubling I don’t feel frustrated when using this visualization

Hedonic Captivation I feel absorbed by this visualization while using it

Pragmatic Pleasing The look and feel of the visualization is pleasing to me

For UEQ-s, the full version which contains 8 items was used. For each of them,

respondents had to choose a number between the conflicting terms better describes

the product in the trial (see Table 6.2).

For UES, only a subset from its 33 items in the full version was used. There are

3 items for Felt Involvement and 3 items for Novelty, in total, 6 items for the UES

was selected (see Table 6.3). Since UES was originally developed for news websites,

some items clearly indicate the media or a specify user task. To adapt the tested

visualizations used in this study, terms that are associated with news website and

news reading were replaced (e.g., change “news website” to “visualization”, change

“visiting this website” to “using this visualization”).
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Table 6.2.
8 tested items for UEQ-s, dimensions and corresponding factors are spec-
ified.

Dimension Factor Item

Pragmatic Dependability obstructive o o o o o o o supportive

Pragmatic Perspicuity complicated o o o o o o o easy

Pragmatic Efficiency inefficient o o o o o o o efficient

Pragmatic Perspicuity confusing o o o o o o o clear

Hedonic Simulation boring o o o o o o o exiting

Hedonic Simulation not interesting o o o o o o o interesting

Hedonic Novelty conventional o o o o o o o inventive

Hedonic Novelty usual o o o o o o o edge

Table 6.3.
6 tested items for UES, the corresponding factors are specified

Factor Item Statement

Felt involvement 1 I was really drawn into finding the stories.

Felt involvement 2 I felt involved in this task.

Felt involvement 3 This experience was fun.

Novelty 1 I continued to read on the visualization out of curiosity.

Novelty 2 The content of the visualization incited my curiosity.

Novelty 3 I felt interested in the visualization.

6.3 Analysis

There were 48 participants in this study, their average age is 35.15 years old (Min

23, Max 62), and 18 of them are females. Responses that have significantly shorter
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time spent (<10 sec) on both UEQ-s and UES were dropped. At the end, there were

40 valid responses for the analysis.

SPSS [216] version 25 was used to conduct correlation analysis. Since all three

instruments adapt Likert-scale responses (ordinal data), Spearman correlation was

used in the analysis which is often used to evaluate relationships involving ordinal

variables. For each of the tested visualization, two correlation tables were generated,

one is for AEVis vs. UEQ, another is for AEVis vs. UES subset (See Table 6.4).

Since we have tested two visualizations in the experiment, for all external relations,

there are two cases as well. Table 6.4 summarized the results from the two cases, cells

highlighted in yellow are the external correlations been investigated.

For AEVis vs. UEQ-s situation, all three relations in tested visualization no.2 have

moderate to strong correlations (see upper Table 6.4(a)), and are significant at the

0.01 level (2-tailed). The correlation between hedonic pairing (AEVis hedonic aspect

vs. UEQ-s hedonic quality) is 0.588; for pragmatic pairing (AEVis pragmatic aspect

vs. UEQ-s pragmatic quality) is 0.690; and for total score pairing (AEVis all items vs.

UEQ-s all items) is 0.747. As for tested visualization no. 3 (see upper Table 6.4(b)),

two out of three relations have moderate correlations, and are significant at the 0.01

level (2-tailed). The correlation for hedonic pairing is 0.392; for pragmatic pairing

is 0.544; and for total score pairing (AEVis all items vs. UEQ-s all items) is 0.646.

In general, the results adequately support our expectation on the external relation

between AEVis and UEQ-s; which indicates the relations between two instrument

“make sense” conceptually, in light of the constructs those survey instruments were

designed to assess.

As for AEVis vs. UES subset situation, both relations in tested visualization

no.2 have moderate correlations (see lower Table 6.4(a)), and are significant at the

0.01 level (2-tailed). The correlation between Felt Involvement pairing (AEVis Felt

Involvement related items vs. UES Felt Involvement items) is 0.672 ; for Novelty

pairing (AEVis Novelty related items vs. UES Novelty items) is 0.494. As for tested

visualization no. 3 (see lower Table 6.4(b)), one of the relations have moderate
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Table 6.4.
Correlation tables for external relations of AEVis and other 2 related
instruments:(a) correlation between AEVis and UEQ on pragmatic vs.
hedonic related item sets. (b) correlation between AEVis and UES on Felt
Involvement and Novelty related item sets. Cells highlighted in yellows
are the external correlations we are interested in.

(a) Correlation tables for tested visualization no.2.

Hedonic Pragmatic Total score
Hedonic .588** 0.223 .486**

Pragmatic .375* .690** .546**

Total score .715** .628** .747**

FI - related NO - related
Felt Involment (FI) .672** .545**

Novelty (NO) .628** .494**

**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

AEVis

AEVis

UEQ

UES

(b) Correlation tables for tested visualization no.3.

Hedonic Pragmatic Total score
Hedonic .392* .483** .532**
Pragmatic .482** .544** .570**
Total score .531** .605** .646**

FI - related NO - related
Felt Involment (FI) .573** .374*
Novelty (NO) .587** 0.303

**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

AEVis

UEQ

AEVis

UES

correlations, and is significant at the 0.01 level (2-tailed). The correlation between

Felt Involvement pairing is 0.573 ; for Novelty pairing is only 0.303. All in all, the
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results still somewhat support our expectation on the Felt Involvement-related items

between AEVis and UES, which indicates the relations between the factors from

two survey instruments were roughly on the same direction. However, it is not the

case for novelty-related items. A potential explanation may be that the “curiosity”

AEVis intend to measure is more about inquisitive or investigative behaviors, while

the“curiosity” in UES is specifically limited to behaviors or actions driven by curiosity.

6.4 Findings

The external relations between AEVis and other previously established instru-

ments (UEQ-s and UES) that are assessing related constructs were studied in Stage

4. Correlations of scores from existing instruments are able to provide additional vali-

dation support for the content of the measured construct (AE) and the generalization

ability that AEVis score is likely to be replicable in the population other than the

one in the field test.

In summary, the external relations been investigated are mostly positive. Cor-

relations are stronger within the same instrument, which is expected for established

surveys. While some of them are only marginally correlated, still, these results serve

as a valid external validity evidence for AEVis. The construct AE is assessed by AE-

Vis has potential to predict users’ perceived usability in InfoVis and are reasonably

correlated with user engagement in general.
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7. DISCUSSION

7.1 Validity Evidence

Following a systematic approach of evidence-centered design [217], every activity

during instrument development contributes specific evidence to support the validity

of later interpretations of scores from the instrument. Followed Kane’s [218] sugges-

tion that “test scores can have multiple possible interpretations/uses, and it is the

proposed interpretation/use that is validated, not the test itself or the test scores.

(p. 21)” From the three stages of instrument development described in this paper,

the following four types of evidences were collected to support different aspects of

validity:

1. In stage 1, the use of grounded theory [219] to elicit user’s AE characteristics

from observations supports the theoretical background of the test content;

2. In stage 2, the feedback and review from target users and domain experts

provide validity evidence for the test content of the instrument in the context

of InfoVis;

3. In stage 3, the similar EFA structures across three different test visualizations

support evidence for the internal structure of the instrument;

4. The use of IRT models confirms the results from EFA approach and further

supports the score interpretation of AEVis;

5. In stage 4, correlations between AEVis and other established instruments were

examined to support the external relation of the construct.
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7.2 Using Survey Instrument AEVis

As stated in the Introduction section, AEVis is developed to be used as an evalu-

ation tool for visualization researchers and practitioners. Especially for visualizations

that are designed for communication or presentation purposes, and not for expert

or high-stake serious work environment. Hence, the usage of AEVis is also oriented

toward the design or development activities as described below.

The usage of AEVis is similar to NASA-TLX. NASA-TLX is a self-report, subjec-

tive assessment of user’s perceived workload of a task [118]. Similarly, AEVis is also

a self-report, subjective assessment of user’s affective engagement of an information

visualization. Both measuring constructs are self-report subjective experience with

multiple facets, and the total scores are mainly to be comparative.

When using NASA-TLX, in practice, a researcher usually will have multiple treat-

ment groups in an experiment. The researcher will compare scores from different

groups (i.e. control group vs experimental group/s), then interpret the effects and

interactions of the variables, or look at subscores under different sub categories. The

intended use for AEVis is similar, for example, if one would like to conduct a pilot

testing for a visualization prototype on a website, he or she can collect data from

several participants and see their particular sub and total scores to study how they

react to the visualization from the lens of AEVis. Another example, if a researcher

would like to assess users’ AE for a infographic, he or she might propose more than

one alternatives (e.g., AB test) and try to compare the AE scores from different

experiment groups, and assist visualization designers design decisions.

Inappropriate scenarios for using AEVis can be easily identified by walking though

the users’ tasks and the locations of the visualizations. For example, if the practi-

tioner is creating a visualization tool for homeland security. Since the context of the

workplace is high-stake and expert-oriented, the use of AEVis might not be appropri-

ate. Or, if it an visualization artifact is hosted on a public display in a museum. Since

we can expect there would be multiple users that would interact with each other in
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the environment, the underlying construct of AEVis couldn’t catch the consequences

of multi-user interactions, it is inappropriate as well.

7.2.1 Use Scenario

Consider a scenario where a team of visualization practitioners want to evaluate

their communicative visualization (e.g., an interactive visualization incorporated with

an online magazine article) according to levels of AE within a target group of users.

The practitioners can recruit a group of respondents (more is generally better, but

size can be adjusted depending on resources and other factors) from their target

population such as readers of an online magazine. By asking respondents to answer

the items after interacting with the visualization, the practitioner can calculate the

level of AE of those particular participants. User’s expected AE levels can be estimated

by averaging scores for that visualization. Figure 7.1 (a) provides a visual depiction

of an evaluation scenario where a survey instrument is being used to assess AE.

Visualization practitioners can make use of survey instruments at various stages

to their design process. For instance, when a working (functional) prototype is ready,

a visualization designer can conduct an evaluation session, either as a tryout or a

more structured user testing described as follows:

• Pilot tryout: A small number of participants will be invited to use the working

prototype (e.g, free exploration, tryout specific features) and then provide their

comments and opinions. The items can also be used as the prompts of a short

interview session. Generally, this type of quick tryout works best when the

designer requires instant feedback (i.e. the work is at an early stage).

• User Testing: A group of participants will be recruited and asked to con-

duct specific tasks (e.g., solve problems, interpret visualizations, identify in-

sights). Performance data (e.g., task accuracy and efficiency) and/or subjective

responses (e.g., interview and survey) are collected via several metrics. The

assigned tasks are often more structured than pilot tryout and tend to be con-
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ducted when a more thorough investigation is necessary (i.e. competitor com-

parison).

(a) How a survey instrument assesses single user’s

affective engagement on one visualization.

User(s)

Task(s)

Task(s)

Task(s)

Assigned task(s) Survey(s) & Feedback

Score(s)

Analyze

Interpret

Comments(optional) Performance data 

Visualization

(b) The evaluation scenario of utilizing survey instrument to assess multiple

users’ AE on a communicative visualization.

Figure 7.1. Use scenario of AEVis. User study results including survey
instruments scores, user’s subjective feedback, and (optional) user’s per-
formance data could be collected along the way.

Figure 7.1(b) is a graphical depiction of how designers can utilize a survey for a

pilot tryout and for user testing. Note that for both cases, the evaluation can be

conducted on-site (e.g., laboratory study) or remotely (e.g., online crowd-sourcing).

A short self-report survey instrument (with roughly 10 items) will not take too much

time, which makes a larger scale user testing more feasible (e.g., online crowd sourc-
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ing). Even for a simple pilot tryout session, one potential benefit to employing survey

instruments is that the listed items or key factors in it can stimulate rich feedback from

participants. Furthermore, this scenario (see Figure 7.1(b)) also demonstrates how

other performance measurements (e.g., error rate) and behavior observation methods

(e.g., eye-tracking) can be integrated if more data is required.

7.2.2 Word of Caution for AEVis User

In the introduction section, I briefly elaborated why and how a self-report survey

instrument that assesses AE for InfoVis can be beneficial for information visualization

that focus on communicative purpose, and can be a useful option for visualization

evaluation. Still, there are some limitations of this approach that should be noted in

practice:

• Interpretation: The AEVis survey instrument is not meant to measure a

visualization’s AE, or any property of an artifact. Instead, it is measuring

respondents’ latent construct that consists of their emotional involvement as

they engaged with a visualization, which is “labeled” as AE. Thus, the survey

result cannot be interpreted as indicating the visualization’s quality; instead,

the value of the visualization against other considerations (e.g., tasks, goals)

most be weighted.

• Administration: With different populations of respondents, the scores on the

same visualization are expected to be different. Since scores here only represent

AE levels of respondents that have been chosen, the recruitment of appropri-

ate respondents (i.e. sampling proper participants from target population), is

considerably important in influencing the results of the survey.

• Usage: This survey instrument is intended to measure AE for communicative

and narrative visualizations, not visualizations for analysis. User intention,

context, or motivation can influence AE—e.g., a high-stakes task with safety

implications as part of the user’s job will impact AE in ways different from
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low-stakes news stories for casual users. Thus, the use of the instrument is for

communicative situations or scenario where stakes are low and visualization use

is focus on non-utilitarian aspects.

7.3 Concerns on AEVis as an Instrument

In the previous section, usage and word of caution of AEVis have been discussed

from a practical perspective. Still, there are concerns that are more related with

academic or scientific considerations. Therefore, below I layout and clarify several

potential confusions reside in the gap between AE as a construct and AEVis as a

survey instrument.

Dimensions of AE In stage 1, the process model of AE was illustrated as both

positive and negative emotional involvement in the conceptual space. It is easy to

imagine that the positive emotions such as impressed and enjoyed could result deeper

emotional involvement for people. However, during the study, negative type of emo-

tions such as worried and sad also demonstrated potential influences on participants’

level of emotional involvement. Yet, considering the intended use of AEVis which is

aimed to be used as an evaluation tool for assessing visualization user’s level of AE. In

such a scenario, potential users, including academic researchers and practitioners, are

expected to be more interested on the positive type of AE. Therefore, in the follow-up

study, the research team focused on the casualties between participants’ activities and

their emotions when participants demonstrated positive types of emotional involve-

ment, and then elicited factors that could result AE on the positive dimension. Thus,

the 11 AE indicators which eventually formed the AEVis were oriented towards the

positive type of AE. That is, the AEVis instrument is designed to assess the level

of “positive AE”, and therefore not being able to accurately quantified the negative

type of AE into scores.
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Role of Performance User’s performance is always an inseparable aspect for peo-

ple who interact with an artifact as cognitive tasks (e.g., recognition activities, per-

ception activities) must involve throughout the process. Therefore, the intention of

developing AEVis is not to only consider the “hedonistic” aspect of human experi-

ence, nor to eliminate the entire “utilitarian” aspect of user’s experience. Rather, the

use of AEVis is to provided another lens to look at “user experience” considerations

in the area of information visualization, with evaluation purposes in mind.

Indeed, the user performance or task efficiency should influence user’s AE when

they interact with a visualization. As denoted in the findings of Stage 1, the concept

of AE was elicited from the casual relationships between users’ various activities and

emotions. That is, by definition, users’ AE was constructed by both their physical

(behavioral) and emotional reactions towards the target visualization. And, AEVis is

an assessment tool which been designed to catch and quantified this trait into numeric

scores. The mix of both hedonistic and utilitarian elements in the construct of AE is

expected, and is indeed what AEVis would like to assess from the visualization users,

as this is the target human latent trait to be used as the evaluation metrics.

Generalizability During the development of the AEVis, we utilized visualizations

with various topics, designs, and interactive techniques in the studies. However, due

to practical reasons, our tested visualizations couldn’t cover all types of visualiza-

tions, nor represent the entire visualization population. The research team went

through a rigorous process of instrument development (as described throughout the

four stages), and tried our best to have a reasonable coverage on testbeds (tested

visualizations) and proper assigned tasks during the field test. Therefore, I believe

the scores calculated from AEVis have a reasonable capability to be generalized from

tested participants to the general populations. still, further investigations are required

to claim the generalization ability of AEVis, as generalizability across multiple pop-

ulations and settings should be distinguished from generalizability to a particular or

target population [220].
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7.4 Deliverable of AEVis

Besides as an academic publication, there are other distribution plans for AEVis.

Since the two motivations of developing AEVis are:

1. To establish a metric suitable for evaluating narrative or communicative visu-

alizations, and

2. To provide an easy access evaluation tool for visualizations researchers and

designers.

Therefore, we built a project website as an online portal of AEVis users and

potential users. The website contains three types of primarily resources:

• The AEVis instrument: a paper version and a online digital version of AEVis

(See Figure 7.2 and Figure 7.3)

• Supporting documents: A user manual explains the usage of AEVis and a

technical report (will be released with a publication in the future)

• Analysis Tools: An Excel file that can be used to analyze AEVis responses

Figure 7.2. A screenshot of the paper version AEVis.
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(a) The instruction and items in the online

version AEVis.

(b) The items and the calculation feature of

the online version AEVis.

Figure 7.3. Screenshots of online version AEVis. At the end of AEVis
form, by clicking the calculation bottom, the AE score can be calculated.
If the respondent misses any of the item, a reminder will be shown.

7.5 Comparisons with Existing Instruments

In recent years, there have been a number of attempts to assess engagement or

related constructs in HCI domain [8]. Even though different constructs are being

evaluated, it is still worth discussing the differences and similarities compared to

AEVis. Below I briefly described four selected instrument that are more relevant

with AEVis:

User Engagement Scale (UES) is an often cited survey instrument for general

user engagement (UE) of interactive system [12]. It consists of 31 items, where

each is a statement that describes the experience and the respondents have to

answer their degree of agreement. UES is originally developed for online en-

vironments, thus has several items oriented towards websites or similar media.

AEVis is designed specifically for InfoVis and hence has items that are specifi-

cally relevant such as visual storytelling and creativity. Moreover, the 31-item
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UES instrument will take significant amount of time to answer, and therefore

requires a different usage scenario than AEVis.

User Experience Questionnaire (UEQ) is a survey instrument consisting of 26

(standard) or 8 (short) items [207], and is meant to measure perceived usability

(PU) of a human-computer system or interface. The shorter version (UEQ-S)

has similar factor structure to AEVis, as both of them consist of hedonic and

pragmatic factors in the model. By looking at the 8 items of UEQ-s, several

overlapping concepts can be identified such as items measuring the exciting

and interesting aspects of a system. Still, the unique context in AEVis that

is particular oriented toward InfoVis in the item statement such as “effectively

delivers its main concept or idea”.

Engagement Scale is an engagement scale that developed for measuring user en-

gagement in information visualization is developed by Amini [11]. There are 15

items measuring 5 different attributes of user engagement. However, due to the

fact that the primary purpose of this instrument is to study and compare two

different visualization types (standard vs. pictograph) and animations. The

development procedure of this instrument is only a portion of the paper [11].

Thus, is considerably simplified and limited; only one small-scale field test (N

= 41) has been conducted for item selection (i.e. t-test and Cronbach’s al-

pha) before been utilized in the primary experiments. The internal structure

of the measured construct and its external relations with other related metrics

are not broadly examined (i.e. conducting factor analysis and correlation stud-

ies). Hence, this instrument was not investigated in the stage 4 for testing the

external relations of AEVis and other related instruments.

Value of Visualization (ICE-T) Another existing instrument for evaluating visu-

alizations is ICE-T [221]. It is a heuristic evaluation tool instead of a standard

test instrument. Still, this instrument is able to generate scores for the “value”

of a visualization, and to work as a grading rubric for the visualization eval-

uators (e.g., contest judges). Therefore, the intended users of this evaluation
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tool are limited to domain experts (i.e., visualization experts). Additionally,

the results interpretations are subjective to each tested visualization since some

of the items only work with specific contexts such as interactions or analytical

features. That is, it is possible that for visualization A, the maximum possible

score will be 140; and for visualization B, the maximum possible score will be

only 105. Thus, its use scenario and implications are very different from AEVis.

7.5.1 Practical Guidance for AEVis and Other Instruments

In general, most of survey or questionnaires types of measurement instruments

share a similar manner or workflow of use [15]. To evaluate a visualization, the

users have to recruit a group of participants, and present the target visualization

to them for gathering the responses. In practice, the primary differences between

AEVis and the competitors are mainly on the measured constructs (i.e. AE for

AEVis, UE for UES, PU for UEQ, Quality of visualization for ICE-T). The primary

consideration for selecting appropriate measurement is to identify a proper metrics

per their requirement, and administrate the measurement technique accordingly [15].

Other practical differences amongst the competitors and AEVis are relatively re-

lated to the execution issues when conducting the evaluations; these issues have al-

ready been discussed in the survey of existing AE-related instruments in the literature

review section. For example, the time spent for the test session might be associated

with the instrument length. Longer item passages or larger number of items tend to

cause longer time spent in answering the instrument (e.g., UES should take longer

time than AEVis since it has more items). Another example, if the item passages

contain terminologies that require domain-expertise, then the instrument users have

to recruit corresponding domain experts as their respondents. That is, the intended

use and target population would be changed accordingly.

Finally, if the instrument is not originally designed or developed for visualiza-

tion context, modifications are needed. However, adapting an pre-existing is always
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a challenge for survey or questionnaire users, it is hard to insure that the respon-

dents will comprehend the adapted items appropriately, and therefore compromises

the reliability and validity of the adapted instrument [222]. Misunderstanding of the

altered items are likely to happen [223]. Moreover, by definition, the wording (e.g.,

[224, 225]) and the sequence of items can also contribute to the measurement con-

struct. Altering items sequence means altering the measured constructs of a survey

instrument, such item sequencing effects has been extensively discussed in the do-

main of test development [226,227]. Therefore, adapting pre-existing instruments do

require extra caution when using surveys or questions.

7.6 Summary

In conclusion, the rules for determining appropriate use scenario, the practical

guidelines, and several scientific considerations related to the interpretation of the

AEVis were discussed in this section. In practice, individual instruments are unique

and has its own pros and cons. Target users, including practitioners in industry and

researchers in academic, have to be cautious in the intended use of AEVis, and under-

stand how to make proper interpretations on the calculated AEVis scores. Addition-

ally, several interesting scientific considerations have emerged such as the dimensions

of AE on its interpretation, the generalization ability of the developed survey instru-

ment, and the relationship between the utilitarian vs. hedonian aspects within the

construct of AE.
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8. CONCLUSION

In this dissertation, I outlined the development and evaluation of a survey instrument

for assessing Affective Engagement (AE) in InfoVis. The four main studies of our

systematic process following an evidence-centered design approach were described.

Plus, the use scenarios and limitations of the survey instrument were discussed and

elaborated on its implications for research and practice.

• In stage 1, the characteristics of AE in the context of information visualization

were elicited through a qualitative-driven mixed method lab study. 11 indicators

for assessing AE were proposed through qualitative coding analysis.

• In stage 2, a quick and easy survey instrument which contain 11 items was

developed based on the results of study 1. From the item bank, I went through

pilot test and expert review processes to assemble the first version of our survey

instrument – AEVis (Affective Engagement Visualization Survey).

• In stage 3, a large-scale field test with multiple rounds was conducted for

instrument revisions and evaluation. Various types of analytical methods were

utilized for exploring and validating the structure for the second version of

AEVis.

• In stage 4, a follow-up field test was conducted to test external relations be-

tween AEVis and other existing instruments.

• Finally, a discussion section was established for the AEVis after its develop-

ment. The content includes the considerations on AEVis use scenario, the work

of causation for AEVis user, the competitors comparisons, and the research

implications.

As InfoVis grows in popularity, non-utilitarian roles for visualization will become

increasingly important. For such uses, evaluation methods based on usability and
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task performance are not sufficient. Visualization researchers and designers require

alternative ways to evaluate their work, especially those that assess subjective aspects

of a user’s experience. The instrument developed in this dissertation makes a con-

tribution to this need. The hope is that this work can further stimulate scholarship

on non-performance-related aspects of InfoVis, and that researchers and practitioners

can use AEVis to assess their work quickly and easily.

For the next step, I plan to conduct a follow-up laboratory study that investigates

potential correlations between AE and other factors (e.g., perceived usability, com-

prehension, memorability) to further study the external structure of AEVis. Also,

because only a limited set of visualizations were used in the testing process, I would

like to test the instrument with more types of visualizations—especially to better un-

derstand cases with lower AE scores. Additionally, from the results of EFA, the fitted

model suggests that two underlying factors contribute to the target construct AE

where currently were labeled as “hedonic” and “pragmatic” factors. To investigate

the two factors separately, the collected data can be divided into two subsets, and

analyze them with a one factor model (factor analysis) and uni-dimensional graded

response model (IRT) in order to learn their internal structures as unique constructs.

Moreover, for utilitarian types of visualizations, even though AE might not be a use-

ful metric, it will be interesting to see the scores from the pragmatic-related items of

AEVis.

The expectation for this research is that, by using AEVis, visualization researchers

and designers can evaluate non-performance-related aspects of their work efficiently

and without specific domain knowledge. Also, the utilities and implications of AE

can be investigated as well. In the future, this research may expand the theoretical

basis of engagement in the fields of human-computer interaction and information

visualization.
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APPENDIX A

DEMOGRAPHIC SUMMARY

A.1 Participant Demographic Summary

Below is a demographic summary of all recruited participants in the dissertation.

Note that some of the data have been dropped and therefore the numbers below

might more than what included in the study reports. In summary. there are in total

343 participants been recruited in this dissertation and its related research projects,

143 of them are females, their average age is 31.14. Below is a summary table of all

participants in the four phrases of this dissertation (See Table A.1).

Table A.1.: Participant demographic summary of all participants recruited in the four

phrases of this dissertation.

Participant Demographic Information

Study Phrase Total Female Male Average Age

Stage 1
Initial exploration 13 8 5 27

Follow-up 12 7 5 27.92

Stage 2
Tryout Session 7 3 4 NA

Domain expert 3 1 2 NA

Stage 3

Field Test first round 48 9 39 32.71

Field Test second round 54 19 35 30.8

Field Test third round 188 78 109 33.26

Stage 4 Follow-up Field Test 48 18 30 35.15

Grand Total 373 143 229 31.14
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A.1.1 Stage 1 Demographic Summary

Initial Study There are totally 13 participants in the initial study of stage 1.

Below are the participant demographic summaries on gender, age, degree, and major,

respectively.

Table A.2.: Participants’ gender in the initial study of stage 1.

Gender

female 8

Male 5

Grand Total 13

Table A.3.: Participants’ age in the initial study of stage 1.

Age

Average 27.00

Min 18

Max 47

Std 9.36
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Table A.4.: Participants’ age in the initial study of stage 1, grouped by age range.

Age range

18 1

19-25 8

26-30 1

31-35 1

36-40 0

41-45 0

45-50 2

50 up 0

Grand Total 13

Table A.5.: Participants’ highest degree in the initial study of stage 1, grouped by

degree type.

Degree

Associate degree 1

Bachelors degree 6

High school graduate, diploma or the equivalent 2

Masters degree 3

Some college credit, no degree 1

Table A.6.: Participants’ major in the initial study of stage 1, grouped by category.

Major

Agriculture and Related Sciences 2

Communication and Journalism 1

Education 3

Engineering 3

Health Professions and Related Clinical Sciences 1

Other 1

Public Administration and Social Services 2
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Follow-up Study There are totally 12 participants in the follow-up study of stage

1. Below are the participant demographic summaries on gender, age, degree, and

major, respectively.

Table A.7.: Participants’ gender in the follow-up study of stage 1.

Gender

Female 7

Male 5

Grand Total 12

Table A.8.: Participants’ age in the follow-up study of stage 1.

Age

Average 27.92

Min 21

Max 52

Std 8.95

Table A.9.: Participants’ age in the follow-up study of stage 1, grouped by age range.

Age range

18-25 7

26-30 3

31-35 0

36-40 1

41-45 0

45-50 0

50 up 1

Grand Total 12
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Table A.10.: Participants’ highest degree in the follow-up study of stage 1, grouped

by degree type.

Degree

Associate degree 1

Bachelors degree 4

High school graduate, diploma or the equivalent 3

Masters degree 2

Some college credit, no degree 2

Table A.11.: Participants’ major in the follow-up study of stage 1, grouped by cate-

gory.

Major

Agriculture and Related Sciences 1

Business 3

Engineering 5

Liberal Arts, General Studies, and Humanities 2

Other 1
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A.1.2 Stage 2 Demographic Summary

Tryout Session There are totally 7 participants in the tryout session of stage 2.

Below are the participant demographic summaries on gender, degree, and major,

respectively.

Table A.12.: Participants’ gender in the tryout session of stage 2.

Gender

Female 3

Male 4

Grand Total 7

Table A.13.: Participants’ highest degree in the tryout session of stage 2, grouped by

degree type.

Degree

High school graduate, diploma or the equivalent 2

Bachelors degree 1

Masters degree 4

Table A.14.: Participants’ major in the tryout session of stage 2, grouped by category.

Major

Computer Science 2

Technology 3

Engineering 1

Politics 1
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Expert Review There are totally 3 participants in the expert review of stage 2.

Below are the demographic information of three participants. There are 2 male and

1 female, all 3 experts have PhD degree.

Expert no.1

• Occupation: Associate Professor

• Research Domain: Information visualization, visual analytics, human-computer

interaction

• Years of Experience: 18 years

Expert no.2

• Occupation: Associate Professor

• Research Domain: HCI, Immersive Systems, Information Visualization

• Years of Experience: 8 years

Expert no.3

• Occupation: Instructor

• Research Domain: Information Visualization, CS Education

• Years of Experience: more than 4 years
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A.1.3 Stage 3 Demographic Summary

Field Test Round 1 There are totally 48 participants in the field test round 1

of stage 3. Below are the participant demographic summaries on gender, age, and

degree, respectively.

Table A.15.: Participants’ gender in the field test round 1 of stage 3.

Gender

Female 9

Male 39

Grand Total 48

Table A.16.: Participants’ age in the field test round 1 of stage 3.

Age

Average 32.71

Min 24

Max 70

Std 9.32
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Table A.17.: Participants’ age in the field test round 1 of stage 3, grouped by age

range.

Age range

18-25 10

26-30 14

31-35 12

36-40 6

41-45 1

45-50 2

50 up 3

Grand Total 48

Table A.18.: Participants’ highest degree in the field test round 1 of stage 3, grouped

by degree type.

Degree

High school graduate, diploma or the equivalent 4

Professional degree 7

Some college credit, no degree 7

Some high school, no diploma 1

Bachelor’s degree 30

Master’s degree 4

Doctorate degree 1
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Field Test Round 2 There are totally 54 participants in the field test round 2of

stage 3. Below are the participant demographic summaries on gender, age, and degree,

respectively.

Table A.19.: Participants’ gender in the field test round 2 of stage 3.

Gender

Female 19

Male 35

Grand Total 54

Table A.20.: Participants’ age in the field test round 2 of stage 3.

Age

Average 32.71

Min 24

Max 70

Std 9.32

Table A.21.: Participants’ age in the field test round 2 of stage 3, grouped by age

range.

Age range

18-25 12

26-30 22

31-35 11

36-40 4

41-45 1

45-50 2

50 up 2

Grand Total 54
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Table A.22.: Participants’ highest degree in the field test round 2 of stage 3, grouped

by degree type.

Degree

High school graduate, diploma or the equivalent 7

Professional degree 1

Some college credit no degree 10

Bachelors degree 28

Masters degree 6
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Field Test Round 3 There are totally 188 participants in the field test round 3

of stage 3. Below are the participant demographic summaries on gender, age, and

degree, respectively.

Table A.23.: Participants’ gender in the field test round 3 of stage 3.

Gender

Female 78

Male 109

Other 1

Grand Total 188

Table A.24.: Participants’ age in the field test round 3 of stage 3.

Age

Average 33.26

Min 20

Max 72

Std 10.63
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Table A.25.: Participants’ age in the field test round 3 of stage 3, grouped by age

range.

Age range

18-25 39

26-30 64

31-35 34

36-40 21

41-45 5

45-50 10

50 up 15

Grand Total 188

Table A.26.: Participants’ highest degree in the field test round 3 of stage 3, grouped

by degree type.

Degree

High school graduate, diploma or the equivalent 16

Professional degree 1

Some college credit, no degree 23

Associate degree 13

Bachelor’s degree 114

Master’s degree 16

Doctorate degree 2

Trade/technical/vocational training 3
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A.1.4 Stage 4 Demographic Summary

Follow-up Field Test There are totally 48 participants in the follow-up field test

of stage 4. Below are the participant demographic summaries on gender, age, and

degree, respectively.

Table A.27.: Participants’ gender in the follow-up field test of stage 4.

Gender

Female 18

Male 30

Grand Total 48

Table A.28.: Participants’ age in the follow-up field test of stage 4.

Age

Average 35.15

Min 23

Max 62

Std 9.92
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Table A.29.: Participants’ age in the follow-up field test of stage 4, grouped by age

range.

Age range

18-25 9

26-30 10

31-35 9

36-40 8

41-45 5

45-50 2

50 up 5

Grand Total 48

Table A.30.: Participants’ highest degree in the follow-up field test of stage 4, grouped

by degree type.

Degree

High school graduate, diploma or the equivalent 3

Some college credit, no degree 5

Associate degree 6

Bachelor’s degree 27

Master’s degree 5

Trade/technical/vocational training 2
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APPENDIX B

EXPERIMENT MATERIALS

B.1 Experiment Materials in Pilot Test

B.1.1 Tested Visualizations

Table B.1.: The name, size, and interaction level of the three visualizations used in

the pilot study.

Name Size Interaction

Record Breaking Roller-coaster [228] partial screen Advanced

Analysis of Queen [229] partial screen basic

Women in Tech [230] partial screen static

B.2 Experiment Materials in Stage 1

B.2.1 Tobii Studio Recording Video Export Setup

Tobii Studio 3.4.8 [142] is used for the study. To overlay mouse and eye tracking

trace on the screen recording with user sound, first, go to the drop-down menu, enter

Tools >Settings. When the Global Settings window is opened, go to “Screen and

Video Capture” Tab, make “Frame rate” value under “Screen Capture” as 30 or

more, and check “Record User Sound” option under “Audio”. Finally, click “ok” to

complete (See Figure B.1).

Then, conduct eye-tracking and record the session with Tobii Studio as usual.

When the recording is complete, go to the “Replay” tab in the main window,

select one of the recording and click “Export Movie” button on the top menu, t to
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Figure B.1. Screenshot of “Screen and Video Capture” tab in “Global
Settings” window.

open the window “Batch Export Segments to AVI Clips”. After setup the “Export

folder”, check any of the option under “Export Recordings. In “AVI encoder”, edit

the Video codec as “Microsoft Video 1”, and make “Frame rate” value as 30 or more

(See Figure B.2). Finally, click “ok”. Wait for a while and save the exported .avi files

separately.

B.2.2 Tested Visualizations in Rating Session

Before the think-aloud sessions, there is a rating session where participants saw

the screenshots of 10 visualizations and provided their level of interest (See Table

B.2). The instructions of grading activities are list below:
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Figure B.2. Screenshot of “Batch Export Segments to AVI Clips” window.

Grade 10 Diagrams

Please go through the following 10 diagrams screenshots and grade them based

on your level of interest. Your level of Interest (1 to 10):

B.2.3 Tested Visualizations in Practice Session

There are two practice sessions for participants to get familiar with the actual

think-aloud session. Two visualizations were used for the practice purposes (see

Table B.3).



146

Table B.2.: The name, size, and interaction level of the ten visualizations used in

grading sessions of the experiment

# Name Size Interaction

A Hierarchical edge bundling [231] partial screen basic

B 70 years of first names in France [232] partial screen basic

C Gapminder Tools [233] full screen advanced

D Wealth Inequality in the US [234] full screen basic

E 35 Years Of American Death [235] more than one screen basic

F U.S. Presidents [147] full screen advanced

G 2015 NFL Predictions [236] partial screen basic

H Oscar Predictions [148] more than one screen basic

I Medals Won by Olympic Athletes [237] full screen advanced

J New York Taxis [238] full screen basic

Table B.3.: The name, size, and interaction level of the two visualizations used in

practice sessions.

Name Size Interaction

When to eat chocolate: A guide for Researchers [149] partial screen static

Causes of Death [150] partial screen interactive

B.2.4 Tested Visualizations in Think-aloud Session

For each participant, there were two think-aloud sessions. All 12 participants

were assigned the same two visualizations in the two sessions with the order was

randomized.
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Table B.4.: The name, size, and interaction level of the two visualizations used in the

think-aloud sessions.

Name Size Interaction

U.S. Presidents [147] full screen advanced

Oscar Predictions [148] more than 1 screen basic

B.2.5 Tested Visualizations in Follow-up Study

In the follow-up study, every participants received different visualizations in their

think-aloud sessions. The assignment of the tested visualizations can be found in

table B.5.

Table B.5.: The assignment of tested visualizations in the 1st and the 2nd think-aloud

sessions for the follow-up study.

# 1st think-aloud session 2nd think-aloud session

P14 US Household Income Distribution Dam Nation: State of US Dams

P15 The History of the US Offenses in Ivy League Schools

P16 The New York Times Best Seller List The Video Game Console War

P17 Major League Soccer Attendance Surnames and Race in the U.S

P18 The Price of Curry How Much Cash Does a Freshman Generate?

P19 Billionaires by Forbes Travel Visa inequality

P20 OECD Regional Well-Being The Timing of Baby Making

P21 What city is the microbrew capital of the US? The Shape of Slavery

P22 Most Unlikely Comebacks Global Gender Gap Report Browser

P23 Histography How Ebola Spreads

P24 Commonwealth War Dead: First World War Visualised Resourcetrade.earth

P25 Job Market Tracker An Ocean of Noise

B.2.6 Post-Trial Survey Questionnaires

Demographic survey
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1. What is your birth year?

2. What is your gender?

(a) Male

(b) Female

3. What is the highest degree or level of school you have completed? If currently

enrolled, select the highest degree received.

(a) No schooling completed

(b) Nursery school to 8th grade

(c) Some high school, no diploma

(d) High school graduate, diploma or the equivalent (for example: GED)

(e) Some college credit, no degree

(f) Trade/technical/vocational training

(g) Associate degree

(h) Bachelors degree

(i) Masters degree

(j) Professional degree

(k) Doctorate degree

4. What is your field of work or study?

(a) Agriculture and Related Sciences

(b) Arts, Visual, and Performing

(c) Business

(d) Communication and Journalism

(e) Computer and Information Sciences

(f) Education

(g) Engineering

(h) Health Professions and Related Clinical Sciences

(i) Law

(j) Social Sciences
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(k) Economics

(l) Liberal Arts, General Studies, and Humanities

(m) Public Administration and Social Services

(n) Sciences and Math

(o) Others

22 User Engagement Assessment Items The items using slider selection tool

in Qualtrics, the sequence will be randomized.

Please answering following questions based on your experience during

this trial. (Strong Agree, Agree, Slightly Agree, Neutral, Slightly Disagree,

Disagree, Strong Disagree)

1. While using this interactive chart, I found its look and feel to be pleasing.

2. The layout of this interactive chart is clear and balanced.

3. While using this interactive chart, I felt absorbed to the extent that I was

not aware of my surroundings.

4. While using this interactive chart, time seemed to pass quickly.

5. While using this interactive chart, I enjoyed and accepted any challenges it

presented.

6. While using this interactive chart, I had to think carefully, deeply, or reflec-

tively.

7. While using this interactive chart, its functions and features worked as I

expected.

8. While using this interactive chart, I felt in control.

9. While using this interactive chart, I learned something that I had not known

before (e.g., a new fact, concept, or piece of information).

10. While using this interactive chart, I learned and figured out how to use it

along the way.

11. While using this interactive chart, I felt as though I was moving in or through

it to learn about its content or message.
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12. While using this interactive chart, I was exploring its features and content

in a gradual fashion.

13. While using this interactive chart, I found myself imagining things not di-

rectly related to what I was seeing in the chart.

14. While using this interactive chart, I found myself generating new and original

thoughts or ideas.

15. While using this interactive chart, I found myself concentrating on specific

aspects or features of the chart.

16. While using this interactive chart, I had to pay attention to multiple things

at the same time.

17. The content or message of this interactive chart was interesting to me.

18. The features or interactions provided in this interactive chart were interest-

ing to me.

19. The look and feel of this interactive chart was novel and fresh.

20. The features or interactions provided in this interactive chart were novel and

fresh.

21. While using this interactive chart, I experienced enjoyment from the chart

in and of itself, and not because it was a means to an end.

22. I would want to use this interactive chart if I saw it somewhere else and was

not required or encouraged to use it.

23. (Open-ended Question) conducting this experiment, had you seen this in-

teractive chart? What aspect(s) of this interactive chart did you find most

engaging?
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B.3 Experiment Materials in Stage 2

B.3.1 Initial Item Bank

Below is the initial item bank which compromised 137 item candidates. Items are

grouped by the indicator and categorized based on three categories followed by the

corresponding indicators.

Behavior Level

Fluidity Continuity; Un-Disruption; the flow of use can’t be stopped; the flow of

use should be continues

• There is no interruption during my use

• I feel my use of this chart is continuous

• I don’t want to be interrupted when I use this chart

• I don’t want to be stopped when I use this chart

• I want to completely explore this chart

Enthusiasm Being enthusiastic; Intriguing; really into something, put a lot of effort

in it

• I want to see more charts and diagram like this

• I am motivated to know more about this topic

• I am curious about the motivation

• Feel curious about back story of this visualization

• (Reverse) Doubt about the data of this visualization

• (Reverse) Have concerns about the information/message in this visualization

• Have opinions about the information/message in this visualization

• I have personal opinion

• I put effort into exploring this visualization willingly

Curiosity Feeling of exploration. Sense of wonder.
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• Enjoy when interacting with the visualization

• I feel I have a good time to see everything in this chart

• I enjoy checking the details in this visualization

• I enjoy wandering around in this visualization

• Desire to know something

• I am willing to explore this chart the more I use it

• I am willing to take longer time to explore this visualization thoroughly

• Be curious about something

• I keep asking myself questions when exploring this visualization

• Curiosity is my driving forces when I explore this visualization

• Try to speculate based on the investigation

• I tried to speculate based on my investigation

• I have speculated about the content of the visualization

• I speculated about the visuals of the visualization

• I speculated about the features/interactions of the visualization

Discovery A process or a phenomena where users find out new things along the

way.

• Learn something that not known before (e.g., a new fact, concept, or piece of

information).

• I feel I have learned something that not known before (e.g., a new fact, concept,

or piece of information)

• I gradually figured out how to use the visualization the more I use it

• Notice something that can raise awareness

• Feel gain something from the chart

• I acquired (e.g., a new fact, concept, or piece of information) something useful

when using this visualization

• Be self-motivated to learn more about the visualization

• I Feel exciting to know whats next in the visualization
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Search Part of “Discovery”. Feel moving in or through the visualization (e.g., topic,

message).

• Explore the visualization in a gradual fashion.

• Learn more and more on the visualization along the way

• There are multiple stages during the exploration

• Feel go through several layers/stages of information/messages within the visu-

alization

• Bring the information learned from the previous section to the next one

• Information learned from the previous section motivates the following explo-

ration

• information learned from the previous section helps on understanding the next

one

• (Reverse) The exploration is not successful

• (Reverse) Feel lost when explore this visualization

• (Reverse) Feel lost when I try to learn more on the visualization

• (Reverse) I felt uncertain when I explore this visualization

Judgment Level

Clarity Expressiveness; how well this visualization shows/expresses its concept/message.

How well this visualization presents information in a clear and complete fashion.

• Can feel the richness of the information

• The chart clearly expresses a certain message

• The chart clearly present a certain concept

• The visualization effectively deliver its main concept and idea

• The chart deliver a clear (positive/negative) emotion

Persuasion Part of “Clarity”; agree with the points conveyed by the visualization.

• The impact or influence on the viewers; how powerful the message or impact

this viz can generated
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• I agree with the concept or the message contained in this chart

• I think the visualization persuade me on this topic

• The message / information in this visualization is persuasive

• I think I believe the content information in this visualization

• I will agree with the message in this visualization

• I feel the messages in this chart inline with my values

• I believe this visualization can be influential to its readers

• I am touched because of this chart

• I think this visualization influences my emotion

• Feel the message is powerful in this visualization

Triggering Part of “Captivation”; Some positive elements (e.g., imagination, plea-

sure) are provided from the use of visualization, and therefore triggered further ex-

ploration. A positive loop.

• I feel I got some rewards from using this chart

• The gained knowledge itself is the rewards of using this visualization

• The enjoyment is the rewards of using this chart

• The novelty is the rewards of using this chart

• The feeling of discover something is the rewards of using this visualization

• I feel amazed by the visualization

Storytelling How well the information been delivered to the users.

• The information provided in this visualization is easy to comprehend

• Feel the way information been organized is intriguing

• Think the information been illustrated in this visualization is interesting

• Think the information been illustrated in this visualization is memorable

• The information provided in this visualization impressed me

Creativity Creative and original thoughts have been generated.

• Imagine things not directly related to what can be seen in the visualization.
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• I think this visualization triggers my imaginations outside of its topic

• I feel this visualization is inspiring

• I think this visualization triggers my creative thoughts

• Generate new and original thoughts

• I feel I have some creative thoughts after using this visualization

• I think this visualization clicks something in my head

• Thinking about related information

• Triggering more advanced (insightful) thoughts

• Generate associated ideas

• Promote creative thoughts

Feeling Level

Entertaining Interesting; a reaction shows that this visualization is fun or likable.

• I feel using this visualization is entertaining

• Feel the topic of the visualization is entertaining

• Feel the way the visualization presents information is entertaining

• I feel entertained when using this visualization

• Feel the story in the visualization is entertaining

• Feel relaxing when using the visualization

• Feel the content (e.g., topic, message) of the visualization is interesting.

• I feel the topic of this visualization is interesting to me

• I feel the data provided in this visualization is interesting to me

• The interpretation of this visualization is interesting to me

• The implication of this visualization is interesting to me

• I feel I acquire something interesting in this visualization

• Feel the features (e.g., interactions, animations) provided in the visualization is

interesting.

• I enjoyed the moment of using this visualization
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• I have a positive impression on this visualization

• I would like to recommend this visualization to my friends

Untroubling Being Controlled; a situation where use feels in control when using

the visualization

• The visualization is worked as expected (e.g., functions and features).

• I feel in control when using the visualization

• Work as expected

• The chart provides expected feedback

• Be able to anticipate the next move

• The use(control) is smooth

• My control on this visualization is effortless

• I feel no difficulty when using this visualization

• Feel comfortable when controlling the visualization

• (Reverse) Feel confused at some points

• (Reverse) I feel confused when figuring out how to use this visualization

• (Reverse) Be annoyed by the control of this visualization

• (Reverse) Feel helpless when using this visualization

Novelty Part of “Creativity”; Feel target visualization (one aspect) is novel.

• I feel the look of the visualization is novel.

• I feel the features (e.g., interactions) in the visualization are novel

• I feel the data and information in the visualization is novel

• The visual style of this visualization looks novel to me

• I feel the way this visualization shows its data is new to me

• I feel the media of showing the data is novel

• The novelty of this visualization attracts me

Captivation Been captivated or absorbed by the visualization.

• I feel being absorbed to the extent



157

• I feel the time seems to pass quickly

• I forget about time when using

• I was not aware of the surroundings during my use of this visualization

Pleasing Aesthetics-wise aspects, balance visually, have plenty of stuff, give a feel-

ing of satisfaction.

• I feel the visualization looks to be pleasing

• Feel the visualization looks rich

• Think the layout of the visualization is clear

• I feel the design style of the visualization is pleasing

• I am impressed by the design style of the visualization

• Feel the color use of the chart is pleasing

• Feel the way visualization presents the information is clever

• Feel the visual design of the visualization is nice

• Can feel the bounty from the visuals

• The visualization demonstrate a beautiful view

• The chart clearly shows a vivid world

B.3.2 Item Bank After Tryout Sessions

Below is the item bank which compromised 80 items after being review by intended

respondents of AEVis. Items are grouped by the indicator and categorized based on

three categories: Behavior (see Table B.6), judgment (see Table B.7), and feeling (see

Table B.8).
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Table B.6.: Items under behavior category, grouped by the corresponding indicator:

Fluidity, Enthusiasm, Curiosity, and Discovery.

Behavior (user’s specifc behavioral pattern)

Fluidity

There am focused during my use of this visualization

I want to be focused when I use this visualization

I want to keep going when using this visualization.

My use of this visualization is continuous and smooth.

My use of this visualization is fluid.

The flow of use for this visualization is continuous.

Enthusiasm

I am eager to proceed when using this visualization.

I feel motivated while using this visualization

I put effort into exploring this visualization

I am enthusiastic when using this visualization

I want to learn more when I use this visualization

I am proactive when using this visualization

Curiosity

I keep inspecting this visualization

I enjoy exploring this visualization

I was willing to take time to explore this visualization.

I was willing to explore this visualization thoroughly

I maintain curiosity when using this visualization

I keep speculating and investigating when using this visualization

Discovery

I feel I have learned a new concept or new knowledge from the visualization

I have acquired a new concept or new knowledge from the visualization

I want to know more about this topic after using this visualization

The knowledge I gained is a sufficient reward of using this visualization

The feeling of discovery is the reward of using this visualization

I learn more and more about the visualization as explore
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Table B.7.: Items under judgment category, grouped by the corresponding indicator:

Clarity, Storytelling, and Creativity.

Judgment (user’s judgment of the visualization)

Clarity

I feel the visualization clearly expresses a certain information

I feel the visualization clearly present a certain concept

I think the visualization effectively delivers its main concept or idea

I think the visualization clearly delivers a point of view

Storytelling

I think this visualization is easy to comprehend

I feel this visualization is communicating a good story or telling a good point

I think the content of this visualization is interesting

I think this visualization is memorable

I think this visualization is impressing

I think this visualization is persuasive

I think this visualization is telling a compelling story

I believe this visualization can be influential to its readers

I think this visualization influences my emotion

I understand what the visualization is telling

Creativity

I think this visualization sparks my imagination

I think this visualization is inspiring

I think this visualization sparks my creative thinking

I came up with some creative thoughts after using this visualization

I feel the look of the visualization is novel.

The visual of this visualization looks novel to me

The way this visualization shows its data is new to me

The novelty of this visualization attracts me

I think a visualization initiates my creative thoughts/idea
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Table B.8.: Items under feeling category, grouped by the corresponding indicator:

Entertainment, Untroubling, Captivation, and Pleasing.

Feeling (user’s reaction of the visualization)

Entertainment

Using this visualization is entertaining

I feel entertained when using this visualization

I feel the content (e.g., topic, message) of the visualization is interesting.

Using this visualization is insteresting

I find entertainting when using the visualization

I am interested when using this visualization.

Using this visualization is enjoyable.

I find this visualization is enjoyable when using it.

I find myself enjoyed using this visualization.

Untroubling

I feel in control when using the visualization

The visualization provides expected feedback

Be able to anticipate the next move

My control on this visualization is effortless

I feel no difficulty when using this visualization

(Reverse coded) I feel confused when figuring out how to use this visualization

(Reverse coded) Be annoyed by the control of this visualization

(Reverse coded) Feel helpless when using this visualization

(Reverse coded) I feel I was lost when exploring this visualization

(reverse coded) I feel frustrated when using this visualization

I do not feel frustrated when using this visualization

Captivation

I feel absorbed by this visualization while using it

I feel the time seems to pass quickly when using this visuslization

I forgot about time when using this visualization

I was not aware of the surroundings when using this visualization

I was concentrated on the visualization when using it

I was not aware of time when using this visualization

I feel captivated while using this visualization

Pleasing

The look and feel of the visualization is pleasing to me

The design style of the visualization is pleasing

I am impressed by the design of this visualization

I am pleased by the design of this visualization

Feel the design of the visualization is good

The look and feel of this visualization is attractive to me.
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B.3.3 Expert Review Survey

Below is an example of the online survey form used in the expert review. Each

expert would get different sets of items to review.

Content Validity: Affective Engagement

An important phase in the development of any instrument is that of content

validation. By offering your expertise, you are contributing to the development

of an instrument that is content valid. Your assistance in this phase of instrument

development is sincerely appreciated. Thanks in advance for your time and help.

(IRB Information sheet)

Affective Engagement (AE) in this study refers to a construct dealing with a user’s

emotional and mental involvement, attraction, fascination, and captivation when

he or she interacts with an information visualization. There are 11 elements we

identified as indicators of affective engagement (where did these indicators come

from?):

The following figure is an example question in the final survey. The respondent

have to answer his/her level of agreement of the statement.

I have acquired a new concept or new knowledge from the visualization.

Strongly agree Slightly agree Neither agree 
nor disagree Slightly disagree Strongly disagree

Statement

Response

In the following pages, we have prepared 11 statement that can be used to assess

the level of its corresponding indicator, each of them is being considered for

inclusion in a new survey questionnaire for measuring affective engagement in

information visualization. You will be providing three ratings for each item. The

rating tasks are listed below.

Figure B.3. General introduction of expert review survey.
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Figure B.4. The table contains 11 AE indicators and the descriptions for
each of them.

Rating Tasks You will rate each item stem (statement of each question) on the

following aspects:

– A. Clarity Please indicate your perception of the clarity of the item (con-

ciseness, readability, understandability)

– B. Relevance Please indicate how relevant you feel each item is to the

construct of affective engagement.

– C. Comments Feel free to write comments regarding the item stems.

(These comments could suggest changes in wording or suggest that the item

be eliminated).

Figure B.5. Rating Task instruction of expert review survey
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Demographic information

1. Your current professional title:

• Faculty

• Student

• Research scientist

• Other

2. Your research area(s):

3. Years of experience in visualization:

Figure B.6. Expert Demographic survey
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Figure B.7. Additional webpage for domain experts to understand the
overview of the study and where the 11 indicators came from.
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B.4 Experiment Materials in Stage 3

B.4.1 Tested Visualizations

Candidates of tested visualizations in field test are listed below.

Table B.9.: Name, size, and interaction type of tested visualizations in field test

Name Size Interaction

The Evolution of the Office Desk [239] more than 1 screen static

Sugar: The Bitter Truth [240] more than 1 screen static

Avengers Assemble [241] full screen static

Say it in Engrish [242] more than 1 screen static

The Carbon Footprint of the Internet [243] full screen static

The 100 greatest films of the Century [244] more than 1 screen static

FIFA World Cup Tournaments [170] partial screen basic

Hard Knuckles - Top 50 Boxers Of All Time [245] more than 1 screen basic

European Cities on a Budget [246] full screen basic

World Cup 2018: How the World is Searching [247] full screen advanced

Uncomfortable Questions Concerning Space And Time [248] full screen static

Every World-Cup Goal Ever Scored [249] partial screen advanced

Cheese is Grate [250] full screen static

Prime Economy [251] more than 1 screen basic

U.S. Gun Deaths [252] partial screen basic

Airtweets: An Emoji Story [253] more than 1 screen basic

A Who’s Who Guide to the Marvel Cinematic Universe [254] full screen advanced

2001: A Space Odyssey [171] full screen advanced

Blade Runner 2049 [255] full screen advanced

The Big Mac index [256] partial screen advanced

Commonwealth War Dead: First World War Visualised [257] more than 1 screen basic

UFO Sightings [258] more than 1 screen static

Creative Routines [169] more than 1 screen static

Most FIFA World Cup goals partial screen basic
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Content-related Questions

Content-related questions for visualization no.1.

1. What this infographic is about? (multiple-selection)

• Career of famous writers

• Income of famous musicians

• lifespan of famous scientists

• Daily routine of creative people X

2. How many hours does Benjamin Franklin spend on sleeping? (multiple-

selection)

• 6

• 7 X

• 8

• 10

3. How many creative people are listed in this infographic? (short answer)

• Answer: 16

Content-related questions for visualization no.2 (original).

1. What this interactive chart is about? (multiple-selection)

• Europa league

• FIFA World Cup X

• Champion league

• World Championship

2. Which team faced France in the 2018 FIFA World Cup quarter final? (multiple-

selection)

• England

• Brazil

• Croatia

• Uruguay X
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3. How many goals did Croatia score in 2018 FIFA World Cup final? (short

answer)

• Answer: 2

Content-related questions for visualization no.2 (modified).

1. What this interactive chart is about? (multiple-selection)

• Europa league

• FIFA World Cup X

• Champion league

• World Championship

2. Which country has the most goals in 2010’s tournament? (multiple-selection)

• France X

• Brazil

• Germany

• Spain

3. How many goals did Italy score in 2002’s tournament? (short answer)

• Answer: 11

Content-related questions for visualization no.3.

1. What this interactive chart is about? (multiple-selection)

• Technologies used in ”Ghost in the Shell”

• Technologies used in ”Blade Runner 2049”

• Technologies used in ”2001: A space Odyssey” X

• Technologies used in ”Aliens”

2. Technology that numbered as 35 is? (multiple-selection)

• Paper thin screen

• Garbage drone

• Jetpack

• Sleeping pod X
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3. The number that assigned to technology ”Speech Translator” is? (short

answer)

• Answer: 27

B.4.2 Demographic survey

1. What is your birth year?

2. What is your gender?

(a) Male

(b) Female

3. What is the highest degree or level of school you have completed? If currently

enrolled, select the highest degree received.

(a) No schooling completed

(b) Nursery school to 8th grade

(c) Some high school, no diploma

(d) High school graduate, diploma or the equivalent (for example: GED)

(e) Some college credit, no degree

(f) Trade/technical/vocational training

(g) Associate degree

(h) Bachelors degree

(i) Masters degree

(j) Professional degree

(k) Doctorate degree

4. What is your field of work or study?

(a) Agriculture and Related Sciences

(b) Arts, Visual, and Performing

(c) Business

(d) Communication and Journalism

(e) Computer and Information Sciences
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(f) Education

(g) Engineering

(h) Health Professions and Related Clinical Sciences

(i) Law

(j) Social Sciences

(k) Economics

(l) Liberal Arts, General Studies, and Humanities

(m) Public Administration and Social Services

(n) Sciences and Math

(o) Others
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APPENDIX C

ANALYSIS CODES

C.1 R Codes for Statistical Analysis

The R syntx for item analysis, EFA, and CFA that used in stage 3, R version

3.5.3 [259].

C.1.1 Item Analysis

# Require packages

install.packages("polycor")

install.packages("psych")

require(polycor)

require(psych)

# basic descriptive statistics.

summary(all_data)

# unformatted frequency tables

lapply(all_data, table)

# variability index (standard deviation)

lapply(all_data, sd)

########### polyserial correlation ############

#---------------behavior-----------------------------

polyserial(TotalSum, Q1, std.err = FALSE, ML = TRUE)

polyserial(BehvSum, Q1, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q2, std.err = FALSE, ML = TRUE)

polyserial(BehvSum, Q2, std.err = FALSE, ML = TRUE)
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polyserial(TotalSum, Q3, std.err = FALSE, ML = TRUE)

polyserial(BehvSum, Q3, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q4, std.err = FALSE, ML = TRUE)

polyserial(BehvSum, Q4, std.err = FALSE, ML = TRUE)

#--------------judgment------------------------------

polyserial(TotalSum, Q5, std.err = FALSE, ML = TRUE)

polyserial(JudgSum, Q5, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q6, std.err = FALSE, ML = TRUE)

polyserial(JudgSum, Q6, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q7, std.err = FALSE, ML = TRUE)

polyserial(JudgSum, Q7, std.err = FALSE, ML = TRUE)

#---------------feeling------------------------------

polyserial(TotalSum, Q8, std.err = FALSE, ML = TRUE)

polyserial(FeelSum, Q8, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q9, std.err = FALSE, ML = TRUE)

polyserial(FeelSum, Q9, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q10, std.err = FALSE, ML = TRUE)

polyserial(FeelSum, Q10, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q11, std.err = FALSE, ML = TRUE)

polyserial(FeelSum, Q11, std.err = FALSE, ML = TRUE)

#---------------Q9 Candidates------------------------

polyserial(TotalSum, Q9v1, std.err = FALSE, ML = TRUE)

polyserial(TotalSumv1, Q9v1, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q9v2, std.err = FALSE, ML = TRUE)

polyserial(TotalSumv2, Q9v2, std.err = FALSE, ML = TRUE)

polyserial(TotalSum, Q9v3, std.err = FALSE, ML = TRUE)

polyserial(TotalSumv3, Q9v3, std.err = FALSE, ML = TRUE)

########### pattern of average total test scores ######

describeBy(all_data$TotalSum,all_data$Q1)
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describeBy(all_data$TotalSum,all_data$Q2)

describeBy(all_data$TotalSum,all_data$Q3)

describeBy(all_data$TotalSum,all_data$Q4)

describeBy(all_data$TotalSum,all_data$Q5)

describeBy(all_data$TotalSum,all_data$Q6)

describeBy(all_data$TotalSum,all_data$Q7)

describeBy(all_data$TotalSum,all_data$Q8)

describeBy(all_data$TotalSum,all_data$Q9)

describeBy(all_data$TotalSum,all_data$Q10)

describeBy(all_data$TotalSum,all_data$Q11)

C.1.2 Exploratory Factor Analysis

# Required package

install.packages("psych")

install.packages("GPArotation")

install.packages("semPlot")

require(psych)

require(GPArotation)

library(semPlot)

# basic descriptive statistics

describe(All_data)

# correlation matrix

lowerCor(All_data)

# exploratory Factor Analysis

#nfactors=1

EFAfit1 <- fa(r = All_data, nfactors = 1, rotate = "promax",

fm = "ml")

#nfactors=2
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EFAfit2 <- fa(r = All_data, nfactors = 2, rotate = "promax",

fm = "ml")

#nfactors=3

EFAfit3 <- fa(r = All_data, nfactors = 3, rotate = "promax",

fm = "ml")

#nfactors=4

EFAfit4 <- fa(r = All_data, nfactors = 4, rotate = "promax",

fm = "ml")

# coefficient omega (and alpha)

#nfactors=1

omega(All_data, nfactors = 1, fm = "ml", poly = TRUE)

omega(All_data, nfactors = 1, rotate = "promax", fm = "ml")

omega1 <- omega(All_data)

summary(omega1)

#nfactors=2

omega(All_data, nfactors = 2, fm = "ml", poly = TRUE)

omega(All_data, nfactors = 2, rotate = "promax", fm = "ml")

omega2 <- omega(All_data)

summary(omega2)

#nfactors=3

omega(All_data, nfactors = 3, fm = "ml", poly = TRUE)

omega(All_data, nfactors = 3, rotate = "promax", fm = "ml")

omega3 <- omega(All_data)

summary(omega3)

#nfactors=4

omega(All_data, nfactors = 4, fm = "ml", poly = TRUE)

omega(All_data, nfactors = 4, rotate = "promax", fm = "ml")

omega4 <- omega(All_data)

summary(omega4)



174

# Draw graph using Semtool

semPaths(EFAfit2, layout="tree3", whatLabels="std",

style="lisrel", edge.color=c("black"),

color=c("white"), nDigits=3)

C.1.3 Confirmatory Factor Analysis

# Required package

install.packages("lavaan")

library(lavaan)

library(psych)

install.packages("semPlot")

library(semPlot)

# Check that data imported correctly

dim(All_data)

View(All_data)

head(All_data)

############### 3-level model ################

# Specify the model

TLevel.model <- ’behavior =~ Fluidity + Enthusiasm +

Curiosity + Discovery

judgment =~ Clarity + Storytelling + Creativity

feeling =~ Entertainment + Untroubling + Captivation +

Pleasing’

# fit the model

TLevelfit <- cfa(TLevel.model, data=All_data)

diagram(TLevelfit)

# display summary output

summary(TLevelfit, fit.measures=TRUE,
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standardized=TRUE, rsquare=TRUE)

# Draw graph using Semtool

#std statement can be: "no", "est", or "cons"

semPaths(TLevelfit, layout="tree3", whatLabels="std",

style="lisrel", edge.color=c("black"), color=c("white"),

nDigits=3)

############### 2-factor model ###############

# specify the model

TwoFactor.model <- ’ pragmatic =~ Fluidity + Curiosity +

Clarity + Untroubling + Pleasing

hedonic =~ Enthusiasm + Discovery + Storytelling + Creativity +

Entertainment + Captivation’

# fit the model

TwoFactorfit <- cfa(TwoFactor.model, data=All_data)

diagram(TwoFactorfit)

# display summary output

summary(TwoFactorfit, fit.measures=TRUE,

standardized=TRUE,

rsquare=TRUE)

# Draw graph using Semtool

#std statement can be: "no", "est", or "cons"

semPaths(TwoFactorfit, layout="tree3", whatLabels="std",

style="lisrel", edge.color=c("black"), color=c("white"),

nDigits=3)

C.2 IRTPRO Codes for Statistical Analysis

The .irtpro syntax for IRT analysis in stage 3, IRTPRO 4.2 student version [215].
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C.2.1 UniDim GRM

Uni-Dimensional Graded Response Model.

Project:

Name = field test2_1D;

Data:

File = .\field test2_1D.ssig;

Analysis:

Name = Test1;

Mode = Calibration;

Title: Uni-Dimensional Graded Response Model

Comments: Uni-Dimensional Graded Response Model

Estimation:

Method = BAEM;

E-Step = 500, 1e-005;

SE = S-EM;

M-Step = 50, 1e-006;

Quadrature = 49, 6;

SEM = 0.001;

SS = 1e-005;

Scoring:

Mean = 0;

SD = 1;

Miscellaneous:

Decimal = 2;

Processor = 1;

Print M2, CTLD, Loadings, P-Nums, Diagnostic;

Min Exp = 1;

Groups:
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Group :

Dimension = 1;

Items = all_Q1, all_Q2, all_Q9v3, all_Q3, all_Q4, all_Q5,

all_Q6, all_Q7,

all_Q8, all_Q10, all_Q11;

Codes(all_Q1) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q2) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q9v3) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q3) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q4) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q5) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q6) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q7) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q8) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q10) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q11) = 1(0), 2(1), 3(2), 4(3), 5(4);

Model(all_Q1) = Graded;

Model(all_Q2) = Graded;

Model(all_Q9v3) = Graded;

Model(all_Q3) = Graded;

Model(all_Q4) = Graded;

Model(all_Q5) = Graded;

Model(all_Q6) = Graded;

Model(all_Q7) = Graded;

Model(all_Q8) = Graded;

Model(all_Q10) = Graded;

Model(all_Q11) = Graded;

Mean = Free;

Covariance = Free;
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Constraints:

C.2.2 2Dim GRM-Confirm

2-Dimensional Graded Response Model with Full Constraint.

Project:

Name = 2D_GRM_induce;

Data:

File = .\2D_GRM_induce.ssig;

Analysis:

Name = Test1;

Mode = Calibration;

Title:

2 Dim Graded Response Model with fixed Factor Loading Assignment

Comments:

all items have assigned on one of the factors

Estimation:

Method = BAEM;

E-Step = 500, 1e-005;

SE = S-EM;

M-Step = 50, 1e-006;

Quadrature = 49, 6;

SEM = 0.001;

SS = 1e-005;

Scoring:

Mean = 0;

SD = 1;

Miscellaneous:

Decimal = 2;



179

Processor = 1;

Print M2, CTLD, Loadings, P-Nums, Diagnostic;

Min Exp = 1;

Groups:

Group :

Dimension = 2;

Items = all_Q1, all_Q2, all_Q9v3, all_Q3, all_Q4, all_Q5,

all_Q6, all_Q7, all_Q8, all_Q10, all_Q11;

Codes(all_Q1) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q2) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q9v3) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q3) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q4) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q5) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q6) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q7) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q8) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q10) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q11) = 1(0), 2(1), 3(2), 4(3), 5(4);

Model(all_Q1) = Graded;

Model(all_Q2) = Graded;

Model(all_Q9v3) = Graded;

Model(all_Q3) = Graded;

Model(all_Q4) = Graded;

Model(all_Q5) = Graded;

Model(all_Q6) = Graded;

Model(all_Q7) = Graded;

Model(all_Q8) = Graded;

Model(all_Q10) = Graded;
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Model(all_Q11) = Graded;

Means = 0.0, 0.0;

Covariances = 1.0,

Free, 1.0;

Constraints:

(all_Q1, Slope[0]) = 0.0;

(all_Q2, Slope[1]) = 0.0;

(all_Q9v3, Slope[0]) = 0.0;

(all_Q3, Slope[0]) = 0.0;

(all_Q4, Slope[1]) = 0.0;

(all_Q5, Slope[0]) = 0.0;

(all_Q6, Slope[1]) = 0.0;

(all_Q7, Slope[1]) = 0.0;

(all_Q8, Slope[1]) = 0.0;

(all_Q10, Slope[1]) = 0.0;

(all_Q11, Slope[0]) = 0.0;

C.2.3 2Dim GRM-ESEM

2-Dimensional Graded Response Model with Partial Constraint (Exploratory Struc-

tural Equation Model)

Project:

Name = 2D_GRM_par;

Data:

File = .\2D_GRM_par.ssig;

Analysis:

Name = Test1;

Mode = Calibration;

Title:
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2 Dim Graded Response Model with Partially fixed Factor

Loading Assignment

Comments:

Items are fixed factor except Q2, Q3, and Q11

Estimation:

Method = BAEM;

E-Step = 500, 1e-005;

SE = S-EM;

M-Step = 50, 1e-006;

Quadrature = 49, 6;

SEM = 0.001;

SS = 1e-005;

Scoring:

Mean = 0;

SD = 1;

Miscellaneous:

Decimal = 2;

Processor = 1;

Print M2, CTLD, Loadings, P-Nums, Diagnostic;

Min Exp = 1;

Groups:

Group :

Dimension = 2;

Items = all_Q1, all_Q2, all_Q9v3, all_Q3, all_Q4, all_Q5,

all_Q6, all_Q7, all_Q8, all_Q10, all_Q11;

Codes(all_Q1) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q2) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q9v3) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q3) = 1(0), 2(1), 3(2), 4(3), 5(4);
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Codes(all_Q4) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q5) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q6) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q7) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q8) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q10) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q11) = 1(0), 2(1), 3(2), 4(3), 5(4);

Model(all_Q1) = Graded;

Model(all_Q2) = Graded;

Model(all_Q9v3) = Graded;

Model(all_Q3) = Graded;

Model(all_Q4) = Graded;

Model(all_Q5) = Graded;

Model(all_Q6) = Graded;

Model(all_Q7) = Graded;

Model(all_Q8) = Graded;

Model(all_Q10) = Graded;

Model(all_Q11) = Graded;

Means = 0.0, 0.0;

Covariances = 1.0,

Free, 1.0;

Constraints:

(all_Q1, Slope[1]) = 0.0;

(all_Q9v3, Slope[1]) = 0.0;

(all_Q4, Slope[0]) = 0.0;

(all_Q5, Slope[1]) = 0.0;

(all_Q6, Slope[0]) = 0.0;

(all_Q7, Slope[0]) = 0.0;

(all_Q8, Slope[0]) = 0.0;
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(all_Q10, Slope[0]) = 0.0;

2Dim GRM-Explore

2-Dimensional Graded Response Model without Constraint.

Project:

Name = 2D_GRM_no;

Data:

File = .\2D_GRM_no.ssig;

Analysis:

Name = Test1;

Mode = Calibration;

Title:

2 dim graded response model without factor loading assignment

Comments:

all items can associate with both factors

Estimation:

Method = BAEM;

E-Step = 500, 1e-005;

SE = S-EM;

M-Step = 50, 1e-006;

Quadrature = 49, 6;

SEM = 0.001;

SS = 1e-005;

Scoring:

Mean = 0;

SD = 1;

Miscellaneous:

Decimal = 2;
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Processor = 1;

Print M2, CTLD, Loadings, P-Nums, Diagnostic;

Min Exp = 1;

Groups:

Group :

Dimension = 2;

Items = all_Q1, all_Q2, all_Q9v3, all_Q3, all_Q4, all_Q5,

all_Q6, all_Q7, all_Q8, all_Q10, all_Q11;

Codes(all_Q1) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q2) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q9v3) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q3) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q4) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q5) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q6) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q7) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q8) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q10) = 1(0), 2(1), 3(2), 4(3), 5(4);

Codes(all_Q11) = 1(0), 2(1), 3(2), 4(3), 5(4);

Model(all_Q1) = Graded;

Model(all_Q2) = Graded;

Model(all_Q9v3) = Graded;

Model(all_Q3) = Graded;

Model(all_Q4) = Graded;

Model(all_Q5) = Graded;

Model(all_Q6) = Graded;

Model(all_Q7) = Graded;

Model(all_Q8) = Graded;

Model(all_Q10) = Graded;
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Model(all_Q11) = Graded;

Means = 0.0, 0.0;

Covariances = 1.0,

0.0, 1.0;

Constraints:


