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ABSTRACT 
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Major Professor: Steven D. Pekarek 

 

Cables play an important role in the design of a power system. DC cable design presents 

unique challenges due to the fact that space charge can accumulate within the dielectric over time. 

Space charge accumulation is a function of temperature, electric field, and dielectric properties. 

Of particular concern is that the space charge leads to electric fields that are sufficient to break 

down the cable, particularly during transient conditions such as voltage reversal.  

In this research, a focus is on the development of a coupled thermal- and electrical-

equivalent-circuit model that is general and provides the ability to predict the electric fields and 

space charge accumulation within single and multi-conductor DC cables. In contrast to traditional 

analytical models, the approach is more general, allowing for exploration of a wide spectrum of 

geometries. In contrast to traditional numerical methods, including finite element or finite 

difference, apriori knowledge of the electric field behavior is used to discretize the dielectric into 

a small number of electric flux tubes. The electric field dynamics within each tube are then 

modeled using a first order nonlinear differential equation.  The relatively coarse discretization 

enables the solution to be computed rapidly.  This is useful in population-based design where a 

large number of candidate evaluations is necessary to explore a design space.  The modeling 

approach has been validated using several examples presented in the literature. In addition, its 

usefulness has been highlighted in the optimization of a 20 kV cable wherein objectives include 

minimization of mass and loss.   
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1. INTRODUCTION 

 Motivation 

 Over the past century, the majority of utility power systems have utilized AC transmission 

and distribution. Niche applications, such as grid-to-grid interconnections, utilize DC subsystems. 

Advantages of DC include eliminating the need for synchronization and reactive power matching 

[1][2][3][4]. Advances in power electronics have led to further interest in DC power systems. For 

example, they are utilized to provide power in large data centers, at the interconnection of wind 

farms, and ship power systems [5][6][7]. 

Cables play an important role in the design of a DC power system [8][9][10]. Their 

mass/volume/cost is often an appreciable percent of the total system mass/volume/cost. Cable 

junctions/connections are often a location of wear/fatigue/failure. Finally, they often must endure 

surge current resulting from faults or large power variations. Although their geometry is relatively 

straightforward, their design is complicated by the fact that under DC excitation, the electric field 

within a cable is dependent upon the conductivity of the dielectric. Since the conductivity is a 

function of temperature and electric field as shown in Fig.1.1 [8], its value is dependent on the 

location within the dielectric. This positional dependence leads to charge migration which results 

in so-called space charge accumulation. The space charge accumulation results in electric fields 

that are challenging to predict. In addition, during transients, such as voltage reversal, the pre-

transient space charge can lead to electric fields that far exceed the nominal cable ratings. This has 

been shown as a key source of cable failures [1][2][11]. 
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Fig.1.1 Conductivity performance of XLPE under various temperature and electric field[8] 

 

In an effort to optimize DC systems, several alternative cable architectures have been 

proposed. Three are shown in Fig.1.2. In Fig.1.2(a), a DC bus is created using two coaxial style 

cables. Such a design provides potential installation advantage, since an installer only has to work 

with a single conductor when making terminations. In ship applications, it has a potential 

disadvantage in that the net magnetic field surrounding the DC bus can be significant which results 

in potential magnetization of surrounding steel. The middle topology shown in Fig.1.2(b) greatly 

reduces the magnetic field surrounding the DC bus. The third geometry shown in Fig.1.2(c) has 

an advantage that the temperature within the DC bus can be regulated using forced air or thermal 

fluid within the center of the interior conductor [12]. 
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Fig.1.2(a) Single conductor layout  

+-

 

Fig.1.2(b) Multi-conductor layout  

+ -

 

Fig.1.2(c) Bus pipe (Self-contained Fluid-filled(SCFF)) cable layout 

Fig.1.2 Cable architectures 

 

Several researchers have considered the designs shown in Fig.1.2(a). To establish the 

designs, they have traditionally relied upon analytical approaches, experiments, or numerical-

-+
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based analysis to predict the electromagnetic fields within the dielectric [2][8][9][10][11] 

[13][14][15][16]. 

 In this thesis, the modelling and design of DC cable will be set forth using a coupled 

electric/thermal equivalent circuit method. The proposed method is capable of predicting coupled 

electric/thermal dynamic performance of the dielectric. It is relatively computationally efficient so 

that it enables a multi-objective optimization of cables so that one can rigorously compare 

alternative architectures.  

 Literature Reviews of Existing Approaches 

In [11], the nonlinear electrical and thermal dynamics that relate the electric field, current 

density, and charge density are discretized in time and space using a finite element method (FEM). 

This method is capable of describing the dielectric performance both under the transient and steady 

state operations. It is a general approach that can be applied to the multiple geometric alternatives 

as shown in Fig.1.2. In practice, the electric and thermal distribution may be simulated using 

commercial FEM software tools such as Ansys Maxwell or COMSOL[17][18][19]. However, 

there is a significant computational burden imposed by the nonlinear conductivity and relatively 

small discretization level.  

Alternatively, to ease the computational burden, the steady state electric field distribution 

has been derived using analytical techniques for a coaxial structure in Fig.1.2(a) [11]. Since the 

steady-state value of the electric field relies only on the conductivity, the dielectric layer is modeled 

as a nonlinear resistor. The local potential is found using Kirchhoff’s Voltage Law. The gradient 

of the resulting potential is used to establish a nonlinear equation that relates the electric field to 

the conductivity, the applied voltage and temperature. The resulting electric field is solved using 



17 

 

any one of a number of nonlinear solvers. Although valuable for single conductor cables, such an 

approach is not easily extended to multi-conductor cable architectures. 

An alternative analytical approach can be derived by utilizing a truncated Taylor series to 

establish a closed form expression that relates the electric field to the temperature and the current 

in the dielectric [8]. The challenge of this approach is obtaining the analytical expression for the 

dielectric current. In addition, it is difficult to generalize the method to alternative geometries. 

In practice, the direct measurement of the electric field within the dielectric is difficult to 

perform. As an alternative, the charge within the dielectric has been estimated using nondestructive 

methods such as the Pressure-Wave-Propagation Method (PWP), Pulsed Electro-Acoustic Method 

(PEA) and Laser Induced Pressure Pulse Method (LIPP) [9][10][11][16] [20][21][22][23][24][25]. 

In the PEA method, a pulsed electric field is applied to the dielectric sample. The pulsed external 

field induces a perturbation force which moves the space charge within the dielectric. This 

movement launches an acoustic wave which propagates through the dielectric and is received by 

a transducer. The space charge can be then estimated using the propagated acoustic signals. The 

space charge can be used to predict the electric field through numerical integration. It is an accurate 

method to determine the electric field distribution. However, it requires special equipment, an 

existing cable, and a means to place the cable under the thermal gradient of interest. Thus, it is not 

directly applicable to cable design. 

 Objectives  

The objective of this research is to develop a modeling approach that can be used to predict 

the dynamic electric field response within the dielectric of alternative DC cables, while keeping 

the computational requirement low. In addition, a goal is to structure the respective cable models 
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for use in multi-objective optimization so that alternative designs can be compared with sufficient 

rigor. 

The cable model proposed utilizes coupled thermal/electric equivalent circuits to predict 

the electric field, temperature, and space charge based upon the voltage applied to the conductor, 

current in the conductor, material properties, and the cable geometry. To derive the model, the 

dielectric is discretized into resistive tubes that relate the potential to the dielectric current. The 

tubes are arranged to predict the steady state electric field using Kirchhoff’s Voltage Law. In 

addition, they are used to calculate the space charge. Subsequently, the tube surface charge is used 

to relate the potential to the electric flux within each tube. The ratio of electric flux over the tube 

potential is used to calculate the equivalent capacitance that is used for transient analysis. 

The electric equivalent circuit model is introduced in Chapter 2 and validated with the 

existing methods presented in the literature. The results from the model are compared and 

discussed with other models. Special transient cases including voltage reversal are examined and 

evaluated. Error analysis and solver algorithms that minimize computational burden are also 

considered. 

As shown in Fig.1.1, temperature plays an important role in shaping the electric field. Hence, 

to incorporate the electric and thermal behavior together using the equivalent tube, a thermal 

equivalent circuit model is proposed in Chapter 3. The thermal equivalent circuit model enables 

the prediction of both transient and steady-state thermal performance, which can be incorporated 

with the electric circuit to better describe the transient electric field performance including 

overload conditions. 
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In Chapter 4, the approach is extended and developed for a multi-conductor cable with the 

topology shown in Fig.1.2(b). The formulation of the model is achieved using judicious application 

of the Method of Images (MOI). In addition, the validation of the model is performed through 

comparison of results obtained using finite element analysis acquired from COMSOL. 

In Chapter 5, a population based multi-objective design optimization of MVDC cable is 

performed using a Genetic Algorithm [26]. A 3D Pareto-Optimal Front is set forth by comparing 

conduction loss, cable size and cable mass. Subsequently, a case study with the objective of a 20 

kV 30 MW application is performed. Several design candidates are studied and discussed based 

on the performance of the temperature behavior, electric field distribution, and space charge profile. 

In addition, the use of the cable model is demonstrated in a system level simulation. Therein, a 20 

kV 30 MW MVDC ship auxiliary power system is simulated using parameters obtained by 

applying per-unit transformation to the system depicted in [7]. The cable system is implemented 

between the active bridge rectifier and the load system. A line-to-line fault is initiated that results 

in large current surge. From this simulation a voltage reversal is observed and studied during the 

fault and subsequent recovery.   

In Chapter 6, defect charge is a result of impurities in the dielectric material [44]. The defects 

may have the potential to create field distortions that lead to premature failure of the dielectric, 

electric discharge and dielectric breakdown for example. Herein, an attempt is made to explore 

methods to approximate the result of the defect charge within the equivalent electric circuit model. 

The validation of the defect charge is performed through comparison of results obtained from 

COMSOL. Finally, in Chapter 7 future research paths are proposed. 
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2. ELECTRIC EQUIVALENT CIRCUIT 

 Introduction 

 The behavior of electric fields within DC cables has been of increasing interest, due to their 

use in coupling renewable energy sources into the utility power system [1][2][3][4]. Solving for 

the dynamic response of the electric field in cables requires knowledge of the conductivity of the 

dielectric material, which has been shown to be a function of temperature and electric field [2] 

[8][9][11][14][24][27][28]. This leads to challenges in deriving analytical and numerical solutions. 

Herein, an electrical equivalent circuit approach is proposed to address these issues and at the same 

time enable efficient computation to support DC cable design. 

 Quasi-Steady State Model of Electric Field in DC Cables 

2.2.1 General equations for model constructions 

To support the analytical derivations presented in this chapter, it is convenient to consider 

the cross section of the cable provided in Fig.1.2(a). In practice, to create a DC bus, a voltage is 

placed between the center conductor and a center conductor of a second cable. As a result, a voltage 

is present from each center conductor to the outside shield that is taken to be ground. Herein it is 

assumed that current flows within the center conductors. Loss created by the current is dissipated 

to air through the dielectric. In order to derive a simplified cable model, it is convenient to first 

consider the electromagnetic behavior within the dielectric under steady-state and quasi-steady 

state operation. 
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From the law of charge conservation and the divergence theorem [1][2][8][9][13][16][28], 

it can be shown that the divergence of free current density, fJ , is equal to the rate of change of 

the volumetric free charge density, v . 

 v
fJ

t


 = −


  (2.1) 

From Maxwell’s equations, it is known that the curl of the electric field is the negative rate of 

change of magnetic flux density: 

 
dB

E
dt

 = −   (2.2) 

One can express B  as the curl of a vector magnetic potential. 

 B A=    (2.3) 

Equation (2.2) and (2.3) can be combined as, 

 ( ) 0
dA

E
dt

 + =   (2.4) 

From vector calculus, it is known that the curl of the gradient of a potential is zero: 

 0V =   (2.5) 

Therefore, one can use (2.4) and (2.5), to express 

 
dA

E V
dt

= − −    (2.6) 

 Assuming the influence of the time-rate of change of flux density is negligible[9][11], the electric 

field is expressed  

 E V= −   (2.7) 

From Maxwell’s equations, 

 
vD  =   (2.8) 
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, where electric flux density D , can expressed as,  

 D E=    (2.9) 

with   representing the permittivity. Substituting equation (2.9) into (2.8) and taking the 

derivative of both sides with respect to time, it can be shown that, 

 
( ) vdd E

dt dt


  =   (2.10) 

Within the dielectric, any free current density is proportional to the electric field 

 
fJ E=      (2.11) 

The rate of change of volumetric space charge present in the dielectric in equation (2.10) can be 

expressed in terms of conductivity and electric potential by combining equation (2.1), (2.7) and 

(2.11). This yields, 

 [ ( )] vd
V

dt


 − = −   (2.12) 

Equating the terms in (2.10) and (2.12), one can show 

 
( )

( ) 0
d E

V
dt


   −   =   (2.13) 

Substituting  (2.7) into (2.13), one can establish a quasi-steady state model of the electric potential 

within the dielectric of a DC cable: 

 
( )

( ) 0
d V

V
dt





  +  =   (2.14) 

From (2.14), one can observe that under steady-state DC conditions,  

 ( ) 0V  =   (2.15) 

which, perhaps contrary to intuition, shows that the electric field within the dielectric is solely 

dependent on its conductivity (and boundary conditions).   
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2.2.2 Empirical expressions for conductivity 

It has been shown in the literature that the conductivity of a dielectric is a function of 

temperature and electric field. Several researchers have proposed models to describe the 

relationship [1][2][3][8][11][14][27]. These include: 

 | ( )|( )

0( , , )

b

a E rT rr T E e e 
−

=     (2.16) 

 

'

' ( )

0

sinh( '| ( ) |)
( , , )

| ( ) |

b

T r a E r
r T E e

E r
 

−

=   (2.17) 

 ( ) | ( )|

0( , , ) T r E rr T E e e  =  (2.18) 

where 0 , '

0  are referred to as the nominal conductivity,  b, b' and α are temperature coefficients, 

and  a, a' and β are electric field coefficients, respectively. Herein, to support correlation with 

existing literature, the models of (2.16) and (2.18) have been selected for the model development.  

 Electric Equivalent Circuit 

2.3.1 Flux tube in magnetic equivalent circuit 

In the field of quasi-steady state magnetic analysis, besides Finite Element Analysis (FEA), 

researchers often use Magnetic Equivalent Circuit (MEC) analysis. In MECs, [29] a volume that 

contains magnetic material, conductors, and air, is partitioned into flux tubes. An example flux 

tube is shown in Fig.2.1. The flux tube approach assumes that the volume is surrounded by two 

equipotential surfaces. It is further assumed that the total number of flux lines are the same at the 

two equipotential surfaces.  In other words, no flux lines penetrate the side surface. Although 

typically applied to magnetic systems, similar analogies can be used to form electric equivalent 

circuits. In an electric equivalent circuit, one possible model uses voltages at the tube ends, and 

models the current through the respective tube using Ohm’s law.  The resistance is calculated using  
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0 ( ) ( )

l dx

c A x
R

x
=      (2.19) 

, where ( )c x , ( )A x  and l  are a function of material property, cross-sectional area and the total 

flux tube length respectively. By applying different material properties such as conductivity σ, 

permittivity ε and permeability μ, the R  shown in (2.19) can be interpreted as the resistance, the 

inverse of capacitance and reluctance respectively. 

A B

F2F1

BA A(x)

c(x)

 

Fig.2.1 Flux tube model 

 

An equivalent circuit model based on cable characteristics is proposed in this thesis. The 

analogy of basic circuit elements can be a comprehensive way to simulate the performance of 

medium material and corresponding field distribution. 

 

2.3.2 Electric flux tube model for steady state models 

If one substitutes any of the expressions for conductivity in (2.16) - (2.18) into (2.15), it is 

difficult, if not intractable, to establish an analytical expression for the electric potential or electric 

field within the dielectric. To solve for the electric potential, researchers have adopted FEA and 

finite difference methods [17][18][19].  
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Herein, an alternative path is proposed. As a starting point, the dielectric is partitioned into 

electric tubes in which it is assumed that conductivity remains a constant within the tube. This 

simplifies (2.15) to yield an expression within the tube 

 ( ) 0V  =    (2.20) 

For some geometries, one can solve (2.20) analytically. However, this is not a generally 

applicable approach. Instead, it convenient to consider that (2.20) indicates that the divergence of 

the electric field within a tube is zero. Since (2.20) is established through the relationship between 

current density and electric field, one can formulate an equivalent circuit that is representative of 

(2.20). The electric circuit is that of a resistive tube shown in Fig.2.2. As shown, the two ends of 

the tube are equipotential surfaces (labeled A and B). 

AV BV

AJ BJ

inJ

 

Fig.2.2 An equivalent resistor tube 

 

The electric current density is assumed to enter and leave the resistive tube (orthogonally), 

only at the two equipotential surfaces.  This suggests that no internal charge exists within the 

enclosed volume. This would suggest that the approximation is being made that the space charge 

is located at the boundary of the flux tube. Electric resistance can be used to model the relationship 

between the surface potentials, where 
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V

R
I

=    (2.21) 

and I is taken as the integral of the current density over the tube cross sectional area.  A general 

expression for the tube resistance is  

 
( )r

dr
dR

S
=  (2.22) 

Applying the flux tube concept to the DC cable shown in Fig.2.3, one can break the dielectric 

material into N concentric tubes shown in Fig.2.4 and Fig.2.5. For each tube, one can express the 

differential resistance in a form 

 
(2 )d

dr
dR

rl 
=   (2.23) 
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=    (2.24) 

where rsp,n and rep,n stand for the start point and end point of the current ring tube respectively and 

can be expressed as, 

 , ( 1)i
sp n in

D
r r n

N
= + −    (2.25) 

 
,

i
ep n in

D
r r n

N
= +  (2.26) 

where n denotes the segment, ld is the unit depth along the cable direction, Di is the thickness of 

the dielectric layer, and rin is the radius of the inner conductor.  

Solving (2.23) yields 
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Fig.2.3 Single serial resistor circuit model 
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Fig.2.4 Ring shape of interest 
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Fig.2.5 The dimension of the ring shape 

 

To solve the steady-state behavior within the dielectric, one can utilize Kirchhoff’s laws applied 

to the circuit shown in Fig.2.6. To do so, the total resistor in series as displayed in Fig.2.6 can be 

obtained by taking a summation of segment resistors expressed in (2.28). 
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Fig.2.6 Steady-state equivalent circuit model of co-axial cable 

 

In (2.28), the conductivity is a function of the electric field in the tube as well as the 

temperature. The temperature is obtained by the thermal equivalent circuit outlined in Chapter 4. 

The electric field used in the conductivity is assumed to be that at the midpoint of each electric 

tube. The electric field at the center of each tube must be solved using numerical techniques. To 

do so, the current through the dielectric is first obtained using 
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  (2.29) 

Subsequently, the current density at the mid-point of each tube is expressed through geometry as, 
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Finally, the electric field is related to current density. Doing so for all tubes, one can establish an 

equation of the form 

 

1 1
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  (2.31) 

During steady state operation, temperature is a constant during solution calculation. Hence, the 

solution of  (2.31) can be found by solving 

 
1(( ) ( ) 0)) (Tf −= − =σ EΕ E J Ε   (2.32) 

Herein, a Newton Raphson method is applied to find solutions to (2.32). 

  

2.3.3 Steady-state electrical equivalent circuit validation 

An algorithm to implement the solution of the steady state equivalent circuit model is 

shown in Fig.2.7. As shown in the figure, the algorithm is initialized with geometric, thermal and 

electrical parameters, where the thermal solution is acquired from the thermal equivalent circuit. 

An initial electric field distribution is constructed by assuming a uniform conductivity across the 

dielectric. In subsequent iterations, the respective electrical components and conductivity are 

updated using (2.28) - (2.32). A convergence test is based on the absolute change in electric field 

between two steps.  
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k k

stepE E e+ −    (2.33) 
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Fig.2.7 Block diagram for steady-state electric circuit model 

 

To validate the approach, the behavior predicted by the electric equivalent circuit has been 

compared with those presented in [8]. In [8], an Aluminum-XLPE single cable system has been 

examined for model construction. The cable geometry and material properties are shown in Table 

2.1.  The cable has rated voltage of 600kV and a current range of 1600-1800A. Under these 

conditions, the field predicted assuming an equivalent circuit is shown in Fig.2.8. Also shown are 

Reddy’s [8] results as well as the electric field predicted if conductivity is assumed to be uniform. 

From the results, one can observe the field inversion that occurs when a conductivity is a function 

of space and field.  This inversion is more pronounced as the thermal gradient across the dielectric 

increases, which occurs with higher power loss.  One also notes that the predicted results closely 

match those presented in [8]. A second example is also listed herein to validate the electric field 

distribution of a 450 kV, 1600 mm2 cable system shown in Fig.2.9 [11], whose parameters are 

presented in Table 2.2. 
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Table 2.1 Reddy’s Cable Parameters [8] 

Geometric Parameters 

r1 22.5mm 

r2 44.2mm 

Conductor Parameters 

Material Aluminum 

conductivity 36.9×106 S/m 

Dielectric Parameters 

Material XLPE 

ki 0.34 W/mK 

A/σ0 2.2896×10-6 (Ωm)-1 

a 0.142×10-6 (V/m)-1 

b 7600 K 

εr 4.2 

Cp[50] 2300 J(kgK)-1 

ρ[51][52] 950 kg/m-3 

 

 

Table 2.2 Jeorense’s Cable Parameters [11] 

Geometric Parameters 

r1 23.2mm 

r2 42.4mm 

Conductor Parameters 

Material Aluminum 

conductivity 36.9×106 S/m 

Dielectric Parameters 

Material Oil-Paper 

ki N.A. 

A 2.2896×10-6 (Ωm)-1 

β 0.1 (V/m)-1 

α 0.03×10-6 oC-1 

εr 3.5 

Cp[50] 2300 J(kgK)-1 

ρ[51][52] 950 kg/m-3 
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Fig.2.8 Steady-state electric field comparison with [8] 

 

Fig.2.9 Steady-state electric field comparison with [11] 
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2.3.4 Transient equivalent circuit model 

The steady-state equivalent circuit model derived in the previous session is constructed 

based upon (2.14) wherein time is not involved. A question arises as to the rate at which space 

charge accumulates within the dielectric. To address this question, the concept of an equivalent 

electric circuit is again used. However, in contrast to the relationship between electric current 

density and electric field, the focus of the analysis is on the electric flux density. This is highlighted 

using the flux tube geometry shown in Fig.2.10, wherein lines of electric flux density are shown. 

As with the electric flux tube used for steady state analysis, the two ends of the tube are 

equipotential surfaces. It is assumed that lines of electric flux density penetrate the end surfaces 

orthogonally and that there is no divergence of the electric flux density within the tube.  The 

relationship between the electric flux density and the electric field at any point within the tube is 

expressed in (2.9). 

It is noted that in general, the quantities D and E are vector fields. Within electrostatics, 

the total number of electric flux lines are often quantified to enable one to work with scalar 

quantities, rather than vectors. This is accomplished using the defined relation:  

 Q D dS E dS=  =     (2.34) 
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Fig.2.10 Electric flux tube 
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where Q has a unit of charge. The total electric flux Q can be used to calculate an equivalent 

capacitance of the tube, using the relationship  

 
Q

C
V

=   (2.35) 

where the voltage V  is the electric potential drop across the electric tube which is calculated 

using the integral form of (2.7). 

 
A

B
A BV E dl V V=  = −   (2.36) 

The equivalent capacitor model based on the equation (2.35) can then be shown in Fig.2.11. 
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Fig.2.11 Equivalent capacitor tube 

 

Considering the quantities in (2.35) and (2.36), an approach to calculate the capacitance is 

to solve the steady-state circuit model, establish the voltage at the ends of the flux tubes, integrate 

the electric field obtained over the surface of the flux tube at its midpoint, and divide the respective 

results. Although possible, if permittivity is constant, capacitance does not change with the electric 

field. Therefore, one can establish the values of capacitance apriori through a straightforward 

evaluation of each flux tube.  For the coaxial cable with a discretization of ring tubes shown in 

Fig.2.12, one can establish that a ring element will have differential capacitance.  
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2 d

Edr

ldC r E
=   (2.37) 
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It is noted that the electric field shown in the differential equation (2.37) of inverse capacitance 

can be canceled in the numerator and denominator. Therefore, the inverse capacitance can be found 

by integrating the equation (2.37) from the beginning to the end radius of each tube. 
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With a discretized ring shape layer of the dielectric layer in Fig.2.12 and (2.38), the capacitance of 

each layer can be expressed as, 
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Where n stands for the nth electric tube. 
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  Fig.2.12 Equivalent capacitor configuration 
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Based upon the flux tube derivations, an RC parallel circuit illustrated in Fig.2.13 is 

proposed to construct an equivalent circuit model to represent the dynamics of the electric field 

within the dielectric. Prior to continuing the derivation to consider space charge calculation, it is 

convenient to consider the proposed model in the context of the field equations.  Specifically, from 

Fig.2.13, one can express 

C

R

itotal

iC

iR

V+ -

 

  Fig.2.13 A RC circuit 

 

 R C totali i i+ =   (2.40) 

The currents in the resistor and capacitor can be expressed as, 

 
R

V
i

R
=   (2.41) 

 
C

dV
i C

dt
=   (2.42) 

Equation (2.40) to (2.42) can be combined as follows, 

 total

V dV
C i

R dt
+ =   (2.43) 

If one considers the homogeneous solution to (2.43) and substitutes (2.27) and (2.39) for the 

resistor and capacitor values, one obtains 
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Collecting like terms and taking the Laplacian of both sides yields 
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Since geometric term is constant for each layer, it is convenient to move the geometric term out of 

the Laplacian operator. 
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which shows consistency with (2.14). 

Herein, the RC circuit model shown in Fig.2.13 is applied to the coaxial cable design shown 

in Fig.2.14, where each layer of the dielectric tube contains a parallel RC pair. The electrical 

performance of the coaxial cable under an operating condition is readily analyzed using basic 

circuit analysis. 
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Fig.2.14 RC circuit based coaxial cable 
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Several researchers have expressed a desire to compute the space charge distribution within 

regions of the dielectric [1][2][8][9][10][11][16][20][23][24][28]. A common method to establish 

the space charge is to relate volumetric charge to the predicted conductivity using: 
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 

  
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=   = − +     
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  (2.47) 

This requires numerical differentiation. An alternative approach using the electric flux tube is 

proposed here to predict the space charge distribution.  

Considering the derivations above, the electric tubes that relate J and E and D and E both 

assume that the divergence of the electric field is zero within the tube. An implication of the model 

is that the space charge that does accumulate is represented at the tube boundaries. Therefore, the 

volumetric space charge distribution is taken as a surface charge between two adjacent electric 

tubes as shown in Fig.2.15. A volumetric space charge and the surface charge can be constructed 

based upon the geometry of the electric tubes. 

 Vsp sQ dV dS  ==    (2.48) 

where V  and S  are the volumetric and surface charge density respectively. The total space 

charge Qsp enclosed in a volume can be expressed using the integral form of Gauss’s Law: 

 VspQ dV E dS  =  =      (2.49) 

where Ω is the enclosed shaded volume highlighted in Fig.2.15 specifically.  
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Fig.2.15 Two adjacent electric tubes 

 

To consider the space charge Qsp, one can analyze the volume bounded by midpoints of two 

adjacent electric tubes as shown in Fig.2.15. The space charge is calculated by integrating the 

electric flux over the surface area shown. Specifically, for the n-1th and nth tube: 

 
1 , 1 ,

, 1 1 , 1 , 1 , ,( )
n n side n side n

n n n n side n side n side n side n
S S S S

sp nQ E dS E dS E dS E dS
− −

− − − −=  +  +  +       

 (2.50) 

where 1nS − , nS , , 1side nS − and ,side nS  are the midpoint and side surface of n-1th and nth electric tube 

respectively and all pointing outwards from the respective tube surface. The side surface integral 

leads to zero due to the assumption that the divergence of electric flux within the tubes is zero. 

Hence, the total charge can be expressed. 
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1 1, ( )
n n

n n n n
S

sp n
S

Q E dS E dS
−

− −=  +     (2.51) 

Under the assumption that all electric flux penetrates the end surface (two equipotential surfaces) 

orthogonally, the dot operation of the two terms can be simplified: 

 , 1 1( )n n n nsp nQ E S E S − −=  −   (2.52) 

Hence, the space charge enclosed by the midpoints of two adjacent tubes is calculated by the 

electric field and the surface area of the respective locations. The product of the electric field and 
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the surface area can be acquired from the total flux equation of the equivalent capacitor stated in 

(2.34). 

 n n nQ E S=    (2.53) 

 2n n dlS r=   (2.54) 

where nS  is the cross-sectional area at each midpoint of each electric flux tube. Hence, the total 

space charge enclosed can be accomplished by substituting equation (2.53) into (2.52). 

 
, 1sp n n nQ Q Q −= −   (2.55) 

With the transient equivalent circuit model shown in this chapter, the space charge can be further 

expressed using (2.35). 

 
, 1 1n n np n nsQ C V C V− −= −   (2.56) 

where nC  and nV  are the capacitance and the capacitor voltage of the nth tube. The volumetric 

space charge can be calculated by combining the total space charge in equation (2.56) and equation 

(2.48), yielding: 
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For the case of a coaxial conductor using the ring tubes, the volume 
,sp nVol  of the nth tube can be 

expressed. 

 
,

, 1

2

,
0 0

d md n

md n

l r

sp n
r

Vol rd zr dd



−

=        (2.58) 

 ( )2 2

, , 1, d mdsp md nn nl r rVol  −−=    (2.59) 

where ,md nr  is the midpoint of the radius of the respective tube.  
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The volumetric space charge distribution can be calculated based on the equation (2.57) and (2.59). 

2.3.5 Transient-state electrical equivalent circuit validation 

The transient analysis based on the coaxial cable has been established using the RC model 

shown in Fig.2.16. As shown, each layer of electric tube is represented with an RC branch. A small 

resistor is placed in series with a voltage source for the purpose of representing the source. The 

state model of the system is expressed by first starting with each tube capacitor current, 
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Fig.2.16 RC equivalent circuit model of co-axial cable 

 

 , ,c n c n

n

dv i

dt C
=     (2.61) 

where 
,c ni  represents the capacitor current that can be expressed as, 
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  (2.62) 

Substituting (2.62) into (2.61) the state model for each capacitor voltage is expressed as: 
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In this research, the state model is initially solved using a forward Euler integration algorithm, 
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where here, the superscript k is used to denote the index of time. The selection of a Forward Euler 

algorithm is considered in the next section. Once the capacitor voltage of each tube is solved, the 

electric field is updated by solving the nonlinear equation: 
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where the conductivity is expressed in (2.16) to (2.18). Subsequently, the equivalent resistance nR  

is updated using (2.27) 
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Three approaches have been considered to solve the nonlinear equation and are described in the 

next section. 

A block diagram to realize the circuit development is provided in Fig.2.17. Similar to the 

steady-state equivalent circuit, both geometric/electrical parameters and thermal condition are 

initialized. A proper time step is selected and tested for the initial stability test which will be 

discussed in next section. After the initialization, the state model of the capacitor voltage is updated 
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using (2.62)-(2.65). Subsequently, the conductivity and resistance is updated using (2.16) - (2.18) 

and (2.66). In design studies where there is a desire to calculate a response until a steady state is 

reached, the difference of the voltage between successive time steps is used to determine a stopping 

time. 
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Fig.2.17 Block diagram for RC circuit model 

 

To validate the approach, the cable studied under steady-state operation is used to evaluate 

the transient circuit model. The cable parameters are identical to those provided in [8]. For the 

study, the cable is initially de-energized and assumed to operate at an ambient condition of 19 oC. 

At t = 0 s, a 600 kV is applied between the center and outer conductors. It is assumed the center 

conductor is carrying a current of 1600 A. The temperature within the dielectric for time greater 

than zero is assumed to be a steady state value (34 oC at the inner boundary) obtained from the 

thermal equivalent circuit.  
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Fig.2.18 Transient electric field distribution 

 

It is noted from the results that at t = 0, the electric field has the expected logarithmic shape 

that is predicted under conditions of zero temperature gradient and hence uniform conductivity. 

As time continues, one can see that the electric field undergoes an inversion. Shown in Fig.2.18 is 

the expected steady-state value (black) obtained with the steady-state resistive model. One can 

observe that the dynamic circuit approaches the steady state within roughly 60 min. A similar study 

was repeated for different current levels. The final steady-state electric field obtained by the 

equivalent circuit is compared with those provided in [8] in Fig.2.19.  
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Fig.2.19 Steady state comparison for RC circuit model 

 

The RC circuit model can further be validated using a second study that is described in 

[11]. Under this case, the cable parameters and operating conditions are shown in Table 2.2. At t 

= 0, conditions are similar to that above. Fig.2.20 shows that the electric field derived from the 

proposed RC circuit model has the similar results with the solutions in the literature [11] and steady 

state equivalent circuit model described in Fig.2.21. A space charge distribution is also compared 

and shown in Fig.2.22. It is noted that the higher temperature creates more space charge, as 

expected. The charge-induced field further distorts the original electric field and enhances the field 

inversion effect as shown in Fig.2.21. 
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Fig.2.20 Transient electric field distribution 

 

Fig.2.21 Steady state comparison for RC circuit model 
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Fig.2.22 Space charge comparison for RC circuit model 

 

Since the voltage reversal is a concern in cable design [1][3][11][15], a voltage reversal 

effect can also be examined and compared with the literature. Shown in Fig.2.23 are a simple result 

using the cable parameters in Table 2.2. The cable experiences a voltage reversal after operating 

in a steady state condition while current stays, or temperature stays unchanged.  

From the capacitor model expressed in (2.39), the capacitance of each layer increases from 

the inner radius to the outer radius since it is only a function of geometric term ( ), ,1/ ln /ep n sp nr r . 

However, the resistance (2.27) of each layer is a combined effect of geometric term ( ), ,ln /ep n sp nr r  

and conductivity ( ), ,r T E , which increases with temperature and electric field. In the actual 

circuit simulation as in Reddy and Jeroense’s case study [8][11], resistance increases with the 

radius. This is because a temperature gradient is present and it plays the dominant role in the 

conductivity. In the steady state, there is no current flow in the capacitor branches of the model. 

According to Kirchhoff’s Voltage Law, the larger resistance near the outer radius shares more 
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applied voltage, which subsequently can be used to find the steady-state electric field as shown in 

Fig.2.23. The field inversion effect can be clearly seen in Fig.2.23 (a) by the resistance distribution. 

With the reversed applied voltage, the branch voltage near the inner boundary drops much 

faster than the branch voltage near the outer boundary as shown in Fig.2.23 (a) and in detail 

Fig.2.23 (b). An explanation can be shown here based on the RC circuit analysis. It can be shown 

that the time constant of each RC branch are different. These are listed in Table 2.3, for a 

discretization of ten flux tubes. One can notice that the time constant of branch 10 is roughly 3 

times of that of branch 1. Although time constants vary by a small amount at each time step, the 

range of the time constants and the ratio of branch 1 to branch 10 remains relatively constant, 

which can be seen in Fig.2.23 (a). Furthermore, with the lower steady-state voltage in branch 1, it 

experiences a larger voltage drop due to a smaller time constant compared to branch 10. This may 

lead to an appreciable drop into the negative range with a corresponding large magnitude of electric 

field. The transient captures of the electric field distribution within the dielectric are shown in 

Fig.2.23 (c) and are recorded at every 0.1s.  

Interestingly, the space charge does not encounter the sudden change due to the voltage 

reversal shown in Fig.2.23 (d). Researchers suggest that the steady state of the electric field 

consists of two parts, the space charge induced field and the voltage induced field [1][11][28][30]. 

The space charge is a long-term effect caused by the variation in the conductivity. Hence, the space 

charge induced field does not change at the initial stage of the voltage reversal. Instead, the time 

constant of the RC circuit describes the behavior of the space charge development. The initial 

electric field change during the voltage reversal effect is dependent primarily on the external 

voltage. 
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An attempt to solve for the initial electric field change is as follows. The voltage induced 

field does not include effects of space charge. Hence, the voltage induced electric field can be 

derived by combining (2.7) - (2.9). 

 ( ) 2 0V V



  =  = − =   (2.68) 

Using cylindrical coordinates, the Laplacian of V and divergence of E can be shown to be only 

dependent on radial components in coaxial cable for example. 
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By integrating (2.69) twice from rin to rout and substituting boundaries conditions in (2.71), the 

voltage distribution can be derived in (2.72). 
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The electric field can be then derived by taking divergent of V using (2.7), 

 ( )
ln

in

out

in

V
E r

r
r

r

=
 
 
 

  (2.73) 

In the case of voltage reversal, the voltage induced electric field changes from positive Vin to 

negative Vin. The total voltage induced field change ΔEvoltage due to the voltage reversal is 

expressed. 
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  (2.74) 

This expression indicates that the maximum electric field change occurs at the inner boundary 

where it is the lowest value in a steady state operation. Thus, it would appear that both conditions 

(the steady-state electric field and the voltage reversal) must be used to assess the electric field 

related stresses within a dielectric. 

Table 2.3 Details on Steady State RC Branches 

 Branch No. Rn(GΩ) Cn(nF) τn(min) 

1 548.34 2.45 22.39 

2 590.54 2.65 26.03 

3 631.55 2.84 29.89 

4 671.39 3.03 33.95 

5 710.10 3.23 38.22 

6 747.73 3.42 42.67 

7 784.32 3.62 47.30 

8 819.92 3.81 52.11 

9 854.59 4.01 57.08 

10 888.40 4.20 62.23 
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Fig.2.23 Continued 

 

Fig.2.23 (a) Transient performance of electric field at two boundaries 

 

Fig.2.23 (b) Details on voltage reversal point 
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Fig.2.23 (c) Captures of transient electric field distribution 

 

Fig.2.23(d) Captures of transient space charge distribution 

Fig.2.23 Voltage reversal effect 
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2.3.6 Selection of solvers 

2.3.6.1 Nonlinear solver approaches for electric field calculation 

As shown in (2.63), the electric field is a nonlinear function of conductivity: 

 ( ) 0?
, ) , )( (

k

cf = − =
v

E E
E T R E T Sσ

  (2.75) 

Attempting to solve (2.75) iteratively requires considerable computational effort due to electric 

field dependent conductivity and resistance. In this research, two approaches to approximate the 

solution without iteration have been attempted. In the first, (2.65) is solved directly using the value 

of conductivity and current density from the previous time step shown in (2.76). Specifically, the 

electric field is calculated using the conductivity from the previous time step, i.e.  
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1 1 1

,

kk
c nk n

n k k k

n n c n n
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E
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−−

− − −
= =   (2.76) 

A second approach is to assume the electric field is constant over the length of the flux tube, and 

therefore solved using (2.36), wherein: 

 
,

, ,e

k

c nk

p n

n

sp n

v
E

r r
=

−
   (2.77) 

The first and second approximate methods are called resistor and capacitor based approximate 

method respectively for further reference. 

 

2.3.6.2 Integration approaches for state update with ordinary differential equations 

Two approaches to solve the state model of (2.63) are provided for comparison and 

evaluation for error and efficiency. The first approach utilizes a Forward Euler algorithm: 
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where h  stands for the time step. The second approach utilizes a Fourth-Order Runge-Kutta 

algorithm, which has the form as below. 
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The variable x stands for capacitor voltage of the each tube in the equivalent circuit model. Hence, 

the function f and the updated voltage can be shown by substituting (2.63) into (2.79) and (2.80), 
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where the four higher order terms are shown as: 
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It is noted that since the resistance in (2.82) is dependent on the electric field, higher order 

term calculation in (2.84) requires a nonlinear solve using (2.75). However, to reduce 

computational effort, two simplified approaches have been proposed to approximate the resistance. 

The first approach is based on the approximate electric field calculation method stated in (2.76) or 

(2.77) where the approximate electric field is calculated using resistor or capacitor model and then 

applied to the intermediate resistance calculation. The approximate electric field is updated during 

the construction of the four higher order terms in (2.84). Subsequently, the resistance is calculated 

based on the updated electric field dependent conductivity via (2.66). The second approximate 

method is aimed to further reduce the computational stress by assuming a constant resistance 

during the construction of the four higher order terms. No calculation is required for the resistance 

update due to the assumption that no appreciable variation in electric field dependent resistance 

will occur over a small increment in the state variable. Hence, the four higher order term are 

constructed directly. 

 

2.3.6.3 Solver implementation and comparisons 

Two different types of solver implementation are shown in Fig.2.24 based on the 

integration algorithm with the Forward Euler’s Method and the Fourth-Order Runge-Kutta Method 

on the left and right respectively.  
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Fig.2.24 Solver implementation flow chart 

 

The error analysis has been examined based upon the results from the approximated 

approaches compared to the most accurate model with the iterative method of a nonlinear solver 

and Fourth-Order Runge-Katta Method. The maximum absolute relative error equation is provided. 

 
,max

max 100%
k k

k mtd nlr
abs k

nlr

E E

E

 
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 

−
=    (2.85) 

where ,max
k
abs , k

mtdE  and k

nlrE  represents the maximum absolute relative error, the electric field 

from the approximation method and the electric field from the nonlinear solver respectively. The 

maximum error table are provided for comparison shown in Table 2.4. 

To compare the computational stress, the ratio of the run time compared to the length of 

time simulated is provided.  
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 100%real

simulated

t

t
 =    (2.86) 

The run time is calculated using the Matlab commands ‘tic’ and ‘toc’ at the simulation time 

initiation and termination respectively. It is noted that these values are meant to provide a relative 

comparison between approaches, since the run time may vary from computer to computer due to 

the capabilities of the machine utilized. For all computational studies, the cable in Jeorense’s case 

study [11] with parameters shown in Table 2.2 is used. The approximate approaches illustrated in 

Chapt.2.3.6.1 and Chapt.2.3.6.2 have been implemented.  Each model is simulated with a time step 

of 0.1s and the total simulation time of 200 minutes. 

Among the iterative approaches 1-4, the electric field is calculated based on the iterative 

algorithm while different ODE solvers and intermediate electric field approaches are selected for 

comparisons. It is noted that the iterative method significantly increases the calculation time. It is 

also noted that the non-iterative solutions in the iterative approach 1 to 4 yield results similar to 

the solutions acquired using an iterative approach. Furthermore, the calculation time required for 

the non-iterative methods is much less than the iterative solution among the iterative approach 1-

4.  The electric field calculated in the iterative approach 1 using the resistor approach in (2.76) is 

established based on the electrical properties from the previous step which hence accumulates a 

relatively larger error compared to the capacitor approach calculated in the iterative approach 2 

using (2.77). The iterative approach 3 with the constant intermediate electric field further reduces 

the calculation time compared to the iterative approach 1 and 2 due to no intermediate electric field 

evaluation and update but also accumulates a large error due to no electric field update in the ODE 

solver. The Euler’s method in the iterative approach 4 further reduce the ODE calculation 

procedure but, on the other hand, deviates the solutions compared to the Runge-Kutta method.  
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To further analyze the potentials of the non-iterative method, 6 non-iterative approaches are given 

based on the non-iterative method implementation. One can notice that it significantly reduces the 

computational effort using the non-iterative approach 1 to 6 while the maximum error increases 

accordingly due to the double non-iterative method. Among the non-iterative approach, Runge-

Kutta 4th Order does not gain advantage over Forward Euler’s Method. Hence, based upon the 

tradeoff between the error and computational effort, the non-iterative approach 6 has been adopted 

for the further circuit construction and optimization. 

Table 2.4 The Comparison of Different Approaches 

  ODE solver 

Electric field 

solver in 

ODE solver 

Electric field 

solver 

Error 

Comparison 
η 

accurate 

approach 
RK4 iterative iterative N.A 88.46% 

iterative 

approach 1 
RK4 resistor iterative 7.37×10-4%  28% 

iterative 

approach 2 
RK4 capacitor iterative 4.79×10-4% 28.03% 

iterative 

approach 3 
RK4 N.A iterative 7.37×10-4% 27.59% 

iterative 

approach 4 
Euler N.A iterative 16.6×10-4% 27.46% 

non-iterative 

approach 1 
RK4 resistor resistor 114×10-4%  8.892×10-4% 

non-iterative 

approach 2 
RK4 capacitor capacitor 22.5×10-4% 8.917×10-4% 

non-iterative 

approach 3 
RK4 N.A resistor 114×10-4% 5.967×10-4% 

non-iterative 

approach 4 
RK4 N.A capacitor 22.4×10-4% 6.417×10-4% 

non-iterative 

approach 5 
Euler N.A resistor 114×10-4% 2.583×10-4% 

non-iterative 

approach 6 
Euler N.A capacitor 22.2×10-4% 3.250×10-4% 
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2.3.6.4 Time step selection and the stability analysis of ODEs 

The selection of time step is crucial to the model accuracy and efficiency. The time step is 

examined with the integral algorithm demonstrated in (2.78) to (2.84). It is noted the source has a 

relatively small source resistor, which can influence the time step selection. The selection criteria 

is constructed using a Forward Euler’s Method based on the previous conclusion. By rearranging 

the update evaluation of the Forward Euler’s Method in (2.78), it is shown that  
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It is noted that the second term and third term are dependent on the ratio of the time step and the 

source resistor. Based on the discrete-time system characteristic equation, the forward Euler’s 

method in (2.87) can be summarized in a matrix form, which yields, 

 1

o

k k

c c p

k+ = +v A v BV    (2.88) 

where A  and B  represent the coefficient matrix for general solution and the coefficient matrix 

for particular solution corresponding to the voltage source respectively which are expressed as: 
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Since the Euler’s method is expressed in discrete-time autonomous linear systems, it can be shown 

that the solution of capacitor voltage 1k

c

+
v  at (k+1)th step can be expressed as a lumped system in 

terms of initial condition 0

cv . 

 ( )1 01 1 0 1 0 1 1 0 1 0 0k k

c

k

oc

k k

p

− −+ = + + + + +v A A A A v A A A A A A A A A BV    (2.91) 

It is difficult to analyze the stability of the lumped system in (2.91) which requires heavy 

computational effort to calculate the eigenvalues of the matrix 
k

A  at each kth step [31][32][33]. 

However, the branch resistor k

nR  does not vary significantly and is similar to the neighborhood of 

multiple time steps. Therefore, it is essential to make sure that the initial matrix 
0

A  is stable by 

keeping the eigenvalues of the matrix 
k

A  to be inside the open unit disk of the complex plan ℂ, 

which yields, 

 0| | 1, 1, ,n n N  =    (2.92) 

Hence, the stability of the function is mainly dependent on the ratio of the time step and the source 

resistance according to (2.87), (2.89) and (2.90). Therefore, the time step and the source resistor 

must be changed simultaneously to maintain a stable response. Fortunately, the source resistor 

does not have large impact on the overall performance. By Kirchhoff’s Voltage Law, the source 
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resistor shares a small portion of the applying voltage which lowers the average electric field in 

the main body by a small portion equivalently speaking.  
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3. THERMAL EQUIVALENT CIRCUIT 

 Introduction 

 Since conductivity is not constant under DC operation, the electric field within a DC cable 

is more challenging to predict than within an AC cable [8][11][20][21][22][23]. Several empirical 

expressions for conductivity have been developed based upon measurements of temperature versus 

electric field [14][27]. In this chapter, a focus is to develop a thermal model of cable architectures 

so that the electric field within the cable can be predicted accurately.  

 Fundamentals of Analytical Thermal Expressions 

3.2.1 General equations for model construction 

Due to the electrical resistance, heat loss is generated by the current-carrying conductor. A 

thermal gradient is then established across the dielectric layer. A standard heat equation and 

Fourier’s Law of heat conduction; 

 
Hp

dT
C p

dt
 = − +   (3.1) 

 k T = −   (3.2) 

 
S

Q ds
·

=    (3.3) 

can be applied to predict the thermal behavior within the dielectric of a co-axial cable [8][11][33]. 

In (3.1) - (3.3),   is the mass density of the dielectric in kg∙m-3; 
pC  is the specific heat of the 

dielectric in J∙kg-1∙K-1; T is the temperature in K;   is the local heat flux density in W∙m-2; Hp  is 

the heat generation per unit volume in W∙m-3; k  is the thermal conductivity of the dielectric in 

W∙m-1∙k-1; and Q
·

 is the heat transfer through a given surface in W. 
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Combining equation (3.1) and (3.2), a general heat equation can be expressed as  

 ( )p H

dT
C k T p

dt
 =   +   (3.4) 

Although mass density, specific heat and thermal conductivity vary with temperature and electric 

conductivity (in the case of thermal conductivity), herein it is assumed that their respective changes 

are negligible. To further analyze the time differential term, both sides of equation (3.4) are divided 

by mass density and specific heat, which yields, 

 2 1
T H
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T p

dt C



=  +    (3.5) 

 
T

p

k

C



=    (3.6) 

, where 
2T  is the Laplacian of temperature and αT is the thermal diffusivity, m2∙s-1. 

3.2.2 The analysis on the cable geometry 

For the coaxial geometry shown in Fig.3.1, it is assumed that the thermal flux radiates 

outward from the inner conductor toward the outer ground cover. Therefore, it is convenient to 

express (3.5) in cylindrical coordinates: 
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It is assumed that the conductor is long, and therefore the heat is uniform in the axial direction. In 

addition, due to symmetry, it is assumed that the heat is independent of angular position. Therefore, 

(3.7) can be simplified to:  
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Fig.3.1 Heat flow illustration 

 

3.2.3 Analytical steady-state thermal expressions 

For DC excitation, the steady-state temperature within the dielectric can be acquired using 

Fourier’s Law (3.2), yielding: 
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T T T
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Due to the symmetry of the cable layout, (3.9) in cylindrical coordinates can be further simplified: 

 ( ˆ)
T

r
r

k



= −    (3.10) 

The heat produced by the inner conductor crosses the boundary between the inner conductor and 

the dielectric and flows radially. Under the assumption of the negligible internal heat generation, 

Hp , due to leakage current within the dielectric layer compared to the conductor loss[8], the heat 

flux density can be expressed as, 
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and therefore, the heat conduction equation can be expressed, 

 

2
( )

,
2

op cd

in out

I RdT r
k r r r
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
= −      (3.12) 

, where, 
opI  and cdR  are, operating voltage, operating current and conductor resistance 

respectively. The temperature in (3.12) can be integrated from the outer radius outr  to an arbitrary 

radial position r , yielding 

 

2

0( ) ln( )
2

op cd out
I R r

k
T r c

r
= +     (3.13) 

where 0c  is constant coefficient, that can be evaluated at the outer boundary due to the accessibility 

of the outer surface temperature. 

 ( )out outT r T=    (3.14) 

Hence, the temperature within the dielectric of a co-axial cable can be expressed analytically as, 

 

2

( ) ln( )
2

op cd out
out

k

I R r
T r T

r
= +    (3.15) 

The steady-state temperature drop across the dielectric can be acquired by subtracting the 

temperatures between the inner inr and the outer boundary outr , which yields: 

 

2

ln( )
2

op cd out
in out

in

I R r
T T

k r
− =     (3.16) 

This equation illustrates the impact that resistive loss in the conductor has on the temperature 

within range within the dielectric.  
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 Thermal Equivalent Circuit 

3.3.1 Thermal equivalent circuit model 

To understand the transient behavior of the temperature, a thermal equivalent circuit model 

based on (3.8) with time differential term is derived [34].In Fig.3.2, a cross-sectional area of a 

coaxial cable is shown with the area of interest, Ω, covered from inner to outer radius, rΩi to rΩo, 

and an angular region of θΩ. The coaxial cable extends both into and out of the page, in the direction 

of z axis.  

Ω rΩi 

rΩo 

x

y

θΩ 

 

Fig.3.2 Cylindrical region of interest 

 

As shown previously, the steady state solution within the dielectric can be expressed in a form: 

 0( ) ln( )lrT r c r c= +    (3.17) 

, where lrc  and 0c  are the constant coefficients. 
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2

op cd

lr

I R

k
c


= −   (3.18) 
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0 ln( )
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out out
k

I R
c r T


= +   (3.19) 
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For the region of interest, the spatial average of temperature can be found as, 

 
V

V

dVT

T
dV







 =




  (3.20) 
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
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=       (3.21) 
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2

d o il r
V

r  


−
=   (3.22) 

The spatial average of temperature can be readily obtained using (3.21): 

 

2 2
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o o i i
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o i

T c
r r r

r r
c

r   


 

−= +
−

−
  (3.23) 

From (3.17), the temperatures at the inner and outer boundaries can be expressed: 

 0( ln( ))ir i lr iT T c r cr   == +    (3.24) 

 0( ln( ))or o lr oT T c r cr   == +   (3.25) 

Plugging the overall spatial average of temperature shown in (3.23) into the boundary temperature 

shown of (3.24) and (3.25): 
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2

o
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o i

T
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cT
r r r

 
 
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− −   (3.26) 
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( ))

2

i o
or

o

lr

i i

r r

r
T T c

r r

 
 

  −
= − −   (3.27) 

Applying boundary condition via Fourier’s Law stated in equation (3.2) to the heat transfer over 

the boundary surface using equation (3.3), the heat transfer rate can be obtained. 

 d lrQ k l c 

·

= −  (3.28) 
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Since the radial component is cancelled during integration in (3.28), the heat transfer rate at the 

boundaries can be obtained. 

 d rir lQ k l c 

·

= −   (3.29) 

 d ror lQ k l c 

·

= −   (3.30) 

Substituting the coefficient lrc  back into the boundary spatial average of temperature in equation 

(3.26) and (3.27) respectively, boundary temperature expressions can be updated with the 

equivalent thermal resistances. 

 ir ir irT T R Q   
+=   (3.31) 

 or or or
T T R Q   

= −   (3.32) 

The thermal resistances irR  and orR  in the updated temperature equation (3.31) and (3.32) are 

given by, 
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 
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 
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−   −   

=


  (3.34) 

The transient performance of the equivalent circuit can be derived by integrating the heat equation  

(3.1) over the volume of interest. 

 ( ) ( )
0 0 0 0 0 0

1 1d o o d d o

i i i

l r r l l r

H

p pr r r

dT
rdrd dz rd dzdr p rdrd dz

dt C C

  

   
 

    

  

 
= −   + 

 
           (3.35) 

The time derivative term can be expressed by applying the definition equation in (3.20) to (3.22). 
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The heat transfer rate can be expressed in the cylindrical coordinates, yielding: 

 ( )
( )
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It is noted that heat transfer rate only contains radial component as discussed above. The (3.37) 

can be rearranged, yielding: 
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Hence, the integral can be expressed as, 
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   = −     (3.39) 

The heat transfer through the inner and the outer boundaries can be expressed with (3.3) in the 

cylindrical coordinates. 

 ( )
2

0 0

ˆˆ ˆˆ
dl

r zQ r z dzrrd


    
·

= + +      (3.40) 

Similar to the previous discussion, only radial component is taken into consideration, yielding: 

 ( )
2

0 0
2

dl

r d rQ r dz l rd


  
·

==      (3.41) 

Combining (3.39) and (3.41), the final form of the integral can be expressed in terms of the heat 

transfer over the surface area of two boundaries. 
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rd dzdr Q Q
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 





· ·
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The internal heat generation is negligible due to low leakage as discussed earlier. Hence, the (3.35) 

yields, 
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Hence, the difference in heat flux rates at two boundaries can be treated as the equivalent current 

into the thermal equivalent capacitor. Thus the equivalent thermal capacitor can be expressed as, 

 2 21
( )

2
p p d o iC C C lV r r      = = −   (3.44) 

Herein, an equivalent thermal circuit can be constructed in Fig.3.3 with the equivalent thermal 

components labeled. Within the circuit, temperature, heat transfer, and internal heat generation are 

represented using voltage, current and current source respectively. 

irQ orQ

irT orT

C

T irR orR

 

Fig.3.3 Thermal equivalent circuit of cylindrical region 

 

3.3.2 Thermal equivalent circuit analysis with layer discretization 

The thermal equivalent circuit can be utilized to analyze the transient thermal performance 

of a dielectric layer. A detailed temperature profile is required to study the electrical performance 

described in Chapter 2.  

To do so, the dielectric layer is discretized into N concentric ring tubes as illustrated in 

Fig.3.4. Herein, each concentric ring tube can be considered as a volume of interest with unit depth 

of ld. The equivalent thermal circuit derived in chapter 3.3.1 depicted in Fig.3.3 can be applied to 
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each concentric ring tube to describe the temperature as shown in Fig.3.5. Thus, the spatial average 

of temperature, <TΩ>, is used to represent the average temperature of each concentric ring tube. 

The angle of interest, θΩ=2π and starting and ending radius, rΩi and rΩo, rsp,n and rep,n are substituted 

into the thermal resistance and capacitance derived in (3.33), (3.34) and (3.44).  

Outer Conductor

Ring of 

interest

Inner Conductor

Insulation

rsp,n

rep,n

nth layer

 

Fig.3.4 Concentric ring tube of interest 

Inner

Conductor

Insulation

Outer Conductor

C

TirR orR

 

Fig.3.5 The equivalent thermal circuit of ring tube 
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A distributed system of the thermal profile can be extracted and constructed using the 

thermal equivalent circuit as shown in Fig.3.6. Hence, the conductor heat loss is the equivalent 

current source shown to the left of the distributed system. The voltage of the equivalent capacitor 

represents the average temperature of each ring tube segment. A constant voltage source, Tamb, is 

added to the right end of the circuit to represent the ambient temperature. The thermal equivalent 

circuit is implemented in software to simulate the development of thermal distribution.  

 

,nC

,1irR ,1orR

,2C

,2irR ,2orR

,NC

,ir NR ,or NR

. . .

LP
ambT

,1CrT ,2CrT ,Cr NT
,1CrT

irT orT

  

Fig.3.6 Distributed equivalent thermal circuit 

 

3.3.3 Software implementation 

The state model of the system in Fig.3.6 is expressed by first starting with each tube 

capacitor current  

 ,

,

, C n

Cr n

n

dT
C I

dt


 
= 

 
   (3.45) 

where 
,C nI  stands for the current flowing into the capacitor. To establish the thermal transient 

model, a nodal analysis is constructed with Kirchhoff’s Current Law with the state variable 
,Cr nT  . 

In Fig.3.6, the current at each center node 
,cr nT   can be expressed. It is noted that n ≠ 1, N. 
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R R R R

− +

 −   + 
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+ + =

+ +
   (3.46) 
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At inner and outer boundary where n = 1, N, the current can be expressed. 
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In most cases, the inner boundary, irT , is an unknown. The heat loss LP   is introduced. The outer 

boundary, orT , is the same as ambient temperature ambT .  

 
,1

2

,

,2

, 1

1

,

0
cr cr

ir or

L C

T T
P I

R R 

−
− + + =

+
   (3.49) 

 
, , 1 ,

, 1 , ,

, 0
acr N cr N cr N

or N ir N o

b

N

r N

m

C

T T T T
I

R R R

−

 −  

− −
+ + =

+
   (3.50) 

In this research, the state model is solved using a forward Euler integration algorithm, 

 1

, ,

,

k

k k

Cr n Cr n

Cr n

dT
T T h

dt

+  
= +  

 
   (3.51) 

where here, the superscript k is used to denote the index of time and h stands for time step. The 

selection of a Forward Euler algorithm is considered in the next Section. A block diagram to realize 

the circuit development has been provided in Fig.3.7. After thermal equivalent circuit initialization, 

a matrix of the thermal resistor network is constructed to solve the capacitor currents via (3.46) to 

(3.50). Subsequently, the capacitor voltages are updated using forward Euler integration algorithm 

using (3.51). Similar to the electric equivalent circuit, the difference of the thermal capacitor 

voltage between successive time steps is used to determine a stopping time. 

 
1

, , max,

k k

Cr n Cr n stepT T e+ −     (3.52) 
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Fig.3.7 Block diagram for thermal circuit model 

 

To validate the approach, the circuit is tested with the similar test stated in Chapter 2 with the 

parameters given in Table 2.1 [8]. 

The circuit is tested with an operating current of 1600 A with environment (soil) 

temperature of 292.15 K, 19 oC equivalently. The outer sheath temperature is 314.27 K, 41.12 oC 

equivalently. The conductor heat loss per unit depth is 44.4928 W with Aluminum. The transient 

results of the overall geometry and the inner boundary are shown in Fig.3.8 & Fig.3.9 respectively. 

It is noted that temperature rises much faster near the inner boundary and during the initial transient. 

With a thin layer of the dielectric in presence, it takes around 100 minutes to reach steady state. 

The steady-state results are compared with analytical steady-state expression using power loss 

derived from equation (3.15) shown in Fig.3.10. Similar steady-state results are compared with 
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operating currents of 1600 A to 2000 A shown in Fig.3.11 where the different sheath temperatures 

are due to the surrounding soil layer.  

 

Fig.3.8 Real-time temperature development 

  

Fig.3.9 Real-time temperature at inner boundary 
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Fig.3.10 Steady-state comparison 

 

Fig.3.11 Steady-state comparison with different operating currents 
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3.3.4 Integration solver selections 

3.3.4.1 Integration approaches for state update 

Two approaches to solve the state model of (3.45) are provided for comparison and 

evaluation for error and efficiency. The first approach utilizes a Forward Euler algorithm: 

 1
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,
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k k

Cr n Cr n

Cr n

dT
T T h

dt

+  
= +  
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   (3.53) 

The second approach utilizes a Fourth-Order Runge Kutta algorithm, which has the form as below. 
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The state update equation can be shown as, 

 ( )1

, , 1, 2, 3, 4,

1
2 2

6

k k k k k k

Cr n Cr n n n n nT T F F F F+ = + + + +  (3.57) 

where the four higher order terms are shown as, 
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3.3.4.2 Solver implementation and comparisons 
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Fig.3.12 Detailed solver block diagram for thermal circuit model 

 

Two approaches to the integration are shown in Fig.3.12 with the Forward Euler’s Method 

and the Fourth-Order Runge-Kutta Method on the left and right respectively. The error analysis 



80 

 

has been examined between two approaches with Runge-Kutta method as the basis. The maximum 

absolute relative error equation is provided. 

 4
,max

4

max 100%
k

k RK
abs k

k
Euler

RK

T T

T

 
 
 
 

−
=     (3.59) 

where 
,max

k
abs

, k
Euler

T  and 4
k

RKT  represents the maximum absolute relative error, the temperature 

from the Forward Euler’s Method and the Fourth-Order Runge-Kutta Method respectively. The 

system is simulated with time step of 0.002s and total time of 2.72s and the parameters from 

Reddy’s experiment[8]. Hence, the maximum error and relative computation time are provided in 

Table 3.1. 

Table 3.1 The Comparison of Different Approaches 

 Error 

Comparison 
η 

Runge-Kutta N.A 2.13% 

Forward Euler 6.5x10-4% 1.03% 

 

It is noted that it reduces the computational effort using Forward Euler’s Method while no 

significant deviation from the solution from the Fourth-Order Runge-Kutta Method. To implement 

within an optimization algorithm, the Forward Euler’s Method is chosen for temperature 

simulation for time efficiency while Fourth-Order Runge-Kutta Method for detailed solutions in 

the case study.   

3.3.4.3 Stability analysis of state update 

By substituting (3.45), (3.46), (3.49) and (3.50) into (3.51),  the update function at each 

segment can be rearranged and expressed. 



81 

 

 
( ) ( )

( ) ( )

1

, ,

, 1

, , 1 , , , 1 ,

, , 1 , , , 1 ,

, 1

1k k

Cr n Cr

n or n ir n n ir n or n

n or n ir n

n

k k

C

n ir n o

r n

r

Cr n

n

h h
T T

C R R C R R

h h
T T

C R R C R R

  −   

+

−

+ 

  −   

+

+ 

 
= − − + 

 + + 

+
+ +

   (3.60) 

 
( ) ( ) ,1,1 ,2 ,1 ,1 ,2 ,1

1

,1 ,1 ,21k k k

Cr C

ir or ir

r Cr L

or

h h h
T T T P

CC R R C R R      

+
 

= − + + 
 + + 

   (3.61) 

 
( )

( )

, ,, , 1 ,

, ,, , 1 ,

1

, ,

, 1

1k k

Cr N Cr N

k

Cr N

N or NN or N ir N

N or NN or

b

N ir N

am

h h
T T

C RC R R

h h
T T

C RC R R

   − 

  

−



+

−

 
= − − + 

 + 

+
+

   (3.62) 

The update equation set can be summarized into a matrix form based upon (3.60) to (3.62). 

 1k k

Cr Cr ext

+ = +T AT BQ    (3.63) 

where capacitor voltages
k

CrT  and external sources extQ  are in the column vector form while A  

and B  are the coefficient matrix for the general solution and the particular solution 

corresponding to the external heat input and internal heat generation respectively, which yields, 
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Based upon the discrete-time system characteristic equation, it is essential to ensure the 

eigenvalues of the matrix A  in (3.63) to be inside the open unit disk of the complex plan ℂ, which 

yields, 

 | | 1, 1, ,n n N  =    (3.69) 

Within an optimization, all of the geometric details are established, and therefore one can 

compute the eigenvalues analytically, after which the time step is selected to ensure the simulation 

remains stable.  
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4. MULTICONDUCTOR CABLE DESIGN 

 Introduction 

The analysis techniques developed in Chapters 2 and 3 have been applied to the single 

conductor coaxial cable. In this chapter, the approach is extended to a multi-conductor cable shown 

in Fig.4.1. The formulation of the model is achieved using judicious application of the Method of 

Images (MOI). Validation of the model is performed through comparison of results obtained using 

finite element analysis.  

The dimensions used for analysis of the multi-conductor cable are Rc, RI, RO, Diin, and Diout 

which are the location of the center of the inner +/- conductor to the center O of the cable, the 

radius of the inner +/- conductor and the outer (shield) conductor, and the thickness of the inner 

dielectric and outer dielectric, respectively. 

 Outer Conductor

Insulation

Diout

RO

Diin

RI

+-

O

Inner 

Conductor

Inner 

Conductor

B3

B2

B1pB1n

Rc

 

Fig.4.1 Multiconductor cable 



84 

 

 Method of Images 

The basis of the model considered are electric and thermal flux tubes that are assembled to 

model the flux paths within the dielectric [29][34][53]. In the case of a single conductor geometry, 

establishing the flux tubes is relatively straightforward, since both the thermal and the electric flux 

follow a radial path that can be modeled using cylindrical tubes. 

In contrast, in a multi-conductor cable, the thermal and electric flux paths have both radial 

and angular direction as shown in Fig.4.2. The electric flux distribution was computed using the 

commercial FEA tool COMSOL. As a result, deriving the tubes is a challenge. To address, it is 

first assumed that the changes in conductivity do not alter the direction of the thermal and electric 

flux lines. This is validated using the FEA results shown in Fig.4.2 wherein the flux paths with 

uniform conductivity (blue) and a nonuniform conductivity (in red) are shown. It is noted that 

electric flux lines share the similar paths with some minor deviations. As a result, flux tube 

geometries are established by solving the Laplacian-based distribution of the fields. Specifically, 

the respective Laplacian for thermal and electric potential can be expressed as: 

 0k T =   (4.1) 

 0V =   (4.2) 

The solution is accomplished using the Method of Images (MoI). Specifically, the electric and 

thermal fields generated by a line charge also obey the Laplacian distributions obtained by solving 

(4.2). 
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Fig.4.2 Electric flux distribution under uniform/nonlinear conductivity 

 

To solve for the field distribution using line charges, it is assumed that the flux lines are 

perpendicular to the surface interface between the inner conductors and the dielectric, the dielectric 

and the outer conducting shield, and in the case of the electric field, at the center line between 

conductors. These perpendicular interfaces are represented by B1p and B1n, B2, and B3, respectively 

in Fig.4.1. 

qq'b

a

Rc

P

rqrq'rp

O1 Q' Q

 

Fig.4.3 Method of images for a cylindrical equal potential surface 
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In general, the MoI can be used to solve for fields that have cylindrical and linear 

equipotential surfaces [46][47][48][49][50][51][52]. To provide a background on its application, 

a representative cylindrical equipotential surface is shown in Fig.4.3. Therein O1 and Rc are the 

center and the radius of the cylinder respectively.  A line charge q and an arbitrary point P are 

located at r=a and r=rp away from the center O1, respectively. To solve for the fields outside the 

conducting cylinder, the equipotential surface is removed and replaced with an image line charge 

q' located at point b. To establish the location of b, the potential distribution due to a line charge q 

is first utilized. Specifically, 

 
0

0
0( ) ( ) ln( )

2 2

r

r

rq
V r V r d

q

r


 
− = − =   (4.3) 

where the r is an arbitrary location and the r0 is a reference point. As a result, the potential 

distribution outside the equipotential surface at an arbitrary point P due to q and q' can then be 

expressed by adding the two contributions using (4.3) which yields, 

 0 0

'
ln( ) ln( )

2 2

'
P

q q

q r
V

r

qr

r 
= +    (4.4) 

 The rq and rq' are the segment PQ and PQ' between the charge q and the point P and the image 

charge q' and the point P respectively. If one sets 

 'q q= −   (4.5) 

and takes P to be a point on the surface with potential sV , (4.4) can be expressed: 

 
'

ln( )
2

q

s

q

rq
V

r
=   (4.6) 

This shows that the rq'/rq is a constant as a result of a constant sV . In addition, since the surface is 

cylindrical, the relationship of (4.6) must hold at all points on the cylinder surface. Therefore, to 
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show how this constraint applies to the ratio, a similar triangle shown in Fig.4.3 can be used (see 

the points ΔO1PQ' ~ ΔO1QP). Based upon that fact it is a similar triangle, it can be shown that 

 
'qc

c q

rR b

a R r
= =   (4.7) 

Hence, the image location within the inner conductor region can be found from (4.7) to be 

 
2

cR
b

a
=   (4.8) 

Combining (4.4), (4.5) and (4.8), the potential from the line charge and image charge can be 

calculated through the dielectric. 

Similarly, in the case of a linear equipotential surface, the MoI can be applied as shown in 

Fig.4.4 wherein a line of charge q C/m is located at r= a m away from the linear equal potential 

surface L. The distribution in the space is described with an implementation of an image charge 

'q  located at b , whose charge value 'q  and location b  are as follows: 

 
'q q

b a

= −


= −
  (4.9) 
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Fig.4.4 Method of images for a linear equal potential surface 

 

In the specific case of the multi-conductor shown in Fig.4.1, multiple image charges are 

required to approximate the flux lines. To begin, to solve for the boundary condition B1p, all 
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equipotential surfaces are removed and replaced with a line of charge 0q  that is placed at cR , the 

center of the inner positive conductor. This line of charge yields an equipotential at the boundary 

B1p as shown in Fig.4.5, where red dashed lines represent the electric flux generated by the line of 

charge 0q . However, the introduction of this line of charge distorts the potential at the boundary 

B2. 

Diout

RO

Diin

RI

O

B1p

Rc

B2

q0

r0

 

Fig.4.5 Placement of 0q  

 

To satisfy the boundary B2, an image charge 
1q−  is implemented at the location 

1r
−  by 

applying the MoI for a cylindrical equipotential surface depicted in Fig.4.3. In the specific case of 

boundary B2 as shown in Fig.4.6, the MoI is applied in an inverse order where the charge pair of 

 1 0,q q−
 is equivalent to  , 'q q  in Fig.4.3, respectively. As a result, the values of the image line 

charge 
1q−  and 

1r
−  are expressed 
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Fig.4.6 Placement of 
1q−  

 

Subsequently, the placement of 1q−
 generates a distortion on boundary B1p which is the 

dashed circle in Fig.4.6. To compensate for this distortion, an additional image line of charge 1q+
 

is implemented at the location 
1r
+  by applying the MoI depicted in Fig.4.3. Specifically, this pair 

of line of charges  1 1,q q− +
 is equivalent to  , 'q q  in Fig.4.3. This pair is constructed about the 

center of the inner conductor as shown in Fig.4.7. As a result, the values of the image line of charge 

1q+
 and 1r

+
 are expressed 
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Fig.4.7 Placement of 
1q+  

 

Similarly, the implementation of 1q−
 introduces a distortion on boundary B2 (the dashed 

circle) as shown in Fig.4.7. Additional image charges are implemented to solve the un-

equipotential generated by the previous image charges. An approximate solution to satisfy both 

boundary condition B1p and B2 is reached by implementing multiple image charges as shown in 

Fig.4.8. Specifically, the image charges 
iq−  and 

iq+  are added to the geometry repetitively and 

their respective values and locations are: 
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where i  is the ith pair of image charge. The number of charges is user-defined, where an increase 

in the number yields flux lines tending toward a Laplacian distribution. In practice it has been 

found that on the order of 10 yields reasonable results.  
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Fig.4.8 Placement of positive charge set 

 

To satisfy the boundary condition B3, image charges can be implemented using the 

locations depicted in Fig.4.4. In the specific case shown in Fig.4.8, an image charge set 

 0 , ,n ni niq q q− +  is implemented as a reflection of the charge set  0 , ,i iq q q− +  about the center 

boundary B3. As a result, the values of the charges are: 
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and their respective locations are at: 
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It is noted that, placement of the charge set  0 , ,n ni niq q q− +  to satisfy B3 also sets up 

equipotential surfaces at B1n and B2, respectively provided that the original charges to satisfy B1p 

and B2 are not considered. In practice, introduction of (4.14) and (4.15) yields a deviation in the 

flux lines introduced by (4.12) and (4.13). In other words, setting the charges that satisfy B1n and 

B2 will distort the lines introduced by the charges set to satisfy B1p.  This yields some error, 

particularly close to the respective inner conductor. To reduce the error, the influence of (4.14) 

and (4.15) on the field lines calculated around the inner conductor are suppressed by introducing 

a weighting coefficient. Specifically, at a radius of greater than RI+Diin around the inner 

conductors, all test charges are used in evaluating the electric field. As one tends toward the inner 

positive conductor a weighting function, which is introduced Section 4.3, is applied wherein the 

influence of (4.14) and (4.15) are decreased linearly so that at the conductor/dielectric interface 

their influence is zero. Similar weighting is applied to (4.12) and (4.13) when calculating the 

electric field around the negative conductor.  

For the case of the thermal circuit, similar charge distributions are applied with the 

exception that equal charges are placed on either side of the center line, which are expressed: 
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  (4.16) 

These are placed at 
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respectively. It is noted that the charge polarity does not change when applying the images to the 

negative conductor due to the fact that the heat source does not have polarity. In Fig.4.9, it is also 

noted that all the image charges are placed either inside the inner conductors or outside the outer 

conductors. There is no image charge inside the region of the dielectric.  
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Fig.4.9 Placement of all charges 

 

 Flux Tube Construction 

Due to the symmetry of the cable, only the first quarter of the cable is needed to be 

considered, or the first quadrant of a Cartesian coordinate system as shown in the Fig.4.10. Once 
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the MoI is used to establish the location of the charges using (4.12)-(4.17), flux tube boundaries 

are found by first placing a test charge at the surface of the respective inner conductor and 

establishing its trajectory based upon the net force acting due to all charges at its respective location. 

This is repeated by placing test charges at several initial locations on the circumference of the inner 

conductors. By the definition of an equivalent flux tube, there are no flux lines across the side 

surface of a tube. As a result, these trajectories can be taken as the boundaries of the tubes. 

P1

ftot(P1)

P2
dstep

ftot(P2)
P3

Pn

PNpts

ftot(Pn)

 

Fig.4.10 Pathfinding algorithm 

 

To find the path of the flux lines, one may suggest to start on the inner conductor boundary, 

say point P1 as shown in Fig.4.10. The net force totf  of the charge 0q  and all the image charges,  

iq−
 and iq+

, 0nq , niq−
, and niq+

, are calculated at the point P1. The next possible point P2 is then 

approached by adding an incremental step in the direction of the net force. A formula for this 

pathfinding/traverse approach is: 

 
1 1( )n n tot n stepP P f P d− −= +     (4.18) 
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 ( ) ( ),P qr R P R q= −   (4.23) 

The incremental step 
stepd  is selected as the shorter distance of the dielectric thickness inDi   and 

outDi  divided by a discretization level 
stepN  which is shown in (4.19). The net force ( )totf P  and 

the net force of one image charge set ( ),moif P q  at the point P are shown in (4.20) and (4.21) where 

the weighting coefficient ( )P  (described previously) in (4.22) is added in the function to 

balance the force acting to the specific locations that is  near the inner conductor B1p due to the 

other inner conductor. ( )cR R  in (4.22) stands for the vector distance from center O to the center 

of the positive inner conductor. The coefficient ( )P  is zero near the inner boundary B1p and 

reaches a maximum of 1 when approaching the center line B3 or locations at a further distance. 

The vector distance from charge locations towards the point P is shown in (4.23). Finally, the 

pathfinding ends once the test charges reaches the outer conductor or the centerline. This 

pathfinding approach is repeatedly applied to the half circumference of the inner conductor at an 

angular spacing spacing  with a discretization number of spanN : 
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
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Fig.4.11 Electric tube boundaries obtained using MoI 

 

 

Fig.4.12 Thermal tube boundaries obtained using MoI 
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Representative tube geometries for the electric flux and the thermal flux are shown in 

Fig.4.11 and Fig.4.12 for a conductor with parameters shown in Table 4.1. A representative flux 

tube distribution is constructed with the tube discretization number Nstep=10 and the angular 

discretization number Nspan=18. It can be observed that electric flux tubes in Fig.4.11 start on the 

inner conductor and end on the center line and the outer conductor perpendicularly where both 

boundaries have zero potentials during normal operation. In contrast, the thermal flux tubes in 

Fig.4.12 start on the inner conductor and end only on the outer conductor perpendicularly due to 

the same heat sources present on both inner conductors.  

In practice it is difficult to establish a closed form expression relating the surface potential 

to tube flux for the tube geometries shown in Fig.4.11 and Fig.4.12. To enable the local electric 

field and thermal evaluation, the flux tubes are further partitioned by a discretization level Npts as 

shown in Fig.4.13 and Fig.4.14. To do so a matrix, denoted as A, of nodes is constructed using the 

vertexes of all equivalent tubes. The entries of matrix A are the coordinates of the nodes denoted 

as am,n, where m and n are the mth layer and the nth local flux tube respectively. To enable evaluation, 

the quadrilateral-shape flux tubes are further partitioned into pseudo-parallelograms, whose inner 

edge faces towards the respective inner conductor and outer edge faces the outside edge of the 

cable. A representative parallelogram is shown in Fig.4.17. The θ1,m,n, θ2,m,n,  h1,m,n, and h2,m,n are 

the inner angles and the heights of the representative parallelogram. The inner angles can be found 

by applying the Law of Cosines and vector calculus as: 
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where 
,( )m nR a  is the vector location of the vertex 

,m na . The heights of the parallelogram can be 

expressed using (4.25) and (4.26), 

 ( ) ( )2

1, , 1, ,1, , 1, , 1, ,( ) ( ) sin ( ) cos( ) 1mm n m n m n mn mm n nnh R a R a R a R a + += − = − −   (4.27) 

 ( ) ( )2

2, , 22, , , 1 1, 1 , 1 1, , ,1( ) ( ) sin ( ) s( ) 1 comm n m n m n m nn nm n mh R a R a R a R a + + + + + += − = − −   (4.28) 

The mean cross-sectional area ( ),rctA m n  and the mean length ( ),rctl m n  of the ( ),
th

m n   

parallelogram are expressed in (4.29)-(4.30). 
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where dl  is the unit length into the page. 

As a result, the basic dimensions of a flux tube including the mean cross-sectional areas 

and the mean lengths can be used for the calculations of the flux tubes. Each electric tube is 

represented using a parallel resistance/capacitance of the form: 
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Each thermal tube is represented using a T-circuit model with resistances and capacitance 

defined: 
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Fig.4.13 Thermal rectangular flux tube discretization 
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Fig.4.14 Electric rectangular flux tube discretization 
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Fig.4.15 Parallelogram flux tube discretization 

 

 Equivalent Circuit Model 

Using the flux tube parameters of (4.31)-(4.34), electric and thermal equivalent circuits are 

established as shown in Fig.4.16 and Fig.4.17. Therein 
opV , 

,t nR , LP , irT , orT , and ambT  are the 

operating voltage from the inner positive conductor to the outer conductor, the small resistance of 

the associated tube, the resistive heat loss of the inner conductor, the temperature at the inner 

conductor and the temperature at the outer conductor, and the ambient temperature, respectively. 

In both the electric and thermal circuits, the circuit elements of the partitioned flux tubes are 

connected in series starting with the voltage/heat current source at the inner conductors and ending 

with ground/ambient voltage source at the outer conductor. Each serial-connected section is then 

connected in parallel with neighboring series sections that are representing the flux paths at the 

neighboring angular positions. In the electric circuit calculation, the small resistances are placed 

in series with the associated tubes for input/output compatibility between the source (voltage 

in/current out) and the RLC circuit (voltage out/current in). A similar circuit construction is 

detailed in [5] for a coaxial cable. However, unlike the coaxial cable, the thermal and electric 

circuits in a multi-conductor cable do not share the same partitioned geometry as shown in Fig.4.11, 
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Fig.4.12, Fig.4.16, and Fig.4.17. It is noted that the locations of the thermal and electric flux tubes 

are not identical. Therefore, within the electric flux tubes, the temperature needed to establish 

conductivity is obtained through interpolation. In practice, both the thermal and electric models 

are expressed in a state model form wherein the capacitor voltages are the states. The solution of 

the state model can be obtained using any one of a number of integration algorithms. The two 

circuits are then evaluated accordingly at each time step. 

. . .

. . .

.

.

.

,M NR
,1MR

,1MC ,M NC

1,NR
1,1R

1,1C 1,NC,1tR

opV

,t MR

 

Fig.4.16 Electric equivalent circuit construction 
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Fig.4.17 Thermal equivalent circuit construction 
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 Case Study and Validation 

To validate the modeling approach, the behavior predicted by the coupled circuits is 

compared with data acquired from the commercial Finite Element Analysis (FEA) tool COMSOL. 

The geometric and material parameters for the cable are given in Table 4.1. It is assumed the cable 

is operating at a voltage of ±10kV (inner conductor with respect to ground) with a conductor 

current of 1500 A. It is further assumed that the outer conductor/shield maintains an ambient 

temperature of 25oC. The conductor heat loss is 35.3 W/m. The flux tube is constructed with the 

tube discretization number Nstep=10 and the angular discretization number Nspan=36. The behavior 

of the electric field is first predicted assuming that the system is at the ambient temperature. 

Subsequently, the thermal and electric circuits are simulated to a steady state. The resulting 

temperature and electric field are calculated from the center point O to the outer shield (in a 

direction toward to the + inner conductor). The results are shown in Fig.4.19-Fig.4.22. From the 

plots, one can observe that the temperature exhibits a sharp gradient near the outer shield while 

maintaining a nearly constant temperature between the inner conductors. As a result, the electric 

field does not present a field-inversion effect between inner conductors. However, one observes a 

significant inversion between the inner conductors and the shield. Indeed, this inversion is due to 

the migration and distribution of space charge that results from the temperature gradient [8][9] 

[46][47][53].  One also notes that the behavior predicted by the equivalent circuit models closely 

match those obtained from the FEA. 
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Table 4.1 Multiconductor Parameters 

Design Specification 

Pout 30MW 

VOP ±10kV 

Geometric Parameters 

rI 18.411mm 

Di_in 5.9308mm 

Di_out 6.7045mm 

Conductor Parameters 

Material Copper 

conductivity 59.6×106 S/m 

Dielectric Parameters 

Material XLPE 

ki 0.34 W/mK 

A/σ0 2.2896×10-6 (Ωm)-1 

a 0.142×10-6 (V/m)-1 

b 7600 K 

εr 4.2 

Operating Condition 

PL 70.5177M/m 

MC 24.08kg/m 

AC 76.84cm2 

ΔT 10.45 oC 

R 1.578×10-5 Ω/m 

 

 

 

 

 

 

Fig.4.18 Cable cross sections 
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Fig.4.19 Inner radial thermal distribution 

 

Fig.4.20 Outer radial thermal distribution 

 

Fig.4.21 Inner radial electric field distribution 
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Fig.4.22 Outer radial electric field distribution 
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5. INCORPORATING CABLE MODELS WITHIN OPTIMIZATION AND 

SYSTEM SIMULATIONS 

 Introduction 

  In this chapter, the utility of the modeling approach proposed is demonstrated within a 

multi-objective design optimization of an MVDC cable. The optimization is performed using a 

Genetic Algorithm [26]. Subsequently, the use of the model within time-domain simulation of a 

power electronic based system is shown.  

 Multi-Objective Design of a Cable 

5.2.1 Design objectives 

A question arises as to which alternative cable geometry has the best performance under 

DC operation. To evaluate, it is necessary to consider a trade-off among the mass, efficiency and 

the volume of a cable. Herein, a cable design optimization is set forth in which a goal is to minimize 

the conductor power loss, the overall cable mass and volume under multiple design constraints. 

Hence, the three design objectives consist of the power loss per unit length LP , the cable mass CM  

and the cable cross sectional CA  shown in (5.1) and (5.2). The power loss and mass are computed 

on a per-meter-length. Expressions for these objectives for a coaxial cable and a multi-conductor 

cable are given respectively as: 
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where   is the mass density of the material and the subscript cd and Di represent conductor and 

dielectric respectively. The cross sectional area of the conductor and dielectric layer of a coaxial 

cable and a multi-conductor cable can be further expanded as: 

 2

IcdA R=   (5.3) 

 ( )( )2 2

I in IDi R DiA R + −=   (5.4) 

and  

 2

IcdA R=   (5.5) 

 ( )( )2 22 2cd in ouD di t cR Di Di RA  + −= +   (5.6) 

where IR , inDi , and outDi  are the radius of the (inner) conductor and the thickness of the (inner) 

dielectric layer and the thickness of the outer dielectric layer. 

5.2.2 Design space and constraints 

Four design variables (genes) are considered in this optimization for the single coaxial cable. These 

are the radius of the inner conductors IR , the thickness of the dielectric iD , the core material cmC , 

and the operating voltage level OPV : 

  s I i cm OPR D C V =    (5.7) 

where the core material may be made from copper or aluminum. For the case of the multi-

conductor cable, the genes also include the thickness of the inner and the outer dielectric inDi  and 

outDi  so that the design space is 

  s I in out cm OPR Di Di C V =  (5.8) 
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To ensure a robust design, the design constraints shown in shown in Table 5.1 and Table 5.2 are 

imposed when performing optimizations.  

Table 5.1 Cable Constraints for Coaxial Cable 

 

Table 5.2 Cable Constraints for Multiconductor Cable 

 

The first in Table 5.1 is the maximum current density within the conductor 

[10][35][36][37][38][39] where a fixed maximum current rating is used in this optimization as 1.5 

A/mm2 for copper and 1 A/mm2 for aluminum [36][37][38][39]. The second and third in Table 5.1 

and the first, second and third in Table 5.2 are the maximum allowed temperature and the 

maximum electric field for long life operation during the normal operations in the dielectric 

[26][35][36][37][38][39][40][41]. The maximum allowed temperature in XLPE is set to 90 oC 

[26][35][40][43]. The maximum electric field of 2 kV/mm to prevent dielectric breakdown 

[26][35][38][39][40][43]. The final is the diameter of the cable that is set to ensure a practical bend 

diameter. 

Within the optimization, the constraints are imposed using a function of the form [26]: 

Constraint Description Values 

( )a1 m x  ltn ,?C Cc J J=  Max current density 1.5(1)A/mm2 (Cu/Al) 

( )( )a2 m x ltn max ,?c T T=  Max allowed temperature 90 oC 

( )( )a3 m x  ltn max | | ,?c E E=  Max long-life electric field 2 kV/mm 

( )a4 m x  ltn 2( ),?c ic r D D= +  Max coaxial cable diameter 100 mm 

Constraint Description Values 

( )( )a1 m x  ltn max ,?c T T=  Max allowed temperature 90 oC 

( )( )a2 m x  ltn max | | ,?inc E E=  Max long-life electric field 2 kV/mm 

( )( )a3 m x  ltn max | | ,?outc E E=  Max long-life electric field 2 kV/mm 

( )a4 m x  ltn 2( ),?c ic r D D= + /

( )a4 m x ltn 2(2 ),?I in outc R D D D= + +  

Max coaxial/multi-conductor 

cable diameter 

200 mm 

200 mm 
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

= 


 + −

  (5.9) 

The function evaluation returns 1 if the constraint is satisfied while an inverse evaluation is 

produced when it is not satisfied. The function approaches zero as x is much more beyond the 

maximum. To minimize the computational effort, the current density and bend radius constraints 

are evaluated prior to the initiation of the circuit simulation. Two constraint trackers are introduced 

to monitor the satisfaction of the constraints. 

 
1I I

S S i

C C

C C c

= +


= +
  (5.10) 

where IC , SC and ic  are the total count of the constraints, the count of the satisfied constraints 

and constraint evaluation using (5.9) respectively. 

5.2.3 Fitness evaluation 

Upon the completion of an individual development, the fitness evaluation, F , of the 

individual is evaluated using: 

 

 1 1 1

1 1 1

Ts
s I

T

s I

L C C

C C
C C

C
F

C C
P M A


 − 

 
 

= 
  = 
 

  (5.11) 

where   and C  are a small positive number and the total amount of the constraints. The first 

fitness branch returns a small negative number vector when the constraint(s) are not met. The 

second fitness branch returns the inverse values of the three design objectives in order to minimize 

the three objectives. 



110 

 

5.2.4 Single conductor coaxial cable 

A case study is set forth using a 30 MW 20 kV cable with the design specifications shown 

in Table 5.3. In this study, the operating voltage is fixed at 20kV. 

 

Table 5.3 Cable Design Specifications & Space 

Design Specification 

Specification Value Specification Value 

Vop 20kV Iop 1500A 

Pout 30MW Tamb 25oC 

Design Space 

Parameter Min Max Unit 

rc 1 50 mm 

Di 1 50 mm 

Ccm 0 1 N/A 

 

The optimization process is executed using a population size and the generation size of 800 

by 800 for the purpose of both accuracy and efficiency.  A 3-D Pareto-optimal front is shown in 

Fig.5.1 and the individual comparisons are shown in Fig.5.2. Three designs are extracted from the 

front and the corresponding specifications are displayed in the Table 5.4.The corresponding 

electric fields are shown in Fig.5.3. Comparing Design 1 and 2, one can observe that under the 

same power loss condition, copper-based cable designs have a smaller dimension while heavier 

mass due to the higher conductivity and higher mass density compared to aluminum. Interestingly, 

one may observe that Design 3 does not exhibit the field inversion due to less power loss and 

subsequent lower temperature drop. 
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Fig.5.1 3D pareto-optimal front 

 

Fig.5.2 2D pareto-optimal front 
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Fig.5.3 Electric field comparison from Design 1, 2 and 3 

 

Table 5.4 Example Designs 

Parameter Design 1 Design 2 Design 3 

rc (mm) 18.504 23.953 33.072 

Di (mm) 5.538 5.184 5.336 

PL (W/m) 35.142 35.202 18.466 

MC (kg/m) 10.3039 5.645 10.356 

AC (cm2) 18.158 26.671 46.344 

Ccm Cu Al Al 

ΔT (oC) 4.285 3.212 1.287 

R (Ω/m) 1.562×10-5 1.565×10-5 8.207×10-6 
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5.2.5 Multiconductor cable 

The case study is compared with the multi-conductor cable which has the same design 

constraints with the exception that the allowable bend radius is doubled, which was found to enable 

a better comparison of Pareto fronts, with the recognition that some of the designs on the resulting 

front may be difficult to implement in the field. In order to compare the design using the multi-

conductor cable, a second study is constructed with the coaxial cable using the design space shown 

in (5.7). In addition, the design constraint of maximum current density shown in Table 5.1 is 

neglected accordingly. 

 

Table 5.5 Cable Design Specifications & Space 

Design Specification 

Description Value Description Value 

Pout 30MW Tamb 25oC 

Design Space 

Parameter Min Max Unit 

RI 1 50 mm 

Diin 1 50 mm 

Diout 1 50 mm 

Ccm 0 1 N/A 

VOP 500 10000 V 

Conductor Parameters 

σc(Cu) 36.9×106 S/m σc(Al) 59.6×106 S/m 

Dielectric Parameters 

k 0.34 W/mK εr 4.2 

σ0 2.2896×10-6 (Ωm)-1 a 0.142×10-6 (V/m)-1 

b 7600 K   
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The allowed range of genes and assumed material properties are shown in Table 5.5. The 

optimized design space solution is shown in Fig.5.4.The parameter number 1-5 represent the 

design space shown in (5.8) respectively and the normalized value represent the minimum and 

maximum value shown in Table 5.5. Viewing Gene 1 (RI), it is noted that there are two separate 

conductor sizes corresponding to the two core conductor materials. The thickness of the inner 

dielectric Diin, Gene 2, is relatively constant due to the fact that the inner electric field has a 

relatively flat distribution as depicted in Fig.4.21. As a result, the Diin is optimized to a value to 

meet the maximum electric field of 2kV/mm. In contrast, the thickness of the outer dielectric Diout, 

Gene 3, varies with the inner conductor radius RI which is proportional to the power loss LP . This 

is due to the fact that the field inversion increases the maximum electric field in the dielectric as 

depicted in Fig.4.22. To stay within the field constraint, the thickness of the outer dielectric 

changes with RI. One also notes that the optimal operating voltage Gene 5 is at the maximum 

voltage upper limit so that the power loss LP  can be minimized. 
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Fig.5.4 Design space 

 

A 2-D Pareto-optimal front showing the mass, loss and cross-sectional area from the 

optimization study are shown in Fig.5.5 along with the results of the optimization of the single –

conductor (coaxial) design operating under the same specifications. In addition, the individual 

comparisons are also shown in Fig.5.5. Three design specifications from the Pareto-optimal fronts 

are shown in Table 5.6. The corresponding cable geometries are shown in Fig.5.6. The green 

dashed line is the presented in Fig.5.5 to indicate the maximum cross-sectional area (~78.5cm2) of 

the maximum practical bending diameter of 100mm. Comparing the Design 1 and 3, one can 

observe that under the same power loss condition, the radii of the core conductors and the dielectric 

thickness in the both cable geometries have similar values due to the fact that the majority of the 

heat loss are from the conductor resistive loss. However, the temperature in the multi-conductor 
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cable is higher due to the two heat sources. Although similar dimensions, the Design 3 has a greater 

mass and size due the increase in dielectric area between the two conductors. 

Comparing Design 2 and 3, which have similar cross-sectional areas, Design 2 has a much 

larger conductor size which reduces the power loss and the subsequent temperature drop in the 

cable. On the other hand, Design 2 is heavier than Design 3 due to the larger core conductors. 

 

Fig.5.5 Pareto-optimal fronts of the two studies 

 

 

Fig.5.6 Cable cross sections 
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Table 5.6 Example Designs 

Parameter Design1 Design2 Design3 

VOP 10kV 10kV 10kV 

RI (mm) 18.442 29.513 18.411 

Di_in(mm) 5.2622 5.4336 5.9308 

Di_out (mm) - - 6.7045 

PL (W/m) 70.75 27.63 70.5177 

MC (kg/m) 20.4 51.02 24.08 

AC (cm2) 35.3 76.73 76.84 

Ccm Cu Cu Cu 

ΔT (oC) 3.74 0.98 10.45 

R (Ω/m) 1.572×10-5 6.140×10-6 1.578×10-5 

 

 Cable Model in Simulation 

To further illustrate the use of the model, the MVDC cable model is implemented in a system 

level simulation and introduced within a rectifier system and a resistive load similar to that used 

for the Auxiliary Power Generation Module (APGM) in [7]. The topology is shown in Fig.5.7. Its 

controls are shown in Fig.5.8. The parameters of the system are shown in Table 5.7 and Table 5.8.  

They were obtained by applying a per-unit transformation to the APGM of [7] from 750 V 9 kW 

to a 20 kV 30 MW base. A 100 m cable system is deployed and simulated between the output filter 

of the rectifier and the load. The cable parameters are those of Design 1 in Table 5.4. 

The system shown in Fig.5.7 is powered by a Permanent-Magnet AC machine. An AC-DC 

rectifier is connected to the PMAC. An LC DC low pass filter is implemented between the AC-

DC rectifier and the load system. A voltage regulator is provided aiming to control the gate signals 

by monitoring the PMAC rotor angle, r  , a and b phase current, ias and ibs, and the DC bus voltage 

across the capacitor in the low pass filter. The power-deliver cable model is introduced between 
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the inductor in the low pass filter and the load system. The cable is assumed to be a π shape model 

of a short transmission line, shown in Fig.5.9, due to the fact of the relatively short transmission 

distance. The inductance 
,cab seriesL  of the cable is negligible due to the small value of the inductance 

compared to the inductor value of the adjacent LC filter and the consideration of the computational 

effort required to include such a small value. To further simply the computation and comply with 

the coupled thermal/electric circuit model, the shunt resistance 
,cab shuntr  and the capacitance cabC of 

the cable are concentrated in the left leg of the π circuit to analyze the electric field and the space 

charge in the worst case scenario during fault condition. Subsequently, the cable resistance and the 

capacitance of the dielectric derived in the electric equivalent circuit model is equivalent to the 

shunt resistance 
,cab shuntr  and the corresponding parallel capacitance cabC  in the transmission line 

model. The cable resistance 
,cab seriesr  of the conductor is implemented after the electric equivalent 

circuit branch connecting the low pass filter and the load system. Herein, the new cable model can 

be shown in Fig.5.10 where the block called cable system consists of cable resistance 
,cab shuntr  and 

capacitance cabC . To further implement the modified π shape model into Fig.5.7, a detailed 

positive cable system is specified in Fig.5.11. The negative cable system can be derived similarly. 

To construct the simulation model, the voltages of the cable capacitance 
,cabv +

 and 
,cabv −

is 

selected as the state variable. The voltage 
apgmv  after the filter can be expressed as,  

 
, ,apgm cab cabv v v+ −= −  (5.12) 

 , ,

1

N

cab cab n

n

v v+ +

=

=    (5.13) 

 , ,

1

N
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v v− −

=

=    (5.14) 
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, where 
,cab nv +

 and 
,cab nv −

 are the voltage of the nth capacitance tubes. With the same cable geometry 

and length, the voltage of positive and negative cable have the same value under unfaulted 

conditions. 

The load current is calculated using 

 
2

apgm

L

cab load

v
i

r r
=

+
  (5.15) 

The total current 
,cabi +

 that flows into the positive cable system is then expressed 

 
,cab apgm Li i i+ = −   (5.16) 

Subsequently, the capacitor currents in each RC branch in the positive cable system is are, 

 
,

, ,

,

C n

C n cab

cab N

v
i i

r
+= −   (5.17) 
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Fig.5.7 Active Bridge PMAC Generation 
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Fig.5.8 Voltage regulator control block 
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Fig.5.9 The π shape model of a transmission line 
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Fig.5.10 The modified π shape model of a transmission line 
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Fig.5.11 The detailed model for cable system 
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Table 5.7 APGM Components Specifications 

Parameter Value Description 

rs 0.096Ω Stator winding phase resistance 

Lss 0.55467mH Stator winding inductance 

λM 4.5947V·s Magnetic flux linkage 

P 8 Number of poles 

Cdc 0.85333mF DC capacitor capacitance 

rC,dc 4.3mΩ DC capacitor series resistance 

Ldc 0.064mH DC inductor inductance 

rL,dc 0.064mΩ DC inductor series resistance 

rL 12.4587Ω DC load resistance 

rL,fault 0.2133Ω Fault DC load resistance 

rcab 1.4897mΩ Cable resistance 

fsmple 5kHz Switching frequency 

vfsw 26.67V Switch Drop 

fsr 0.0107Ω Switching Resistance 

vfd 26.67V Forward Switch Drop 

 

Table 5.8 APGM Control Specifications 

Parameter Value Description 

τfv 79.6µs Bus voltage filter time constant 
τfi 79.6µs Inductor current filter time constant 

τsrl 100ms Slew rate limiter time constant 

vmx,srl 200kV Maximum output voltage SRL 

vmn,srl 2000kV Minimum output voltage SRL 

Kpv 0.6375A/V Voltage control proportional gain 

Kiv 180.75A/(V·s) Voltage control integral gain 

Kai 1109.3A/A Anti-windup gain 

τr 1ms Control relaxation time constant 

ipk,lim 3.75kA Peak current limit 

H 125A Hysteresis level of modulator 

w*
rm 3600rpm Dynamometer speed set point 
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 Case Study 

The system level simulation is performed in Simulink wherein the system is running in a 

steady state with a 30 MW load and subsequently a short-circuit fault is introduced at t = 0.4 s. At 

t = 0.9 s, the fault is removed and the system recovers. The predicted cable response is shown in 

Fig.5.12. The left column in Fig.5.12 is the transient performance of the temperature and the 

electric field in the positive and negative cable branches during the fault condition. The right 

column is the corresponding performance during the recovery. The respective capture time is from 

391 ms to 451 ms and 891 ms to 951 ms. The figure represents the value that is determined every 

2 ms. The arrows highlight the direction of the transient performance.  

It is noted that the active bridge can no longer track the target voltage while a significant 

short-circuit current is presented in Fig.5.13. A large voltage and current spike can be observed 

when the fault is introduced. The voltage falls into the negative region for a very short time due to 

the large current draw. The power loss per meter in the cable sees a large surge during the fault 

transient and then stabilizes at a high level. The temperature encounters a spike at the initial fault 

time due to the large fault. Simultaneously, the electric field in the cable connected to the positive 

rail experiences a sudden drop to a negative field due to the voltage drop on the cable. During the 

fault, the temperature within the dielectric does not change significantly due to the large heat 

capacity and low thermal conductivity of the dielectric. It is noted that the electric field near the 

inner boundary experiences larger drop than the electric field near the outer boundary. The 

researchers suggest [1][3][11][15] that the electric field is modified by the combined effect of the 

applied voltage and the space charge accumulation. In Chapter 3, it also shows that the electric 

field will experience a sudden drop/shift in the magnitude during the initial voltage reversal under 

a high thermal gradient. This is due to the fact the voltage induced electric field shifts 

spontaneously accordingly. The electric field will evolve into the new steady state during the space 
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charge migration over time. However, in this specific case study, the system does not encounter a 

large voltage reversal nor a long transient time. Such an evolution may not be seen due to the short 

time duration and the short voltage reversal. Hence, the electric field in this study may only see a 

magnitude shift due to the applied voltage while temperature experience a relatively small increase 

during a line-line fault. One may notice that a large leakage current surge occurs during the fault 

due to the large voltage drop and the electric field shift. The cable insulation loss encounters a 

significant spike during the fault. However, it still remains only a small portion of the overall loss 

in the cable.  

    

Fig.5.12 Fault and recovery performance of the cable on positive and negative terminals 
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Fig.5.13 Load voltage and current performance 
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6. EXTENDING CIRCUIT MODELS TO INCLUDE DEFECT CHARGE 

 Introduction 

 Defect charge is a result of impurities in the dielectric material [19][42][44]. The defects 

may have the potential to create field distortions that lead to premature failure of the dielectric, 

electric discharge and dielectric breakdown for example. The defect charge may also lead to 

accelerated degradation of the dielectric due to local field enhancement. Indeed, the analysis on 

the effect of defect charge is challenging and is still under investigation. The simulation of the 

influence of the defect charge under an applied operating condition in commercial FEA tool, 

COMSOL and ANSYS Maxwell, is challenging. Herein, an attempt is made to explore methods 

to approximate the result of the defect charge within the equivalent electric circuit model.  

 

Fig.6.1 A representative defect charge in a coaxial cable in 3D 
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Fig.6.2 Defect charge in a coaxial cable in 2D 

 Point Charge Based Defect Charge using Method of Images 

In practice, the defect charge is accumulated within a small concentrated region, a cavity 

for example as shown in Fig.6.1 and Fig.6.2. (The size of the defect charge location represented 

as a sphere is exaggerated with a diameter of 3 mm in Fig.6.1 for a better visualization.) To 

calculate the influence of the defect charge the cable whose dimensions are provided in Table 2.2 

is used. For the study, it is assumed that the defect charge is a point charge. The electric flux 

distribution was computed using the commercial FEA tool COMSOL. Considering a 3D model, 

the electric potential and electric field/flux distribution in the dielectric consists of the radial, 

angular/circumferential, and z-axial components as shown in Fig.6.3 and Fig.6.4 (where blue 

contours are equal potential surfaces). A comparison result of the ratio of the radial component vs 

the z axial component of the electric field along the z axial path passing through the center of the 

defect charge starting from the edge of the defect charge is shown in Fig.6.5, where the peak at 

4.2mm is due to the meshing in the COMSOL. Modeling this 3D behavior is a challenge. To 

address, it is first assumed that the primary focus of a cable design is establishing the maximum 

electric field within the dielectric. From Fig.6.4 and Fig.6.5 one can see that this occurs in the cross 
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section placed through the center of the defect charge. Thus, only this cross section is modeled. It 

is also assumed that the defect charge induced electric flux lines follow a Laplacian distribution 

and the flux lines are perpendicular to the surface between the inner conductors and the dielectric 

at the boundary B1, the dielectric and the outer conducting shield at the boundary B2. Unfortunately, 

there is not an exact solution from MoI that can solve the equipotential surfaces of a conducting 

cylinder and a point charge. To simplify the model, the MoI for a conducting sphere and a point 

charge is utilized in order to approximate the electric field generated by the defect point charge. 

To do so, both the inner conductor and the outer conducting shield are replaced with a conducting 

sphere as shown in Fig.6.6. The radius of the inner and the outer conducting sphere are the inner 

and the outer radius of the conducting cylinders respectively. As a result, due to symmetry the field 

distribution at the cross-sectional area of the defect charge location does not possess any z-axial 

components. Thus, only radial and circumferential components are needed for the model 

construction. The point charge induced electric field everywhere on the cross-sectional area still 

satisfies the boundary condition B1 and B2 on the cross-sectional area shown in Fig.6.2.  

 

Fig.6.3 Charge induced potential from COMSOL 
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Fig.6.4 Charge induced electric field from COMSOL 

 

   

Fig.6.5 Charge induced electric field comparison along z axis through the centered of the defect 
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Fig.6.6 MoI assumption for 2 conducting spheres and 1 point charge 
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Fig.6.7 Method of images for a spherical equal potential surface 

 

To begin, a similar derivation for MoI of an infinite cylinder has been readily shown in 

Chapter 4. To provide a background on the construction of a conducting spherical equal potential 

surface and a point charge, a representative spherical equipotential surface is shown in 

Fig.6.7[46][47][48][49][50]. Therein O1 and Rc are the center and the radius of the sphere 

respectively.  A point charge q and an arbitrary point P are located at r=a and r=rp away from the 

center O1 respectively. To solve for the fields outside the conducting sphere, the equipotential 



131 

 

surface is removed and replaced with an image point charge q' located at point b. To establish the 

location of b, the potential distribution due to a point charge q is first utilized. Specifically, 
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where the r  is an arbitrary location and the 0r  is a reference point. As a result, the potential 

distribution outside the equipotential surface at an arbitrary point P due to q and q' can then be 

expressed by adding the two contributions using (6.1) which yields, 
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 The rq and rq' are the segment PQ and PQ' between the charge q and the point P and the image 

charge q' and the point P, respectively. If one sets the reference point 0r  to be at infinity, this yields, 
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If one takes points on the surface, say P1 and P2, which lie on the same extended axial lines of the 

point charge q and q', then due to the grounded conducting surface, the potential (6.3) on the 

surface is zero, yielding, 
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By rearranging and equating (6.4) and (6.5), one may find the image charge value 'q   and the 

location b  expressed as, 

 ' cR
q q

a
= −   (6.6) 
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=   (6.7) 

Combining (6.3), (6.6) and (6.7), the potential from the point charge and image charge can be 

calculated through the space outside the conducting sphere. 
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Fig.6.8 Placement of inner image charge qI,1 
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Fig.6.9 Placement of outer image charge qO,1 
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Fig.6.10 Placement of all charges 

 

In the specific case of the defect charge in a coaxial cable as shown in Fig.6.2, multiple 

image charges are required to approximate the flux lines. To solve for the fields in the dielectric, 

the equipotential surfaces B1 and B2 are removed and replaced with an image charge 
,1Iq   and 

,1Oq  

located at 
,1Ir  and 

,1Or respectively as shown in Fig.6.8 and Fig.6.9. Specifically, the point charge 

0q  and the image charge 
,1Iq  yield an equipotential at the inner boundary B1 as shown in Fig.6.8. 

Similarly, the point charge 0q  and the image charge 
,1Oq  yield an equipotential at the outer 

boundary B2 as shown in Fig.6.9. The point charge values and their respective locations are: 
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However, the introduction of these two image charges distort the potential at the respective 

opposite boundaries. To compensate for this distortion, additional point charges 
,2Iq   and 

,2Oq  are 

placed at the location 
,2Ir  and 

,2Or  respectively. This second pair of image charges ,2 ,2,I Oq q  are 

implemented based upon the first pair of image charges  ,1 ,1,O Iq q  respectively. An approximate 

solution to satisfy both boundary conditions B1 and B2 is reached by implementing multiple image 

charges as shown in Fig.6.10. As a result, the image charges 
,I iq  and 

,O iq  are added to the 

geometry repetitively and their respective values and locations are: 
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and 
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where i  is the ith pair of image charge. The number of charges is user-defined, where an increase 

in the number yields flux lines tending toward a Laplacian distribution and satisfying the boundary 

condition B1 and B2. In practice it has been found that on the order of 10 yields reasonable results. 
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Fig.6.11 Method of image charges in a coaxial cable 

 

The electric potential distribution generated by the defect point charge can be then derived 

using the similar method derived using (6.1) as shown in Fig.6.11. As a result, the electric potential 

at an arbitrary point P can be shown as,  
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where the Pr  is an arbitrary location and the 0r  is a reference point which is at the infinity. The 

Pqr , PIr , and POr  are the segments between the point P and the defect charge and the inner image 

charge set  and the outer image charge set , respectively. 

An example of the use of this method for the dielectric with a uniform conductivity was 

established for a conductor whose parameters are shown in Table 2.2. A defect charge of 1.6×10-

13 C (106
 e

-) is located at 34 mm away from the center. Initially, the reference voltage is set to zero 

at the outer conducting shield at boundary B2. As a result, the voltage potential obtained using 
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(6.12) along the two conductor boundaries are shown in Fig.6.12. From the figure one can confirm 

that equipotential surfaces are obtained using the proposed approach.  The comparison results of 

the potential and the radial electric field along the path of the defect charge location are shown 

Fig.6.13 and Fig.6.14. In practice, the charge induced electric potential and electric field goes to 

infinity when it approaches the location of the charge. To show a better comparison, the electric 

potential and the electric field is shown everywhere along the radius up to 0.1mm within the 

location of the defect charge. It is noted that the MoI is a relatively accurate method to predict the 

charge induced electric potential and the electric field distribution. 

 

 

Fig.6.12 Boundary potential from Matlab 
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Fig.6.13 Simulation comparison of axial potential 

 

Fig.6.14 Simulation comparison of axial electric field 

 

In the specific case of coaxial cable geometry, field distribution, and the field distribution 

illustration shown in Fig.6.2 and Fig.6.15, it is noted that the radial path along the defect charge 

experience the most impact and therefore is selected for field calculation. As a result, the electric 

equivalent circuit model is constructed along the specified radial path. In the specific case of a 
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radial flux tube as shown in Fig.6.16, the electric flux generated by the applied operating voltage 

and the defect charge denoted as Eapp and Edfct, respectively. The subscript 1 and 2 represent the 

electric flux at the start and the end surfaces of a flux tube, respectively. The total effective 

equivalent electric flux density totE  is expressed, 

 
tot app dfctE E E= +   (6.13) 

It is noted that totE  is the actual electric field within the equivalent flux tube. It is also noted that 

the defect charge included field 
dfctE  only influences the electric field strength in the dielectric and 

does not travel within the dielectric. Within the equivalent electric circuit, the defect charge 

induced electric field is modeled using a voltage source 
dfctV as shown in Fig.6.17. The 

dfctV  is the 

potential drop from the starting point to the end point of each flux tube segments using (6.12). As 

a result, the electric equivalent circuit model can be constructed as shown in Fig.6.18. The radial 

electric field can be calculated using the equivalent resistor/capacitor model as depicted in the 

previous sections.  

 

Fig.6.15 Field distribution of a defect charge 
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Fig.6.16 Equivalent flux tube with defect charge electric flux 
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Fig.6.17 Equivalent circuit model with defect charge electric flux 
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Fig.6.18 Equivalent circuit with defect charge 
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To explore the effect of the defect charge when energized, the cable is assumed to be 

operated at the applied voltage of 450kV (as shown in Table 2.2 and in the case study depicted in 

Chapter 2.3.3). At first, it is assumed there is no thermal gradient. This choice is made due to the 

fact that performing validation of the model that includes a thermal gradient with existing FEA 

software proved challenging. Specifically, within COMSOL one could not model a stationary 

defect charge within a nonlinear conductive material. The predicted electric field obtained with 

the circuit of Fig.6.18 is compared to that obtained using FEA in Fig.6.19. From the plots one can 

observe that the electric field predicted using the equivalent circuit matches that predicted from 

FEA quite well. One also notes that there is a large increase in the electric field in the vicinity of 

the defect, which is expected. 

 

Fig.6.19 Electric field distribution without thermal gradient 
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Fig.6.20 Transient capture of electric field 

 

As a second study, a thermal gradient of 15oC is simulated across the dielectric by 

incorporating the power loss within the thermal the thermal equivalent circuit. Within the 

simulation, it was assumed the cable operated at an ambient temperature of 35oC. The transient 

behavior of the electric field is calculated using the equivalent circuit model over 100 minutes 

where the transient electric field is captured every 5 min. The results are shown in Fig.6.20 and 

Fig.6.21.  From the figures it is noted that the initial electric field (with no temperature gradient) 

experiences the most impact from the defect charge due to the superposition of the applied electric 

field and the charge induced electric field. As the time increases, and space charge within the 

dielectric moves, the increase in the electric field from the defect charge is somewhat reduced 
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around the defect. This is attributed to the fact that the conductivity in the dielectric is a nonlinear 

function of the electric field, and thus it reshapes around the defect.  

 

 

Fig.6.21 Electric field comparison with thermal gradient 
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7. SUMMARY AND FUTURE WORK 

In this thesis, an approach to develop a coupled thermal/electric equivalent circuit model 

for the design of MVDC cables has been developed. The approach is general and provides the 

ability to predict the electric fields and space charge accumulation within single and multi-

conductor DC cables.  For the multi-conductor cables, a judicious use of the Method of Images 

has been shown be useful in constructing both electrical and thermal models. In contrast to 

traditional numerical methods, including finite element or finite difference, apriori knowledge of 

the electric field behavior is used to discretize the dielectric into a relatively (user defined) small 

number of electric flux tubes. The relatively coarse discretization enables the solution to be 

computed rapidly. The modeling approach has been validated using several examples presented in 

the literature. In addition, its usefulness has been highlighted in the optimization of a 20 kV 30 

MW cable wherein objectives included minimization of mass, size and loss. Several designs from 

Pareto-Optimal Front has been compared wherein the impact of core material selection, dimension, 

and cable geometric alternatives has been highlighted. In addition, the equivalent circuit model is 

readily coupled within models of power converters to explore cable response during both steady 

state and transient operation. Finally, a method has been developed to model the impact of defect 

charge within the dielectric. This enables one to explore the potential impact of defects and 

potentially allow researchers to means to minimize their impact on cable life.   

To date, single and two conductor cylindrical cables have been considered using the 

proposed approach. Additional geometric alternatives, including sandwich type cables, quad-core 

cables could be modeled and their performance compared with the cylindrical alternatives. The 

equivalent circuit model can also be extended to modeling capacitors and insulators, both of which 

are subject to the same nonlinearities under DC excitation. Finally, an approach to model the voids 
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within the dielectric and potentially predict partial discharge could likely developed based upon 

the modeling techniques proposed. This would enhance the cable design optimization by enabling 

exploration of candidate cable lifetimes. 
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