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ABSTRACT

Chu Yuanchen Ph.D., Purdue University, December 2019. Predictive Electro and
Thermal Quantum Transport in Nanoscale Devices. Major Professor: Gerhard
Klimeck.

Modern semiconductor devices have reached the sub-20 nm regime. Before long,

it will be practically impossible to further scale down the size of Si-based MOSFETs

due to short channel effects. Novel device geometries (e.g. tri-gate and gate-all-

around), device concepts (e.g. TFET and NCFET) and channel materials (e.g. III-

Vs and TMDs) have been proposed to achieve lower power dissipation and faster

speed, allowing for higher transistor density on a chip. In the past decade, quantum

transport methods (e.g. NEGF) have become the standard approaches for modeling

such nanoscale devices.

In state-of-the-art quantum transport models, the dielectric constant is typically

set to the material’s constant, neglecting the spatial variation of the screening effects

in the nanodevice structure. When applied to TFETs, hybrid states that enable

band-to-band tunneling are subject to interpolation that yields model dependent

charge contributions. In this work, it is exemplified that the use of different charge

interpretation models brings large variability when applied to ultra-thin body tran-

sistor performance predictions. To solve these modeling challenges, an electron-only

band structure model is extended to atomistic quantum transport. Performance pre-

dictions of MOSFETs and TFETs confirm the generality of the new model and its

independence of additional screening models.

Secondly, as devices become smaller, their thermal resistances increase because

of the reduced area under the device and thinner silicon layer in the horizontal di-

rection. Thus, despite lower power per device, self-heating effects in digital circuits
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are actually increasing which compromise both the performance and the reliability of

the device. Therefore, for future electronics, an increasingly important role of energy

dissipation necessitates electro-thermal co-design. As a first step, seeking to include

anharmonicity in phonon related NEGF, the NEGF method with Büttiker probe scat-

tering self-energies is proposed and its accuracy is assessed by comparing its predic-

tions for the thermal boundary resistance with molecular dynamics (MD) simulations.

For simplicity, the interface of Si/heavy-Si is considered. With Büttiker probe scatter-

ing parameters tuned against MD in homogeneous Si, the NEGF-predicted thermal

boundary resistance quantitatively agrees with MD for wide mass ratios, proving that

the proposed method provides an efficient and reliable way to include anharmonicity

in phonon related NEGF. An algorithm to couple the electron and phonon transport

in the NEGF formalism via Büttiker probes is also proposed.

Thirdly, NEGF with self-consistent Born approximation is introduced for modeling

band tail and bandgap narrowing driven by LO phonons and charged impurities in III-

V semiconductors. Extracted scattering rates are benchmarked against Fermi’s golden

rule. Urbach tail and band gap narrowing calculated in bulk III-V materials agree

well with experimental results for a range of temperature and doping concentration.

Predictions are made for band-tail and bandgap narrowing in confined structures.

Next, the performance of 5 nm gate length GaN nMOS nanowire field effect transis-

tor (GaN-NW-nFET) of various geometrical shapes is investigated, around the limits

of cross-sectional scalability, using atomistic quantum transport simulations. Bench-

marking results with simulated Si-NW-nFET reveal large enhancement in GaN drive

current in both Low Standby Power (LP) and High Performance (HP) applications.

Further performance enhancement is observed with the use of non-square geome-

tries that are akin to GaN’s wurtzite crystal structure. Particularly, it is found that

triangular cross-section GaN-NW-nFETs exhibit the smallest subthreshold swing,

excellent drive current and superior energy-delay product compared to simulated Si-

NW-nFET.
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Furthermore, quantum transport simulation is applied to design of complementary

van der Waal TFETs based on the monolayer p-WTe2/n-ZrS2 vertical heterojunction.

Non-idealities such as electron-phonon and electron-electron interactions are included

via a phenomenological scattering model. Through band structure engineering and

design of the electrostatics, both n- and p-type TFETs are realized with the same

device configuration. Transfer and output characteristics, suitable for VLSI appli-

cations, are observed. 3D views of energy resolved local density of states (LDOS)

illustrate device operating principles and identify three different tunneling paths in

the device. It is found that in order to improve the electron collection at drain (source)

of the n-type (p-type) TFET, efforts are needed to seek alternative material combi-

nations with similar values of LDOS in the conduction and the valence band of the

n- and the p-type materials, respectively. Circuit level simulation of the designed n-

and the p-type TFETs is performed on a 25-stage ring oscillator which demonstrates

the promise of the proposed designs for low-power digital VLSI applications.

Lastly, a finite element Landau-Khalatnikov equation solver is implemented in

NEMO5, as a preparation to enable NCFET modeling.
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1. INTRODUCTION

1.1 Need for quantum transport in nanodevices

Over the past few decades, the semiconductor industry has been driven by the

goal of reducing the cost per function on a chip. One way to achieve it is through

device scaling (i.e. to reduce the size of the transistor). With the footprint of each

transistor being smaller, more transistors can be put onto a die of the same area, thus

increasing the computational power of the chip. Nowadays, the distance between the

source and the drain of a transistor has reached the sub-20 nm regime. As the channel

length becomes smaller and smaller, short channel effects start to degrade the device

performance. To overcome it, the fin structure, where three sides of the channel are in

contact with gates, was introduced by Intel at its 22 nm node in 2011. Nevertheless,

the fin structure is now facing limitations after a few generations of development.

To go further, industry will soon move to the gate-all-around structure where the

semiconducting channel is completely surrounded by gates. Fig. 1.1 schematically

illustrates the transistor evolution mentioned above. To accurately model these de-

vices, quantum mechanics cannot be neglected since it plays an important role in

determining several key aspects of the device performance. For example, the source

drain direct tunneling leakage can degrade the subthreshold performance; quantum

confinement affects the charge distribution in the channel cross-section; quantum in-

terference can result in resonance state which might have a large impact on both ON

and OFF states of the device. Classical transport models like drift-diffusion equation

cannot capture these quantum effects accurately. In fact, in the past decade, quan-

tum transport methods (e.g. NEGF) have become the standard approaches to model

these nanoscale devices.
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Fig. 1.1.: The evolution of semiconductor transistors. From the left to right: planar,

fully depleted fin and gate-all-around structure. For each new generation, transistors

become smaller, faster and consume less power. This figure is taken from Samsung

newsroom [1].

The second reason why quantum transport is needed for modeling nanodevices is

because of its capability to include realistic material physics. As the number of tran-

sistor on a chip increases exponentially over the past few decades, so does the power

density. The dynamical power consumption, which is associated with the switching

of the capacitors, is proportional to κCV 2
ddf , where C is the load capacitance, Vdd is

the supply voltage, f is the CPU frequency and κ represents an averaged percentage

time of the device being in the active switching mode. From this expression, it is

obvious that reducing the supply voltage is very useful to suppress the dynamical

power consumption. However, the equilibrium thermodynamics defines the funda-

mental lower limit of the subthreshold swing to be 60 mV/dec at room temperature,

which precludes the reduction of the supply voltage and the overall power consump-

tion of the integrated circuit. Due to this reason, we don’t see CPUs with operating

frequency over 4 GHz in today’s PC market, since the power density will be so high

that it requires extra cooling system to keep the chip temperature low. Instead, as

shown in Fig. 1.2, the CPU frequency hasn’t increased since about 10 years ago and

the industry is embracing multicore CPUs and parallelism. On the other hand, new
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Fig. 1.2.: 42 years of microprocessor trend data. Original data up to the year 2010 col-

lected and plotted by M.Hotowitz, F.Labonte, O.Shacham, K.Olukotun, L.Hammond

and C.Batten. New plot and data collected for 2010− 2017 by K.Rupp. This figure

is taken from Dr. Karl Rupp’s personal website [2].

device concept, like tunnel FET (i.e. TFET), was proposed which can surpass the

fundamental thermodynamics limit and be able to allow for further reduction of the

supply voltage. Instead of thermionic current in a conventional MOSFET, the current

in a TFET is the result of electrons tunneling from the valence band to the conduction

band of the channel material. Therefore, large band gap material like silicon is not

favored since the ON-state current will be too small to drive the circuit. III-V ma-

terials, especially III-V heterojunctions are of particular interest since they can form

Type-II staggered or Type-III broken-gap band alignment, thus boost the ON-state

current. In addition, van der Waal (vdW) heterostructure made by stacking one 2D

material on another 2D or 3D material is also a promising candidate for TFET ap-

plications. Compared to III-V materials, the advantage of using 2D materials is that

they do not have dangling bonds on their surfaces, which allows for the formation of

high quality stacked vdW heterostructures with atomically sharp interfaces. Besides,

the large amount of exfoliable 2D materials provides a decent design space which
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allows for tailoring of the band alignment and the electrostatic control to enable ideal

device performance. To model TFETs with these novel materials, it is not enough

to simply represent the material with effective mass. This is because many other

aspects, like band gap, coupling between valence and conduction bands, transverse k

dependence and non-parabolicity can have dominating influences on the device per-

formance. Quantum transport methods, on the other hand, solve the Schrödinger

equation in the active region of the device and are able to incorporate sophisticated

basis sets to accurately describe the channel material with atomistic resolution, thus

providing a much more reliable solution for TFET modeling.

1.2 Missing elements in state-of-the-art quantum transport

1.2.1 An explicit screening model

In state-of-the-art quantum transport methods, Schrödinger equation is solved in

the active device region and is coupled self-consistently with the Poisson equation.

After convergence is achieved, quantities like charge distribution and current can

be calculated by applying quantum mechanical operators to the wave function. In

Poisson equation, to account for the screening effect, the dielectric constant is set to

the material’s constant. However, it is well known that in thin films, the screening

close to the edges is smaller than that in the bulk of the material [3]. By neglecting

the spatial variation of the screening effects in nanodevices where the thickness of the

semiconducting channel is of only a few nanometers, the accuracy of the converged

electrostatics is in question. In devices where the current-voltage characteristic is

sensitive to the electrostatics, the predicted device performance can be with large

error. Although it is possible to define a spatially varying dielectric constant in

the Poisson equation, the effort to obtain experimentally measured or theoretically

calculated data is very large since the problem is device structure dependent (e.g. it

depends on channel thickness).
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1.2.2 A realistic charge model for TFET

In conventional MOSFETs, only one carrier type is involved in the device opera-

tion (electrons for n-type MOSFETs and holes for p-type MOSFETs). For TFETs,

since the current is a result of holes in the valence band becoming electrons in the

conduction band through quantum tunneling, both carrier types need to be consid-

ered in the model. In state-of-the-art quantum transport methods, this is done by

considering all states in the conduction (valence) band as electron (hole) states and

applying an interpolation for states in the band gap region (i.e. above the local va-

lence band maximum and below the local conduction band minimum). Such approach

has two obvious problems. First, it yields model dependent charge distribution and

second, it relies on the knowledge of local band edges which might not even exist in

some situations. Both problems have direct impacts on the converged electrostatics

and therefore, could bring large error to TFET performance predictions.

1.2.3 A sophisticated scattering model for TFET

According to a recent compilation of state-of-the-art TFET results [4], it is ob-

vious that there exists a large discrepancy between simulation and experiment. One

important source of such discrepancy is due to that most TFET simulations assume

ballistic electron transport, ignoring various non-ideality effects. For instance, the

Urbach tail, which is resulted from electron-electron interaction, impurities and polar

optical phonon scattering, exponentially extends band edges into the band gap region,

thus can greatly degrade the subthreshold performance of TFETs. Another example

would be the dangling bonds at the surface of the semiconductor, which bring defect

states in the band gap region. These defect states could act as hopping centers for

electrons to tunnel from the valence band to the conduction band of the channel

materials, therefore making it difficult to turn the device off. Although there exist

phenomenological models to include non-ideality effects, to accurately model TFETs,

a sophisticated and computationally efficient scattering model is in urgent need.
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In an effort to understand band-tail formation and band-gap narrowing driven

by polar optical phonons and charged impurities in III-V semiconductors, we in-

troduce an NEGF method where scattering is solved for in the self-consistent Born

approximation. To verify the proposed method, scattering rates due to polar optical

phonon and charged impurity scattering in bulk, ultrathin body and nanowire GaAs

are calculated and benchmarked against Ferm’s golden rule. Urbach tails and band-

gap-narrowing values are extracted for various bulk III-Vs. The extracted Urbach

tails and conduction-band-gap narrowing agree well with experimental results for a

range of temperatures and doping concentrations. Using the same approach, Urbach

tails and band-gap-narrowing values are predicted for ultrathin body and nanowire

strcutures. This work is published in Ref. [5].

1.2.4 An electro-thermal coupled model for self-heating

Transistors dissipate active power as heat to surroundings. In planar architectures,

the heat access to the bulk through lateral and vertical spreading. However, in tri-gate

bulk structure, due to the confinement of the gate, the heat dissipation process sees a

higher thermal resistance compared to the bulk, which eventually leads to an increase

in local temperature of the device (see Fig. 1.3). The rise in device temperature due

Fig. 1.3.: A schematic diagram of heat paths in planar and tri-gate bulk structures.

The electron current conduction direction is perpendicular to the plane of the figure.

© 2013 IEEE. Reprinted, with permission, from Ref. [6].



7

to self-heating effects (SHE) was reported by TSMC in their 16 nm-node bulk finfet

technology [7] and by Intel in their 22 nm-node bulk finfet technology [6]. In the

future, gate-all-around structure could suffer more from SHE since the channel is

completely wrapped by gate oxide. And it is already reported in Si nanowire FET [8]

and InGaAs nanowire FET [9]. In addition, monolayer MoS2 FET is reported to

suffer greatly from SHE due to small in-plane thermal conductivity and large channel-

to-substrate thermal boundary resistance [10]. As device scaling goes on, despite

lower power per device, SHE in digital circuits will probably increase due to worse

thermal dissipation channels and higher device density, which compromises both the

performance and the reliability of the device. Therefore, the increasingly important

role of energy dissipation in future technology nodes necessitates electro-thermal co-

design.

At the most basic level, energy dissipation begins in the ultrathin transistor chan-

nel, where a high lateral electric field energizes electrons, agitates electron-phonon

interaction and heats up the lattice. On the thermal modeling side, the tiny dimen-

sion of the channel requires a quantum mechanical treatment for the heat transport,

which should be done at the phonon level. The phonon transport should be cou-

pled to the electron transport with energy exchange between electrons and phonons.

Meanwhile, the electron transport should depend on the lattice temperature. This

coupled electro-thermal transport should be solved self-consistently and a global en-

ergy conservation in the device should be ensured.

1.3 Thermal boundary resistance

Semiconductor nanodevices are typically composed of several semiconductor ma-

terials. The scattering of thermal energy carriers at the interface of two semicon-

ductor materials results in thermal boundary resistance. Accurate prediction of the

thermal boundary resistance gives important insight into the device physics and en-

ables design improvements. This is especially true for nanoscale transistors, where
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there is an increasing concern of energy dissipation. Molecular dynamics (MD) is

often used to model the thermal boundary resistance. Inelastic phonon scattering

is included in MD simulations through the anharmonicity of the interatomic poten-

tial. On the other hand, phonon transport in the non-equilibrium Green’s function

(NEGF) method has been used predominantly in the coherent (harmonic) regime due

to the fact that the inclusion of incoherent scattering such as phonon-phonon decay

usually requires solving polarization graphs in the self-consistent Born approximation

which entails a large numerical load. It has been shown that lack of anharmonicity in

NEGF simulation gives incorrect thermal boundary resistance predictions. Introduc-

ing a reliable and computationally efficient way to include anharmonicity in phonon

related NEGF is of great importance. When electrons and phonons are both solved in

the NEGF framework, interparticle interactions and energy and momentum transfer

in e.g. self-heating or thermalelectric situations can be described on equal footing

with the predictions of the respective particles’ propagation.

1.4 GaN nanowire nFET

Since its first introduction in 2011, the finfet sturcture is now facing scaling lim-

itations after several generations of development. Gate-all-around structure is being

investigated for future technology nodes due to its excellent electrostatic control and

the capability to reduce the transistor footprint. Although silicon is still dominating

the semiconductor industry nowadays, intrinsic properties of gallium nitride (GaN),

such as its wide band gap and large saturation velocity, make it an intriguing option

for gate-all-around n-MOSFET devices for digital applications beyond 7 nm technol-

ogy. Besides, GaN logic devices also complement the well-known markets of GaN for

RF and power applications. Accurate performance prediction of sub-10 nm nanowire

transistors requires atomistic resolution. Especially, since GaN’s wurtzite crystal

structure has a hexagonal lattice rather than a cubic lattice, the influence on device
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performance due to different cross section shapes of the device also requires careful

investigations.

1.5 Monolayer WTe2-ZrS2 vdW TFET

In search of steep subthreshold swing (SS) devices which allow for further reduc-

tion of the supply voltage of integrated circuits, tunnel field-effect transistor (TFET)

is being actively investigated due to its ability to surpass the thermionic limit and

achieve steep SS. A major challenge of TFET lies in defect and band tail states around

the tunnel junction since those states act as hopping centers for electrons in the va-

lence band to tunnel to the conduction band of the channel materials, which can

severely degrade the promised subthreshold performance of TFET. Recently, TFETs

based on 2D/2D and 2D/3D van der Waal (vdW) heterostructures have attracted

considerable attention because 2D materials do not have dangling bonds on their sur-

faces, thus allowing for the formation of high quality stacked vdW heterostructures

with atomically sharp interfaces. Besides, the large number of exfoliable 2D materi-

als provides a decent design space for tailoring the band alignment and electrostatic

control to achieve ideal device performance. In addition, TFETs based on 2D crystal

also benefit from ultra-thin body thickness which suppresses the short channel effects

and leads to further scaling down of the channel length.

However, in spite of the growing interest in vdW TFETs, theoretical studies that

employ quantum mechanical models necessary to accurately assess the device perfor-

mance and unveil important design guidelines, are scarce. One important reason is

the lack of nearest neighbor semi-empirical tight binding parameters for vdW het-

erostructures. Besides, computationally efficient quantum transport models that in-

clude sophisticated treatment of scattering effects and non-idealities are still under

development. Nevertheless, a simulation effort to provide insights of device operation

principles, unveil design guidelines, assess circuit performance, etc., will have a direct

impact on a broad array of applications of ultrathin vdW heterostructure, ranging
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from novel electronic and optoelectronic devices to electrical circuits and thermal

devices.

1.6 Negative capacitance FET

The concept of negative capacitance FET (i.e. NCFET) was proposed by S.

Salahuddin and S. Datta in 2008 [11]. The idea is to put a layer made of ferroelectric

material between the metal gate and the oxide. When proper capacitance matching

is done, the negative capacitance segment of the ferroelectric capacitor (forbidden if

standalone) can be effectively stabilized. As a result, the capacitance of the overall

ferroelectric-oxide-semiconductor system (Ceq) will be larger than both Cox and Cs,

where Cox and Cs are the gate oxide and the semiconductor quantum capacitance,

respectively. This means that sub-60 mV/dec subthreshold swing will be possible at

room temperature, and energy efficiency will also be improved since given a fixed

value of charge (Q), the intrinsic switching energy Q2/Ceq will be smaller than the

case where the ferroelectric layer is not present. In 2011, crystalline phases with

ferroelectric behavior is found in thin films of doped hafnium oxide [12], which is an

important progress since ferroelectric hafnium oxide has excellent compatibility to

silicon CMOS technology. Recently, a direct measurement of steady-state negative

capacitance in a ferroelectric-dielectric heterostructure was also demonstrated [13].

However, there is still a debate over the microscopic origin of the quasi-static negative

capacitance regime in the ferroelectric layer and whether it can lead to sub-60 mV/dec

subthreshold swing [14,15].

1.7 Thesis outline

The thesis is organized as follows. In Chapter 2, a computationally efficient charge

model is introduced which explicitly solves the screening effects in nanoscale devices.

Besides, since this model considers all states as electronic states (i.e. filled by elec-

trons), the ambiguity in dealing with hybrid states as discussed in Section 1.2.2 is not
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present in the proposed model. In Chapter 3, a reliable and computationally efficient

method to include anharmonicity in phonon related NEGF is presented. The method

is applied to a benchmark system of Si/heavy-Si interface. The thermal boundary

resistance at the interface is calculated and benchmarked against MD simulation.

Quantitative agreement between NEGF and MD is achieved. In Chapter 4, quan-

tum transport is applied to GaN nanowire nFET with 5 nm channel length. Device

performances are benchmarked against simulated Si nanowire nFET. The influence

of cross-section shape on GaN nanowire nFET device performance is also examined.

In Chapter 5, quantum transport is applied to design of monolayer WTe2-ZrS2 vdW

TFET. In this study, nonideality effects such as electron-phonon and electron-electron

interactions are included via a phenomenological model. Device performance degra-

dation due to band tail is also assessed. Through band structure engineering and

design of electrostatics, complementary n- and p-type devices are realized, with suit-

able current-voltage characteristics for low power VLSI applications. In addition,

device operation principles are explained, device scaling is explored and circuit level

simulation is performed using the designed n- and p-type vdW TFETs.

Appendix A gives a brief tutorial on plotting local density of states (LDOS) using

Tecplot 360. In appendix B, a derivation of the finite element implementation of

the Landau-Khalatnikov equation is documented, which is needed to model NCFET.

Appendix C presents an electro-thermal coupled model in the NEGF formalism, which

can be used to model self-heating effects in nanodevices or thermalelectric situations.
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2. FULL-BAND APPROACH FOR

BAND-TO-BAND-TUNNELING DEVICES

In this chapter, sections 2.1, 2.2, 2.3, 2.4, 2.5, 2.6 and a part of section 2.8 are

reproduced from Ref. [16], with the permission of AIP Publishing.

2.1 Motivation

As the scaling of Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET)

has reached sub-10 nm regime, power consumption has become a major concern

[17]. The advantages of lowering the dynamic power consumption by reducing the

supply voltage are fast disappearing as the static power has begun to dominate due

to the exponential increase of the subthreshold leakage current [18]. Band-to-band

tunneling field-effect transistor (TFET) is among the most promising candidates for

future integrated circuits (ICs) due to its ability to beat the 60mV/decade limit of

the subthreshold swing (SS) [19, 20]. Having a smaller subthreshold swing enables

a reduction of both the supply voltage and the subthreshold leakage current, thus

further lowering the power consumption of the ICs [21].

However, despite many predictions of outstanding device performance, most ex-

perimental TFETs underperform conventional MOSFETs [22]. The discrepancy be-

tween TFET simulations and experiments indicates missing or mistreated physics in

TFET simulations [23–25]. Analytical models of TFETs indicate that the tunneling

current has an exponential dependence on effective mass, energy band gap and elec-

tric field at the tunnel junction [26]. Obviously, the accuracy of these quantities is

crucial for quantitative prediction of TFET current-voltage characteristics. This is

particularly true for the electrostatic landscape, since it rules all bandstructure and

tunneling properties.
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The Nonequilibrium Green’s function (NEGF) formalism [27–29] is widely ac-

cepted as one of the most consistent models for electronic properties in nanodevices

in the presence of quantum phenomena including quantum confinement, tunneling,

interferences, etc [30, 31]. Nanotransistor properties such as charge distribution and

current density are commonly deduced from the NEGF equations once they are self-

consistently solved with the Poisson equation.

2.2 The standard excess-charge approach

The standard model (termed as excess-charge approach or ECA) to interpret the

particle density in quantum transport calculations distinguishes the charge carrier

type: An electron (hole) in conduction (valence) band state of n-type (p-type) MOS-

FET is considered to contribute a negative (positive) unit charge. This concept limits

the computational load to solving electrons (holes) in the conduction (valence) band

only, i.e. a few kBT of energy in addition to the energy range spanned by the applied

bias voltage. In the Poisson equation, the dielectric constant is then typically set to

the material’s constant. In tunneling devices, a particle with energy above (below) the

conduction (valence) band is still considered to contribute a negative (positive) unit

charge. For energies between the conduction and the valence band, various charge

interpolation schemes exist. As will be shown in detail in this paper, the standard

model fails in various ways, both for conventional as well as for band-to-band tun-

neling transistors. It turns out - consistent with previous findings in literature [3,32]

- that the electrostatic screening of valence band electrons that do not take part in

transport is device physics dependent (i.e. it depends on channel thickness and varies

spatially). The charge interpolation schemes required for band-to-band tunneling de-

vices host an arbitrariness that severely limits the reliability of device performance

predictions. Any such interpolation also suffers from incompatibility with the NEGF

method as discussed in detail in Section 2.6. This is consistent with previous findings

in broken-gap optoelectronic bandstructure calculations [33]. Therefore, the main fo-
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cus of this work is the introduction of a consistent interpretation of quantum transport

solutions for charge self-consistent nanodevice calculations.

2.3 The full-band approach

All models and results of this paper are part of the multipurpose nanodevice

simulation tool NEMO5 [34]. The electronic structure is represented in atomistic

nearest-neighbor tight-binding (TB) sp3d5s* basis. Throughout the paper, empirical

TB parameters for Si, GaSb and InAs are taken from Refs. [35–37], respectively. In

all ultra-thin body (UTB) devices of this work, the electron transport direction (x)

and the confinement direction (z) are atomically discretized. The periodic direction

(y) is discretized with a single unit cell and boundary conditions are applied on it. A

few examples are considered with periodicity in both, y- and z- direction. The full

Brillouin zone of the electronic momentum (k) in any periodic direction is discretized.

Coherent transport is assumed and no incoherent scattering is considered. If not

explicitly stated otherwise, all results are obtained by iterating the quantum transport

equations with the nonlinear Poisson equation (discretized on a three dimensional

finite element grid) until convergence is achieved. For all devices, flat band Neumann

boundary conditions are assumed for the Poisson equation except for the gate/oxide

interface regions where Dirichlet conditions are used to set the applied gate voltages.

Full ionization of donor and acceptor atoms is assumed.

In the state of the art model (ECA), states that are in the conduction (valence)

band for all device positions are considered to be electrons (holes) and to contribute

a negative (positive) unit charge. Since this is commonly the case for nMOSFETs

or pMOSFETs, these devices allow limiting the calculations to conduction or valence

bands, respectively. In band-to-band tunneling (BTBT) situations, both valence band

and conduction band states have to be considered, since states exist that overlap with

conduction and valence band simultaneously. The density of such states is translated
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with a heuristic interpolation factor λ into their charge density contribution. The

expression for the charge density contribution of each individual lead is given by

−qnECA(E, k) = qp(E, k)− qn(E, k)

= q [1− f(E, µ)]λ(E, k)|ψ(E, k)|2 − qf(E, µ) [1− λ(E, k)] |ψ(E, k)|2, (2.1)

where E is the state energy, ψ(E, k) is the injected conduction or valence band state,

µ is the lead Fermi level and q is the positive unit charge. Note that in Eq. (C.1) as in

all subsequent equations, the position coordinates are omitted for better readability.

The electronic states ψ(E, k) are solved with the quantum transmitting boundary

method (QTBM) [38,39]. The factor λ heuristically interpolates between the positive

and negative charge interpretations of valence and conduction band. Therefore, λ

depends on the electrostatic potential, the conduction and valence band edges and

the chosen heuristic interpolation model. In general λ is a function of energy, in-

plane momentum and position. In this paper, three commonly used [40–42] heuristic

models for λ have been chosen as representatives (summarized in Table. 2.1). All

three heuristic models distinguish the interpolation factor λ for energies E below and

above a delimiter energy D given by

D = (1− α)EV + αEC , (2.2)

where α is a unitless number and EV (EC) is the valence (conduction) band edge.

For simplicity, a function F (E) is defined as

F (E) =
E − E

2 (E −D)
, (2.3)

For energies above D, λ equals the function F evaluated for E = EC and λ = 1 −

F (EV ) otherwise. The space charge density of the Poisson equation is obtained by

summing the electron or hole charge density with the background doping density. If

not stated otherwise, the Poisson equation is solved in ECA with dielectric constants

of the respective material. Only for silicon UTB devices the thickness dependent

dielectric constant of Ref. [3] is used. Note that the interpolation of the ECA model
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only applies to band-to-band tunneling situations. This can lead to inconsistencies

when both, band-to-band tunneling and intra-band transport are relevant for the

device performance (e.g. p/n junctions in forward bias).

Table 2.1.: The heuristic interpolation factor λ(E) of the three heuristic ECA models

in band-to-band tunneling devices. All given formulas and numbers are dimension-

less. The interpolation factor λ(E) is applied when the energy is above the valence

band edge and below the conduction band edge. Below (above) the valence (conduc-

tion) band edge, λ(E) is equal 1 (0). If transport happens exclusively in valence or

conduction bands (e.g. in MOSFETs), no interpolation factor is applied in ECA.

Label α E ≤ D E > D

A 0.2 λ = 1− F (EV ) λ = F (EC)

B 0.5 λ = 1− F (EV ) λ = F (EC)

C 0.5 1 0

As a consistent alternative to the ECA model, this work extends the charge self-

consistent model (termed as full-band approach or FBA) of Refs. [33,43] to atomistic

quantum transport of band-to-band tunneling devices within the NEGF formalism.

For the sake of completeness, we repeat the model details here. Every state solved

within the quantum transport method is considered electronic and contributes, if

occupied, a negative unit charge. This is irrespective of which band that state is in.

However, this model requires resolving the density contribution of all occupied states.

The standard NEGF treatment of density calculations requires to integrate the

diagonal of the retarded Green’s function GR over an energy interval that covers all

occupied states [44, 45]. The recursive Green’s function implementation of NEMO5

is applied to solve for the diagonal of GR. Green’s functions and self-energies are

matrices in the position space indicated in bold font. Most of the following equations

involve the diagonal of the Green’s functions only which is denoted in nonbold letters.
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The total electron density nFBA is separated into an equilibrium neq and a nonequi-

librium part nneq.

nFBA = neq + nneq. (2.4)

The equilibrium electron density contribution is dependent on one contact Fermi

function [46] (e.g. the left one) and is given by

neq =
∑
k

∞∫
−∞

−Im
[
GR(E, k)

]
π

fL(E, µL)dE, (2.5)

where µL is the Fermi level of the left contact. Many atomistic models yield 10s of eV

with hundreds of van Hove singularities of fully occupied valence bands [47], which

are all considered within neq. To avoid resolving all these states on a real energy mesh

which poses immense numerical loads [48], neq is solved with the Residual theorem [49]

neq =
∑
k


∫

H+C

Im
[
GR(E, k)

]
π

fL(E, µL)dE + i2kBT
∑
pole

GR(Epole, k)

 . (2.6)

The poles of the integrand originate from the Fermi function of the (left) contact.

These poles are located at Epole = µL + ikBTπ(2m + 1) with Res(Epole) = −kBT ,

m ∈ N. A typical integration contour [43, 50] is shown in Fig. 2.1. The integration

contour consists of a semicircular part (C) whose lower bound is set about 1 eV below

the lowest eigenvalue of the system. The horizontal part of the contour (H) is parallel

to the real energy axis. The maximum real part of H is exceeding µL by 25 kBT to

include the complete tail of the contact Fermi function in the density calculation.

The small contour portion that closes the integration contour beyond the horizontal

section H does not have a net contribution to Eq. (C.5). When the imaginary part

of the integration contour is large enough (such as indicated in Fig. 2.1), numerical

solutions of Eq. (C.6) converge with few tens of contour points.

The integral of the non-equilibrium electron density must be performed along the

real energy axis since the integrand is not analytic in the entire complex plane.

nneq =
∑
k

∞∫
−∞

diag

{
GR(E,k)

Im
[
ΣR(E,k)

]
π

GR(E,k)†

}
× [fL(E, µL)− fR(E, µR)] dE. (2.7)
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Fig. 2.1.: A typical integration contour used for neq in Eq. (C.4). The Fermi level of

the left contact µL is set to 0. Poles enclosed by the contour are marked by crosses

and highlighted in the inset. The inset also illustrates the dense distribution of mesh

points around the Fermi level that ensure a well resolved contact Fermi function. The

arrow on the contour indicates the direction of the integral in the complex plane.

Equation (C.7) involves a matrix product of Green’s functions and a self-energy indi-

cated by bold letters. The integration window is restricted by the two contact Fermi

functions (µR being the right contact’s Fermi level) and is approximately the same en-

ergy window considered in the ECA. Compared to the ECA, the extra computational

load in FBA is given by a few tens of energy points for the integral of the equilibrium

electron density in Eq. (C.6). This is a negligible addition given the hundreds or

thousands of energy points typically needed to resolved the non-equilibrium density

contribution nneq.

In charge self-consistent FBA calculations, the Poisson equation requires a posi-

tive background charge ncore to allow the presence of electrons in the devices. This

background charge is assumed to completely compensate the electronic charge density

of the respective undoped device in equilibrium. The total space charge ρFBA is given

by the sum of neq, nneq, ncore and the doping density ndoping.

ρFBA = −qnFBA + qncore + qndoping, (2.8)
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The definition of ncore and Eq. (C.8) approximate Madelung-like potentials due to

charge transfer of e.g. center-device atoms and surface atoms into one reference

situation. Therefore, the density ρFBA accounts for deviations of the charge density

vs. the reference situation of the undoped and equilibrated device. The dielectric

constant of vacuum is used in the Poisson equation for the semiconductor materials

in FBA since the screening of all valence band electrons is explicitly included in the

calculation [51]. As will be shown in Sec. III, this feature of FBA is important since

it makes the FBA model independent of the material and device specific dielectric

screening. The charge self-consistent loop with standard rank-1 updates that takes

into account the response of both the equilibrium and the non-equilibrium electron

density to potential changes (see Section 2.7) turns out to converge typically within

15 iterations.

2.4 Method verification

2.4.1 Convergence behavior of neq calculation

The numerical convergence of solving the equilibrium electron density neq with

Eqs. (C.5) and (C.6) with varying number of energy points per momentum point is

compared for homogeneous 3D silicon in Figs. 2.2 (a) and (b). In both cases, the

electronic Brillouin zone is resolved with 225 momentum points. The equilibrium

density of Eq. (C.6) converges with only a few complex energy points (contour points

and poles) per momentum point. In contrast, many and hard to resolve van Hove

singularities on the real-energy axis prevent Eq. (C.5) to fully converge even with an

immense number of energy points.

2.4.2 Transferability of the background charge

The background charge qncore of the FBA model is determined for the intrinsic

device. To verify the transferability of ncore to finite doping situations, the dependence
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Fig. 2.2.: The atom resolved electron density neq vs number of energy points per

momentum point for the real energy integral in Eq. (C.5) (a) and for the complex

contour integral of Eq. (C.6) (b). The converged number of 4 valence Si electrons is

indicated with a solid line to guide the eye. The neq converges with only 30 energy

points in Eq. (C.6) while no convergence is observed when solved along the real energy

axis even with an immense number of energy points.

of charge density on the effective Fermi level in the FBA model (−nFBA + ncore) is

compared in homogeneous 3D silicon in equilibrium (see Fig. 2.3) with predictions

of the ECA model (−nECA). Screening in homogeneous silicon in equilibrium is

well described with the material dielectric constant. Accordingly, both models agree

excellently and the background charge of the FBA model applies over a large range

of density variations. Deviation increases when the Fermi level is deep in the valence

band or the conduction band, i.e. when the ECA model faces a lot of van Hove

singularities and a converged solution of the real energy integral in Eq. (C.5) becomes

numerically challenging.

2.4.3 Transfer characteristics of silicon MOSFETs

Transfer characteristics resulting from FBA and ECA charge self-consistent cal-

culations of a p-type and a n-type silicon ultra-thin body double-gate MOSFET are
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Fig. 2.3.: Variation of charge density with effective Fermi level calculated with both

approaches. The two dashed lines indicate the valence (at 0) and conduction band

edges. Deviation between ECA and FBA increases when the Fermi level is deep in

the valence band or the conduction band. Then an increasing number of van Hove

singularities plague the convergence of ECA.

shown in Fig. 2.5. Both MOSFET devices have a structure as shown in Fig. 2.4, with

body thickness, channel and source/drain lengths of 1.6nm, 10.8nm and 11.4nm,

respectively. A doping concentration of 1 × 1020 cm−3 is assumed in the source and

drain regions of both transistor types. A drain-to-source voltage VDS of 0.4V is ap-

plied. The equivalent oxide thickness (EOT) of top and bottom oxides is 1nm. It

is reported both experimentally [32] and theoretically [3] that the dielectric constant

of silicon ultra-thin films reduces with the film thickness. A dielectric constant of

9.9 is used in the ECA simulations following Ref. [3]. In FBA calculations, only the

vacuum dielectric constant enters the Poisson equation.

Results of both models, for the transfer characteristics and band profiles agree

very well. This is particularly true compared to TFET situations (see following

subsections) that define the common ECA/FBA difference scale. The good agreement
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Fig. 2.4.: Schematic of the ultra-thin body double-gate transistors used in all transfer

characteristic predictions of this work. The gate bias is controlled by VGS. Electron

transport occurs along x direction when a non-zero VDS is applied. The channel of

the device is confined along z direction and tch is the channel thickness. Periodic

boundary condition is assumed along y direction. Lch is the channel (gate) length.

NS and ND are doping concentrations in source and drain regions, respectively.

is expected since electronlike and holelike states are clearly separated in these devices.

The maximum relative difference of the drain current in the two models is below

15% and the maximum potential difference is below kBT . Note that the dielectric

constant of the ECA model could serve as a fitting degree of freedom to match the

FBA results. This finding emphasizes the strength of the FBA model to explicitly

handle the electrostatic response of the deep lying valence electrons - with a marginal

increase in computational cost.

2.5 Application on TFETs

2.5.1 Silicon TFET

To compare the predictions of ECA and FBA for BTBT devices, the device struc-

ture of Fig. 2.4 is considered with the source (drain) doping being p-type (n-type).

The source and drain doping concentrations are 5× 1019 cm−3 and 2× 1019 cm−3, re-

spectively. The body thickness, channel and source/drain lengths are 1.6nm, 10.8nm
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Fig. 2.5.: Transfer characteristics ID − VGS of silicon ultra-thin body double-gate

nMOSFET (a) and pMOSFET (c) of Fig. 2.4 predicted with ECA and FBA. The

percentage difference is plotted in dashed lines with cross markers. (b) and (d) Band

profiles of ECA and FBA corresponding to VGS nodes in (a) and (c), respectively.

and 11.4nm, respectively. A dielectric constant of 9.9 is used in the ECA model fol-

lowing Ref. [3]. The ECA utilizes heuristic models to distinguish electronlike and

holelike charge contributions in BTBT devices. Three commonly used heuristic mod-

els (summarized in Table. 2.1)) are applied in ECA and results are presented and

compared to the FBA result (see Fig. 2.6).

The difference in the performance predictions of ECA and FBA can be understood

from Fig. 2.7. The electron density in the bandgap (at around 10nm) is considered as

electrons in FBA, whereas in ECA, a charge prefactor is assigned to it. This prefactor

depends on the position of the hole/electron delimiter and the considered interpola-

tion scheme (see Table. 2.1). A snapshot of the delimiter for α = 0.5 is illustrated in
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Fig. 2.6.: Transfer characteristics ID−VGS at VDS = 0.3V of a silicon ultra-thin body

double-gate TFET. Results of FBA and ECA with three different heuristic models

are shown. The maximum deviation of the three ECA results relative to their average

is plotted in dashed line with cross markers.

Fig. 2.7. Consequently, that prefactor differs in the three applied heuristic models.

The different prefactors in turn impact the interpretation of ECA charge and the

electrostatic potential around the tunnel junction. Thus, the TFET transfer charac-

teristic prediction is sensitive to the chosen ECA delimiter model. This is indicated

by the dashed line with cross markers in Fig. 2.6 which shows the maximum deviation

among all ECA models relative to their average.

2.5.2 p-GaSb/n-InAs HJTFET

For completeness, the predictions of FBA and the three different ECA models are

compared on a direct bandgap heterojunction TFET as well. The transfer charac-

teristics of a double-gate p-GaSb/n-InAs heterojunction TFET with channel thick-

ness tch = 3nm is shown in Fig. 2.8. The channel length of the considered TFET

is Lch = 20nm. The doping density in p-GaSb source and n-InAs drain regions are



25

Fig. 2.7.: Contour plot of the energy and position resolved density of states of the

silicon TFET simulated in Fig. 2.6 at k = Γ. The conduction and valence band edges

are represented in white solid lines. The white dashed line depicts a hole/electron

delimiter for α = 0.5 in the band gap which is used to distinguish electron and hole

states in ECA.

5×1019 cm−3 and 2×1019 cm−3, respectively. Short of dielectric constant assessments

for GaSb and InAs UTBs, the respective material constants are used within ECA. A

drain-to-source voltage VDS of 0.3V is applied. The equivalent oxide thickness (EOT)

of top and bottom oxides is set to 0.47nm.

The relative variation of the ECA predicted drain current densities decreases with

increasing gate voltage. This can be understood with the comparison of band profiles

for different gate voltages shown in the inset of Fig. 2.8. The effective tunneling

distance, i.e. the spatial area in which ECA-specific models of Table 2.1 are applied,

shrinks with increasing gate voltage. Then, differences in the ECA models become

less relevant as well.
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Fig. 2.8.: Transfer characteristics ID − VGS at VDS = 0.3V of a double-gate p-

GaSb/n-InAs heterojunction TFET with channel thickness tch = 3nm predicted

with FBA and ECA with three different heuristic models. The maximum deviation

of the three ECA results relative to their average is plotted in dashed line with cross

markers. The inset shows band profiles in the middle of the TFET for two gate

voltages (VGS = −0.4V and VGS = −0.1V ).

2.6 Incompatibility of ECA with NEGF

The following derivations show the ECA model is not applicable to the NEGF

formalism since it violates fundamental NEGF equations. The retarded, advanced,

lesser and greater Green functions are linearly dependent [52]

GR(E,k)−GA(E,k) = G>(E,k)−G<(E,k). (2.9)

This equation holds for the full Green’s function matrices, but for simplicity, the

following derivations focus on the diagonals only. The real part of the spectral function

A equals the density of states. It is defined as [27]

A(E, k) ≡ i
[
GR(E, k)−GA(E, k)

]
= i [G>(E, k)−G<(E, k)] .

(2.10)
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In equilibrium, the fluctuation-dissipation theorem gives [52]

G>(E, k) = −i [1− f(E)]A(E, k), (2.11)

G<(E, k) = if(E)A(E, k). (2.12)

Since the lesser (greater) Green’s function is related to the electron (hole) density [44],

the extension of the ECA interpolation of Eq. (C.1) to the NEGF framework would

require Eqs. (2.11) and (2.12) to read

G>(E, k) = −i [1− f(E)]A(E, k)λ(E), (2.13)

G<(E, k) = if(E)A(E, k) [1− λ(E)] , (2.14)

When Eqs. (A5) and (A6) are inserted into Eq. (A2), the spectral function has to

fulfill

A(E, k) = [1− f(E)]A(E, k)λ(E)

+f(E) [1− λ(E)]A(E, k).
(2.15)

This requires

λ(E)− 2λ(E)f(E) + f(E) = 1, (2.16)

which cannot hold true in general.

Note that altering the Green’s function matrices beyond their diagonals shows

another shortcoming of the ECA model. The two propagation coordinates of the

Green’s functions can yield very different interpolation values. It is unclear which

value the nonlocal Green’s function elements should be altered with.

2.7 Jacobian matrix for Newton iteration

The Jacobian matrix in Newton’s method contains the derivative of the electron

density over the electrostatic potential [53] which is difficult to calculate due to the
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nonlocal response of electron density to changes in potential. We first assume that

the derivative of the retarded Green’s function over potential is negligible,

∂nFBA

∂φ
=
∑
k

∞∫
−∞

−Im
[
GR(E, k)

]
π

∂fL(E, µL)

∂φ
dE

+
∑
k

∞∫
−∞

GR(E, k)
−Im

[
ΣR(E, k)

]
π

GA(E, k)

[
∂fR(E, µR)

∂φ
− ∂fL(E, µL)

∂φ

]
dE

(2.17)

then, we apply a local approximation which allows us to write

∂nFBA

∂φ
=
∑
k

∞∫
−∞

−Im
[
GR(E, k)

]
π

∂fL(E, µL)

−∂(E/q)
dE

+
∑
k

∞∫
−∞

GR(E, k)
−Im

[
ΣR(E, k)

]
π

GA(E, k)

[
∂fR(E, µR)

−∂(E/q)
− ∂fL(E, µL)

−∂(E/q)

]
dE

=
∂neq

∂φ
+
∂nneq

∂φ
(2.18)

The same energy meshes used for electron density calculation can be used to calculate

Eq. (2.18).

Note that
∂fL(E, µL)

∂E
in the equilibrium part of Eq. (2.18) has 2nd order poles at

Epole = µL+ikBTπ(2m+1) with Res(Epole) = 0 where m ∈ N. By Laurent expansion,

we can write

F (Epole) =
∂fL(E, µL)

∂E

∣∣∣∣
E=Epole

=
∞∑

n=−∞
an(E − Epole)

n

=
a−2

(E − Epole)
2 +

a−1

(E − Epole)
+ a0 + a1(E − Epole) + . . . ,

(2.19)

where a−1 = 0 according to Residue theorem and

a−2 = lim
E→Epole

[
F (Epooe)(E − Epole)

2] = kBT. (2.20)

The retarded Green’s function is analytic in the upper complex plane, therefore, it

can be written in Taylor series as

GR(E, k) = GR(Epole, k) +
GR(Epole, k)′

1!
(E−Epole) +

GR(Epole, k)′′

2!
(E − Epole)

2 + . . . .

(2.21)
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Thus, to obtain the residue of the integrand in the equilibrium part of Eq. (2.18), we

can write the Laurent series of the integrand from Eq. (2.19) and Eq. (2.21) and then

calculate the coefficient a−1. This gives us

Res

{
GR(E, k)

∂fL(E, µL)

∂(E)

}
= GR(Epole)

′kBT, (2.22)

which requires numerically calculating the first derivative of the retarded Green’s

function at every pole enclosed in the contour.

It is critical to include the response of the equilibrium electron density to changes

of potential in the Jacobian matrix. We observed that a Jacobian matrix assuming

zero contribution from the equilibrium electron density delays the convergence by

approximately 10 times iterations.

2.8 Summary

In this work, the FBA of Andlauer and Vogl is adapted to the framework of

nonequilibrium Green’s function based charge self-consistent quantum transport in

atomically resolved nanotransistors. This model is compared to state of art ECA

that heuristically interpret band-to-band tunneling states as partly electronlike and

holelike. Significant ambiguity of the heuristic ECA is exemplified on various tun-

neling field effect transistors. The FBA lifts this ambiguity by explicitly including

all valence band states and consistently interpreting them as electronlike only. For

conventional MOSFETs that lack significant band to band tunneling, the ECA agrees

with the FBA only if an appropriate screening constant for the valence electrons is

applied. This constant is known to deviate from the respective material value. Since

the FBA considers all valence electrons explicitly, no extra input of screening con-

stants is required. In conclusion, the FBA provides a much wider application space

than the conventional ECA - with a marginal increase in computational cost.

Ballistic transport is assumed in all transport simulations in this work. When scat-

tering is included, the filling of states in the device is no longer in equilibrium with the

source and drain contacts. Therefore, a close form for the Green’s functions no longer
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exist and instead they need to be solved self-consistently (e.g. via self-consistent

Born approximation). A follow-on research can investigate the full-band approach

with the inclusion of scattering. This will allow more realistic simulations of TFET

since TFET performance is heavily affected due to non-ideality effects such as semi-

conductor/oxide interface traps, band tail states and other generation/recombination

mechanics.
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3. THERMAL BOUNDARY RESISTANCE PREDICTION

WITH NEGF AND MD SIMULATIONS

At the time of the thesis deposition, Ref. [54] (arXiv) has been accepted by Ap-

plied Physics Letters and is under production. This chapter is reproduced from the

accepted paper, with the permission of AIP Publishing.

3.1 Motivation

Semiconductor nanodevices such as quantum cascade lasers, LEDs and thermo-

electric devices are typically composed of several semiconductor materials [55–58].

Scattering of thermal energy carriers at the interface between two materials results

in thermal boundary resistance [59]. The size of the thermal boundary resistance was

previously reported [60] to be comparable to that of pure materials with lengths of a

few to tens of nanometers. Predicting the thermal boundary resistance gives impor-

tant insight into the device physics and enables design improvements. Often, molecu-

lar dynamics (MD) is used to model the thermal boundary resistance and reproduce

experimental data [61]. Inelastic phonon scattering is included in MD simulations

through the anharmonicity of the interatomic potential [62]. The non-equilibrium

Green’s function (NEGF) method [27] is widely accepted as one of the most consis-

tent methods for electronic quantum transport in nanodevices [30, 31]. In particular

for predicting stationary device physics, NEGF is potentially more attractive than

MD given that it is a spectral approach when setup in energy space, though modal

methods in non-equilibrium MD have just begun to be developed [63,64]. When elec-

trons and phonons are both solved in the NEGF framework, interparticle interactions

and energy and momentum transfer in e.g. self-heating or thermoelectric situations

can be described on equal footing with the predictions of the respective particles’



32

propagation [65]. For phonon transport, however, the NEGF method has been used

predominantly in the coherent (harmonic) regime due to the fact that the inclusion of

incoherent scattering such as phonon-phonon decay usually requires solving polariza-

tion graphs in the self-consistent Born approximation which entails a large numerical

load [66]. It had been shown that lack of anharmonicity in NEGF simulation give

incorrect thermal boundary resistance predictions [67].

In this work, a numerically efficient method to solve phonon transport in the

NEGF framework including phenomenological phonon scattering with Büttiker probes

is presented and benchmarked against MD. Finite interface resistances in homoge-

neous structures that have plagued the Landauer approach [60, 68] is absent in the

presented approach. When solved for homogeneous systems, this NEGF method

yields vanishing interface resistance. The thermal boundary resistance calculated

with this NEGF method shows quantitative agreement with MD simulations. The

extracted spectral transport information from NEGF shows that the different phonon

modal contributions play an important role in thermal transport across the interface.

3.2 The benchmark system

Fig. 5.1(a) shows the simulation domain considered in both MD and NEGF. The

system consists of Si to the left and heavy-Si to the right of an interface at position

0. The heavy-Si differs from Si only in its atomic mass ratio vs. Si MR = MhSi/MSi.

For all simulations in this work, MSi is fixed at 28.085 u and a range of 1 to 10 is

considered for MR. Transport is solved within a range L/2 to the left and right of

the interface. The lattice temperature for regions further to the left and right of the

interface is assumed constant and to equal 320 K and 280 K, respectively. Phonon

transport occurs along the x direction and the system is considered to be periodic

along y and z directions. The harmonic phonon bandstructure is described with

a Tersoff potential [69] and the lattice constant is set to 5.431�A. Details of the

thermal boundary resistance extraction are illustrated in Fig. 5.1(b). Firstly, linear
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fits are performed on the local temperature profiles to the left and to the right of

the interface, respectively. The local temperature T is obtained by minimizing the

difference between the local phonon energy density and the product of a local Bose-

Einstein distribution and the local phonon density of states [70]. For a given atom,

the local temperature T solves the equation∑
q‖

∫ ∞
0

ωρ(ω)dω =
∑
q‖

∫ ∞
0

ωD(ω)fBE(ω, T )dω, (3.1)

where ω is the phonon frequency and q‖ is the transverse phonon wave vector. ρ

is the local phonon number density and D is the local phonon density of states.

The temperatures T1 and T2 of the Si and heavy Si in the vicinity of the interface

(see Fig.5.1(b)) are determined with the fitted temperature profiles. Finally, the

thermal boundary resistance is calculated as R = (T1−T2)/q, where q is the simulated

heat flux. Following the discussion in Ref. [71], three different device lengths L are

simulated for each value of MR, and R is extracted for the limit of 1/L = 0 by linear

extrapolation.

3.3 Simulation approach

3.3.1 MD

The LAMMPS package [72] is used for all MD simulations in this work. The

lengths of both the heat source and the heat sink are L/10 and the simulation timestep

is 0.4 fs. Periodic boundary conditions are applied in y and z directions while the fixed

boundary condition [73] is applied in the x direction. For MD calculations, the dis-

cretized device cross-section is of 8×8 conventional unit cells, with each conventional

cell containing 8 atoms. First, a canonical ensemble (NVT) is considered and run

for 1.2 ns to relax the structure, allowing the system to reach thermal equilibrium

at 300 K. The system is then switched to a microcanonical ensemble (NVE) and a

constant heat flux is added to the heat source and extracted from the heat sink for

12 ns. After the system reaches steady state, the local temperature of each cell is
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Fig. 3.1.: (a) Simulation domain considered in this work. Regions marked by 1

through 4 are three atomic layers in the middle of Si, left to the interface, right to the

interface and in the middle of heavy Si, respectively. (b) Schematic of the thermal

boundary resistance extraction.

obtained by averaging over ten million timesteps in the last 4 ns. L of 92, 130 and

184 unit cells is used for MD based simulation of each MR value.

3.3.2 NEGF

For all NEGF simulations, the nanodevice simulation tool NEMO5 [34] is used.

Stationary Green’s functions are solved in the energy domain, which gives spectral

data without additional transformations. To calculate the harmonic interatomic force

constants (IFCs), a 3× 3× 3 unit cell bulk Si structure is relaxed in LAMMPS using

the Tersoff potential [69]. The derivatives of the forces between atoms with respect

to the atom position variations give the harmonic IFCs. These values are then loaded

into NEMO5 to construct the dynamical matrix [74]. Only the transport direction

(x) is discretized in real space. The periodic directions (y and z) are represented

with a single conventional unit cell. Longer-ranged periodicity is represented with
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the phonon momenta in reciprocal space. Anharmonic phonon decay is included via

Büttiker probes [75]. The Büttiker probe self-energies at atom i with vibrational

direction m(x, y, z) are of the form

ΣR
BP (i,m)(ω) = −i 2ω~2

τ(i,m)(ω)
. (3.2)

Each discretized atom in the system has a Büttiker probe applied to it. Following

Ref. [70] we approximate the phonon frequency (ω) dependent scattering lifetime τ

as isotropic and assume it represents only the phonon-phonon Umklapp process [76]

τ−1
(i,m)(ω) = τ−1

i (ω) = BTiω
2e−C/Ti . (3.3)

Ti is the phonon Büttiker probe temperature of the atom i. It represents the local

temperature for the limit of complete phonon thermalization at each atom. The actual

local temperature differs from the Büttiker probe one depending on the scattering

strength [76]. To ensure energy conservation, the Büttiker probe temperature is

solved iteratively by Newton’s method until the integrated energy current vanishes

for each Büttiker probe [70]. Since the phonon Green’s functions are solved with the

recursive Green’s function (RGF) method [70], the device is partitioned into slabs

perpendicular to transport direction. This limits the peak memory usage during

computation, but requires the Büttiker probe self-energies to be equal throughout

each slab. The parameters B (5× 10−20 s/K) and C (430 K) are chosen such that the

NEGF prediction of the bulk Si thermal conductivity agrees with the MD solution

(see Fig. 5.2(a)). The same values of B and C are used in Si and heavy-Si. In this

way, the dependence of the scattering rate on the atomic mass and deviations of the

anharmonicity near the interface from the one of the volume materials are ignored.

This is not a fundamental limitation of the Büttiker probes. Future work on other

materials and interfaces might likely require a more detailed Büttiker probe model. L

of 146, 184 and 220 unit cells is used for NEGF based simulation of each MR value.

The spatial distribution of local phonon density of states (LDOS) can illustrate

the contributions of different phonon modes to the heat flux in various regions. For
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Fig. 3.2.: (a) Thermal conductivity of bulk Si calculated with MD and NEGF. The

Büttiker probe parameters B and C are fitted such that the transport results of NEGF

agree with MD. (b) Thermal boundary resistance as a function of the mass ratio

(MR) calculated by NEGF with the fitted parameters B and C of (a) and MD. The

error bar of MD simulation is calculated but not plotted since the standard deviation

for independent simulations is only 1.6 % to 4.6 % of the average resistance at the

Si/heavy-Si interface for different mass ratios. The dotted line is the relative difference

of the two methods and is defined as (NEGF − MD)/MD × 100%. The green

curve shows the results calculated by NEGF without Büttiker probe self-energies.

With increasing masses, the maximum phonon frequency and (with the frequency

dependence of the Büttiker probes, Eq. B.2) the average scattering strength reduces.

Consequently, the impact of scattering on Rinterface declines with increasing mass of

heavy-Si.

this purpose, four regions of interest, consisting of three atomic layers each are defined

in Fig. 5.1(a). The LDOS φi(ω) of any region i of these regions is averaged over all

of its atoms. For a given phonon frequency, the L1-norm of the LDOS summed over

all regions is defined as

‖φtot(ω)‖ =
4∑

i=1

φi(ω). (3.4)



37

The relative contribution of LDOS of region i is then defined as

Ri(ω) =
φi(ω)

‖φtot(ω)‖
. (3.5)

3.4 Thermal boundary resistance: NEGF versus MD

Fig. 5.2(b) shows the thermal boundary resistance as a function of MR calculated

with NEGF agrees quantitatively with the MD predictions. For both methods, the

thermal boundary resistance increases exponentially with MR and vanishes when

MR tends to unity (i.e. for a homogeneous system). Small remaining difference

between the MD and NEGF results are systemic to the different treatment of phonon

modes perpendicular to the transport direction: In NEGF, the phonon momentum

perpendicular to transport is explicitly resolved as a parameter in the Dyson and

Keldysh equations [70]. In contrast, MD calculations require as large as possible

unit cells perpendicular to transport to cover as many phonon modes with long wave

lengths in these directions as feasible. Another source of differences can be the open

boundary condition in transport direction: Fig. 5.3 benchmarks the open boundary

condition treatment in MD and NEGF, since they illustrate finite-size effects [61] with

the thermal boundary resistance R as a function of the inverse system length 1/L.

For MD, the slope of R vs 1/L increases with the mass ratio MR, i.e. with reducing

average sound velocity in the device. This agrees with similar findings discussed in

detail in Ref. [61]. Note that the mean free path of Si at room temperature is about

300 nm [77]. Therefore, it is practically impossible to completely eliminate the size

effect along the transport direction in MD due to computational cost. In contrast to

the finite sized boundary reservoirs of MD, contact self-energies in NEGF incorporate

semi-infinite leads as phonon reservoirs [78]. Accordingly, we observe the slope of R

vs. 1/L in NEGF predictions is much smaller than that of MD. Also its increase with

MR is comparably negligible. This different boundary treatment is another source

of some differences between MD and NEGF seen in Fig. 5.2 (b).
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Fig. 3.3.: Linear extrapolation of NEGF and MD for three MR values. MD results

show a stronger dependence on the length of the device. Open boundary conditions

included in NEGF with contact self-energies give almost device size independent

results.

3.5 Inelastic scattering in NEGF

Fig. 5.4(a) shows the phonon density of states (DOS) in homogeneous Si and

heavy-Si solved with NEGF. The DOS of heavy-Si is limited to energies at or below

33.3 meV, two times less than in native Si in agreement with the applied MR = 4.

Incoherent phonon scattering allows phonons with energies above this heavy-Si cutoff

energy to propagate. This is illustrated in Figs. 5.4(b), (c) and (d) with the energy

resolved current densities of the heat source and heat sink of the device in Fig. 5.1(a)

when solved in NEGF with different scattering strengths. While the energy distri-

bution changes with scattering, the total energy current (on the order of 109 W/m2)

is conserved, and the difference of the total energy current between the source and

the sink is on the order of 1 W/m2. In Fig. 5.4(b), normal scattering strength (fitted

to reproduce the MD-calculated bulk thermal conductivity) is applied. The source

current with energies above the energy cutoff is finite since its corresponding phonons

can relax to lower energies at the heavy-Si side via inelastic scattering. In Fig. 5.4(c),
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an artificially weak scattering strength is used (1/20× normal scattering strength).

Accordingly, the profiles of current in both the heat source and sink follow the profile

of the heavy-Si DOS. In contrast, Fig. 5.4(d) shows the NEGF results when artificially

strong scattering is used (20× normal scattering strength). The current profiles in

the heat source and heat sink follow the profiles of the DOS in the Si and the heavy-

Si leads, respectively. The results show that stronger inelastic scattering brings the

system closer to local thermodynamic equilibrium.
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Fig. 3.4.: (a) Energy resolved (transverse momentum integrated) density of states in

Si and heavy-Si leads. (b)∼(d) Energy resolved (transverse momentum integrated)

current of NEGF in the heat source and sink calculated with normal, artificially weak

(1/20×) and artificially strong (20×) scattering strengths, respectively.



40

3.6 Role of phonon scattering in energy current across interface

In Fig. 5.4(b), four current peaks in the heavy-Si heat sink are located at 12 meV,

22 meV, 27 meV and 32 meV, respectively. They correspond to the four peaks of the

heavy-Si DOS shown in Fig. 5.4(a). The relative magnitudes of the four current peaks

do not follow the relative magnitudes of the four DOS peaks (i.e., the list of current

peaks arranged in decreasing order of magnitude is 22 meV > 12 meV > 27 meV >

32 meV, whereas the same list according to the DOS magnitude is 32 meV > 12 meV >

22 meV > 27 meV). Without interfaces involved, the current is expected to be propor-

tional to the product of the DOS and the group velocity [79]. The results of Figs. 5.4

can be understood in Fig. 5.5, since it illustrates the different relative contributions of

phonon modes in different device areas. Phonon modes around 12 meV reside nearly

exclusively in the heavy-Si. Consequently, they contribute less to the overall heat

current. In contrast, phonon modes around 22 meV are present in all 4 device regions

considered in Fig. 5.5. Therefore, these modes can maintain a higher contribution to

the total heat current.

3.7 Summary

In conclusion, NEGF with Büttiker probe scattering is applied to the thermal

boundary resistance of the Si/heavy-Si interface. The empirical NEGF scattering

parameters are tuned to reproduce the thermal conductivity of homogeneous Si pre-

dicted by MD. The scattering parameters proved to be transferable, since the NEGF

results of the thermal boundary resistance quantitatively agrees with MD results for

mass ratios ranging from 1 to 10. Finite interface resistances in homogeneous struc-

tures that have plagued the Landauer approach is absent in the presented approach.

Besides, the present NEGF approach is found to be numerically more efficient than

MD. Thanks to the open boundary conditions, NEGF shows virtually no finite-size

effects compared to MD. The analysis of the NEGF spectral information shows that

the scattering between different phonon modes determines the phonon energy current
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Fig. 3.5.: The ratio of the phonon mode in regions 1 ∼ 4 defined in Fig. 5.1

and by Eq. B.4 (
∑4

i=1Ri = 1). The evenly distributed phonon modes around 22

meV (marked by the gray area) result in the highest current peak at 22 meV (see

Fig. 5.4(b)) although having a lower DOS and lower group velocity compared to

those at 12 meV.

flow across interfaces. Future improvements of our approach can include a more ac-

curate description of inelastic scattering at the interface and enable computationally

efficient calculation of spectral current adjacent to the interface.
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4. 5 nm GATE LENGTH GAN NANOWIRE NFET

© 2019 IEEE. This chapter is reprinted, with permission, from Ref. [80].

4.1 Motivation

As we approach the scaling limits of FinFET structure, gate-all-around structure

is being investigated for future nodes due to its excellent electrostatic control [81]-[82].

Intrinsic properties of GaN, such as its wide band gap (∼ 3.4 eV) and large satura-

tion velocity (∼ 2× 107 cm/s [83]), make it an intriguing option for gate-all-around n-

MOSFET devices for digital applications beyond 7 nm technology, complementing the

well-known markets of GaN for RF [84] and power applications [85]. It is reported [86],

through simple effective-mass-based ballistic quantum transport simulations, that

5 nm channel length GaN-NW-nFET (square cross-section with Tnw = 1.6 nm) out-

performs Si (meff = 0.34m0), Ge (meff = 0.18m0), and InAs (meff = 0.153m0)

channel materials due to its relatively lower electric permittivity and higher effective

mass (meff = 0.37m0) which reduces source-drain direct tunneling leakage. Ac-

curate performance prediction of sub-10 nm nanowire transistors requires atomistic

resolution [87–90]. In this work, the performance of GaN-NW-nFET with different

geometrical shapes, cross-section widths, and gate configurations is investigated us-

ing atomistic full-band quantum transport simulation. Results are compared with

simulated 5 nm Si-NW-nFET.

4.2 Simulation approach

All results of this letter were obtained using the nanodevice simulation tool NEMO5 [34].

The electronic structure is represented in atomistic nearest-neighbor tight-binding



43

(TB) sp3d5s∗ basis. Throughout the paper, empirical TB parameters for Si and

GaN are taken from [35] and [34], respectively. For all nanowire devices the electron

transport direction (x) and the confinement directions (y and z) are atomically dis-

cretized. All results are obtained by iterating the quantum transmitting boundary

method [91] with the 3D nonlinear Poisson equation until convergence is achieved.

Transistor benchmarking with a fixed IOFF was performed by tuning the metal work

function, i.e., flat-band voltage (VFB), while keeping all other device parameters the

same. Because of the high optical phonon energy (∼ 93 meV) [92], wide valley sep-

aration (> 1 eV) and large mean free path (∼ 14 nm) of GaN, ballistic transport is

expected in sub-10 nm regime [93]-[94] and is assumed in all calculations, given that

the channel length considered in this work is 5 nm. Ballistic transport predicts ide-

alized device performances. To give an idea how detrimental the effect of scattering

might be, surface roughness is implicitly included in the energy- and intrinsic gate-

delay calculation by assuming a 35 % reduction in ION in accordance with [95].

4.3 Results and discussions

4.3.1 Device structures

Fig. 4.1 shows a schematic of the devices considered in this work. Square, circu-

lar, triangular and hexagonal cross-sections with widths varying from 1.6−2.8 nm are

simulated. These widths are selected to ensure immunity to short-channel effect (de-

sign rule: Tnw < LG/2). A summary of the simulated device parameters is provided

in Fig. 4.1(e). The transport directions for all GaN and Si nanowire simulations are

taken along the [0001] (c-axis) and [100] directions, respectively.

4.3.2 Benchmarking GAA GaN with Si NW-nFET

The assessment reported in [86] is repeated to examine how GaN compares to

Si NW-nFET with the use of full-band quantum transport. The calculated energy
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Fig. 4.1.: (a)∼(d) Schematic of the GaN Nanowire n-MOSFET (GaN-NW-nFET)

with different cross-section shapes simulated in this work and (e) important device

parameters.

dispersion relations of Si and GaN nanowire with square cross-sections are shown in

Fig. 4.2(a). Only conduction bands are shown and the minimum conduction band

energy is fixed at 0. Fig. 4.2(c) compares GaN and Si square NW-nFET ON-state

drive current at 2 square cross-sections: Tnw = 1.6 nm and 2.0 nm. It is observed

– consistent with [86] – that GaN NW-nFET outperforms Si in both LP and HP

applications. The GaN-NW-nFETs show ∼ 13% (30%) and ∼ 33% (32%) better ION

at IOFF = 1 nA/µm (100 nA/µm) than Si at Tnw = 1.6 nm and 2.0 nm, respectively.

GaN’s higher current is attributed to its smaller effective mass, meff (I ∝ Qinv√
meff

).

The ON/OFF performance metric Q = gm/SS (QGaN = 335.07 µS-dec/mV for Tnw =

1.6 nm, 181.73 µS-dec/mV for Tnw = 2.0 nm and QSi = 251.33 µS-dec/mV for 1.6 nm,
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Fig. 4.2.: (a) Energy dispersion relations along the transport direction of Si and GaN

square cross-section nanowire (Tnw = 1.6 nm). (b)∼(d) ID vs VG curves (IOFF fixed

at 10−2 µA/µm), ION vs IOFF curves (calculated at VDD=0.4 V) and Subthreshold

swing vs IDS curves of GaN and Si NW-nFETs with square cross-section shape.

154.86 µS-dec/mV for Tnw = 2.0 nm), is about 33% higher for Tnw = 1.6 nm and

17% higher for Tnw = 2.0 nm in GaN compared to Si at IOFF = 10 nA/µm. At

Tnw = 1.6 nm (2.0 nm), the SS is 68 mV/dec (73 mV/dec) and 65 mV/dec (70 mV/dec)

for GaN and Si, respectively (see Fig. 4.2(d)). The non-ideal SS mainly originates

from source drain direct tunneling leakage which is worse for GaN due to its lower

effective mass – meff for GaN and Si channel with Tnw = 1.6 nm (2.0 nm) are 0.26m0

(0.25m0) and 0.43m0 (0.35m0).
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4.3.3 Gate efficiency and current normalization

For large cross-sections, one expects that a multigate device with N gates to

have N independent channels with an effective width given by the gate perimeter

(N ×Wgate). However, this independent channel assumption does not hold at small

cross-sections. To illustrate this point, the relative ION gain of gate-all-around (GAA)

GaN square NW-nFET with respect to tri-gate (TG) (IGAA/ITG) and double-gate

(DG) (IGAA/IDG) as Tnw scales is shown in Fig. 4.3. Note that the relative gain is

well below the ideal gain (33% and 100% relative to TG and DG, respectively). This

is especially true for the smallest cross-section simulated (Tnw = 1.6 nm) where the

GAA enhancement with respect to TG and DG drops to ∼ 15 % and ∼ 35 %, re-

spectively. The reason for the gain reduction – which is generally true for Si [96] and

Fig. 4.3.: Percentage of ION enhancement of gate-all-around (GAA) GaN-NW-nFET

with respect to tri-gate (TG) and double-gate (DG) as a function of Tnw.

other channel materials – is due to volume inversion, which forms a single channel

instead of N independent channels. Consequently, the widely adopted gate-perimeter

normalization standard is not valid at such small cross-sections. This issue is high-



47

lighted in Fig. 4.4(a). It is observed how such normalization misleadingly suggests

that ION per gate is most efficient for the structure with the least number of gates.

This can be corrected by using areal normalization (Fig. 4.4(b)) which clearly reveals

the advantage of using more gates.

Fig. 4.4.: ION vs IOFF curves (calculated at VDD=0.4 V) (a) normalized with respect

to the perimeter and (b) with respect to the cross-section area of square cross-section

GaN-NW-nFETs with different gate configurations and Tnw=2.0 nm.

4.3.4 Influence of geometrical shape

In sec. 4.3.2, it is demonstrated that the source drain direct tunneling leakage

degrades the performance of 5 nm gate length GaN-NW-nFET with a square cross-

section. It is also shown in sec. 4.3.3 that at the limit of small cross-sections, the

relative ION enhancement by adding more gates diminishes. In this section, the goal

is to understand how the geometric shape of the GaN-NW-nFET affects its perfor-

mance. The study of different geometric shapes is especially relevant to GaN since

GaN’s wurtzite crystal structure has a hexagonal lattice rather than a cubic lattice.

As such, the device structure presented thus far and that of Ref. [86], albeit being

promising, is difficult to fabricate in reality, due to the large number of dangling bonds
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present in square GaN cross-section. Methods for dangling bond passivation within

tight binding in zinclende [97] and any other geometry [98] have been developed and

implemented in NEMO5. Recent experimental work has reported that GaN nanowire

of triangular shape is easier to construct experimentally than other shapes [99, 100].

In this section, the performance of square, circular, triangular and hexagonal GaN-

NW-nFETs are compared [39,90,101]. The circular, triangular and hexagonal shape

devices were selected to assess a more realistic GaN nanowire geometry. Fig. 4.5(a)

shows the ION vs IOFF for the 4 geometric shapes considered with Tnw = 2.4 nm.

It is observed that the circular, triangular and hexagonal devices all have higher

raw current than the square geometry despite their smaller cross-sectional area. The

superior performance of circular, triangular and hexagonal cross-sections can be at-

tributed to relatively larger effective mass (see Fig. 4.5(b)) which suppress the source

drain direct tunneling leakage. A similar trend in effective mass is also observed in

first principle [102] and DMol [103] calculations, with effective mass increasing as the

nanowire diameter decreases. The triangular device shows the highest Gm and the

lowest SS among all four geometries for the same Tnw, which effectively allows better

cross-sectional scaling than the square device. This can be illustrated (see Table. 4.1)

by comparing a square device and a triangular device of around the same area (e.g.,

a triangular device with Tnw = 2.4 nm has cross-section area 2.5 nm2; a square de-

vice with Tnw = 1.6 nm has cross-section area 2.56 nm2). It is noted that Si in the

[111] plane can also be fabricated in a triangular shape. However, it is reported [104]

that Si n-type NW along [111] has a much larger effective mass than [100]. A larger

effective mass is good for suppressing source-drain direct tunneling leakage, but it

also lowers the injection velocity and the drive current. Lastly, the energy-delay vs

intrinsic gate-delay is summarized in Fig. 4.6. A reduction of 35 % [95] in ION is

assumed for simulated GaN and Si devices to account for surface roughness. Overall,

it is observed that the GaN-NW-nFETs outperform the simulated Si NW-nFETs.
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Fig. 4.5.: (a) ION vs IOFF (calculated at VDD=0.4 V) of GaN-NW-nFETs with dif-

ferent geometrical shapes. (b) GaN electron effective mass (meff ) calculated us-

ing the sp3d5s∗ TB basis. Purple symbols are DFT calculations from Ref. [102].

(c)∼(g) Cross section electron density profiles at top of the barrier for Si (c) and

GaN ((d)∼(g)) with different geometrical shapes at VGS=VDD=0.4 V (IOFF fixed at

200 pA).

4.4 Summary

This work represents a full band quantum transport simulation study of GaN-NW-

nFET with different cross-sectional shapes, assessing the promise of GaN for digital
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Table 4.1.: Performance benchmark of square Si-, GaN- and triangular GaN-NW-

nFETs of comparable cross-sectional area.

Performance

metrics

Si square

1.6 nm

GaN square

1.6 nm

GaN triangular

2.4 nm

SS(mV/dec) 65.7 67.2 63.4

Gm(×106 µS/µm2) 4.3 5.5 6.2

ION/IOFF (×106,

IOFF=100 µA/µm2)
1.7 2.2 2.5

Fig. 4.6.: Energy-delay vs intrinsic gate-delay of the simulated GaN- and Si- NW-

nFETs. Cross-section shape of GaN-NW is indicated by symbols: square (black),

circular (yellow), hexagonal (red) and triangular (blue). The simulated devices ac-

count for a 35 % current reduction estimate due to surface roughness [95].

logic applications beyond the 7 nm node. Our study reveals that GaN nanowire FETs

are a strong contender for n-channel devices at the 5 nm gate length. It is found that
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GaN-NW-nFET offers device performance improvement over Si-NW-nFET for both

LP and HP applications, especially with the use of triangular geometry.
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5. MONOLAYER WTE2-ZRS2 VDW TFET

5.1 Motivation

In a conventional MOSFET, the current is determined by the thermionic emis-

sion of charge carriers over the gate-controlled potential barrier between source and

drain [105]. The equilibrium thermodynamics defines the fundamental lower limit

of the subthreshold swing (SS) to be 60 mV/dec at room temperature [106], which

precludes the reduction of the supply voltage and the overall power consumption of

the integrated circuit [107]. Exploring novel device architectures, with alternative

switching mechanisms which allow voltage scaling, is critical for a plethora of emerg-

ing device applications such as internet-of-things, wearable electronics and artificial

intelligence. Band-to-band tunnel field-effect transistors (TFETs) are promising can-

didates for low power electronics due to their potential to surpass the thermionic

limit and achieve steep SS [108, 109]. However, despite considerable efforts, TFETs

with high ON-state current (ION), low OFF-state current (IOFF ) and low supply

voltage have not been experimentally demonstrated [4]. In recent years, there are

few theoretical TFET designs based on resonant tunneling which predict decent de-

vice performances [110, 111]. However, these designs often rely on complicated III-V

semiconductor heterostructures which are difficult to fabricate [112, 113]. Moreover,

interface trap states induced by dangling bonds in these quasi low-dimensional semi-

conductors can severely limit the switching steepness and is considered to be a major

obstacle in obtaining ideal TFET characteristics [114–116]. Two-dimensional (2D)

crystals, on the other hand, have no dangling bonds on their surfaces, which allows

for the formation of high-quality stacked van der Waal (vdW) heterostructures with

atomically sharp interfaces [117]. The stacking of one 2D material on another 2D or

3D material allows for tailoring of the band alignment and the electrostatic control
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to enable ideal device performance [118–120]. In addition, TFETs with 2D crys-

tal channel also benefit from ultra-thin body thickness which suppresses the short

channel effects and leads to further scaling down of the channel length [121].

Nevertheless, in spite of the growing interest in vdW TFETs [120,122–125], theo-

retical studies that employ quantum mechanical models necessary to accurately assess

the device performance and unveil important design guidelines, are scarce [126,127].

One reason is that the semi-empirical tight binding parameterization, available for

3D crystals, does not exist for 2D vdW heterojunctions [128]. In addition, quantum

mechanical models must consider scattering effects because tunneling heterojunc-

tions usually contain confined states at regions close to the tunnel junction which

can significantly affect the transport characteristics of the device [110, 111, 129]. In

the non-equilibrium Green’s function (NEGF) formalism [27], accurate treatment of

such effects as well as non-idealities (e.g. band tailing) requires explicit modeling of

electron-phonon and electron-electron interactions, which are non-local in space and

couple different energies and transverse momenta [44, 66, 130]. Therefore, one has

to compute and store the Green’s functions and the self-energies for a large num-

ber of energy and momentum tuples. In addition, following the self-consistent Born

approximation scheme, the Green’s functions and the self-energies need to be solved

self-consistently until convergence is achieved [5]. Such calculation requires the usage

of the whole supercomputer and is prohibitive for device simulation at the time of

writing [131].

We propose our design of complementary n- and p-type TFETs based on the

monolayer WTe2-ZrS2 vertical heterojunction with a broken-gap band alignment, us-

ing atomistic quantum transport simulation with a basis derived from ab-initio density

functional theory (DFT) calculations. Non-ideality effects such as electron-phonon

and electron-electron interactions are taken into account through a phenomenolog-

ical scattering model based on the combination of equilibrium and non-equilibrium

carrier statistics [132]. This scattering model was previously applied, with nearest

neighbor semi-empirical tight binding basis, to resonant tunneling diodes and TFETs
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based on III-V materials [111,132,133] and has shown good agreement between sim-

ulation and experiment [133]. Here, for the first time, it is applied to TFETs based

on a 2D material vertical heterojunction, with a basis derived from ab-initio DFT

calculations. Device performance degradation due to band tailing is also assessed.

Owing to band structure engineering and design of the electrostatics, decent trans-

fer and output characteristics are observed for both the n- and the p-type TFETs –

ION=220 µA/µm and 290 µA/µm for the n- and the p-type TFETs, respectively, at

IOFF=0.1 nA/µm and with a supply voltage of 0.4 V – suitable for low power VLSI

applications. SS is lower than 60 mV/dec for more than 4 orders of magnitude of the

drain current. The low-power VLSI circuit performance of proposed TFET devices is

demonstrated by simulating a 25-stage ring oscillator circuit using the MIT Virtual

Source Model for TFET (MVS-TFET) [134].

5.2 Simulation approach

To accurately model the electronic structure of the monolayer WTe2-ZrS2 vertical

heterostructure, the DFT tool VASP [135] is used. The applied DFT model is based

on the generalized gradient approximation utilizing the Perdew-Burke-Ernzerhof func-

tionals [136]. Firstly, the equilibrium lattice constants of hexagonal unit cells of the

WTe2 monolayer (H-phase) and the ZrS2 monolayer (T-phase) are determined to be

3.56�A and 3.69�A, respectively. Then, after applying 1.7 % tensile strain and 1.9 %

compressive strain to WTe2 and ZrS2, respectively, a common lattice constant of

3.62�A is achieved. The coordinates of the basis atoms of the strained heterostructure

are further relaxed until all forces acting on ions are less than 10−2 eV/�A and the

total energy difference between two subsequent iterations is smaller than 10−5 eV. A

momentum mesh of 25×15×1 Monkhorst-Pack grids and an energy cut off of 500 eV

are used in the electronic structure calculation without spin-orbital coupling. Lastly,

the Wannier90 package is used to transform the Bloch wavefunctions into a maximally

localized Wannier functions (MLWF) representation [137]. 22 energy bands around
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the Fermi level are selected which cover an energy window of 16 eV. As an initial

projection, 5d and 3p atomic orbitals are used for metal electrons and chalcogenide

electrons, respectively [138, 139]. This wannierzation procedure produces a Hamil-

tonian of the unit cell with a short interaction range of 12�A. The relaxed atomic

structure and the unit cell Hamiltonian are imported to NEMO5 simulator [140] for

quantum transport analysis.

All transport problems are solved by the multi-physics domain decomposition

method within the NEGF formalism [116, 141, 142]. A constant scattering potential

of 10 meV [132] is assumed below the valence band maximum (VBM) and above

the conduction band minimum (CBM), and is added in the monolayer regions of the

device [111,132]. In the lack of experimental data, to estimate the device performance

degradation due to band tailing, an Urbach parameter of 10 meV is assumed according

to theoretical predictions [5, 143, 144]. For each bias point, the NEGF equation is

solved self-consistently with the nonlinear Poisson equation (discretized on a 3D finite

element grid) until convergence is achieved. The dielectric tensors of monolayer WTe2

and ZrS2 are anisotropic and are obtained from DFT calculations [145,146]. Dielectric

constants in the channel region of the simulated devices are averaged between those

of WTe2 [145] and ZrS2 [146]. To interpret the particle density, a heuristic model with

a smooth interpolation between electron and hole states is used [16]. For all devices,

flat band Neumann boundary conditions are assumed for the Poisson equation except

for the gate/oxide interface regions where Dirichlet conditions are used to set the

applied gate voltage. Full ionization of donor and acceptor atoms is assumed.

5.3 Device design

The electronic band structure of the strained heterostructure is shown in Fig. 5.1(a),

with the VBM of WTe2 (located at the K point) larger than the CBM of ZrS2 (located

at the M point) by 0.067 eV. Such a broken-gap band alignment predicted by DFT

calculations is favorable for TFETs since a small tunneling distance can be achieved
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a) b)

c) d)

Fig. 5.1.: (a) Band structure of monolayer WTe2-ZrS2 heterostructure calculated with

VASP. (b) Band structures calculated with VASP (lines) and NEMO5 (symbols) at

ky=0 along the transport direction. Both VBM of WTe2 and CBM of ZrS2 are

folded to ky=0. (c)-(d) The top view and the side view of the monolayer WTe2-ZrS2

heterostructure. The primitive unit cell is marked by a green diamond. The gray

rectangle marks the unit cell that is used in all transport calculations. The transport

direction is along the x axis.

which leads to high ON-state current. Note that strain engineering of 2D materials

is possible in principle [147–149] and is important especially for TFET applications

since it allows tailoring the band alignment. According to the theoretical predic-

tions [144, 150], the applied strain does not change the locations of the WTe2 VBM

and the ZrS2 CBM in the reciprocal space, but it lowers the band gap of both WTe2

and ZrS2. Therefore, the unstrained heterostructure would have either a Type-II stag-
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gered band alignment or a Type-III broken-gap band alignment with a band offset

smaller than 0.067 eV. The actual values of the applied strain, within the range that

has been experimentally realized [147], are chosen to eliminate the lattice mismatch

between WTe2 and ZrS2 so that a small unit cell can be used for the construction of

the device structure. This consideration is critical for the simulation purpose since

the computational cost (both CPU and memory) grows very rapidly with the size of

the unit cell. To maximize the ON-state current, the direction in the reciprocal space

which connects the VBM of WTe2 and the CBM of ZrS2 is set to be parallel to the

transport direction x. In order to achieve this, the x-axis is chosen to be parallel to

the [110] crystallographic direction (see Fig.5.1(c)) and a periodic boundary condition

is applied along the y-axis. Consequently, the device is constructed from the rectangle

shape unit cell as illustrated in Figs. 5.1(c) and 5.1(d). In other words, the choice of

the transport direction leads to a folded band structure shown in Fig. 1(b), where

the VBM of WTe2 and the CBM of ZrS2 are both at the center of the new Brillouin

zone (ky=Γ). In doing so, no change in the ky momentum component is required for

electron tunneling from the VBM of WTe2 to the CBM of ZrS2.

The proposed designs for both the n- and the p-type TFETs are based on a p-

WTe2/n-ZrS2 double-gate vertical TFET. For the n-type TFET (schematic shown in

Fig. 5.2(a)), source and the bottom gate are grounded and a drain-to-source voltage

(Vds) of 0.4 V is applied. The top gate voltage (Vtg) is ramped to turn the device

ON and OFF. Following the work of Cao et al. [127], to avoid a superlinear onset in

the output characteristic, the WTe2 layer is degeneratively p-doped. The ZrS2 layer

is lightly n-doped in the drain region (Ld). The doping densities are N s=1013 cm−2

and Nd=3.3× 1012 cm−2, respectively. For the p-type TFET (schematic shown in

Fig. 5.2(b)), drain and the top gate are grounded and a source-to-drain voltage (Vsd)

of 0.4 V is applied. The bottom gate voltage (Vbg) is ramped to turn the device ON and

OFF. The ZrS2 layer is heavily n-doped and the WTe2 layer is lightly p-doped in the

drain region (Ld). The doping densities are N s=1013 cm−2 and Nd=3.3× 1012 cm−2,

respectively. For both the n- and the p-type TFETs, the same work function is
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a)

b)

Fig. 5.2.: The cross-section of the n-type (a) and the p-type (b) TFET design based

on the monolayer WTe2-ZrS2 vertical heterojunction.

used for both the top and the bottom gates, with the work function of the p-type

TFET being smaller than that of the n-type TFET by 0.43 eV. The actual values

of the work functions are chosen to have IOFF=0.1 nA/µm when the ramped gate

voltage is at 0 V. The length of the source is Ls=15 nm and the length of the drain

is Ld=25 nm, respectively. The drain extension has a length of Lext=30 nm and the

channel length is Lch=20 nm. The bilayer channel region will be referred to as the

overlap region hereinafter. The top and the bottom gate oxide have the same thickness

of tox1=tox2=2.7 nm (EOT=0.4 nm).
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5.4 n-type TFET operating principle

In the proposed design of the n-type TFET, electron tunneling happens in the

vertical (z) direction and the tunneling probability is controlled by the top gate bias.

Therefore, to understand the device operating principle, a 2D band diagram (i.e. one

incorporating both the transport direction x and the vertical tunneling direction z) is

needed. To illustrate how the n-type TFET operates, the energy resolved local density

of state (LDOS) at the OFF state (Vtg=0 V) and the ON state (Vtg=0.4 V) are shown

in Figs. 5.3(a) and 5.3(b), respectively. Since the current contribution monotonically

decays with the increase of the magnitude of ky (i.e. the energy band gap of the

heterostructure) and about 90 % of the current is carried by the first quarter of the

Brillouin zone, all energy resolved LDOS figures in this letter are plotted at the center

of the Brillouin zone (ky=Γ).

At the OFF state (see Fig. 5.3(a)), the VBM of WTe2 in the overlap region

(VBMch) is lower than the CBM of ZrS2 (CBMch) due to the p-type doping in WTe2.

This creates an energy gap for the heterojunction where no vertical tunneling happens

along the z direction. In addition, the tunneling path from the rightmost portion of

WTe2 to the doped ZrS2 region (Ld) is suppressed by having a long drain extension

(Lext) which disconnects the LDOS in these two parts of the device.

As the top gate voltage increases, both the WTe2 valence band and the ZrS2

conduction band beneath the top gate are pulled down in energy. The bottom gate

capacitance in the overlap region has a value approximately 8 times larger than the

one in the drain extension region. Consequently, the band movements in the overlap

region and the drain extension region are different, namely, in the drain extension

region, the top gate voltage drops in both the top gate oxide and the bottom gate

oxide, whereas in the overlap region, the top gate voltage drops mainly in the top gate

oxide. In the overlap region, the modulation of VBMch is less pronounced than that

of CBMch since the electric field of the top gate is partially screened by ZrS2 and the

doping in WTe2. As a result, a tunneling energy window is formed as CBMch becomes
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a)

b)

Fig. 5.3.: (a) OFF state (Vtg=0 V) energy resolved local density of state (LDOS) at

ky=0 plotted along the following path: x=0 (WTe2)→ x=25 nm (WTe2)→ x=25 nm

(ZrS2)→ x=90 nm (ZrS2), as indicated by the white dashed line in the inset. Within

the WTe2 (ZrS2) layer, the z coordinate is taken at the atomic plane of W (Zr). Red:

high LDOS, blue: low LDOS. VBMch and CBMch mark the VBM of WTe2 and the

CBM of ZrS2 in the overlap region, respectively. CBMext marks the CBM of ZrS2 in

the drain extension region. (b) Same as (a), but at ON state (Vtg=0.4 V).
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lower than VBMch. This enables current to flow as electrons in the source (Ls) first

propagate to the overlap region (Lch), then tunnel vertically from WTe2 to ZrS2 and

continue to move towards the drain (Ld). As the width of the tunneling energy window

increases with the top gate voltage, so does the magnitude of the tunneling current.

As shown in Fig. 5.3(b), at the ON state, source and drain are connected since CBMch

is lower than VBMch in the overlap region which allows vertical tunneling to occur.

Energy resolved transmission and normalized cumulative current density at the

ON state is shown in Fig. 5.4. As can be seen from Fig. 5.3(b), vertical tunneling

Fig. 5.4.: Energy resolved transmission at ky=0 at ON state. The three black dashed

lines indicate VBMch, CBMch and CBMext, respectively. The green, red and yel-

low curves represent transmission with energies above VBMch, between CBMch and

VBMch, below CBMext, respectively. The blue dashed line shows the normalized cu-

mulative current density. The inset associates the three transmission energy intervals

with three different tunneling paths. The green, red and yellow arrows represent the

tunneling paths of the green, red and yellow transmission curves, respectively.

in the middle of the overlap region is only allowed for energies between CBMch and

VBMch (i.e. within the tunneling energy window), because for energies above (below)

VBMch (CBMch), the transmission is negligible since the wave function quickly decays
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a)

b)

Fig. 5.5.: (a)-(b) Same as Fig. 5.3(b), but with cut planes at (a) x=17 nm and (b)

x=33 nm, respectively.

in WTe2 (ZrS2) due to a lack of continuously available LDOS along the tunneling path.

For transmission to appear below CBMch, the vertical tunneling has to happen near

the right edge of the overlap region since the wave function of the propagating state

must not die out before it enters the ZrS2 conduction band. Therefore, the responsible

tunneling path is from the rightmost portion of WTe2 to ZrS2 in the drain extension

region, as illustrated by the yellow arrow in the inset of Fig. 5.4. Similarly, for
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transmission to appear above VBMch, the vertical tunneling has to happen near the

left edge of the overlap region where LDOS in WTe2 is available, and the responsible

tunneling path is from source to the leftmost portion of ZrS2, as illustrated by the

green arrow in the inset of Fig. 5.4. From the normalized cumulative current density,

it can be seen that the above mentioned edge tunneling paths contribute about 28 %

of the total current at ky=0. As the magnitude of ky increases, the percentage of edge

tunneling current increases since the tunneling energy window (between CBMch and

VBMch) diminishes.

To examine the current density distribution along the overlap region, two more

energy resolved LDOS plots at the ON state are shown in Figs. 5.5(a) and 5.5(b),

respectively. Comparing Figs. 5.5(a) and 5.5(b) with Fig. 5.3(b), it can be seen that

the tunneling channel in energy space between WTe2 and ZrS2 is denser at the two

ends than that in the middle of the overlap region. This is attributed to a large

value of LDOS in ZrS2 and WTe2 at the left and the right end of the overlap region,

respectively, as shown in Figs. 5.5(a) and 5.5(b). Such an inhomogeneous connection

between source and drain in the overlap region implies that the vertical tunneling

current is likely to cluster at the two ends of the overlap region, as illustrated by the

red arrows of different lengths in the inset of Fig. 5.4. This allows for the scaling

down of the channel length without significantly sacrificing the ON-state current.

5.5 p-type TFET operating principle

Similar to the n-type TFET, a p-type TFET (schematic shown in 5.2(b)) is re-

alized by altering the electrostatics within the device. To illustrate the operating

principle of the p-type TFET, energy resolved LDOS of the p-type TFET at the

OFF state (Vbg=0 V) and the ON state (Vbg=−0.4 V) are shown in Fig. 5.6(a) and

5.6(b), respectively. At the OFF state, VBMch is lower than CBMch due to the n-type

doping in ZrS2. Therefore, no vertical tunneling happens along the z direction due to

the energy gap. Besides, the tunneling path from drain (Ld) to the leftmost portion
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a)

b)

Fig. 5.6.: (a) OFF state (Vbg=0 V) energy resolved local density of state (LDOS) at

ky=0 plotted along the following path: x=0 (WTe2)→ x=65 nm (WTe2)→ x=65 nm

(ZrS2)→ x=90 nm (ZrS2), as indicated by the white dashed line in the inset. Within

the WTe2 (ZrS2) layer, the z coordinate is taken at the atomic plane of W (Zr). Red:

high LDOS, blue: low LDOS. VBMch and CBMch mark the VBM of WTe2 and the

CBM of ZrS2 in the overlap region, respectively. VBMext marks the VBM of WTe2

in the drain extension region. (b) Same as (a), but at ON state (Vbg=−0.4 V).
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of ZrS2 is suppressed by having a long drain extension (Lext). As the bottom gate

voltage decreases, both the WTe2 valence band and the ZrS2 conduction band above

the bottom gate are pushed up in energy. Similar to the n-type TFET, the band

movements in the overlap region and the drain extension region are different due to

the difference in the voltage division in these two regions. In the overlap region, the

modulation of VBMch is more pronounced than that of CBMch since the electric field

of the bottom gate is partially screened by WTe2 and the doping in ZrS2. Hence,

a tunneling energy window is formed as VBMch becomes higher than CBMch which

enables current to flow as electrons in the drain (Ld) first travel to the overlap region

(Lch), then tunnel vertically from WTe2 to ZrS2 and get collected by source (Ls). As

the width of the tunneling energy window increases with the decrease of the bottom

gate voltage, so does the magnitude of the tunneling current. As shown in Fig. 5.6(b),

at the ON state, VBMch is higher than CBMch in the overlap region and the LDOS

of source and drain are connected.

Energy resolved transmission at the ON state is plotted in Fig. 5.7. It is obvious

from Fig. 5.6(b) that vertical tunneling in the middle of the overlap region is only

allowed for energies between CBMch and VBMch (i.e. within the tunneling energy

window). Therefore, the transmission below CBMch is contributed by the tunneling

path from the rightmost portion of WTe2 to source, as illustrated by the yellow arrow

in the inset of Fig. 5.7. For transmission above VBMext, the responsible tunneling

path is from the drain extension region to the leftmost portion of ZrS2, as illustrated

by the green arrow in the inset of Fig. 5.7.

Finally, similar to the n-type TFET, an inhomogeneous connection between source

and drain in the overlap region is also observed (see Figs. 5.8(a), 5.8(b) and 5.6(b)).

Comparing Fig. 5.7 with Fig. 5.4, it can be seen that the p-type TFET has a larger

transmission coefficient than the n-type TFET. This is because in the p-type TFET,

electron tunneling happens in the energy range where the ZrS2 layer has more LDOS

available than the n-type TFET, as can be seen from Figs. 5.3(b) and 5.6(b). Note

that even in the p-type TFET, the transmission coefficient is still below 25 %, which
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Fig. 5.7.: Energy resolved transmission at ky=0 at ON state. The three black dashed

lines indicate VBMext, VBMch and CBMch, respectively. The green, red and yel-

low curves represent transmission with energies above VBMext, between CBMch and

VBMch, below CBMch, respectively. The blue dashed line shows the normalized cu-

mulative current density. The inset associates the three transmission energy intervals

with three different tunneling paths. The green, red and yellow arrows represent the

tunneling paths of the green, red and yellow transmission curves, respectively.

is due to the LDOS mismatch between source and drain. In order to improve the

electron collection at drain (source) of the n-type (p-type) TFET, one should seek for

material combinations that have favorable band alignments as well as similar values

of LDOS in the conduction band and the valence band of the n- and the p-type

materials, respectively.

5.6 Device performance

Transfer characteristics of the n- and the p-type TFETs are shown in Figs. 5.9(a)

and 5.9(d), respectively. OFF-state current is fixed at 0.1 nA/µm and a supply volt-

age of 0.4 V is applied. Assuming zero band tail states, ON-state current of the n-
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a)

b)

Fig. 5.8.: (a)-(b) Same as Fig. 5.6(b), but with cut planes at (a) x=57 nm and (b)

x=73 nm, respectively.

and the p-type TFETs reach 220µA/µm and 290 µA/µm, respectively. When band

tailing is considered, degradation of the subthreshold region is observed as shown

in Figs. 5.9(b) and 5.9(e). As a result, ON-state current of the n- and the p-type

TFETs drops to 130 µA/µm and 175µA/µm, respectively. Due to the heavy doping

in source of both the n- and the p-type TFETs, a superlinear onset is absent in the
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Fig. 5.9.: (a)-(c) Transfer characteristics, SS vs Id and Output characteristics of the

n-type TFET, respectively. The red curves include band tail states with the calibrated

Urbach parameter while the blue curves consider zero band tail states. The four curves

from top to bottom in (c) represent Vtg=0.4 V, 0.3 V, 0.2 V and 0.1 V, respectively.

(d)-(f) Same as (a)-(c) but for the p-type TFET. The four curves from top to bottom

in (f) represent Vbg=−0.4 V, −0.3 V, −0.2 V and −0.1 V, respectively.

output characteristics (see Figs. 5.9(c) and 5.9(f)), which is essential for digital VLSI

applications. Note that band tailing acts as if it shifts the gate voltage by 0.1 V.

The scalability of Lext is evaluated and the results are summarized in Fig. 5.10(a).

The degradation of the subthreshold performance can be understood from Fig. 5.3(a).

When Lext=30 nm, the LDOS in the overlap region is well separated from those in

the drain (Ld). As Lext decreases, it becomes easier for electrons to tunnel from

the overlap region to the drain; hence the leakage increases. It can be seen from



69

a) b) c)

d)

e)

f)

Fig. 5.10.: (a) Transfer characteristics of the n-type TFET with four different drain

extension lengths (Lext) assuming zero band tail states. (b) n- and (c) p-type TFET

output characteristics comparison of the NEGF simulation data (symbol) and the

MVS-TFET model (solid line). (d) Schematic of the 25-stage ring oscillator circuit.

Each inverter circuit in the chain uses the designed n- and p-type TFETs in this

work. (e) Simulated waveform of the 25-stage ring oscillator circuit shown in (d)

with an oscillation frequency of 1 GHz at Vdd=0.4 V. (f) Intrinsic energy versus de-

lay, benchmarked against ultrascaled silicon MOSFETs from IRDS [151] (black data

points) and TFETs based on III-V materials [152] (blue and green data points). The

preferred corner is bottom left. Dashed lines: constant energy-delay products.

Fig. 5.10(a) that Lext has to be longer than 5 nm to secure SS < 60 mV/dec. On

the other hand, the improvement of SS saturates when the length of Lext exceeds

20 nm. Due to an inhomogeneous current distribution in the overlap region and
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the LDOS mismatch between source and drain, no notable change in the ON-state

current is observed when Lch is reduced to 5 nm – consistent with previous findings

in literature [126].

The MIT Virtual Source model for TFET (MVS-TFET) [134] – a physics-based

compact model designed for TFET which is capable of capturing non-ideality effects in

TFET design – is employed to assess the circuit performance of the designed TFETs.

The MVS-TFET model coefficients needed for SPICE simulation are obtained by

fitting the n- and the p-type TFETs DC characteristics. Figs. 5.10(b) and 5.10(c)

show the n- and the p-type TFET output characteristic comparison of the MIT MVS-

TFET model (fit) and the NEGF simulation (without Urbach tail), respectively.

Good agreement has been achieved. The low-power VLSI circuit performance of the

designed TFET devices is demonstrated by simulating a 25-stage ring oscillator circuit

(RO). The circuit schematic of the TFET-based RO is illustrated in Fig. 5.10(d).

Fig. 5.10(e) shows the transient waveforms of the 25-stage RO with an oscillation

frequency of 1 GHz at Vdd = 0.4 V. The delay per inverter is close to low-power

CMOS performance [153, 154] but at lower Vdd (i.e. dynamic power). Finally, the

intrinsic energy (CgateV
2
dd) and delay (CgateVdd/Ion) are calculated and compared to

ultrascaled high performance (HP), low standby power (LP) silicon MOSFETs [151],

and to homojunction (HomJ), heterojunction (HetJ) TFETs [152] based on III-V

materials, as shown in Fig. 5.10(f).

5.7 Summary

We design and simulate complementary TFETs based on the monolayer p-WTe2/n-

ZrS2 vertical heterojunction, using atomistic quantum simulation with a basis derived

from ab-initio DFT calculations. Non-ideality effects such as electron-phonon and

electron-electron interactions are included via a phenomenological scattering model.

Through band structure engineering and design of the electrostatics, both n- and

p-type TFETs are realized with the same device configuration. Decent transfer and
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output characteristics are observed, suitable for VLSI digital applications. With a

single control gate, a supply voltage of 0.4 V and the OFF-state current fixed at

0.1 nA/µm, ON-state current reach 220 µA/µm and 290 µA/µm for the n- and the

p-type TFETs, respectively. When band tailing is considered, ON-state current of

the n- and the p-type TFETs drop to 130 µA/µm and 175 µA/µm, respectively. At

the ON state, three different tunneling paths are identified, each being responsible

for a certain energy interval in the transmission spectrum. Due to an inhomogeneous

current density distribution in the overlap region, channel length scaling is possible

without significantly sacrificing the ON-state current. It is found that the transport

direction in vdW TFETs is critical and the electron collection at drain (source) of

the n-type (p-type) TFET can be improved by seeking alternative material combi-

nations which possess favorable band alignments and have similar values of LDOS in

the conduction and the valence band of the n- and the p-type materials, respectively.

Finally, digital circuit simulation of 25-stage RO based on the designed TFETs show

reasonable low-power performance at Vdd=0.4 V.
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A. PLOT LOCAL DENSITY OF STATES USING

TECPLOT

A.1 Introduction

This section gives a brief tutorial on plotting local density of states (LDOS) using

Tecplot 360 [155] (referred to as Tecplot hereafter). Comparing with MATLAB con-

tour plot which is commonly seen in quantum transport literature, Tecplot provides

a better visualization when it comes to vdWTFETs, where electron tunnel vertically

in the channel region, and a 2D band diagram (i.e. one incorporating both the trans-

port direction and the vertical tunneling direction) is needed to understand the device

operating principle.

A.2 Data preparation

In quantum transport simulation, the raw data of LDOS is atom or orbital re-

solved. To prepare data in vtk format which can be loaded by Tecplot, one can

generate a FEM mesh and interpolate data onto FEM nodes. Then, the vtk output

method can be called to save data in a .vtu file. Usually, both the interpolation

method and the output method are available in standard FEM library like libmesh,

deal.ii, etc.

A.3 Plot figure in Tecplot

Firstly, load the .vtu file into Tecplot. This will take a few minutes since the .vtu

file is usually quite big in size. Note that it is optional to unclick ”Auto redraw” at

the bottom of the left panel. When ”Auto redraw” is selected, Tecplot automatically
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redraws the figure when a change is made. When ”Auto redraw” is not selected, the

redrawing is triggered manually by clicking the ”Redraw” button.

Secondly, if needed, choose ”Plot→assign XYZ” to modify the data association

with each axis. For example, in the data file, the transport direction is x, the vertical

direction is z and the energy is set to be along the y direction. Therefore, in order to

have energy plotted along the z axis, one should set the axis as shown in Fig. A.1.

Fig. A.1.: Setting data association with axis.

Next, on the left panel, click ”details” right to ”contour”, this opens up a window

where one can configure the color map, color bar, min and max of the field data, etc.

To cut and show slices of the data, select ”details” next to ”Slices” on the left

panel. Here, one can configure the slice by setting which axis the slice is perpendicular

to and the cross point coordinate. Fig. A.2 shows the settings for a slice perpendicular

to the x axis at x = 25. Fig. A.3 shows the settings for two slices perpendicular to

the y axis at y = 0.172 and y = 0.83, respectively. Now, by selecting ”Slices” in the

left panel and clicking ”Redraw”, one will get the figure as shown in Fig. A.4, where

data on the three selected slices are plotted only.

The final step is to blank out some parts of the plot to improve visibility. This

is done by first setting some variables and then choosing value blanking. Choose

”Data→Alter→Specify Equations”, and type in variables, as shown in Fig. A.5. Then,

choose ”Plot→Blanking→Value blanking”, and choose to blank data when these vari-
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Fig. A.2.: Setting one slice perpendicular to the x axis.

ables are equal to 1, as shown in Fig. A.6. Now, click ”Redraw” and one will get the

figure as shown in Fig. A.7. Finally, save the layout.
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Fig. A.3.: Setting two slices perpendicular to the y axis.

Fig. A.4.: The plot after setting the slices.
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Fig. A.5.: Setting variables.
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Fig. A.6.: Setting value blanking.

Fig. A.7.: The final figure.
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B. FINITE ELEMENT IMPLEMENTATION OF

LANDAU-KHALATNIKOV EQUATION

B.1 Introduction

In order to model ferroelectric field-effect transistors (FE-FETs), we need to solve the

Landau-Khalatnikov (L-K) equation along the ferroelectric axis of the ferroelectric

material

Ez = αPz + βP 3
z + γP 5

z − κx
∂2Pz

∂x2
− κy

∂2Pz

∂y2
− κz

∂2Pz

∂z2
, (B.1)

where z aligns with the ferroelectric axis. We solve Eq. B.1 on the ferroelectric

material volume Ω.

B.2 Equation discretization

First we need to derive the weak form of the equation above. We can obtain the weak

form by multiplying the equation by a test function u from the left and integrate over

the domain Ω∫
Ω

uEzdV = α

∫
Ω

uPzdV + β

∫
Ω

uP 3
z dV + γ

∫
Ω

uP 5
z dV

−κx
∫

Ω

u
∂2Pz

∂x2
dV − κy

∫
Ω

u
∂2Pz

∂y2
dV − κz

∫
Ω

u
∂2Pz

∂z2
dV. (B.2)

We seek approximation solution

Pz =
∑
i

Pziϕi, (B.3)



94

where the Pzi are unknown expansion coefficients we need to determine (the “degree

of freedom” of this problem), and ϕi are the finite element shape functions we will

use. We can also write

P 3
z = (

∑
i

Pziϕi)
3, (B.4)

P 5
z = (

∑
i

Pziϕi)
5, (B.5)

Ez =
∑
i

Eziϕi. (B.6)

For the last 3 terms in Eq. B.2, we have

u
∂2Pz

∂x2
=

∂

∂x
u
∂Pz

∂x
− ∂u

∂x

∂Pz

∂x
. (B.7)

u
∂2Pz

∂y2
=

∂

∂y
u
∂Pz

∂y
− ∂u

∂y

∂Pz

∂y
. (B.8)

u
∂2Pz

∂z2
=

∂

∂z
u
∂Pz

∂z
− ∂u

∂z

∂Pz

∂z
. (B.9)

Bring Eq. B.3 to Eq. B.7∼B.9, we have

u
∂2Pz

∂x2
=

∂

∂x
ϕi

∂
∑

j Pzjϕj

∂x
− ∂ϕi

∂x

∂
∑

j Pzjϕj

∂x

=
∑
j

Pzj
∂

∂x
(ϕi

ϕj

∂x
)−

∑
j

Pzj
∂ϕi

∂x

∂ϕj

∂x

=
∑
j

Pzj[
∂

∂x
(ϕi

∂ϕj

∂x
)− ∂ϕi

∂x

∂ϕj

∂x
]. (B.10)

u
∂2Pz

∂y2
=

∂

∂y
ϕi

∂
∑

j Pzjϕj

∂y
− ∂ϕi

∂y

∂
∑

j Pzjϕj

∂y

=
∑
j

Pzj
∂

∂y
(ϕi

ϕj

∂y
)−

∑
j

Pzj
∂ϕi

∂y

∂ϕj

∂y

=
∑
j

Pzj[
∂

∂y
(ϕi

∂ϕj

∂y
)− ∂ϕi

∂y

∂ϕj

∂y
]. (B.11)

u
∂2Pz

∂z2
=

∂

∂z
ϕi

∂
∑

j Pzjϕj

∂z
− ∂ϕi

∂z

∂
∑

j Pzjϕj

∂z

=
∑
j

Pzj
∂

∂z
(ϕi

ϕj

∂z
)−

∑
j

Pzj
∂ϕi

∂z

∂ϕj

∂z

=
∑
j

Pzj[
∂

∂z
(ϕi

∂ϕj

∂z
)− ∂ϕi

∂z

∂ϕj

∂z
]. (B.12)
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So the last 3 terms in Eq. B.2 can be written as

κx

∫
Ω

u
∂2Pz

∂x2
dV = κx

∫
Ω

∑
j

Pzj[
∂

∂x
(ϕi

∂ϕj

∂x
)− ∂ϕi

∂x

∂ϕj

∂x
]dV

= κx
∑
j

Pzj

∫
Ω

∂

∂x
(ϕi

∂ϕj

∂x
)dV − κx

∑
j

Pzj

∫
Ω

∂ϕi

∂x

∂ϕj

∂x
dV. (B.13)

κy

∫
Ω

u
∂2Pz

∂y2
dV = κy

∫
Ω

∑
j

Pzj[
∂

∂y
(ϕi

∂ϕj

∂y
)− ∂ϕi

∂y

∂ϕj

∂y
]dV

= κy
∑
j

Pzj

∫
Ω

∂

∂y
(ϕi

∂ϕj

∂y
)dV − κy

∑
j

Pzj

∫
Ω

∂ϕi

∂y

∂ϕj

∂y
dV. (B.14)

κz

∫
Ω

u
∂2Pz

∂z2
dV = κz

∫
Ω

∑
j

Pzj[
∂

∂z
(ϕi

∂ϕj

∂z
)− ∂ϕi

∂z

∂ϕj

∂z
]dV

= κz
∑
j

Pzj

∫
Ω

∂

∂z
(ϕi

∂ϕj

∂z
)dV − κz

∑
j

Pzj

∫
Ω

∂ϕi

∂z

∂ϕj

∂z
dV. (B.15)

By divergence theorem, the first term in Eq. B.13∼B.15 can be written as

κx
∑
j

Pzj

∫
Ω

∂

∂x
(ϕi

∂ϕj

∂x
)dV = κx

∑
j

Pzj

∫
∂Ω

(ϕi
∂ϕj

∂x
)~x · d~S. (B.16)

κy
∑
j

Pzj

∫
Ω

∂

∂y
(ϕi

∂ϕj

∂y
)dV = κy

∑
j

Pzj

∫
∂Ω

(ϕi
∂ϕj

∂y
)~y · d~S. (B.17)

κz
∑
j

Pzj

∫
Ω

∂

∂z
(ϕi

∂ϕj

∂z
)dV = κz

∑
j

Pzj

∫
∂Ω

(ϕi
∂ϕj

∂z
)~z · d~S. (B.18)

At the surface of the ferroelectric material, we apply Neumann boundary condition.

Thus for surface elements we have

∂Pzjϕj

∂x
= 0,

∂Pzjϕj

∂y
= 0,

∂Pzjϕj

∂z
= 0. (B.19)

Eq. B.16-B.18 can be written as

κx
∑
j

Pzj

∫
∂Ω

(ϕi
∂ϕj

∂x
)~x · d~S = κx

∑
j

∫
∂Ω

(ϕi
∂Pzjϕj

∂x
)~x · d~S, (B.20)

κy
∑
j

Pzj

∫
∂Ω

(ϕi
∂ϕj

∂y
)~y · d~S = κy

∑
j

∫
∂Ω

(ϕi
∂Pzjϕj

∂y
)~y · d~S, (B.21)

κz
∑
j

Pzj

∫
∂Ω

(ϕi
∂ϕj

∂z
)~z · d~S = κz

∑
j

∫
∂Ω

(ϕi
∂Pzjϕj

∂z
)~z · d~S. (B.22)
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thus they vanish and Eq. B.13-B.15 becomes

κx

∫
Ω

u
∂2Pz

∂x2
dV = −κx

∑
j

Pzj

∫
Ω

∂ϕi

∂x

∂ϕj

∂x
dV. (B.23)

κy

∫
Ω

u
∂2Pz

∂y2
dV = −κy

∑
j

Pzj

∫
Ω

∂ϕi

∂y

∂ϕj

∂y
dV. (B.24)

κz

∫
Ω

u
∂2Pz

∂z2
dV = −κz

∑
j

Pzj

∫
Ω

∂ϕi

∂z

∂ϕj

∂z
dV. (B.25)

Bring Eq. B.3-B.6 and Eq. B.23-B.25 to Eq. B.2, we get∫
Ω

ϕi

∑
j

EzjϕjdV = α

∫
Ω

ϕi

∑
j

PzjϕjdV + β

∫
Ω

ϕi(
∑
j

Pzjϕj)
3dV

+ γ

∫
Ω

ϕi(
∑
j

Pzjϕj)
5dV + κx

∑
j

Pzj

∫
Ω

∂ϕi

∂x

∂ϕj

∂x
dV

+ κy
∑
j

Pzj

∫
Ω

∂ϕi

∂y

∂ϕj

∂y
dV + κz

∑
j

Pzj

∫
Ω

∂ϕi

∂z

∂ϕj

∂z
dV, (B.26)

∑
j

Ezj

∫
Ω

ϕiϕjdV = α
∑
j

Pzj

∫
Ω

ϕiϕjdV + β

∫
Ω

ϕi(
∑
j

Pzjϕj)
3dV

+ γ

∫
Ω

ϕi(
∑
j

Pzjϕj)
5dV + κx

∑
j

Pzj

∫
Ω

∂ϕi

∂x

∂ϕj

∂x
dV

+ κy
∑
j

Pzj

∫
Ω

∂ϕi

∂y

∂ϕj

∂y
dV + κz

∑
j

Pzj

∫
Ω

∂ϕi

∂z

∂ϕj

∂z
dV. (B.27)

Here we define the notation

(a, b) =

∫
Ω

abdV, (B.28)
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Thus we can write ∫
Ω

ϕiϕjdV = (ϕi, ϕj), (B.29)∫
Ω

ϕi(
∑
j

Pzjϕj)
3dV = (ϕi, (

∑
j

Pzjϕj)
3), (B.30)∫

Ω

ϕi(
∑
j

Pzjϕj)
5dV = (ϕi, (

∑
j

Pzjϕj)
5), (B.31)∫

Ω

∂ϕi

∂x

∂ϕj

∂x
dV = (

∂ϕi

∂x
,
∂ϕj

∂x
). (B.32)∫

Ω

∂ϕi

∂y

∂ϕj

∂y
dV = (

∂ϕi

∂y
,
∂ϕj

∂y
). (B.33)∫

Ω

∂ϕi

∂z

∂ϕj

∂z
dV = (

∂ϕi

∂z
,
∂ϕj

∂z
). (B.34)

Bring Eq. B.29-B.34 to Eq. B.27, we have∑
j

Ezj(ϕi, ϕj) = α
∑
j

Pzj(ϕi, ϕj) + β(ϕi, (
∑
j

Pzjϕj)
3) + γ(ϕi, (

∑
j

Pzjϕj)
5)

+ κx
∑
j

Pzj(
∂ϕi

∂x
,
∂ϕj

∂x
) + κy

∑
j

Pzj(
∂ϕi

∂y
,
∂ϕj

∂y
) + κz

∑
j

Pzj(
∂ϕi

∂z
,
∂ϕj

∂z
). (B.35)

Now we can define the weak form of the discrete problem: find Pzj so that Eq. B.35

is satisfied, where i = 0, 1, 2, 3, ..., N − 1 and N is the number of shape function. The

problem reads: find vector X, Y , U , V , C and G so that

KA = KX + U + V +MY + CN +GL, (B.36)
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given vector Aj = Ezj, and

Kij = (ϕi, ϕj), (B.37)

Mij = (
∂ϕi

∂x
,
∂ϕj

∂x
), (B.38)

Nij = (
∂ϕi

∂y
,
∂ϕj

∂y
), (B.39)

Lij = (
∂ϕi

∂z
,
∂ϕj

∂z
), (B.40)

Xj = αPzj, (B.41)

Uj = β(ϕj, (
∑
m

Pzmϕm)3), (B.42)

Vj = γ(ϕj, (
∑
m

Pzmϕm)5), (B.43)

Yj = κxPzj (B.44)

Cj = κyPzj (B.45)

Gj = κzPzj. (B.46)

B.3 Solve with Newton’s method

This is a non-linear equation and we can solve it iteratively using Newton’s method

P n+1
z = P n

z − J−1F , (B.47)

where

Fi =
∑
j

KijAj −
∑
j

KijXj − Ui − Vi −
∑
j

MijYj −
∑
j

NijCj −
∑
j

LijGj, (B.48)

and

Jik =
∂Fi

∂Pzk

= −
∑
j

Kij
∂Xj

∂Pzk

− ∂Ui

∂Pzk

− ∂Vi
∂Pzk

−
∑
j

Mij
∂Yj
∂Pzk

−
∑
j

Nij
∂Cj

∂Pzk

−
∑
j

Lij
∂Gj

∂Pzk

= −α
∑
j

Kijδjk − β
∂(ϕi, (

∑
m Pzmϕm)3)

∂Pzk

− γ ∂(ϕi, (
∑

m Pzmϕm)5)

∂Pzk

−

κx
∑
j

Mijδkj − κy
∑
j

Nijδkj − κz
∑
j

Lijδkj. (B.49)



99

The second term in Eq. B.49 can be written as

β
∂(ϕi, (

∑
m Pzmϕm)3)

∂Pzk

= β

∫
Ω
ϕi(∂

∑
m Pzmϕm)3dV

∂Pzk

= β

∫
Ω

ϕi
∂(
∑

m Pzmϕm)3

∂Pzk

dV

= β

∫
Ω

ϕi · 3(
∑
m

Pzmϕm)2 · ∂(
∑

m Pzmϕm)

∂Pzk

dV

= β

∫
Ω

ϕi · 3(
∑
m

Pzmϕm)2 · (
∑
m

ϕmδmk)dV

= 3β

∫
Ω

ϕiϕk(
∑
m

Pzmϕm)2dV. (B.50)

Similarly, the third term in Eq. B.49 can be written as

γ
∂(ϕi, (

∑
m Pzmϕm)5)

∂Pzk

= γ

∫
Ω
ϕi(∂

∑
m Pzmϕm)5dV

∂Pzk

= γ

∫
Ω

ϕi
∂(
∑

m Pzmϕm)5

∂Pzk

dV

= γ

∫
Ω

ϕi · 5(
∑
m

Pzmϕm)4 · ∂(
∑

m Pzmϕm)

∂Pzk

dV

= γ

∫
Ω

ϕi · 5(
∑
m

Pzmϕm)4 · (
∑
m

ϕmδmk)dV

= 5γ

∫
Ω

ϕiϕk(
∑
m

Pzmϕm)4dV. (B.51)

Bring Eq. B.50 and Eq. B.51 to Eq. B.49, we have

Jik = −αKik − 3β

∫
Ω

ϕiϕk(
∑
m

Pzmϕm)2dV − 5γ

∫
Ω

ϕiϕk(
∑
m

Pzmϕm)4dV −

κxMik − κyNik − κzLik. (B.52)

B.4 Solve with iterative method I

For a given electrical field, there can be more than one polarization fields that satisfy

the L-K equation. In order to capture the hysteresis in the simulation, we need to

take the polarization field which is close to the one in the last step. It is possible that

Newton’s method converges to the unwanted solution, therefore, alternatively, we can
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solve the L-K equation using an iterative scheme starting with the polarization in the

last step. In the nth iteration, the linear equation is solved for Sn+1,

αKSn+1 = KA− Un − V n −MY n −NCn − LGn, (B.53)

where Un, V n and Y n are given by

Sn+1
j = P n+1

zj , (B.54)

Un
j = β(ϕj, (

∑
m

P n
zmϕm)3), (B.55)

V n
j = γ(ϕj, (

∑
m

P n
zmϕm)5), (B.56)

Y n
j = κxP

n
zj (B.57)

Cn
j = κyP

n
zj (B.58)

Gn
j = κzP

n
zj. (B.59)

In the first iteration, we can take S0 from the converged solution of the last step.

B.4.1 Computing with trapezoidal integration

By using trapezoidal integration, the quadrature points coincide with the FEM nodes,

thus the shape functions become orthogonal. The scheme is known as the discontinu-
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ous Galerkin scheme since discontinuous test functions are used who only have values

defined at FEM nodes. We first split integrals over Ω into integrals over all cells,

Kij = (ϕi, ϕj) =
∑
R∈T

∫
R

ϕiϕjdV, (B.60)

Mij = (
∂ϕi

∂x
,
∂ϕj

∂x
) =

∑
R∈T

∫
R

∂ϕi

∂x

∂ϕj

∂x
dV, (B.61)

Nij = (
∂ϕi

∂y
,
∂ϕj

∂y
) =

∑
R∈T

∫
R

∂ϕi

∂y

∂ϕj

∂y
dV, (B.62)

Lij = (
∂ϕi

∂z
,
∂ϕj

∂z
) =

∑
R∈T

∫
R

∂ϕi

∂z

∂ϕj

∂z
dV, (B.63)

Un
j = β(ϕj, (

∑
m

P n
zmϕm)3) = β

∑
R∈T

∫
R

ϕj(
∑
m

P n
zmϕm)3dV

= β
∑
R∈T

∫
R

ϕj(P
n
zjϕj)

3dV, (B.64)

V n
j = γ(ϕj, (

∑
m

P n
zmϕm)5) = γ

∑
R∈T

∫
R

ϕj(
∑
m

P n
zmϕm)5dV

= γ
∑
R∈T

∫
R

ϕj(P
n
zjϕj)

5dV, (B.65)

and then approximate each cell’s contribution by quadrature

KR
ij =

∫
R

ϕiϕjdV ≈
∑
q

ϕi(r
R
q ) · ϕj(r

R
q ) · wR

q , (B.66)

MR
ij =

∫
R

∂ϕi

∂x

∂ϕj

∂x
dV ≈

∑
q

∂ϕi(r
R
q )

∂x
·
∂ϕj(r

R
q )

∂x
· wR

q , (B.67)

NR
ij =

∫
R

∂ϕi

∂y

∂ϕj

∂y
dV ≈

∑
q

∂ϕi(r
R
q )

∂y
·
∂ϕj(r

R
q )

∂y
· wR

q , (B.68)

LR
ij =

∫
R

∂ϕi

∂z

∂ϕj

∂z
dV ≈

∑
q

∂ϕi(r
R
q )

∂z
·
∂ϕj(r

R
q )

∂z
· wR

q , (B.69)

UnR
j = β

∫
R

ϕj(P
n
zjϕj)

3dV ≈ β
∑
q

[ϕj(r
R
q )]4 · (P n

zj)
3 · wR

q , (B.70)

V nR
j = γ

∫
R

ϕj(P
n
zjϕj)

5dV ≈ γ
∑
q

[ϕj(r
R
q )]6 · (P n

zj)
5 · wR

q , (B.71)
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where rRq is the qth quadrature point on cell R, and wR
q is the qth quadrature weight.

Since matrix K is a diagonal matrix, we will calculate the following equation for Sn+1

in every iteration,

αKSn+1 = KA− Un − V n −MY n −NCn − LGn. (B.72)

B.4.2 Computing with high order integration

For high order integration, the quadrature points also appear at locations other than

the FEM nodes and we can no longer assume the shape functions to be orthogonal.

Eqs. B.60-B.63 still hold, Eqs. B.64 and B.65 become

Un
j = β(ϕj, (

∑
m

P n
zmϕm)3) = β

∑
R∈T

∫
R

ϕj(
∑
m

P n
zmϕm)3dV, (B.73)

V n
j = γ(ϕj, (

∑
m

P n
zmϕm)5) = γ

∑
R∈T

∫
R

ϕj(
∑
m

P n
zmϕm)5dV. (B.74)

Then, Eqs. B.66-B.69 still hold, Eqs B.70 and B.71 become

UnR
j = β

∫
R

ϕj(
∑
m

P n
zmϕm)3dV ≈ β

∑
q

[
ϕj(r

R
q ) · (

∑
m

P n
zmϕm(rRq ))3 · wR

q

]
,(B.75)

V nR
j = γ

∫
R

ϕj(
∑
m

P n
zmϕm)5dV ≈ γ

∑
q

[
ϕj(r

R
q ) · (

∑
m

P n
zmϕm(rRq ))5 · wR

q

]
. (B.76)

The summation over m in Eqs. B.75 and B.76 loops over every quadrature points of

the element where the jth degree of freedom is at. Obviously, Eq. B.72 still holds.

B.5 Solve with iterative method II

It is found that when using the method in Sec. B.4, the iterative scheme converges

to the meta-stable state when the initial guess is close to it, otherwise, the iterative

scheme explodes. To achieve convergence to the stable states, we found that the

following method works. Again, the trapezoidal integration rule is used. In the nth

iteration, the linear equation is solved for Qn+1,

βDQn+1 = KA− αKSn − γF n − κxMSn − κyNSn − κzLSn, (B.77)
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where D, S and F are given by

Dii = (ϕi, ϕ
3
i ), (B.78)

Sn
j = Pzj, (B.79)

F n
j = (ϕj, ϕ

5
j) · (Sn

j )5. (B.80)

In the (n+ 1)th iteration, we use

Sn+1
j = ±

√
Qn+1

j

Sn
j

, (B.81)

where the plus or minus sign gives us either one of the two stable states. We first

split integrals over Ω into integrals over all cells,

Kij = (ϕi, ϕj) =
∑
R∈T

∫
R

ϕiϕjdV, (B.82)

Mij = (
∂ϕi

∂x
,
∂ϕj

∂x
) =

∑
R∈T

∫
R

∂ϕi

∂x

∂ϕj

∂x
dV, (B.83)

Nij = (
∂ϕi

∂y
,
∂ϕj

∂y
) =

∑
R∈T

∫
R

∂ϕi

∂y

∂ϕj

∂y
dV, (B.84)

Lij = (
∂ϕi

∂z
,
∂ϕj

∂z
) =

∑
R∈T

∫
R

∂ϕi

∂z

∂ϕj

∂z
dV, (B.85)

Dii = (ϕi, ϕ
3
i ) =

∑
R∈T

∫
R

ϕiϕ
3
i dV, (B.86)

F n
j = (ϕj, ϕ

5
j) · (Sn

j )5 =
∑
R∈T

∫
R

ϕjϕ
5
jdV · (Sn

j )5, (B.87)
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and then approximate each cell’s contribution by quadrature

KR
ij =

∫
R

ϕiϕjdV ≈
∑
q

ϕi(r
R
q ) · ϕj(r

R
q ) · wR

q , (B.88)

MR
ij =

∫
R

∂ϕi

∂x

∂ϕj

∂x
dV ≈

∑
q

∂ϕi(r
R
q )

∂x
·
∂ϕj(r

R
q )

∂x
· wR

q , (B.89)

NR
ij =

∫
R

∂ϕi

∂y

∂ϕj

∂y
dV ≈

∑
q

∂ϕi(r
R
q )

∂y
·
∂ϕj(r

R
q )

∂y
· wR

q , (B.90)

LR
ij =

∫
R

∂ϕi

∂z

∂ϕj

∂z
dV ≈

∑
q

∂ϕi(r
R
q )

∂z
·
∂ϕj(r

R
q )

∂z
· wR

q , (B.91)

DR
ii =

∫
R

ϕiϕ
3
i dV ≈

∑
q

[ϕi(r
R
q )]4 · wR

q , (B.92)

F nR
j =

∫
R

ϕjϕ
5
jdV · (Sn

j )5 ≈
∑
q

[ϕj(r
R
q )]6 · wR

q · (Sn
j )5, (B.93)

where rRq is the qth quadrature point on cell R, and wR
q is the qth quadrature weight.
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C. AN ELECTRO-THERMAL COUPLED QUANTUM

TRANSPORT MODEL

C.1 Introduction

The nonequilibirum Green’s function (NEGF) formalism is widely accepted as one

of the most consistent models for transport properties in nanodevices in the presence

of quantum phenomena including quantum confinement, tunneling, interferences, etc

[30, 31]. However, a fully quantum mechanical model to study the coupled electron-

phonon transport via NEGF is numerically expensive. Therefore, its application is

normally limited to small systems composed of 100 atoms or less [156].

In this work, an electro-thermal quantum transport model is developed in the NEGF

formalism. Scattering in the electron and phonon transport is treated by a phe-

nomenological model using so-called Büttiker probes (BP) [75,157]. To avoid solving

the full Green’s functions, the Büttiker probe algorithm is altered to be compatible

with recursive Green’s function (RGF) [44]. The Program flowchart of the electro-

thermal quantum transport model is shown in Fig. C.1.

Fig. C.1.: Program flowchart of the electro-thermal coupled quantum transport

model.
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C.2 Büttiker probe RGF algorithm

The RGF methodology for solving the block diagonals of Gr and G< can be found

in Ref. [44,158]. Here, the modifications needed to combine RGF with Büttiker probe

(BP) are provided. All Büttiker probes within a RGF block are assumed to have the

same local Fermi level and temperature for electrons and phonons, respectively.

In the forward loop, the equation for left-connected retarded Green’s function grii (i

denotes the RGF block index and i = 1, 2, ..., N , where i = 1 is the first block right

to the source contact and N is the first block left to the drain contact) is given by

gri,i = (Di,i − ti,i−1g
r
i−1,i−1ti−1,i)

−1, (C.1)

where Di,i = (EI − Hi,i − ΣS − ΣD − ΣBP ) for electrons and Di,i = (E2I − Hi,i −

ΣS − ΣD − ΣBP ) for phonons. Hi,i is the onsite Hamiltonian or Dynamical matrix

for electrons and phonons, respectively. ti,i−1 and ti−1,i are the inter-block coupling

matrices. The boundary condition for the block with index i = 1 is

gr1,1 = D−1
1,1. (C.2)

Similarly, the equation for left-connected lesser Green’s function g<ii is given by

g<i,i = gri,i
[
Σ<

i,i + ti,i−1g
<
i−1,i−1ti−1,i

]
gri,i
†, (C.3)

where Σ<
i,i = iΓi,i=i. Γi,i = i

[
Σi,i − Σ†i,i

]
and Σi,i is the sum of the contact self energy

and the BP self energy. =i is the RGF block resolved equilibrium distribution of the

ith block for electrons or phonons. Equilibrium distribution of Electrons and phonons

is assumed in Büttiker probes. Thus, =i takes shape of the Fermi distribution or

the Bose-Einstein distribution for electrons or phonons, respectively. The boundary

condition for the block with index i = 1 is

g<1,1 = gr1,1Σ<
1,1g

r
1,1
†. (C.4)

The forward loop runs over i = 1, 2, ..., N .
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In the backward loop, the equation for the retarded Green’s function is given by

Gr
i,i = gri,i

(
I + ti,i+1G

r
i+1,i+1ti+1,ig

r
i,i

)
, (C.5)

Gr
i,i+1 = −gri,iti,i+1G

r
i+1,i+1, (C.6)

with the boundary condition for the block with index i = N being

Gr
N,N = grN,N . (C.7)

the equation for the lesser Green’s function is given by

G<
i,i = g<i,i + gri,i

(
ti,i+1G

<
i+1,i+1ti+1,i

)
gri,i
† − g<i,iti,i+1G

r
i,i+1

† −Gr
i,i+1ti+1,ig

<
i,i, (C.8)

with the boundary condition for the block with index i = N being

G<
N,N = g<N,N . (C.9)

The backward loop runs over i = N,N − 1, ..., 1.

For current conservation, the derivative of the diagonal blocks of G< with respect to

the Büttiker probe Fermi levels or temperatures are also needed. Therefore, in the

forward loop, the derivative of g<ii with respect to the Büttiker probe Fermi levels or

temperatures is given by

∂g<i,i
∂Lj

=


gri,iti,i−1

∂g<i−1,i−1

∂Lj

ti−1,ig
r
i,i
†, if j < i,

igri,iΓBP,i,ig
r
i,i
† ∂=i

∂Lj

, if j = i,

0, if j > i,

(C.10)

where Lj is probe Fermi level or temperature of the jth block for electrons or phonons,

respectively. To reduce the computational intensity, only the diagonal blocks of

Eq. C.10 (j = i) are solved. The boundary condition for the block with index i = 1

is

∂g<1,1
∂Lj

=


0, if j 6= 1,

igr1,1ΓBP,1,1g
r
1,1
†∂=1

∂L1

, if j = 1,
(C.11)
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In the backward loop, the derivative of G<
i,i with respect to the Büttiker probe Fermi

levels or temperature is given by

∂G<
i,i

∂Lj

=
∂g<i,i
∂Lj

+ gri,i

(
ti,i+1

∂G<
i+1,i+1

∂Lj

ti+1,i

)
gri,i
† −

∂g<i,i
∂Lj

ti,i+1G
r
i,i+1

† −Gr
i,i+1ti+1,i

∂g<i,i
∂Lj

,

(C.12)

with the boundary condition for the block with index i = N being

∂G<
N,N

∂Lj

=
∂g<N,N

∂Lj

. (C.13)

For computational burden, only the diagonal blocks of Eq. C.12 (j = i) are solved.

The current density of the probe with index i is calculated using the current opera-

tor [79]. The equation is given by

Ii =
q2

h

∑
k

∫
Tr
(
Γi,iAi,i=i + iΓi,iG

<
i,i

)
dE (C.14)

for electron charge current density, and

Qi =
q

h

∑
k

∫
ETr

(
Γi,iAi,i=i + iΓi,iG

<
i,i

)
dE (C.15)

for phonon energy current density, where Ai,i is the spectral function and is defined

as

Ai,i = i
(
Gr

i,i −Gr
i,i
†) . (C.16)

The diagonal element (i, i)th in the Jacobian matrix is given by

Ji,i =
q2

h

∑
k

∫
Tr

(
Γi,iAi,i

∂=i

∂Li

+ iΓi,i

∂G<
i,i

∂Li

)
dE (C.17)

for electrons, and

Ji,i =
q

h

∑
k

∫
ETr

(
Γi,iAi,i

∂=i

∂Li

+ iΓi,i

∂G<
i,i

∂Li

)
dE (C.18)

for phonons. To obtain the off-diagonal elements in the Jacobian matrix, it is required

to calculate off-diagonal blocks of Eq. C.10 and Eq. C.12. Although the off-diagonal

elements of the Jacobian matrix should help to achieve convergence with a smaller

number of iterations, it increases the computational burden dramatically. Therefore,
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there is a trade-off in whether to calculate the off-diagonal elements of the Jacobian

matrix.

The algorithm for decoupled electron or phonon transport proceeds as follows:

(1) Start with an initial guess for Büttiker probe Fermi levels (electron) or tem-

peratures (phonon).

(2) For each energy-momentum combination, calculate the forward and backward

loop to get Gr
i,i, G <i,i and

∂G<
i,i

∂Li

using Eq. C.5, Eq. C.8 and Eq. C.12.

(3) Calculate charge current density (electron) or energy current density (phonon)

in every Büttiker probe using Eq. C.14 and Eq. C.15.

(4) Calculate the Jacobian matrix using Eq. C.17 and Eq. C.18.

(5) Update the Büttiker probe Fermi levels (electron) or temperatures (phonon)

using Newton step, which is given by

EFnew = EFold
− J−1 × Iold (C.19)

for electrons, and

TL
new = TL

old − J−1 ×Qold (C.20)

for phonons.

(6) If ‖EFnew − EFold
‖ or

∥∥TL
new − TL

old

∥∥ is larger than the convergence threshold,

go back to step (1) and proceed with the new Büttiker probe Fermi levels or temper-

atures, otherwise, the algorithm is considered to be converged.

In order to simulate self-heating effects in the device, the energy exchange between

electrons and phonons is calculated by assuming that electrons leave the Büttiker

probe at the Fermi level of the probe. Therefore, the loss of electron energy at the

ith block is given by

∆Ei =
1

2π

∑
k

∫
(E − EFi

)Ai,idE. (C.21)

The energy is then absorbed by phonons at the ith block which affects the phonon

distribution in the device. The local lattice temperature of the ith block TL
i is obtained
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by equating the local phonon energy density to the product of the local phonon density

of states with phonon energy and a Bose-Einstein distribution:

1

π

∑
k

∫
−i~ωG<

i,id (~ω) =
1

π

∑
k

∫
~ωAi,ifBE

(
ω, TL

i

)
d (~ω). (C.22)

Once the local lattice temperature is obtained, it will be used in the Fermi distribution

function for electrons in the electron Büttiker probe. It is obvious that the electron

and phonon transport must be solved iteratively until self-consistency is achieved

since Eq. C.21 depends on the lattice temperature (output of the phonon transport)

and Eq. C.22 depends on the energy exchange between electrons and phonons (output

of the electron transport).
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