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ABSTRACT

Srikanth, Praveen Ph.D., Purdue University, December 2019. Innovations in Modeling
Cryogenic Propellant Phase Change for Long Duration Spaceflight. Major Professor:
Steven H. Collicott.

Cryogenic propellants are going to be the cornerstone for effective future human

space exploration. These propellants need to be stored and maintained at really low

temperatures for a long duration. Accurate phase change modeling is necessary for

characterizing the thermal state of future cryogenic propellant tanks and for designing

systems to alleviate the self pressurization problem. Better understanding about

how to properly store and manage cryogenic propellants would help greatly with In-

Situ Resource Utilization (ISRU) strategies for future missions to Mars and further.

Predicting the fluid flow, heat transfer, and phase change mass transfer in long term

cryogenic storage using CFD models is greatly affected by our understanding of the

accommodation coefficient. The kinetically limited phase change model governed

by the Hertz-Knudsen-Schrage equation is the model of choice for such calculations.

The value of the accommodation coefficient required for the model is unknown for

cryogenic propellants. Even in the case of water, the value of the accommodation

coefficient has been found to vary over three orders of magnitude based on 80 years

of measurements. Experiments specifically built to study accommodation coefficient

are needed to estimate the value of the accommodation coefficient and understand

some of the uncertainties surrounding these models.

Two phase change models, viz. the thermally limited and the kinetically limited

phase change model are implemented in OpenFOAM. Different approaches to imple-

ment the Hertz-Knudsen-Schrage equation in a sharp interface conjugate heat transfer

solver are studied. Evaporation and condensation calculations for a liquid hydrogen

meniscus inside an aluminum container are compared with experimental measure-
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ments. The effect of accommodation coefficient on phase change is then studied with

the kinetically limited model by comparing with the thermally limited model and

the experimental measurements. The uncertainties associated with the temperature

and pressure measurements in the experiment are quantified to show their effect on

computational predictions. Since cryogenic propellants are perfectly wetting fluids,

modeling the thin-film region close to the contact line leads to a multi-scale computa-

tional problem. However, the phase change contribution from the thin-film region is

approximated in these computations to show the importance of modeling the contact

line region accurately to adequately capture the small local thermodynamics in that

region.
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1. INTRODUCTION & LITERATURE REVIEW

With the ongoing emphasis on human space exploration beyond low earth orbit, the

ability of deep space cryogenic propellant storage and refueling is critical in determin-

ing the scale of these missions. SpaceX with their interplanetary transport system

using the Big Falcon Rocket (BFR) propose to have in-orbit refueling for their space-

crafts using propellant tankers launched from the earth’s surface. This would ensure

that there is enough propellant to make the trip to the moon and back. But for longer

missions such as to Mars, there is still a need for additional refueling on the surface

of Mars to make the journey back. Refueling in space also reduces the propellant and

inert masses (from systems required to maintain propellants at optimum conditions)

at launch, which can then be made available for additional payload on these missions.

Thus, it is quite evident that there is a need to improve our understanding of existing

technologies and develop new ones for long duration storage and transfer of these

propellants in order to achieve our long term goals in space exploration.

Chemical propulsion seems to be the most viable propulsion technology available

to us for long term planning of space missions and cryogenic propellants are very

lucrative due to their high specific impulse and efficiency. The biggest problem with

cryogenic propellants is storing them over long durations due to the self pressurization

of the propellant tanks. Despite best efforts to minimize heat leaks by adequately

insulating the propellant tanks, there is always some small amount of heat leak into

the system. This causes the propellant to boil off and the tank to subsequently self

pressurize. The longest that cryogens have been stored and used in flight is 9 hours on

the Titan Centaur 5 mission [1]. Self pressurization and pressure control of propellant

tanks have been identified as some of the core interests in alleviating some of the

problems associated with long term cryogenic storage [2,3]. Traditionally, this excess

pressure is managed by venting some vapor from the ullage with the help of thrusters.
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Although this would help with the self pressurization problem, it is estimated to cause

about a 3% loss of propellant every month [4]. Such a system might work well for on

surface applications and over short duration but over longer periods of time the added

propellant mass needed to sustain such a system as well as designing a system robust

and reliable to withstand the large number of venting cycles would quickly make this

impractical and expensive. Other considerations such as the orientation of the ullage

in zero gravity also need to be evaluated while designing systems for venting vapor.

If not accounted for and managed properly, there is always a chance that we could

be venting a two phase fluid which would need additional care. Venting propellants

may also pose safety risks in the vicinity of these storage tanks which is an important

consideration for crewed flight missions.

There is potential for ventless pressure control systems to manage self pressur-

ization in these propellant tanks. Experiments such as the Zero Boil Off Tank

(ZBOT) [5,6] experiment aboard the International Space Station and the Tank Pres-

sure Control Experiment (TPCE) [7] flown during the shuttle era help advance the

technology for such ventless pressure control systems. Such active pressure control

systems usually use a combination of active cooling techniques like spray bars and

fluid mixing jets to control the ullage pressure and generally require continuous power

to function. There have been numerous studies to characterize tank self pressuriza-

tion mainly to estimate the amount of pressure rise anticipated and to look at the

various mechanisms which contribute to this pressure rise. In 1967, Aydelott [8, 9]

examined tank self-pressurization under 1-g and reduced gravity conditions using a

9 in. spherical liquid hydrogen tank. It was found that the rate of pressure rise was

lower in reduced gravity conditions due to an increase in wall wetted surface area and

an increase in boiling. It was also found that the rate of pressure rise was mostly

affected by the heater configuration and not so much by the liquid fill level. To fur-

ther study the effect of tank sizing on self-pressurization, Aydelott and Spuckler [10]

conducted similar experiments with a ventless 22 in. spherical liquid hydrogen tank.
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They showed that the pressure rise should be near identical in two uniformly heated

tanks for equal values of heat added per unit volume.

Hasan et al. [11] experimentally investigated self pressurization and thermal strat-

ification in a flight weight LH2 tank which was subjected to low heat fluxes ranging

from 0.35W/m2 to 3.5W/m2. They found that the pressure rise rate and thermal

stratification increased with increase in heat flux. It was also found that the initial

transient pressure rise was dependent on the initial condition from which the tank was

allowed to pressurize. The effect of fill level in such a tank was experimentally verified

in a 1-g environment by Lin, Hasan, and Van Dresar [12]. They evaluated pressure

rise at fill levels of 29%, 49%, and 83% and found that for an oblate spheroidal tank

geometry, the lowest rate of pressure rise for LH2 was in the case of the 49% fill level.

There have also been studies to evaluate different techniques to control this self

pressurization by using active pressure control mechanisms such as mixing jets and

spray bars. Poth and Van Hook [13] showed that tank pressurization could be reduced

under reduced gravity by using mixing jets as they help reduce thermal stratification

in the tank. This was further investigated by Lin, Hasan, and Van Dresar [14] exper-

imentally using large storage tanks. They observed that the change in tank pressure

was affected by subcooled jet mixing as well as the convection boundary layer formed

from wall heating. The use of a spray bar TVS to thermally de-stratify the tank,

thereby controlling the self pressurization, was demonstrated using the Multi Hydro-

gen Test Bed (MHTB) LH2 Tank at Marshall Space Flight Center [15]. With such

a set up they were able to maintain the ullage pressure within a ±3.45 kPa control

band. Zero gravity tank pressurization and pressure control data is mainly available

from three experiments, viz., the Saturn AS-203 experiment [16], the Tank Pressure

Control Experiment (TPCE) [7], and the Zero Boil Off Tank Experiment (ZBOT) [5].

The Saturn AS-203 experiment is one of the earliest low gravity cryogenic self pres-

surization tests and reported a mean pressure rise rate of 17 psi/hr in the case of

a closed LH2 tank. TPCE flew on board the space shuttle on STS-52 and used jet

induced mixing in a partially filled tank with simulant fluid to study tank pressure
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control. They also concluded that the interaction of the mixing jet with the ullage

can be classified based on the jet Weber number and that at higher Weber numbers

the jet completely penetrated the ullage. More recently, a series of three experiments

called the Zero Boil Off Tank Experiments [5] have been proposed to be flown to the

International Space Station to gather data related to tank pressurization and pressure

control mechanisms. These experiments use a simulant fluid and look at the thermal

stratification, self pressurization, and pressure control using mixing jets (ZBOT-1,

2017), spray bars, and other active pressure control mechanisms (ZBOT-3). ZBOT-2

proposed to fly in 2022 is expected to study the effect of non-condensable gases on

evaporation and condensation rates during pressurization and pressure control phases.

A preliminary 1-g experiment was previously conducted [17] to study the feasibility

of such microgravity tank experiments and to help with design decisions for the ISS

experiments.

However, conducting such full scale experiments to get sufficient microgravity

data and characterize such propellant storage systems would be very expensive and

impractical in the long run due to the large range of size and time scales involved.

Reliable CFD modeling for these systems would aid mission design by better deter-

mining the thermal state of these cryogenic storage tanks, as propellant boil off is

often a limiting factor and zero boil-off requires continuous power. This dissertation

focuses on addressing some of the uncertainties associated with phase change model-

ing for predicting tank pressurization and pressure control systems. This would help

advance the field to a point where differences in measurements are understood and

would enable dependable CFD modeling in the future for cryogenic storage systems.

This dissertation consists of six chapters including this current chapter. The

second chapter consists of a literature survey of existing studies pertaining to ac-

commodation coefficients and modeling tank self pressurization. The different phase

change models available and their implementation in OpenFOAM are also detailed

in this chapter. Chapter 3 describes a benchmark case setup to draw comparisons

between the different implementations of the phase change models to help understand
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some of the trends observed. Chapter 4 outlines a test case based on the LH2 phase

change experiment conducted by Bellur et al. [18] at the National Institute of Stan-

dards and Technology (NIST). Experimental data from this study is used to draw

comparisons with computational predictions to look at the effect of accommodation

coefficient on evaporation rate predictions. Chapter 5 addresses some of the uncer-

tainties inherent in the experimental measurements and presents data to evaluate the

effect of these uncertainties on evaporation rate predictions. Chapter 6 summarizes

the results presented and makes recommendations for future experiments designed to

study accommodation coefficients for similar fluid systems.
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2. NUMERICAL APPROACH

To design tanks for cryogenic storage efficiently in the future, there is a need to

use computational methods to evaluate new tank designs and establish the thermal

state of these tanks in reduced gravity conditions. With this as the focus, the use

of theoretical and computational methods to predict phase change in cryogenic fluids

and self pressurization in cryogenic storage systems has been the thesis of quite a

few studies recently. Lin and Hasan [19] conducted a theoretical study to look at the

effect of tank sizing, liquid fill level, and wall heat flux in microgravity conditions on

spherical LH2 tanks. They found that the tank pressure initially increases faster for

higher fill levels because of the effect of liquid thermal expansion, but later due to

interface evaporation the pressure increase was faster for lower fill levels. Hochstein

et al. [20] used an in-house computational solver to show the viability of coupling an

axial mixing jet with a traditional thermodynamic vent system to effectively control

tank pressurization. Hochstein et al. [21] then used an effective conductivity model to

account for some convection in normal and reduced gravity conditions which would

be normally neglected if a pure conduction model is assumed for the liquid phase.

The vapor was assumed to be in a quasi-static thermal equilibrium state and tank

self pressurization was computed in liquid hydrogen tank systems. In their study

they found good agreement between the computationally predicted rate and available

experimental data for both scale sized and full sized liquid hydrogen tanks. The effect

of initial sub cooling as well as the tank fill level on self pressurization were studied

with this model.

To demonstrate the use of CFD to study tank pressurization, Grayson et al. [22]

used the FLOW-3D code to model the AS-203 tank experiment aboard the Saturn

S-IVB rocket and computed tank self pressurization as well as thermal stratification

with reasonable accuracy. In comparison to the experimental data, they found a
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3.5% deviation in average ullage pressurization rate and a 6% difference in the ul-

lage temperature rise rate. Panzarella and Kassemi [23] used a code which coupled

a lumped thermodynamic model for the vapor phase with the full Navier Stokes and

energy equations for the liquid phase to compute tank pressurization for three differ-

ent heating configurations viz. vapor, liquid, and uniform heating. They found that

when the heat input was purely through the vapor, the pressure rise was much higher

than in the case where the heat input was through the liquid. They argued that

this was because there was a lot more heat available in the case of vapor heating,

whereas in the case of liquid heating, most of the heat input was initially spent in

increasing the temperature of the liquid itself. They also found that in the case of

uniform heating, the trends were in-between the two extremes. When a subcooled jet

was introduced in the setup to increase mixing and minimize pressure build up, they

noticed that there was still some noticeable thermal stratification in the liquid. Look-

ing at tank pressurization in reduced gravity using a similar model, Panzarella and

Kassemi [24] concluded that buoyancy and natural convection still had a significant

role in microgravity conditions. Based on their work with this model, a comparison

between typical zero boil off pressure control strategies utilizing different combina-

tions of mixing and cooling was published [25]. Among the different combinations

considered, they found that introducing a subcooled mixing jet was the most effective

method for controlling the tank pressure rise. Barsi and Kassemi [26] verified this

model further by comparing with available experimental data and found reasonable

match between the two.

Kassemi and Kartuzova [27] developed a CFD model for solving tank pressuriza-

tion problems by adopting two different methods to model the interface, viz. a sharp

interface and a diffuse interface. The interface mass transfer was calculated based on

the Schrage equation. In the case of the sharp interface model the mass transfer was

calculated by iterating for the interface temperature by coupling the Schrage equa-

tion with a pure conduction energy balance equation at the interface. For the diffuse

interface, the mass transfer was calculated by including it in the source term for the
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phase evolution equation which was solved as part of the Volume of Fluid (VOF)

algorithm. Both these models were verified against the microgravity pressurization

data from the Saturn S-IVB AS-203 experiment. It was found that the predictions by

the VOF model were much closer to the experimental data than the sharp interface

model. They argued that the VOF model was much better at addressing the different

aspects of turbulence modeling at the interface. However, they found that the VOF

model was much more computationally expensive than the sharp interface model.

These models were also used to study the effect of accommodation coefficient and

vapor and interface turbulence on tank self-pressurization [28] by comparing with ex-

perimental data from NASA’s k-site and Multi-purpose Hydrogen Test Bed facilities.

It was observed that in the case of a flat interface, the mass transfer rate and pres-

sure rise predictions were quite insensitive to the magnitude of the accommodation

coefficient for liquid hydrogen storage tanks.

Stewart and Moder [29] also modeled the k-site tank experiments using a VOF

implementation in ANSYS Fluent and have outlined some of the numerical issues

encountered while studying a problem of this nature. In order to showcase the cur-

rent computational ability to capture cryogenic storage tank pressurization, Kassemi

et al. [30] compiled and compared three different computational studies highlighting

some of the strengths and weaknesses of current modeling techniques for such prob-

lems. Kassemi et al. [5] also modeled the Zero Boil Off Tank experiment in both

normal and microgravity environments and validated the data against pressurization

and jet ullage interaction data from the experiments. They specifically looked at

the pressurization behavior under three different heater configurations to simulate

the heat leaks expected during normal tank operation in full scale cryogenic storage

systems.

Although there have been numerous studies to look at tank self pressurization and

pressure control, any such modeling using phase change models without adequately

addressing some of the uncertainties inherent in these phase change models would

lead to inaccurate predictions in the long run. There are two common strategies used
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when modeling interfacial mass transfer in traditional CFD codes. The first one,

which is commonly used in near equilibrium conditions, is where the interfacial heat

and mass transfer is calculated with the help of a simple conduction based energy

balance at the interface. The interface in such a model is assumed to be at the

saturation temperature. Such a model tends to give thermally limited predictions for

the interfacial phase change rates.

A kinetics based approach to predict phase change was first formulated by Hertz

[31]. Assuming a Maxwell Boltzmann distribution for the velocity close to the in-

terface, a theoretical maximum collision frequency can be calculated for the vapor

molecules impacting on the liquid-vapor interface. Since evaporation and condensa-

tion are coexisting phenomena in near equilibrium conditions, the net phase change

flux can be found as an algebraic sum of the two independent fluxes. However,

Knudsen [32] based on his experiments with mercury, noted that the measured phase

change rates could actually be lesser than the maximum rate predicted by the Hertz

equation. In order to account for this discrepancy, he introduced evaporation and

condensation coefficients. The most commonly used form of the kinetic phase change

models is the model by Schrage [33]. Schrage included a drift velocity term to the

equilibrium velocity distribution to account for the non zero velocity contribution

coming from evaporation or condensation processes. The Schrage model based on the

Hertz-Knudsen-Schrage equation is most commonly used as the kinetic phase change

model which is the second approach to model phase change. In this model the interfa-

cial mass flux is calculated based on the difference between the saturation pressure at

the interface and the vapor pressure of the gas close to the interface. Essentially, it is

a calculation of how far the interface is from equilibrium. These models were initially

formulated for a flat interface near equilibrium conditions. The biggest challenge in

using the kinetics approach for studying phase change is determining the value of the

evaporation and condensation coefficients needed by the model. These coefficients

help account for the fact that it is quite probable that a vapor or liquid molecule

striking the interface could be reflected back into their initial phases without under-
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going phase change. Often the evaporation and condensation coefficients are assumed

to be equal and combined to be called the accommodation coefficient.

The accommodation coefficient represents the fraction of molecules that strike the

interface and change phase from their initial liquid or vapor states. If every molecule

which collided with the interface was to change phase then the accommodation co-

efficient would be equal to 1. But this is not the case and the reported values for

the accommodation coefficient are very inconsistent for any given fluid. For instance,

in the case of water the reported values of the accommodation coefficient vary over

three orders of magnitude [34]. At the moment, we cannot confidently say much

more about the accommodation coefficient. Most of the studies for measuring ac-

commodation coefficient has been for water-water vapor systems. Vieceli et al. [35]

calculated the thermal and mass accommodation coefficients for water vapor at the

air/water interface using molecular dynamics simulations and determined them to be

1.0 and 0.99 respectively at 300K. Davidovits et al. [36] measured accommodation

coefficients for water vapor on water using two different experiment techniques. They

noticed that there was a large discrepancy in the measured value of mass accommo-

dation coefficient between the two and attributed this to the difference in the mass

accommodation process between the two experiments. Marek and Straub [34] com-

piled evaporation and condensation coefficients of water from numerous theoretical

and experimental studies. Based on this, they concluded that both these coefficients

have an inverse dependence on temperature and pressure. They also noted that the

measurement of these coefficients is very sensitive to the presence of contaminants.

There are other reviews which try to address this large scatter in the reported values

for the accommodation coefficient of water. Mozurkewich [37] suggested that if the

heat transfer in the system is properly accounted for, the measurements for the con-

densation coefficient should be near unity. Efforts have also been made to measure

the accommodation coefficient for other fluids. Lednovic and Fenn [38] measured

evaporation coefficients close to unity for four different fluids, viz. diethylene glycol,

glycerine, dibutyl phthalate, and oleic acid. They also noted that there was no varia-
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tion in these coefficients with temperature which is contradictory to what Marek and

Straub [34] noticed in the case of water. Cao et al. [39] computed the accommodation

coefficient for n-dodecane molecules and found that it increased from 0.3 to 0.9 when

temperature changes from 600K to 400K. Paul [40] compiled and collected evapora-

tion coefficients for a variety of metals, inorganic, and organic compounds in a single

paper which can be a valuable reference to compare with. Here again he noted that

most of the fluids studied evaporate close to the theoretical maximum rate. Barrett

and Clement [41] studied accommodation coefficients of water and liquid metals and

noted that only at thermal equilibrium can the evaporation and condensation coef-

ficients be guaranteed to be equal. They also found that even the smallest amount

of non-condensable gases could significantly reduce the mass transfer rate measure-

ments. Additionally, they found that the accommodation coefficient values could have

large discrepancies depending on the nature of the experiment. Accommodation coef-

ficients were often measured to be less than 0.05 in the case of horizontal flat surfaces

in comparison to values greater than 0.2 in the case of aerosol growth experiments.

This dependence of the accommodation coefficient on droplet size was also observed

by Okuyama and Zung [42] in their numerical study to measure these coefficients in

the case of water, Helium, and Mercury.

A brief discussion on the drawbacks of the Hertz-Knudsen equation and the ac-

commodation coefficients based on an examination of a variety of experimental, com-

putational, and molecular dynamics studies was published by Persad and Ward [43].

Recently, Davis [44] reviewed the history of research on these accommodation coef-

ficients and looked at the current state of our understanding about them. However,

there have not been many studies to deduce the value of these accommodation co-

efficients for cryogenic fluids. With the emphasis on long duration cryogenic storage

for large scale space exploration and the need for designing these capabilities with

computational tools, it is imperative that there is a better understanding of these

coefficients and their values. Without accurate values for the accommodation coeffi-

cient, any reduced order model is an attempt to mimic an already inaccurate model,
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and thus, are doomed to perform poorly. Hence, using these models to design cryo-

genic propellant tank systems might not be very reliable. In order to better study

accommodation coefficients, it is important to have purpose-built experiments (Ap-

pendix A) with data which would help reduce some of the uncertainties surrounding

these coefficients. Since earth bound measurements of accommodation coefficient are

ambiguous and are affected by convective heat and mass transfer due to gravity, the

no convection, or zero gravity accommodation coefficient needs to be measured us-

ing an experiment which has a negligible or known non-zero vapor phase convection.

It is important to investigate the true accommodation coefficient in the absence of

convective heat and mass transfer for several reasons. Zero-gravity coast periods

minimize vapor phase convection, and only an accommodation coefficient measured

in the absence of vapor phase convection can be used to model these conditions. For

example, convection increases the system scale evaporation rate and if not accounted

for properly in experiments any derived values for the coefficient will be wrong. An

experiment design to produce steady repeatable vapor flow over a cryogenic droplet

is presented in Appendix A.

Bellur et al. [18] also developed a combined experimental and computational ap-

proach to determine the accommodation coefficient for liquid hydrogen and liquid

methane. The experiment used neutron imaging to image evaporating and condensing

menisci for these cryogenic propellants in metallic containers. In the latter chapters of

this thesis, data from this experiment is used to compare with full CFD computations

for phase change predictions.

2.1 Numerical Model

In this section, we will look at the governing equations and their numerical imple-

mentation to solve for the fluid and solid regions. The conjugate heat transfer solver

ChtMultiRegionFoam available as part of the standard OpenFOAM [45] distribution

is used as the base for all phase change computations. Since a conjugate heat transfer
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solver is used, the solid and fluid regions are solved separately adhering to prescribed

boundary conditions at the interfaces.

2.1.1 Governing Equations

The fluid flow and heat transfer in the fluid regions are solved with the help

of the continuity (mass), Navier Stokes (momentum), and energy equations. These

equations are solved separately for the two fluid regions (i.e., vapor and liquid).

∂ρ

∂t
+∇(ρv) = 0 (2.1)

∂

∂t
(ρv) +∇(ρvv) = −∇P +∇(µeff (∇v +∇νT )) + ρg + Fv (2.2)

∂

∂t
(ρE) +∇(v(ρE + P )) = ∇(keff∇T ) (2.3)

In the solid regions, a simple conduction equation is solved for the energy equation.

This computes the heat conduction in the respective solid regions.

∂

∂t
(ρCpT ) = ∇(k∇T ) (2.4)

In this study, the interface is treated as a sharp interface with zero thickness and

the interface mass transfer is computed two ways viz., the thermally limited model and

the kinetically limited model. Since we are dealing with sharp interfaces both these

models can be solved directly over the standard governing equations. The thermally

limited model performs a simple conduction based energy balance at the interface.

ṁLb = qil − qiv = kv∇Tv − kl∇Tl (2.5)

where Lb is the latent heat of vaporization of the liquid; ṁ is the interfacial mass

transfer rate; qil and qiv are the corresponding heat fluxes on the liquid and vapor

sides; kl and kv are the thermal conductivities for the liquid and the vapor side; and
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Tl and Tv are the liquid and vapor temperatures respectively. The model essentially

states that the difference between the heat flowing in and the heat flowing out at

the interface is spent for phase change. In this model we assume that the interface

temperature is known, and is equal to the saturation temperature of the gas corre-

sponding to its vapor pressure. Knowing the interface temperature, the mass transfer

rate can then be easily calculated as all the other quantities are known. This model

works really well at conditions close to equilibrium and is the simplest way to look at

phase change at the interface.

On the other side, the kinetically limited model which we call the Langmuir model

makes use of the Hertz-Knudsen-Schrage equation. This equation has become the

most widely used method when computing phase change problems using kinetic mod-

els.

ṁ =
( 2α

2− α

)√ Mv

2πR

( Pi√
Ti
− Pv√

Tv

)
(2.6)

where, α denotes the accommodation coefficient; Mv is the molecular weight of the

vapor; R is the universal gas constant; Pi and Pv are the interfacial and vapor pres-

sures; and Ti and Tv are the interfacial and vapor temperatures. Unlike the thermal

model, there is no condition imposed on the interface temperature in this case but we

assume that Pi = Psat,i. The saturation pressure is calculated based on the Clausius

Clapeyron equation.

Psat,i = P0 exp
(−Lb

R

( 1

Ti
− 1

Tb

))
(2.7)

where, P0 is some reference pressure; and Tb is the saturation temperature at the

reference pressure P0. The phase change rates predicted by the kinetic model should

asymptotically approach the thermally limited value as the phase change becomes

thermally limited. The difference between the phase change predicted by the thermal

model and the actual evaporation will be a function of the accommodation coefficient.

The kinetic model based on the Hertz-Knudsen-Schrage equation also predicts twice
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the phase change flux at an accommodation coefficient of 1 in comparison to the

kinetic model based on the Hertz-Knudsen equation.

2.1.2 Numerical Implementation

The governing equations are implemented using existing tools in OpenFOAM [45].

The conjugate heat transfer solver, ChtMultiRegionFoam, is used as the basis for

building additional models necessary to compute phase change. The base solver is

not inherently designed for modeling a liquid vapor interface and hence additional

boundary conditions are necessary to model the heat, mass, and momentum transfer

at the interface. The mass flux and the interface temperature are defined in the liquid

domain and are used to calculate the velocities and temperatures on both sides of

the interface. Due to the incompressible treatment of the liquid, the velocity on the

liquid side due to phase change is considered to be zero. In the case of the conjugate

heat transfer solver, there is no inbuilt algorithm for tracking the interface such as the

Volume of Fluid (VOF) method and the interface is treated as a static sharp interface

separating the two blocks for the liquid and vapor regions. As a consequence, an

additional boundary condition is defined to account for the Laplace pressure jump

across the interface which would come into effect due to the curvature of the interface.

The phase change equations are solved in addition to the standard governing equations

every time step to update the velocity and temperature field at the interface. The

thermally limited evaporation model can be directly used to calculate the mass flux

at the interface, as the interface temperature is already known to be equal to the

saturation temperature corresponding to the sampled vapor pressure.

The Langmuir model on the other hand, is a bit more complicated to implement.

There are three unknowns in the Hertz-Knudsen-Schrage equation which need to

be addressed, viz., the mass flux, accommodation coefficient, and the interface tem-

perature. The accommodation coefficient is given as an input to the solver as it is

the parameter we expect to adjust in order to match the phase change rates. Since
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the interface temperature in this case is not restricted to be equal to the saturation

temperature, we need to define ways to calculate the interface temperature before

calculating the interfacial mass flux. In this study we look at two different ways

to compute the interface temperature with varying degrees of success. To compute

the interface temperature, we combine the Hertz-Knudsen-Schrage equation with the

interfacial energy balance equation and iterate for the interface temperature which

would be the only unknown in the equation. There is no restriction imposed on the

interfacial temperature in this case. The iteration is done by means of the bisection

method which has been found to be the more stable method. Once the interface

temperature is calculated, the mass flux can then be computed directly from the

Hertz-Knudsen-Schrage equation for given values of the accommodation coefficient.

Other methods to compute the interface temperature are attempted to a lesser de-

gree of success. For instance the temperatures from the cells adjacent to the interface

on both the liquid and vapor side are sampled and the interface temperature is set

to be equal to the average of the liquid and vapor temperatures. This is expected to

be a lot less accurate than the iteration method as the temperature gradients leading

to the interface are not correctly accounted for. Interpolating the temperatures from

the liquid and vapor side on to the interface and then averaging them might improve

the estimate for the interface temperature. In all calculations presented, the pressure

velocity coupling is done using the PISO algorithm. The gradients are calculated

with the Gauss Linear scheme. The Gauss upwind scheme is used as the divergence

scheme and a second order linear interpolation scheme is used for pressure and flux

interpolation. In the following chapter, a sample benchmark case is introduced and

the phase change models described above are evaluated and compared to get some

initial trends for these models.
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3. BENCHMARK CASES

In order to evaluate the phase change models implemented into OpenFOAM, a bench-

mark case is established as shown in Figure 3.1 representative of the test section in

the experiment described in Appendix A. A simple two dimensional test case of a

liquid drop in a silver cup with vapor flow over it is used for this purpose. The fluids

used in this test scenario are water and water vapor. A flat interface is considered

to simplify the problem, as this let us evaluate phase change without the effects of

interface curvature. Using a perfect fluid equation of state model for the liquid causes

convergence issues near the contact line. Hence, the liquid is treated as a constant

density region until the variable density models in OpenFOAM are properly evalu-

ated. Viscous coupling at the interface is also not accounted for at this stage and the

liquid region is modeled similar to a rigid solid body with no internal flow.

Figure 3.1. Two-dimensional grid for the benchmark case (16900
cells). Regions: orange = vapor; red = liquid; dark blue = stain-
less steel wall; light blue = silver cup.
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Separate computations were carried out for evaporation and condensation. Evapo-

ration is induced by setting the bottom surface of the silver cup at a constant temper-

ature of 400K and letting the heat conduct through the silver and the liquid regions

to the liquid-vapor interface. Similarly, for condensation the bottom boundary of the

silver cup is maintained at 350K. Vapor is allowed to flow over the liquid droplet at

a constant velocity of 5 cm/s. The bulk temperature is set to 370K corresponding

to the saturation temperature at the prescribed vapor pressures.

Looking at the temperature contours presented in Figure 3.2, we can see the

temperature rise through the regions because of heat conduction from the base of the

silver cup. Initially at start up, we have condensation due to the low temperatures

at the liquid-vapor interface. But as the liquid heats up due to conduction from the

silver cup, the phase change at the interface slowly changes to evaporation, which can

be seen represented by the velocity vectors at the interface. Since we are dealing with

a flat interface, the velocities at the interface due to phase change are strictly in the

vertical direction (y-coordinate). It is also seen that the heat conducts much faster

through the silver cup than the liquid. This is expected due to the higher thermal

conductivity of silver compared to water.

Computations were run for 60 seconds till the heat was conducted fully to the

interface. It would be interesting to see the effects as heat is continued to be supplied

for longer periods of time. Using the Langmuir model, the accommodation coefficient

is varied to study its effect on the interfacial mass transfer. Computations were run

for evaporation and condensation with α = 0.6, 0.06, 0.006, 0.0006, 10−6, and 10−9.

Comparing the mass transfer rate at the interface with the thermally limited model,

there are some very interesting trends noticed. The mass transfer rate is recalculated

by integrating the velocity over the interface during post processing.

It is observed that the interfacial mass flux calculated using the iteration method

for accommodation coefficients α = 0.6, 0.06, and 0.006 are almost identical to the

value calculated by the thermally limited model. The variation of mass flux with time

is also identical for these values of accommodation coefficient as shown in Figure 3.3.
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(a) Time = 0s

(b) Time = 10s (c) Time = 20s

(d) Time = 30s (e) Time = 60s

Figure 3.2. Langmuir model applied to 2D benchmark case with
α = 0.6. Velocity vectors at interface show initial condensation and
eventual progression to evaporation. The temperature contours are
presented to show heat conduction through the different regions. The
interface temperature is calculated by the iteration approach. The
bottom surface of the silver cup is maintained at 400K.

When the accommodation coefficient is further reduced by an order of magnitude to

0.0006, the interfacial mass transfer rate values calculated start to deviate from the

predictions of the thermally limited model. This deviation is much higher at lower

values of accommodation coefficients of 10−6 and 10−9. The mass flux reduces as

many orders of magnitude as the accommodation coefficient at these low values of
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accommodation coefficient. It remains to be seen if this deviation in the interfacial

mass flux at lower accommodation coefficients is because of the phase change at

these low values of accommodation coefficient being kinetically limited, whereas at

higher values of accommodation coefficient, the phase change is still thermally limited.

Generally, for moderate accommodation coefficients the transport rates are much

slower than the kinetics and the overall mass transfer rate might not change much

until the two are approximately the same orders of magnitude. Further investigation

is required to see if this is the reason behind such trends.

To explain the similarities in the variation of mass flux between the iteration

method and the thermally limited model, we look at the difference between the satu-

ration pressure (based on the interface temperature) and the actual vapor pressure at

the interface. This constitutes the second term of the Hertz-Knudsen-Schrage equa-

tion and its variation might throw some light on these trends. It is apparent from the

plots in Figure 3.4 that the change in accommodation coefficient is balanced by the

change in the saturation pressure. Such a change in saturation pressure means that

the interface temperature adjusts itself to compensate for the change in the value of

the accommodation coefficient. For instance, the interfacial pressure difference for

an accommodation coefficient of 0.0006 is an order of magnitude higher than for an

accommodation coefficient of 0.006. Thus a change in the accommodation coefficient

is generally compensated by a change in the interfacial pressure difference so that the

same interface mass transfer rate is predicted. This was also observed by Kassemi and

Kartuzova [28] in their investigation on the effect of the accommodation coefficient

on CFD predictions of tank pressurization.

It is important to note that the interface temperature used here for calculating the

interface saturation pressure is an average temperature over the whole liquid-vapor

interface. However, in reality there is a variation in the interface temperature along

the interface with higher temperatures close to the ends in contact with the silver

cup and lower temperatures in the middle. The corresponding saturation pressure

also varies along the liquid-vapor interface. This difference in temperature is because
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of the faster heat conduction through the silver which causes the temperature at the

liquid-vapor-silver junction to be much higher than the bulk liquid temperature. The

mass transfer rates calculated at the interface for condensation, using the iteration

method, also show similar trends as evaporation. Condensation is induced at the

interface by maintaining the bottom surface of the silver cup at 350K, keeping all

other conditions the same. Comparing the mass transfer rates predicted for this case

with the thermally limited phase change model, it is seen that the mass transfer

rates for higher accommodation coefficients (α = 0.6, 0.06, and 0.006) are equal to

the mass transfer rates from the thermally limited model. Here again, the interface

temperature adjusts itself to balance out the change in accommodation coefficient.

At an accommodation coefficient of 0.0006, the mass transfer rates start deviating

from the predictions by the thermally limited model. It will be interesting to see

if this shift in mass transfer rate predictions with varying values of accommodation

coefficient differs for different fluids.

The second approach to model the Hertz-Knudsen-Schrage equation for interfacial

mass transfer prediction is by averaging the temperatures from the liquid and the gas

regions to get the interface temperature. This temperature is then directly used in

the Hertz-Knudsen-Schrage equation to compute the interfacial mass transfer rate.

Again, the mass transfer rates predicted by the Hertz-Knudsen-Schrage equation are

compared with the predictions of the thermally limited phase change model. In this

approach we find that the magnitude of mass flux is much higher than that predicted

by the iteration approach for the same accommodation coefficient and conditions.

Also, unlike the iteration approach the mass transfer rate is also higher than the pre-

dictions from the thermally limited model by at least a few orders of magnitude. The

variation of interfacial mass flux with time is also different for different accommoda-

tion coefficients unlike the earlier approach. This method is highly computationally

intensive due to the very high interfacial mass transfer rate values which in turn lead

to very high interfacial velocities. The model does perform better at lower values of

accommodation coefficient with the mass transfer rates predicted within one order of



22

magnitude to the thermally limited calculations for an accommodation coefficient of

0.0006. For accommodation coefficients of 10−6 and 10−9, the mass flux predictions

show very similar trends to the calculations from the iteration approach. However,

this seems like a really low value for the accommodation coefficient as the estimated

value for the accommodation coefficient of water is close to 1. The interface temper-

atures follow similar trends for varying values of accommodation coefficient. For the

higher values of the accommodation coefficient, there is quite a deviation from the

temperatures calculated by the iteration approach. This deviation becomes smaller

and smaller with the lower values of accommodation coefficient showing nearly iden-

tical temperature transients for both the models.

Based on the data presented here the iteration approach seems to be the better

of the two with more realistic predictions in terms of temperatures. But, looking

at mass transfer rates and comparing it with a thermally limited mass transfer rate

is not the best method to evaluate the performance of these models. It might be

a better option to look at more physical data from specifically built experiments or

studies such as tank pressurization experiments and try to match the data with these

models.
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(a) Evaporation

(b) Condensation

Figure 3.3. Evolution of interfacial mass flux with time for varying
accommodation coefficients. Comparisons made with predictions of
thermally limited model.
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(a)

(b)

Figure 3.4. Variation of Psat−Pv with (a) time and (b) location along
the interface for varying accommodation coefficient.
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(a)

(b)

Figure 3.5. (a) - Mass transfer rate prediction using the averaging
approach to calculate interface temperature. (b) - Comparison of
interface temperature values calculated by the iteration and averaging
methods.
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4. MODELING OF THE NIST LH2 EXPERIMENT

Having checked the solver with a sample benchmark case as described in the previous

chapter, it is now important to verify the accuracy of the models incorporated into

OpenFOAM with some experimental data. Experimental data for pure liquid vapor

systems are almost non-existent as phase change and accommodation coefficients are

often studied for water-air systems or systems which have some non-condensable gas

present in the vapor phase. Since the OpenFOAM solver in its current state does

not have species tracking, such experiments cannot be used for validation. Moreover,

experiments studying phase change in cryogenic fluids are not widely available. The

k-site tank experiments were considered as a potential test case, but given the simpli-

fying assumptions in the solver we would not be able to account for viscous coupling

and thermal stratification in the tank. The experiments by Bellur et al. [46] performed

at NIST designed to measure accommodation coefficients for cryogenic hydrogen and

methane with the help of neutron imaging provide us with a possible test case at a

much smaller length and time scale than full scale tank experiments.

This experiment makes use of the difference in the scattering behaviour of thermal

neutrons between these cryogens and other materials in order to image the liquid-

vapor interface. The test cell, within which the cryogens are contained, is a 10mm

diameter cylindrical aluminum vessel that is attached to the end of a sample stick

and inserted into NIST’s orange cryostat. The orange cryostat has an annular ar-

rangement with alternating LN2 and Helium sections to cool the system to the re-

quired temperatures. The data from the LH2 experiments are used in this chapter to

draw comparisons with computational predictions. Both evaporation and condensa-

tion studies were performed with this setup. Based on the location of the interface,

tracked using neutron imaging, the interface coordinates, liquid volume, and phase
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change rates were obtained from the experiment. The test cell and the different

components around the test cell are shown in Figure 4.1

Figure 4.1. (a) Cut section model of full experimental setup. (left)
(b) Test cell with lid showing location of temperature sensors and
pressure vent (right) (from Bellur [47]).

Evaporation and condensation in the test cell was induced by controlling the

temperature of the heater block, which is located away from the test cell, while

keeping the test cell vapor pressure constant. There are two main heat transfer

pathways to the liquid-vapor interface for phase change as outlined by Bellur [47]

viz. heat conducted through the solid regions to the top of the test cell lid and also

conduction/convection through the helium in the can surrounding the test cell. The

test cell was surrounded by Helium to improve the heat transfer and reduce the time

taken for the heat to conduct to the interface. There is however no information about

the pressure or the density of the helium in the sample well can.
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Temperatures were measured on the side wall of the test cell with three temper-

ature sensors. A fourth sensor was placed in the sample well a little distance away

from the test cell wall to measure the temperature of the helium at that location.

The exact sensor locations are shown in Figure 4.1. The four sensors were Lakeshore

DT-670 sensors which have an uncertainty of about ±0.25K. There was an addi-

tional temperature sensor on top of the test cell lid which would give us additional

temperature data for our computations. This sensor however was less accurate and

had an accuracy of ±1K. The pressure on the vapor side in the test cell was held

constant with a throttling mechanism and was also measured with an uncertainty of

about 0.2%. The computations presented in this thesis, focused on just the test cell

and the lid and imposed boundary conditions for temperature and pressure to fully

define the thermal state of the system.

4.1 Computational Model of the Experiment

From the experiments conducted at NIST by Bellur et al. [46], it was found that

the liquid-vapor interface in the case of the two cryogens was almost a zero degree

contact angle interface as shown in Figure 4.2. Modeling a zero degree contact angle

interface as a sharp interface, as in the OpenFOAM solver, presents a multi scale

problem where there will be really small cells near the contact line. Modeling all the

different length scales would be almost impossible within reasonable computational

resources. The coordinates for the liquid-vapor interface for an experimental Bond

number of 9.3 are obtained by solving the Young-Laplace equation and the data is

corroborated with experimental images. These coordinates are then imported into

the OpenFOAM mesh as discrete points and joined together with a spline curve to

form the liquid-vapor interface. A sharp contact was maintained at the contact line

to start with in order to evaluate the behaviour.

Being a zero degree contact angle interface, it also becomes important to calculate

the interface curvature to compute the Laplace pressure jump across the interface.
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Figure 4.2. Interface coordinates for a zero degree contact angle in-
terface computed from the Young-Laplace equation.

The OpenFOAM solver takes a single fixed value for the Laplace pressure jump as a

boundary condition to ensure pressure balance at the interface. The interface curva-

ture was calculated for an axisymmetric surface [48] based on the point coordinate

data that was available for the interface. The Bond number in these experiments was

calculated to be equal to 9.3, which would lead to varying interface curvature with a

slightly flatter region near the middle. The Laplace pressure jump, as a consequence,

would also vary across the interface at different locations. Hence, an average value for

the interface curvature was used to approximate the pressure jump for the whole in-

terface. But owing to the problems with the variable density models in OpenFOAM,

the computations presented here treat the liquid as an incompressible fluid. Based on

the Rayleigh and Peclet numbers for this particular experiment, Bellur [47] argued

that conduction would be the major heat transfer mechanism to the interface on the
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liquid side. Hence, the Laplace pressure jump is not expected to have a major effect

on the phase change predicted.

κ =


zx

2x(1 + zx2)
1
2

+
zxx

2(1 + zx2)
3
2
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zxx

2(1 + zx2)
3
2

− 1

2z(1 + zx2)
1
2

when x = f(z)

(4.1)

The test cell was modeled as an axisymmetric problem to save on computational

time and resources as shown in Figure 4.3. Since there was no interface tracking

built into the OpenFOAM solver, the experiment was modeled as a quasi-steady

problem. A volume of 0.814 cm3 was picked and both evaporation and condensation

mass fluxes were calculated for the system at this volume. A quadratic fit was used

for the side wall temperature based on the temperature data from the three sensors.

A constant temperature boundary was used for the top of the lid with the stick sensor

temperature data. All other external walls were considered to be adiabatic. These

temperature boundary conditions should help account for the two main heat transfer

pathways to the liquid-vapor interface as mentioned previously.

In the experiment, there was a pressure vent through the lid of the test cell in

order to control the pressure levels in the cell. This line is asymmetric and goes

out through the side of the lid. In an axisymmetric model, taking the pressure vent

through the side of the lid as in the experiment creates a thin layer of gas between

two solid regions. Since conduction through the solid regions is an important heat

transfer pathway to the test cell, having a thin layer of gas in-between would affect

the solution. The pressure vent was also necessary as the pressure in the test cell

would rise in its absence. Thus, a decision was made to have the pressure vent go

straight out through the top of the lid. This cuts into the boundary on the top of

the lid and reduces it by about 10% but it seemed to be the best solution for an

axisymmetric model. The pressure in the test cell is maintained at 121.4 kPa for

these calculations which corresponds to a saturation temperature of 21K. However,

there is significant fluctuation in the pressure measurement as shown in Figure 4.4
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Figure 4.3. Axisymmetric model of the test cell showing different
regions. Dark Blue - Gas, Light Blue - Liquid, Dark Red - Lid, and
Light Red - Test Cell Wall.

due to the nature of the throttling mechanism. Using a finer needle valve should help

reduce this uncertainty further.

The thermophysical properties for the solid regions, Aluminum 6061 and Stainless

Steel 316L for the test cell wall and lid respectively, have to be measured at the low

temperatures prevalent in the cryostat [49]. The properties of these metals were found

to vary quite a lot at these low temperatures as shown in Tables 4.1 and 4.2 and would

hence affect the phase change computations.
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Figure 4.4. Pressure measurement plotted against time showing fluc-
tuation due to the throttling mechanism.

Table 4.1. Properties of Aluminum 6061 at cryogenic temperatures.
Data presented from [49].

Temperature (K)
Thermal Conductivity

(W/mK)
Specific Heat (J/kgK)

10 14.2 1.573

20 28.43 8.854

40 52.23 81.96

60 70.76 223.6

80 85.56 368.7

100 97.7 492.2
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Table 4.2. Properties of Stainless Steel 316L at cryogenic tempera-
tures. Data presented from [49].

Temperature (K)
Thermal Conductivity

(W/mK)
Specific Heat (J/kgK)

10 0.9039 5.203

20 2.169 13.61

40 4.670 57.55

60 6.647 141.8

80 8.114 214.7

100 9.224 273.0

4.2 Grid Independence Study

The evaporation case was run on a number of grids to study the grid independence.

A sharp contact was maintained at the contact line to begin with. Grids with uniform

cell spacing with 14050, 24900, 35856, 56200, and 80676 were used for this purpose.

The computations on the grids with 14050 and 24900 produced some fluctuations in

the mass flux and did not reach a stable steady state. These non-physical fluctuations

are probably caused due to the grid resolution as at higher grid resolutions the model

reaches a stable steady state. Uniform grid spacing with simple blocking was used

for mesh generation to improve mesh orthogonality. Highly non-orthogonal cells were

generated due to the curved interface close to the contact line. The temperature

and pressure contours for a sample evaporation test case are shown in Figure 4.5.

The data for the evaporation mass flux for these grids using the thermally limited

evaporation model is presented in Figure 4.6.

This data is to be compared with the experimental evaporation rate of 55.6µg/s

as calculated from imaging data. Looking at the evaporation rate values presented,

it can be seen that with increasing grid resolution the evaporation rate keeps going
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(a) (b)

Figure 4.5. (a) Temperature contours for a curved interface model
under evaporation. (b) Pressure contours with velocity vectors at the
interface showing evaporation.

up and does not necessarily approach a fixed value. This seems to be a consequence

of the curved interface. As more and more cells are added to discretize the geometry,

the interface becomes better defined and this leads to an increase in the interfacial

mass flow rates.

This was verified by running evaporation calculations for a flat liquid-vapor inter-

face model with 6225, 14050, 24900, and 35856 cells. The data for the case with a

flat interface is presented in Table 4.3.

From the table, we can quite clearly see the evaporation rates approaching a

single value, with increasing grid resolution for a flat interface. With the aim of
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Figure 4.6. Grid independence for curved interface using thermally
limited phase change model.

Table 4.3. Grid independence for flat interface using thermally limited
phase change model.

# of Cells Total Mass Flow Rate (µg/s)

6225 13.8618

14050 14.6237

24900 14.7133

35856 14.2008

improving the solution, non-uniform grids with more cells close to the liquid-vapor

interface were created. Grids with 60440, 87880, and 127431 cells were used for these

computations. The maximum non-orthogonality in these grids was around 70◦ and 4

non-orthogonality correctors were used to manage this. The evaporation rate data is
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presented in Figure 4.6. Although, grid independence is not achieved even with these

grids, they perform much better than the uniform grid setups in terms of mass flux

predictions.

Figure 4.7. Velocity magnitude along the interface shows a spike near
the contact line located at 5.9mm.

Looking at the velocity along the interface, as shown in Figure 4.7, the velocity

corresponding to the phase change rate at the interface increases close to the contact

line. This could be attributed to the relatively smaller thickness of the liquid film

and higher heat flux closer to the contact line. Hence, any improvement in the grid

resolution would lead to a better prediction of the peak velocity. This could quite

possibly be the reason for the grid dependence that we see in the earlier calcula-

tions. Besides, modeling all the different length scales in such a multiscale problem

is impossible within reasonable computational resources.

To combat the grid dependence problem, a small portion of the interface below a

thickness of 10µm was cut out as shown in Figure 4.8. This ensures that the interface
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Figure 4.8. Modified interface near the contact line. Left - Interface
maintains sharp contact. Right - Interface cut off at 10µm.

close to the contact line is flat and also helps set the minimum cell size. With such

a setup, grid independence was verified using grids with 66661, 95939, 116916, and

350688 cells. The evaporation rate data, shown in Table 4.4, clearly shows that the

evaporation rate does not change with increasing grid resolution. This indicates that

the grid dependence in the problem was caused by the region close to the contact

line as discussed previously. Looking at the velocity distribution along the interface

further reiterates this hypothesis as the velocities are identical in the bulk region of

the interface.

The cut off region was also extended to 15µm in order to look at the effect the

size of the cut off region has on these calculations. Although as expected, the total

evaporation rate is lower due to more of the interface missing, the velocities along the
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Figure 4.9. Velocity magnitude along the interface for different grids
showing grid independence.

Table 4.4. Grid independence for interface cut off at 10µm using
thermally limited phase change model.

# of Cells Total Mass Flow Rate (µg/s)

66661 9.0322

95939 9.0518

116916 9.0377

350688 9.0245

interface are nearly identical until the cut off portion for the 15µm case in comparison

to the 10µm case. This again shows that the grid dependence is due to the better

prediction of the peak velocity close to the contact line as the grid cells become smaller

in that region.
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Figure 4.10. Velocity magnitude along the interface for different cut
off lengths showing grid independence.

4.3 Effect of Accommodation Coefficient

As grid independence is achieved by cutting the interface at a thickness of 10µm,

this thickness is used in all computations presented in this dissertation going forward.

The grid with 95939 cells is used specifically to save on some computational cost as

higher grid resolution does not change the phase change rates which is the quantity of

interest. These calculations take 2-3 weeks to reach steady state when run in parallel

maintaining 10000 cells/processor.

From the thermal analysis of the experimental setup performed by Bellur [47], it

was seen that the temperature measured by one of the temperature sensors (S4) was

always 0.5K above the estimated temperature from the computational model. This

difference was attributed to a temperature dependent thermal offset in the calibration

of the sensor. This was however not verified with the original temperature sensor.
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In the computations presented here, this temperature offset is accounted for while

formulating boundary conditions with the temperature measurements from S4.

Evaporation calculations corresponding to a liquid volume of 0.814 cm3 were stud-

ied using both the thermal and the kinetic model on this setup to compare with the

experimental data. The evaporation rates were computed using the kinetically limited

phase change model for four values of the accommodation coefficient spanning four or-

ders of magnitudes. Accommodation coefficient values of 0.6, 0.06, 0.006, and 0.0006

were picked for this purpose. The corresponding evaporation rates are presented in

Figure 4.11.

Figure 4.11. Evaporation rate predictions with the thermally lim-
ited model and kinetically limited model for varying accommodation
coefficients. Experimental measurement = 55.6µg/s.

Looking at the effect of accommodation coefficient on phase change, it is clear that

the accommodation coefficient does not have much effect on the evaporation rate for

about three orders of magnitude. For accommodation coefficients of 0.6, 0.06, and

0.006 the mass transfer rates predicted are almost identical with very minimal change.
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Interestingly, the evaporation rate predicted by the thermally limited phase change

model is also close to the predictions of the kinetically limited phase change model

at these higher values of accommodation coefficient. As noted previously, this could

be attributed to the interface temperature and consequently the interface saturation

pressure adjusting itself to compensate for the change in the accommodation coeffi-

cient. This could also potentially explain the three order of magnitude scatter that is

observed in the value of the accommodation coefficient for a particular fluid. In near

equilibrium conditions, such as in this experiment where the temperature difference

is the order of 0.5K or the k-site tank experiments studied by Kassemi and Kar-

tuzova [28], the phase change at the liquid-vapor interface seems to be a thermally

limited process. This would explain the independence of the phase change rate pre-

dicted with changes to the accommodation coefficient. This would also explain the

identical evaporation rate predicted by both the thermally limited and the kinetically

limited phase change models.

In fact, at lower values of accommodation coefficient, such as 0.0006 shown in

Figure 4.11, there is a deviation in the evaporation rate predicted by the kinetically

limited model. This could possibly be due to the phase change becoming a more

kinetically limited process at these lower values of accommodation coefficient.

However, in all of these computations the phase change rates that are predicted

are still quite low when compared to the experimental measurements. In the following

chapter, the reasons for this discrepancy are studied in further detail to bridge the

gap between computational predictions and experimental measurements for phase

change.

4.4 Condensation Calculations

In the experiment performed at NIST, initially condensation was induced at the

liquid-vapor interface by setting the heater temperature below the saturation tem-

perature corresponding to a vapor pressure of 121.4 kPa. So at a liquid volume of
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0.814 cm3, the same data required for the computations are available for the conden-

sation case. Using the new temperature and pressure measurements corresponding

to the new thermal state of the experiment, boundary conditions are formed to input

into the computation model. Condensation rates were calculated using both the ther-

mally limited and the kinetically limited phase change model on the same grid used

for the evaporation calculations outlined in the previous section. For the kinetically

limited phase change model, the accommodation coefficient was varied by four orders

of magnitude viz., 0.6, 0.06, 0.006, and 0.0006 like in the case of evaporation.

Figure 4.12. Condensation rate predictions using the different phase
change models along with predictions for upper and lower limit of
temperature measurement uncertainty. Experimental measurement
is 118µg/s.

Looking at the condensation rates presented in Figure 4.12, there are similari-

ties with the evaporation rate predictions previously discussed. Similar to previous

results, the condensation rate does not change with change in accommodation coeffi-

cient and the rate predicted by the kinetic model is identical to the predictions of the
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thermal model. Although, the models do predict condensation at the liquid-vapor

interface, the condensation rates predicted by these models using the exact temper-

ature measurements are a few orders of magnitude smaller than the experimental

measurement.

Looking at the temperature measurements from the temperature sensors used to

formulate the boundary conditions, it can be seen that the temperatures on the side

wall are all greater than the saturation temperature of 21K corresponding to a vapor

pressure of 121.4 kPa for hydrogen. This would explain the fact that the phase change

at the liquid-vapor interface is a lot more evaporation dominated than expected to be.

It is only the stick sensor on top of the test cell which would indicate any condensation

at the liquid-vapor interface.

Table 4.5. Side wall temperatures measured by the temperature sen-
sors used for boundary conditions in the computational model. Satu-
ration temperature at 121.4 kPa = 21K, Volume = 0.814 cm3.

Sensor Temperature (K)

S1 19.971

S2 21.012

S3 21.003

S4 21.798

Stick 20.718

In these calculations the offset in temperature sensor S4 is not accounted for.

But, even with the 0.5K offset the temperature measured by sensor S4 would still be

above the saturation temperature. One possible reason for this could be to do with

the accuracy of the temperature sensors that are being used in the experiment. The

side wall temperature sensors all have an uncertainty of ±0.25K and this would make

the difference between the phase change being condensation dominated or evaporation
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dominated. Formulating the boundary conditions by using the temperatures at the

lower limit of uncertainty could have a significant effect on the phase change rate.

The phase change rates for both the upper and lower limit are shown in Fig-

ure 4.12. Negative values for the condensation rate represent evaporation at the

liquid-vapor interface. This is expected at the upper limit based on the temperature

measurements. Looking at the condensation rate predicted when both the temper-

ature boundaries are set to the lower point of uncertainty, the numbers are much

better. Although, the condensation rate predictions are significantly improved, they

are still quite a bit away from the experimental values.

But looking closer at the experimental images, it was concluded that there are

other considerations which affect the condensation calculations. It was noted that

there was quite a bit of condensation in the thin film region and along the circular

edge where the test cell and the lid meet at the top. This condensed liquid would

then flow down the walls, contributing to the condensation rate. This makes sense

as the interface is a zero degree contact angle interface which could have a very thin

film all the way to the top of the test cell. As the condensation rate is calculated

from the neutron imaging based on the change in liquid volume, it would be difficult

to isolate just the condensation at the liquid-vapor interface. With such limitations

in the condensation calculations, only computations for evaporation are studied in

further detail in the chapters going forward.
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5. EFFECT OF MEASUREMENT UNCERTAINTIES AND

THIN FILM CONTRIBUTION ON PHASE CHANGE

CALCULATIONS

As outlined in the previous chapter, the evaporation rates predicted by both the

thermally limited and kinetically limited models are quite far from the experimen-

tal measurements. In this chapter, we look to bridge this gap between the two to

better understand the problems with computational modeling of such phase change

experiments and to help design better experiments in the future.

5.1 Thin-Film Contribution

In order to help with grid independence, the liquid-vapor interface was truncated

below a thickness of 10 microns near the contact line. But based on the velocity

distribution along the interface derived from the phase change rates, as shown in

Figure 4.7, it is evident that the phase change contribution from this thin-film region

would not be negligible. Cutting off the interface at a thickness of 10 microns in order

to achieve grid independence reduces the interface area by about 5%. The phase

change contribution from this missing region needs to be included for accurate phase

change rate predictions. Instead of explicitly computing the phase change in the thin-

film region, the phase change contribution is approximated using a rudimentary sub-

grid scale model. The thin-film region is approximated as the surface of a truncated

cone. The surface area and the midpoint of this surface can be found based on

the available interface coordinates. Using the velocity computed along the known

interface, the velocity at the midpoint of the missing region is extrapolated using a

piece-wise linear fit. Higher order curve fits might help improve the velocity estimation
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in the missing region but are not explored in this study as we only wanted to get an

estimate for the contribution from the thin-film region.

Using an average density, the extrapolated velocity, and the surface area of the

thin-film region, the phase change contribution from this region is estimated. The

phase change from the small flat portion near the contact line shown in Figure 4.8

is subtracted from the computed total phase change rate. Based on these approxi-

mations, it is found that the thin-film region contributes to nearly 57% of the total

evaporation rate. This means that there is an equal contribution to phase change

from the bulk interface computed here and the missing thin-film region. Including

this thin-film contribution in the evaporation rates predicted doubles the computa-

tionally predicted phase change rate. This brings the computational predictions much

closer to the experimentally measured evaporation rate as shown in Figure 5.1. Using

a better thin-film model such as the one proposed by Bellur [47] could help create a

better estimate for the thin-film region.

Figure 5.1. Effect of accommodation coefficient on evaporation rate
predictions with and without thin-film approximation.
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In order to further bridge the disparity between the computational predictions

and the experimental data, the uncertainty in the temperature measurements are

evaluated. The temperature sensors on the side wall of the test cell have an uncer-

tainty of ±0.25K, whereas the sensor on top has an uncertainty of ±1K. Formulating

the boundary conditions using the upper limit of uncertainty of these temperature

measurements should help us understand the effect of this uncertainty. Only data at

the upper limit is presented here because that would be the most relevant for this

part. The effect of the temperature measurement uncertainty is discussed in further

detail later in this chapter.

Figure 5.2. Effect of temperature sensor uncertainty on evaporation
rate predictions showing effect of thin-film region. OF indicates Open-
FOAM.

The evaporation rate estimated at the upper limit of uncertainty is nearly twice

the prediction using the exact temperature measurements. When coupled with the

thin-film approximation, the evaporation rate predicted at the upper limit of uncer-

tainty shown in Figure 5.2 exceeds the experimental measurement. Hence, in some
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combination, these two sources of error should help achieve convergence between

computational predictions and experimental data.

5.2 Reference Conditions for Clausius-Clapeyron Equation

The Clausius-Clapeyron equation is used in both the thermally limited model and

the kinetically limited model to calculate the saturation temperature and saturation

pressure respectively. In order to calculate these quantities, a reference pressure

and temperature are required as inputs to the solver. These are provided to the

solver through dictionary files while setting up the computational cases. The vapor

pressure in the test cell in these calculations is around 121.4 kPa which corresponds

to a saturation temperature of 21K. The reference pressure chosen for the Clausius-

Clapeyron equation has a significant effect on the saturation conditions calculated

which is found to have an effect on the predicted phase change rates.

Two different reference pressures are considered for this study, viz. 101.3 kPa and

121 kPa. The corresponding saturation conditions are plotted in Figure 5.3 along

with available saturation data from the NIST database. Using a reference pressure

of 101.3 kPa overpredicts the saturation temperature calculated from the Clausius-

Clapeyron equation by 0.08K at the measured vapor pressure of 121.4 kPa in the

cell. This in turn affects the evaporation rate predicted using both the phase change

models. There is a 58% improvement in the evaporation rate predicted when using

a reference pressure of 121 kPa in comparison to a reference pressure of 101.3 kPa.

Hence, in the computations shown in this chapter, the reference conditions corre-

sponding to 121 kPa are used.

5.3 Temperature and Pressure Measurement Uncertainty

The uncertainty in the temperature and pressure measurements in the experiment

is the third source of uncertainty considered in this section to help understand the

difference between the experimentally measured evaporation rate and these computa-
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(a)

(b)

Figure 5.3. Comparison of saturation curves between Clausius-
Clapeyron equation and NIST data for (a) Pref = 101.3 kPa (b)
Pref = 121 kPa.
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Table 5.1. Evaporation rates predicted using the thermally limited
phase change model for the two reference pressures considered.

Reference Pressure

(kPa)

Computed Saturation

Temperature (K)

Evaporation Rate

(µg/s)

101.3 21.08 19.61

121 21 31.13

tions. As discussed previously, the temperatures on the side wall are measured using

Lakeshore DT-670 temperature diodes which have an uncertainty of ±0.25K while

the temperature sensor on top of the lid has an uncertainty of ±1K. The tempera-

ture measurements for the evaporation calculations are presented in Figure 5.4 along

with error bars indicating the uncertainty in these measurements.

Figure 5.4. Temperature measurements from the four temperature
sensors used for formulating boundary conditions with error bars in-
dicating extremes of uncertainty.
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In comparison to the saturation conditions, it is evident that at the lower limit of

uncertainty, the temperature measurements from three of the temperature sensors are

below the anticipated saturation temperature corresponding to the vapor pressure in

the cell. This would indicate that the phase change at the liquid-vapor interface would

be condensation dominated. The conditions in the experiment are close to saturation

as evidenced by the low evaporation rates measured. In such conditions, even the

smallest uncertainty in these temperature and pressure measurements would have a

significant effect on the computational predictions for phase change rates. By setting

the temperature boundary conditions at the extreme limits of the temperature sensor

accuracy while keeping the pressure constant, the effect of temperature measurement

uncertainty on evaporation can be quantified.

Since the phase change rates predicted by the kinetic model are unaffected by

any change to the accommodation coefficient and are near identical to the rates

predicted by the thermally limited model, the thermally limited model is used in

the computations going forward to model phase change. This choice removes the

uncertainty around the value of the accommodation coefficient as accurate values of

accommodation coefficient are unavailable for hydrogen.

The thin film contribution is included in these computations as outlined in the

previous section. The corresponding evaporation rates are presented in Figure 5.5.

It is evident that at the upper limit of the temperature sensor uncertainty, the evap-

oration rate predicted is almost 2.5 times the prediction using reported temperature

measurements. This comfortably pushes the computationally predicted evaporation

rate over the reported experimental measurement. At the lower limit of the temper-

ature measurement uncertainty, the phase change calculations show condensation at

the liquid-vapor interface. This is expected as the temperature values at the lower

limit of uncertainty are below the saturation temperature as discussed previously.

Hence, based on the uncertainty in the temperature measurements, the phase change

predicted could span anywhere from condensation to strong evaporation at the liquid-

vapor interface.
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Figure 5.5. Phase change rate calculations at extremes of temperature
and pressure sensor accuracy. Negative values indicate condensation
at the liquid-vapor interface.

Similar to the temperature measurements, there is an uncertainty associated with

the pressure measurements as well. The pressure is controlled by a throttling mech-

anism in the experiment which causes some degree of fluctuation in the pressure of

the vapor maintained in the test cell. But the pressure measurements reported have

an uncertainty which would have an effect on the evaporation rate calculations. The

amount of uncertainty for the pressure transducer was unknown at the operating

pressure levels. The pressure transducer was characterized for uncertainty at NIST

while the experiment was conducted and was found to have an uncertainty of ±0.2%.

Setting the pressure boundary condition at the extremes of this uncertainty should

help quantify its effect on phase change calculations.

The corresponding evaporation rate predictions are presented in Figure 5.5. Al-

though the evaporation rates are affected by the uncertainty in the pressure measure-

ments, the effect is significantly smaller than the effect of temperature measurement
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uncertainty. In the case of the pressure measurement uncertainty, the computational

model predicts evaporation at both the upper and lower limits of uncertainty. Addi-

tionally, the change in evaporation rate is only ±5% in these calculations within the

limits of the pressure sensor uncertainty.

Based on the computations for quantifying the effect of temperature and pressure

uncertainties, it is quite clear that even small uncertainties in these measurements

would have a significant effect on phase change calculations in the case of cryogenic

systems in near equilibrium conditions. The kinetically limited phase change model is

derived to work well in near equilibrium conditions owing to the assumptions inherent

in the model. In full-scale tanks it is expected that at the liquid-vapor interface the

conditions are close to saturation conditions. This is evidenced by the really small

evaporation rates at the interface in the computations based on the k-site tank ex-

periments [28]. Under such conditions, the phase change in these tanks is expected

to be a thermally limited process and the accommodation coefficient would have a

negligible effect on the phase change rates predicted. In near equilibrium calcula-

tions, the geometry of the liquid film would be a more important factor and accurate

calculation of the phase change coming from the different liquid film regions would

be much more important than the value of the accommodation coefficient.

When designing experiments to evaluate the kinetically limited phase change

model, it is important to measure the temperatures and pressures in the system

with reasonable accuracy. By addressing the uncertainties in these measurements, we

should be able to get computational predictions much closer to the experimentally

measured rates and reduce the uncertainty in the phase change rate predicted. Spe-

cific values for the accommodation coefficient of cryogenic propellants might exist in

the kinetic regime of phase change. Experiments designed to study such phase change

in the kinetic regime should address the uncertainties associated with the measure-

ments. Otherwise, it would be difficult to computationally capture the thermal state

of the experiment accurately and would produce large uncertainties in the value of

the accommodation coefficient estimated.
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In addition to the uncertainties discussed in this chapter, there are other factors

(both computational and experimental) which could affect phase change predictions.

There is a degree of uncertainty inherent in the liquid volume estimations and ex-

perimental phase change rates due to the image processing techniques used. The

Hertz-Knudsen-Schrage equation in its initial form was derived for a flat planar in-

terface, whereas here, it is being applied to an axisymmetric interface for a perfectly

wetting fluid. Versions of the Hertz-Knudsen-Schrage model that include correction

terms for the effect of interface curvature do exist and could be an important con-

sideration while modeling regions with high interface curvature. One such model

was proposed by Wayner [50] which under thermal equilibrium gives the following

expression for the evaporation flux for a curved interface.

ṁ =
( 2α

2− α

)√ Mv

2πRTi

[
pvMvLb

RTvTi
(Ti − Tv)−

vlpv
RTi

(Π + σκ)

]
(5.1)

where Π is the disjoining pressure, σ is the surface tension, κ is the interface curvature,

and vl is the molar volume of the liquid. Average values for the interface temperature

(21K), vapor temperature (21.06K), and interface curvature (400 1/m) are obtained

from the computations. A simple calculation to compare the relative magnitudes

of the different terms in Wayner’s model using the ratio shown in Eq. 5.2 indicate

that the curvature term is approximately four orders of magnitude smaller than the

temperature difference term for these computations.

Σ =
ρlLb

(
Ti − Tv

)
σκTv

(5.2)

For the computations in this thesis, a quadratic function is used for the tempera-

ture boundary condition for the side wall as we are limited to measurements from only

three temperature sensors. Using a higher order fit might improve the phase change

computations. The liquid is treated as an incompressible fluid with no property vari-

ations in this computational model. Using a multiphase solver could help account for

property variations in the liquid phase as well as relax the fixed interface assumption

required in the case of this current solver. There are also unknown uncertainties as-
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sociated with some of the fluid and solid properties used in these calculations from

the NIST database. In the experiment, the pressure vent was asymmetric while in

the computations the pressure vent was modeled as an axisymmetric vent. This

could potentially affect the heat transfer to the interface through the solid regions.

Additionally, estimating the thin-film contribution by extrapolating the velocity is a

rudimentary subgrid model. Using a more robust subgrid model should improve the

phase change predicted from the thin-film region. The extent to which such additional

factors affect such phase change calculations remains to be seen and would be a good

thing to investigate in further detail. However, in the case of this experiment, the

uncertainty in the temperature measurements might still dominate these calculations.

Any experiment designed in the future for the purpose of extracting accommodation

coefficients need to be designed with these uncertainties in mind.

5.4 New Experiment Design with Varying Curvature for Phase Change

Studies

Considering the success found by Bellur et al. [46] with imaging cryogens using

neutron imaging, a slightly modified experimental setup is proposed to help alleviate

some of the uncertainties discussed in previous chapters. In the experiments per-

formed at NIST, a conical test cell was evaluated in order to try to maintain a planar

interface for phase change. However since the cryogens used were perfectly wetting,

the 10◦ cone was not very successful. As highlighted in previous chapters, the kinetic

phase change model based on the Hertz-Knudsen-Schrage equation was originally de-

rived for a flat planar interface. An experiment designed to measure phase change

rates for a flat interface which would also be capable of producing interfaces with

varying curvature would be vital to evaluate the effect of interface curvature on these

models. This flat planar interface would remove the thin-film region close to the

contact line seen in the original experiment.
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The proposed test cell design with the solid regions of the test cell and the lid

simplified as a single piece is considered here. The dimensions of this new test cell are

kept similar to the one used in the NIST experiments as they are limited by the size

of the cryostat and other components. The sharp edge helps to pin the contact line

at that location. This would help obtain a series of interfaces with different interface

curvatures varying from a perfectly wetted case to a flat interface as shown in Figure

5.6. This is important to study the effect of interface curvature on the kinetic phase

change model.

(a) (b) (c)

Figure 5.6. New experiment design to study accommodation coeffi-
cient. Three cases considered here (a) Case 1 - Flat interface (b) Case
2 - Curved interface with small interface curvature (c) Case 3 - Curved
interface with large interface curvature. Dark Blue - Gas, Light Blue
- Liquid, Red - Wall.

The test cell is treated as an axisymmetric model as in the original case. The

pressure vent is retained as before as without it the pressure in the test cell would
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increase and affect the saturation conditions. The test cell and the lid are combined

here as the aim here is to get some preliminary data to test the viability of such an

experiment. The vapor pressure in the test cell is set to 121.4 kPa to be similar to the

original experiment. This corresponds to a saturation temperature of 21K. The outer

boundary of the side wall was set as a constant temperature boundary with 21.2K

in order to induce evaporation at the liquid-vapor interface. In these calculations,

only side wall heating is considered and all other external walls are considered to be

adiabatic. However for the experiment, temperature data along the outside wall of the

test cell would enable more accurate boundary conditions for determining the thermal

state of the test cell. It is important in the experiment to ensure that high accuracy

temperature sensors are used and larger number of sensors are used to improve the

accuracy of the boundary condition fits for the computational model and reduce the

uncertainty in the phase change rates computed.

Computations were run for three different interface curvatures representative of

the different states from a perfectly wetting interface to a flat interface. These in-

terfaces all have constant curvature which would not be the case in reality. Using a

solver which includes interface tracking such as a VOF method would help capture

the dynamics of the pinned interface. The computations presented here were run

with the kinetically limited phase change model with an accommodation coefficient

value of 0.6. This is just an arbitrary value picked for these computations based on

the data presented in previous chapters.

From the evaporation rate data presented in Figure 5.7, it is seen that both in the

case of a flat interface and an interface with a small curvature we see an improvement

in the phase change rate predicted with increasing grid resolution. As seen in the

case of the perfectly wetting interface, the phase change represented by the interface

velocity increases closer to the contact line as shown in Figure 5.8. In the previous

section this was attributed to the thin film region of the interface, but based on the

behaviour in the case of a flat interface, it can be concluded that this increase can

occur in the case of any interface close to the contact line. This is potentially due to
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Figure 5.7. Evaporation rates computed using the kinetically limited
phase change model showing grid dependence for Case 1 and Case 2.

the higher temperature close to the contact line due to the solid wall. The CFD grids

used in these computations are unable to accurately capture the extremely small local

thermodynamics at the contact line, and this prevents an accurate prediction for the

evaporation rate. This problem explains the grid dependence issue in the case of both

the original experiment and the modified setup discussed here.

However, the relative contribution from this contact line region can be expected to

reduce drastically as the scale of the experiments are increased. When the experiments

become larger as in the case of a propellant tank, the circumference (representative

of the contact line) is proportional to the length while the area (representative of

the bulk interface) is proportional to the square of the length dimension. In the case

of the 10mm diameter test cell, the phase change contribution from the thin-film

region and the bulk interface are nearly equal. The LH2 tank at the Multi Hydrogen

Test Bed Facility was significantly larger with a tank diameter of 3.05m. As the
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Figure 5.8. Velocity distribution along the interface showing a spike
near the contact line for all the three cases considered.

experiments become larger the phase change is expected to be strictly dependent on

the interface area. If the ratio of the phase change contribution from the thin-film

region and the bulk interface scales inversely with the tank diameter, then in the case

of the MHTB LH2 tank, the thin-film contribution can be expected to be less than

a percentage of the total phase change rate. Hence for larger experiments, the phase

change predictions would become much more accurate as there is less need to account

for the contribution from the contact line region separately.

Looking at the evaporation rates for the three cases discussed here, it is seen

that the evaporation rate increases with increases in interface curvature. This is

the increase in phase change due to the increase in interface area which comes from

the increase in curvature of the interface. Any additional effects of curvature are not

included in these calculations and would need an alternate solver such as a VOF solver
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Table 5.2. Evaporation rates predicted using the kinetically limited
phase change model for the three cases considered.

Case # Interface Area (mm2)
Evaporation Rate

(µg/s)

1 78.440 7.80

2 79.225 8.54

3 90.225 12.60

and using kinetic models such as Wayner’s model which account for the contribution

from interface curvature.

The data presented here shows the importance of addressing the local thermo-

dynamics near the contact line for the computational model. One way to do this

would be to insulate the wall near the contact line to prevent the wall temperature

close to the contact line from being too high. This could be easy to implement in

the experiment design presented here as the location of the contact line once it is

pinned is known. An alternate way to solve this contact line problem would be to

avoid the liquid to be in contact with the wall in the experiment design. Using a

large suspended liquid droplet with phase change induced by controlling the temper-

ature of the surrounding vapor would prevent the problems highlighted here with the

contact line. For any experiment designed to study phase change in such cryogenic

propellants, these are some additional considerations to ensure that the computa-

tional model adequately captures the thermodynamics and the thermal state of the

experiment.
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6. CONCLUSIONS

6.1 Summary

Proper storage and management of cryogenic propellants is going to be vital to

long duration human space exploration. One problem plaguing such systems is the

self-pressurization and pressure control of the propellant tanks. Estimating this pres-

surization and designing systems to manage this excess pressure is reliant on accurate

phase change modeling as it would be nearly impossible to experimentally character-

ize each one of these systems. The kinetic phase change model governed by the

Hertz-Knudsen-Schrage equation is the model of choice for such phase change com-

putations. Critical to the model is the accommodation coefficient which accounts for

the non-continuum effects associated with phase change. The focus of the research

undertaken was to study some of the uncertainties associated with the accommoda-

tion coefficient and to decipher values for the accommodation coefficient in the case of

cryogens. This would enable improved phase change modeling in the case of cryogenic

propellant systems.

To extract these accommodation coefficients there is a need for hybrid experimen-

tal and computational studies specifically built for this purpose. A few experiment

designs with the aim to study the different uncertainties associated with phase change

modeling were analyzed using CFD calculations. Both the thermally limited and the

kinetically limited phase change model were implemented within the conjugate heat

transfer solver in OpenFOAM. The implementation of the Hertz-Knudsen-Schrage

equation using an iteration method by coupling it with an interfacial energy balance

was also discussed. This was found to be the most accurate method of implementing

the model in comparison to the averaging or the interpolation techniques that were

considered. A sample benchmark case representative of the test section in one of
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the experiment designs was set up to obtain initial trends using the different phase

change models implemented.

A computational model of the phase change experiment for a liquid hydrogen

meniscus evaporating and condensing within a cylindrical aluminum vessel was used

to evaluate the two phase change models. Since cryogens are perfectly wetting fluids,

modeling the zero degree contact angle interface led to a grid dependence problem

due to its multiscale nature. The velocity along the interface indicated that there was

a spike in the local phase change near the contact line. Increasing the grid resolution

improved the prediction of this peak velocity. In order to ensure grid independence,

a small portion of the interface below 10µm was cut off near the contact line.

6.2 Conclusions

The evaporation rate predicted by both the thermally limited and the kinetically

limited phase change models were found to be similar. In the case of the kinetically

limited phase change model, it was seen that the phase change rates were insensitive

to any change to the value of the accommodation coefficient for about three orders

of magnitude. This trend was also noticed in the case of the benchmark case. In

the benchmark case, it was seen that the interface temperature (and consequently

the interface pressure difference) adjusted itself to account for the change in accom-

modation coefficient. This could be attributed to the fact that in near equilibrium

conditions, the phase change is thermally limited as shown by the near identical rates

predicted by the two models. This could also potentially explain the three order of

magnitude scatter that is seen in the reported value of the accommodation coefficient

for any given fluid. The predicted evaporation rates were found to be much lesser

than the experimentally measured evaporation rate.

The thin-film region close to the contact line and below a film thickness of 10µm

was found to contribute to about 57% of the total mass flow rate predicted, even

though it accounts for only 5% of the total interface area. The effects of the tempera-
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ture and pressure measurement uncertainties on phase change were also evaluated. It

was found that the effect of temperature measurement uncertainty was significantly

higher than the effect of the pressure measurement uncertainty. The pressure uncer-

tainty caused only a ±5% change in the predicted evaporation rate. The temperature

measurement uncertainty calculations on the other hand predicted condensation at

the lower limit of uncertainty and improved evaporation at the upper limit of un-

certainty. Hence the uncertainty on these measurements produces a wide range of

uncertainty in the phase change rate predicted. It was also shown that in some

combination these uncertainties can help bridge the gap between the experimental

measurements and the computational predictions.

The phase change predictions were also found to be dependent on the reference

pressure used in the Clausius-Clapeyron equation for estimating the saturation condi-

tions. Additional sources of uncertainty both from the experiment and the computa-

tional model were also discussed. The Hertz-Knudsen-Schrage equation for instance

was derived for a planar flat interface for near equilibrium conditions. In the compu-

tations presented here the model was applied to an axisymmetric perfectly wetting

interface. Using high resolution temperature and pressure sensors along with finer

pressure control systems should reduce some of the uncertainties in the experiments

and help future experiments designed to better extract accommodation coefficient.

6.3 Recommendations for Future Research

The independence of the phase change predictions on the value of the accommo-

dation coefficient shows that at near equilibrium conditions, other factors such as the

liquid distribution inside of the tank would have a bigger impact on phase change

predictions. The tank experiments studied thus far indicate that they operate in near

equilibrium conditions where the phase change would be a thermally limited process.

Experiments designed to operate in the kinetic regime of phase change could help

extract specific values for the accommodation coefficient.
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A modified experimental setup to study phase change for a planar interface was

proposed with the aim of removing the uncertainty associated with the thin-film

region close to the contact line. Such an experiment would also be capable of pro-

ducing interfaces with different curvatures. Based on some initial calculations for

such a setup, it was seen that having a flat planar interface does not solve the grid

dependence problem seen in the original experiment. This is attributed to the high

heat flux from the solid wall close to the contact line and the inability of the current

CFD calculations to accurately model the small local thermodynamics at the contact

line.

Experiments designed in the future to extract accommodation coefficients need

to address the issues outlined in this section. Larger experiments might help reduce

the contribution from the thin film region but add additional physics to account

for such as buoyancy driven fluid convection. As the experiments become larger,

the phase change predictions would become strictly dependent on the interface area.

Alternatively, the contact line region can be managed by insulating a portion of the

wall close to the contact line. This helps to control the heat flux going into the

liquid at the contact line. Additionally, the uncertainties in the temperature and

pressure measurements need to be reduced by using more accurate sensors. Having

more sensors would also help improve the accuracy of the boundary conditions used

in the computational model.

On the computational side, using a conjugate heat transfer solver capable of solv-

ing multiphase flow using the VOF method would help circumvent some of the issues

with interface curvature and can help capture the dynamics of the interface movement

with phase change. In the case of any phase change experiment in a closed container

a pressure vent is necessary, as the pressure of the vapor and as a consequence the

saturation conditions would continuously vary otherwise. However, it is important

to reconsider the location of the pressure vent to make it easier to incorporate in the

computational model.
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A. CFD ANALYSIS OF EXPERIMENT DESIGN

As part of the experiment design, a preliminary CFD analysis was performed to

evaluate different ideas for producing a steady, repeatable, and controllable convective

flow over a liquid droplet. A simple circular cylinder dewar with an active region

(droplet) at the bottom center was considered initially for this purpose. Based on

initial CFD results for a range of aspect ratios (L/D ratios) ranging from 0.5 to

3, it was found that such a set up would struggle to produce a steady controlled

convective flow over the active region. Select results for L/D = 0.5 and 2 are shown

in Figure A.1(a) and Figure A.1(b) respectively. In all these calculations, a portion

of the lower wall was set at a constant external temperature of 80K to simulate

condensation conditions near the base of the vessel. All other external walls were

maintained at a constant temperature of 100K.

In these computations, although a convection cell was generated, it was found

that at the droplet location the velocity was unsteady and also produced a stagna-

tion point above the droplet. The regions of reasonably uniform velocity were found

to be along the base (for L/D = 0.5) and along the side walls (for L/D = 2) depending

on the aspect ratio. There was also some asymmetry noticed in the positioning of

these convection cells with some switching between different asymmetric configura-

tions. Placing the droplet off the central axis in such a setup would remove some of

the uncertainties in the velocity over the active region in comparison to the central

placement but would still have some unsteady behavior.

Based on the data from these initial computations, the experiment design was up-

dated to constraint the flow within a low speed cryogenic tunnel instead of attempting

to form a free form convective cell. A convectively driven mini wind tunnel works on

a similar principle to a thermosyphon.
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(a) L/D = 0.5

(b) L/D = 2.0

Figure A.1. Axisymmetric calculation for different L/D with black
contour at 90K. Right edge is the axis of rotation for the cylindrical
domain. Contours indicate temperature of the dewar wall and velocity
of the gas inside the cylinder.
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(a)

(b)

Figure A.2. Miniature convection driven cyrogenic tunnel which is to
be placed inside the cryostat.

This wind tunnel is placed inside a cryostat to keep the system at the necessary

temperatures. Flow is driven in the tunnel by heating the expanding vertical arm on
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the left and cooling the other vertical arm to ensure that there is no net heat input into

the system. The top and bottom sections of the tunnel are exposed to the bulk fluid

in the cryostat which is maintained at around 100K. The bottom arm of the tunnel

is the test section which is where we require steady controlled vapor convection. The

liquid droplet is formed at the active site within the test section through LN2 control

of temperature at the base of a silver cup (active site). Evaporation or condensation

is induced by controlling this temperature at the base of the silver cup. The entire

tunnel is about 10 cm x 10 cm x 2 cm in size.

Figure A.3. Contours of velocity showing flow separation in the con-
vergent section of the tunnel.

Looking at some early computations with a convergent section as initially pro-

posed, some reverse flow was observed in the converging section of the tunnel. The

ratio of hydrostatic to dynamic pressure at the entrance to the converging section

was found to be quite a high number which essentially meant that due to the really

small velocity in the test section flow separation could occur due to the denser fluid

flowing down the slope of the converging section. To mitigate this, the bottom of

the tunnel was flattened to have an elliptic converging section. To validate this new

design, computations were run for two different heat flux values viz. 1W/m2 and

0.0625W/m2 in the expanding arm of the tunnel. An equivalent amount of heat was
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removed from the other vertical arm of the tunnel. The two horizontal sections of

the tunnel were assumed to have adiabatic external walls. The active site in the test

section was assumed to be a solid wall at a fixed temperature for simplicity. The

velocity contours at start up conditions for 1W/m2 of heating in the expanding arm

and no additional heating or cooling at the active site is shown in Figure A.4.

Figure A.4. Velocity contours at start up for the updated cryogenic
tunnel loop. Heating of 1W/m2 on the vertical arm produces veloci-
ties of around 3 cm/s in the test section.

The test section velocity is to be controlled by varying the input power into the

heated expansion section of the tunnel. The temperature and velocity profiles entering

the test section at 10 s intervals are presented for the two heating powers in Figure

A.5. For the higher heater power of 1W/m2 the flow in the test section is slightly

unsteady but this can be rectified by adjusting the turning vanes before the flow

enters the test section. The flow in the test section is from right to left, and is the
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reason for the negative velocities in these plots. As the heater power is changed from

1W/m2 to 0.0625W/m2 the change in velocity is not too drastic.

Figure A.5. Velocity (left) and Temperature (right) profiles at the
test section inlet under start up conditions for both heater powers.
Profiles are plotted at 10 s intervals.

The temperature profiles for the higher heater power of 1W/m2 show a slight

deviation from the bulk temperature but the reduction in heater power brings the

temperature closer to 100K. The expected convection velocity is around 1 cm/s in

real case scenarios which is quite easily achievable in this tunnel. A much lower

heater power is sufficient to achieve this velocity and would help reduce any potential

unsteady behavior and temperature deviations in the real experiment.
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Figure A.6. Centerline velocity (top) and temperature (bottom) vari-
ation with time showing steady nature of the flow in the test section.


