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ABSTRACT

Chin-Yi Chen Ph.D., Purdue University, May 2020. Quantum phenomena for next
generation computing. Major Professor: Gerhard Klimeck.

With the transistor dimensions scaling down to a few atoms, quantum phenomena

- like quantum tunneling and entanglement - will dictate the operation and perfor-

mance of the next generation of electronic devices, post-CMOS era. While quantum

tunneling limits the scaling of the conventional transistor, Tunneling Field Effect

Transistor (TFET) employs band-to-band tunneling for the device operation. This

mechanism can reduce the sub-threshold swing (S.S.) beyond the Boltzmann’s limit,

which is fundamentally limited to 60 mV/dec in a conventional Si-based metal-oxide-

semiconductor field-effect transistor (MOSFET). A smaller S.S. ensures TFET op-

eration at a lower supply voltage and, therefore, at lesser power compared to the

conventional Si-based MOSFET.

However, the low transmission probability of the band-to-band tunneling mecha-

nism limits the ON-current of a TFET. This can be improved by reducing the body

thickness of the devices i.e., using 2-Dimensional (2D) materials or by utilizing hetero-

junction designs. In this thesis, two promising methods are proposed to increase the

ON-current; one for the 2D material TFETs, and another for the III-V heterojunction

TFETs.

Maximizing the ON-current in a 2D material TFET by determining an optimum

channel thickness, using compact models, is presented. A compact model is derived

from rigorous atomistic quantum transport simulations. A new doping profile is

proposed for the III-V triple heterojunction TFET to achieve a high ON-current.

The optimized ON-current is 325 µA/µm at a supply voltage of 0.3 V. The device
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design is optimized by atomistic quantum transport simulations for a body thickness

of 12 nm, which is experimentally feasible.

However, increasing the device’s body thickness increases the atomistic quantum

transport simulation time. The simulation of a device with a body thickness of

over 12 nm is computationally intensive. Therefore, approximate methods like the

mode-space approach are employed to reduce the simulation time. In this thesis, the

development of the mode-space approximation in modeling the triple heterojunction

TFET is also documented.

In addition to the TFETs, quantum computing is an emerging field that utilizes

quantum phenomena to facilitate information processing. An extra chapter is devoted

to the electronic structure calculations of the Si:P δ-doped layer, using the empiri-

cal tight-binding method. The calculations agree with angle-resolved photoemission

spectroscopy (ARPES) measurements. The Si:P δ-doped layer is extensively used as

contacts in the Phosphorus donor-based quantum computing systems. Understanding

its electronic structure paves the way towards the scaling of Phosphorus donor-based

quantum computing devices in the future.
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1. A PROMISING CANDIDATE FOR LOW POWER

COMPUTATIONS: TUNNELING FIELD-EFFECT

TRANSISTORS

1.1 Power consumption of a transistor

The power consumption of a conventional transistor has two parts; the static

power consumption (Pstatic) and the dynamic power consumption (Pdynamic):

Pstatic = Ioff VDD, (1.1)

Pdynamic = f Cg V
2
DD, (1.2)

where VDD is the supply voltage, Ioff is the leakage current at the OFF-state. Cg

is the transistor’s gate capacitance and f is the operating frequency [1–4].

Reducing the supply voltage (VDD) is the most efficient way to reduce both the

static power consumption and dynamic power consumption. However, the supply

voltage of the conventional Si-based metal-oxide-semiconductor field-effect transistor

(MOSFET) appears to have been nearly saturated since the beginning of the millen-

nium. Fig. 1.1 shows the scaling of the supply voltage (VDD) and the feature size

of the MOSFET over the years, since 1990 [5]. While, the feature size scales by 1√
2

every two years leading to doubling the density of the transistors in a chip, the supply

voltage slows down after 2000 [3, 6, 7].

The supply voltage scaling of a MOSFET is inhibited by the fundamental limi-

tation of its switching speed. Unlike MOSFETs, the tunneling field-effect transistors

(TFETs) are not bound by this limit to the switching speed and can operate at a

significantly lower voltage [7, 10–19]. This makes TFETs an appealing alternative to

MOSFETs for low power applications [20, 21]. In the following section, the working
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Fig. 1.1.: The scaling of the supply voltage (VDD) and feature size of MOSFET over

four decades. The data is extracted from ITRS’s road-map [5, 8, 9].

principles of MOSFET and TFET are introduced, and the challenges of TFETs will

also be discussed.

1.2 MOSFET’s working principle and its fundamental limit

Fig. 1.2 (a) shows the schematic of an N-channel MOSFET with four terminals

to apply different voltage bias: drain, source, gate, and body. The gate terminal

is separated from the body by an oxide layer and a metal layer. The source and

drain terminals are connected to highly N-doped regions while the body terminal is

connected to an intrinsic or lightly P-doped substrate.

The switching speed of a MOSFET is determined from its transfer-characteristics

(Log10(ID)-VG curve), as shown in Fig. 1.2 (b). The source and body terminals are

grounded (VS=VB=0 V). The voltage applied to the drain terminal is the supply

voltage (VD = VDD). The voltage applied at the gate terminal (VG) controls the
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channel resistance and regulates the drain current (ID). The maximum voltage that

can be applied to VG is the supply voltage (VG < VDD).

The switching speed is quantified through the metric called sub-threshold swing

(SS), which is defined as [∂Log10(ID)
∂VG

]−1 in the sub-threshold regime. A transistor with

a high sub-threshold swing requires a high VG to switch the transistor from OFF state

to ON state, and therefore, a large supply voltage is needed to operate the device.

Fig. 1.2.: (a) The schematic of an N-channel metal-oxide-semiconductor field-effect

transistor (MOSFET). VD, VG, VS, and VB are the voltages applied to the drain, the

gate, the source, and the body terminals, respectively. (b) The transfer-characteristics

(Log10(ID) − VG curve) of an N-channel MOSFET. A smaller sub-threshold swing

(S.S.) requires a smaller VG to switch the device from OFF state to ON state.

For decades, the semiconductor industry has explored various technologies and

device designs to reduce the sub-threshold swing. However, the sub-threshold swing

of a MOSFET is fundamentally limited to 60 mV/dec. Therefore, the supply voltage
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can not be lower than 0.6 V in order to obtain a sufficient ON/OFF current ratio

(ION/IOFF ). For example, an advanced 14 nm FinFET can not be operated with a

supply voltage lower than 0.6 V [10].

Fig. 1.3.: MOSFETs utilize the gate barrier to control the thermionic injection from

the source region to the drain region. At room temperature, the sub-threshold swing

is limited by the tail of the Fermi function such that the sub-threshold swing can not

be smaller than 60mV/dec.

This limit to the sub-threshold swing is related to the Fermi function [22]. Fig.

1.3 shows the energy band diagram of an N-channel MOSFET along the channel.

Since the source terminal is grounded while the drain terminal is connected to the

supply voltage, the electron potential energy in the drain region is lower than the

source region. The electrons tend to flow from the source region to the drain region.

The voltage applied at the gate terminal controls the potential barrier in the channel

and controls the electron thermionic injection from source to drain.

The electrons in the source and drain region are in thermal equilibrium, and the

Fermi function determines the probability that a state at energy ”E” is occupied:
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ffermi(E) =
1

(1 + e(E−Ef )/kT )
(1.3)

Where Ef is the Fermi energy. At room temperature, the Fermi function has a

tail, which indicates that the electrons can occupy an energy level higher than the

channel potential barrier. These high energy electrons can thermally inject into the

channel that increases the OFF-state leakage current and the sub-threshold swing.

As a result, the limit of the sub-threshold swing comes from this tail of the Fermi

function, which is 60mV/dec (= kT
e
× log(10)).

1.3 TFET’s working principle

TFET is operated by the band-to-band tunneling mechanism, instead of the

thermionic injection. The sub-threshold swing is then not limited by the tail of

the Fermi function [16–21]. Fig. 1.4 shows the energy band diagram of an N-channel

TFET. Unlike the N-channel MOSFET, where the source region is N-type, the source

of an N-channel TFET is doped to P-type.

When TFET operates in the ON-state, the positive gate bias pulls down the

potential in the channel such that the conduction band in the channel is lower than

the valence band in the source. The electrons in the source can tunnel to the channel

and conduct current. When the device operates in the OFF state, the tail of the

Fermi function is filtered by the bandgap (Eg). The tail of the Fermi function does

not contribute to the leakage current, and the sub-threshold swing can be steeper

than 60 mV/dec. As a result, TFETs can operate with a significantly lower supply

voltage [16–21].

1.4 TFET’s problem: low ON-current

However, TFET has has a challenge - its ON-current is limited by the low trans-

mission probability of the band-to-band tunneling mechanism. Many proposals are

presented to improve low ON-current issue of the TFET; for example, 1) use of atom-
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Fig. 1.4.: TFET utilizes the band-to-band tunneling (BTBT) mechanism to operate

the device. The tail of the Fermi function is filtered by the bandgap (Eg). As a result,

the sub-threshold swing is not limited by the tail of the Fermi function and can be

smaller than 60mV/dec.

ically thin 2D materials as channel material to have an improved gate control [23–26],

2) optimize the electrostatic gating design to reduce the tunneling distance [27–29],

and 3) use broken-gap or staggered-gap heterojunction designs to increase the trans-

mission probability [10–14,30].

In this thesis, two methods are proposed to increase the ON-current of TFETs;

one for the 2D material TFETs, and another for the III-V heterojunction TFETs. For

the 2D material TFETs, a compact model analysis for the optimum channel thickness

is proposed towards maximizing the ON-current. For III-V heterojunction TFETs, a

new doping profile is proposed for the triple heterojunction TFET. The ON-current

reaches 325 µA/µm with a low supply voltage of 0.3 V. The device design is optimized

by atomistic quantum transport simulations for a body thickness of 12 nm, which is

possible to be realized experimentally.
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1.5 Channel thickness optimization for ultrathin and 2-D chemically doped

TFETs

2D material based tunnel FETs are among the most promising candidates for low

power electronic applications, since they offer ultimate gate control and high current

drives that are achievable through small tunneling distances (Λ) during the device

operation. The ideal device is characterized by a minimized Λ. However, devices

with the thinnest possible body do not necessarily provide the best performance.

For example, reducing the channel thickness (Tch) increases the depletion width in

the source which can be a significant part of the total Λ. Hence, it is important to

determine the optimum Tch for each channel material individually. In chapter 2, the

optimum Tch for three channel materials: WSe2, Black Phosphorus (BP), and InAs

is studied, using full-band self-consistent quantum transport simulations. To identify

the ideal Tch for each material at a specific doping density, a new analytic model is

proposed and benchmarked against the numerical simulations.

1.6 Model III-V triple heterojunction double-gated TFET modeled with

atomistic mode-space approximation

The triple heterojunction TFET has been proposed to increase the ON-current by

forming two quantum wells in the tunnel junction to decrease tunneling distance and

introduce resonant-enhanced tunneling [31, 32]. [33] used quantum transport simula-

tions to optimize the triple heterojunction TFETs and reported a design with a high

ON-current of 392 µA/µm. The design avoids using Aluminium (Al) or Antimony

(Sb) alloys in the channel since no dielectric material on these alloys has shown low

interface-trap density.

However, this design is optimized for a channel thickness of 4 nm. Such a thin

channel thickness is difficult to fabricate. To understand the triple heterojunction

TFET’s performance with a realistic dimension, we need to extend the channel thick-

ness up to 10 nm [11,34–38].



8

Also, the carrier transport in such devices is complex due to the presence of

quantum wells and strong scattering. The full band atomistic non-equilibrium Green’s

function approach, including scattering, is required to model the carrier transport

accurately. However, such simulations are computationally not feasible. To mitigate

this issue, an empirical tight-binding mode-space approximation has been employed

to simulate triple heterojunction TFETs with a body thickness of 12 nm. In chapter

3, the triple heterojunction TFET design is evaluated using this model and shows a

sub-60mV/dec transfer-characteristic under realistic scattering conditions.

1.7 Engineering doping profile of triple heterojunction TFETs

When the triple heterojunction TFET’s channel thickness exceeds 10 nm, the

steep transfer characteristic degrades due to a weak gate control. In chapter 4, a new

device design is proposed to improve the sub-threshold swing and the ON-current for

the triple heterojunction TFET with a 12 nm channel thickness.

The traditional TFET consists of a P-doped source, an intrinsic channel, and an

N-doped drain. In the proposed design, 1) the intrinsic channel quantum well is

doped to N-type, and 2) the rest of the intrinsic channel is doped to P-type. The

proposed triple heterojunction TFET design is shown in Fig. 1.5. The design is

tailored for vertical Fin-TFET experiments such that the transport direction can

be the crystal growth direction [36, 39]. The proposed design consists of a P-doped

In0.53Ga0.47As and GaAs0.5Sb0.5 source, N-doped InAs channel, P-doped InP channel,

and an N-doped InP drain.

The P-doped In0.53Ga0.47As and Ga0.48As0.51Sb source have the doping density

of Na = 5 × 1019 cm−3. The N-doped InAs quantum well has the doping density of

Nd = 2×1019 cm−3. The P-doped InP channel has the doping density of Na = 5×1018

cm−3. The N-doped InP drain has the doping density of Nd = 2× 1019 cm−3.

The proposed device has an ON-current of 325 µA/µm and a sub-threshold swing

of 35∼ 40 mV/dec. It muse be noted that the details of the design, such as the body
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Fig. 1.5.: Triple heterojunction TFETs with (a) the traditional doping profile and

(b) the proposed doping profile. In the proposed design, the InAs channel quantum

well is doped to N-type while the rest of the InP channel is doped to P-type. When

the channel thickness exceeds 10 nm, the proposed doping profile shows a better

performance than the traditional doping profile.

thickness, the crystal growth direction, the choice of the material, the thickness of the

quantum wells, and the doping density are carefully evaluated by the experimentalists

to make sure that it is possible to fabricate the design.
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2. CHANNEL THICKNESS OPTIMIZATION FOR

ULTRATHIN AND 2-D CHEMICALLY DOPED TFETS

Copyright c© 2018, IEEE Reprinted, with permission, from C. Chen, T. A. Ameen, H.

Ilatikhameneh, R. Rahman, G. Klimeck and J. Appenzeller, ”Channel Thickness Op-

timization for Ultrathin and 2-D Chemically Doped TFETs,” in IEEE Transactions

on Electron Devices, vol. 65, no. 10, pp. 4614-4621, Oct. 2018.

2.1 Abstract

2D material based TFETs are among the most promising candidates for low power

electronics applications, since they offer ultimate gate control and high current drives

that are achievable through small tunneling distances (Λ) during the device opera-

tion. The ideal device is characterized by a minimized Λ. However, devices with the

thinnest possible body do not necessarily provide the best performance. For exam-

ple, reducing the channel thickness (Tch) increases the depletion width in the source

which can be a significant part of the total Λ. Hence, it is important to determine

the optimum Tch for each channel material individually. In this work, we study the

optimum Tch for three channel materials: WSe2, Black Phosphorus (BP), and InAs

using full-band self-consistent quantum transport simulations. To identify the ideal

Tch for each material at a specific doping density, a new analytic model is proposed

and benchmarked against the numerical simulations.
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2.2 Introduction

The tunneling field-effect transistor’s ON current (ION) is proportional to the

band-to-band tunneling transmission probability (TBTBT ) which can be expressed in

terms of both electrostatics and material properties [40] as

ION ∝ TBTBT ∝ e−Λ
√
m∗Eg , (2.1)

where in the simplest picture m∗ is the reduced effective mass along the transport

direction ( 1
m∗

= 1
m∗e

+ 1
m∗h

). Eg is the band gap of the channel material and Λ is

the tunneling distance at the junction. Reducing Λ
√
m∗Eg increases TBTBT and ION

exponentially.

For a chemically doped TFET, the total tunneling distance (Λ) has two contribu-

tions [40, 41]: the depletion width (WD) in the doped source region and the scaling

length (λ) in the channel as shown in Fig. 2.1.

Fig. 2.1.: TFET’s tunneling distance (Λ) contains a depletion width (WD) in the

source region and the scaling length (λ) in the channel. WD of the 2D PN junction is

larger than WD of the 3D PN junction due to the presence of fringing fields [42–45].

Reducing the channel thickness (Tch) is beneficial in terms of electrostatics and

may translate into a smaller Λ [21] if for example WD does not depend on Tch. In
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reality, however, WD is thickness dependent in a low dimensional system (i.e. 2D

material). This has been demonstrated experimentally [43], numerically, and analyt-

ically [42–45] where WD is larger in a 2D compared to a 3D PN junction.

Fig. 2.2 shows that λ and WD respond to Tch in the opposite fashion as illustrated

in the band diagrams extracted from atomistic simulations of a mono-layer (1ML) and

a 5ML WSe2 TFETs. When Tch is reduced from 5ML to 1ML, λ is reduced due to

the tighter gate control while WD increases. As a result, the thinnest possible Tch

may not minimize Λ as shown in Fig. 2.3.

Fig. 2.2.: Band diagrams of a mono-layer and a 5ML WSe2 TFET extracted from

atomistic quantum transport simulations.

Moreover, the channel thickness (Tch) that minimizes the total tunneling distance

(Λ) is not necessarily the best Tch overall since material parameters might change also

with Tch. To obtain the highest ION , the optimum Tch should minimize the entire

expression Λ
√
m∗Eg. In this work, a compact model to optimize Tch for the ON state

(Tch.opt) is introduced, and the model is benchmarked with state-of-the-art atomistic

quantum transport simulations.
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Fig. 2.3.: Scaling length (λ) is proportional to Tch while depletion width (WD) is

inversely proportional to Tch. As a result, the thinnest possible Tch does not guarantee

the smallest Λ.

Materials considered in this article can be classified depending on how their band

gap changes with Tch. As illustrated in Fig. 2.4, we define class I materials as

those that do not show a dependence of Eg on Tch, which, as will be discussed below,

results in thinner Tch.opt for optimum ON-state performance. On the other hand, class

II materials, according to our definition, exhibit an increase of Eg with decreasing Tch.

As a result, an optimum design is achieved with a relatively thicker Tch.opt. Details

are described later.

In sections III and IV, the impact of the body thickness on material properties and

tunneling distance are discussed. Section V shows the optimized Tch for the ON-state

obtained from an analytic analysis and atomistic quantum transport simulations.

Section VI shows the upper limit of Tch in a TFET. Last, section VII summarizes the

Tch design rules for a TFET.
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Fig. 2.4.: An optimum channel thickness (Tch.opt) exists that minimizes Λ
√
m∗Eg. De-

pending on whether or not Eg changes with the channel thickness (Tch), the optimum

body thickness (Tch.opt) occurs at smaller or larger Tch respectively.

2.3 Device geometry

A schematic structure of the simulated double gated chemically doped TFET is

shown in Fig. 2.5. The channel is 15 nm with the supply voltage (VDD = 0.5V )

following the ITRS 15nm technology node [5]. The oxide is assumed to be HfO2 with

εr = 25 and an EOT of 0.5 nm. The source is heavily doped with density 1020 cm−3.

An abrupt doping profile is assumed.

Fig. 2.5.: The simulated structure for the double-gated chemically doped TFETs.
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2.4 The impact of Tch on Eg and m∗

Three channel materials are considered in this work: WSe2, BP, and InAs. BP

and InAs are chosen, because their small direct Eg is promising for TFET applications

[23, 46–48]. Note that in the case of InAs, body thicknesses beyond what has been

experimentally achieved were considered, and that in general transport in channels

with Tch below 5 nm is strongly impacted by surface scattering [49, 50], while our

model assumes that ballistic transport conditions prevail. WSe2 is chosen as a case

study, since its direct band gap (Eg) barely changes with Tch. Moreover, WSe2 based

TFETs are expected to show the best performance among semiconducting transition

metal dichalcogenides (TMDs) [24,51,52].

Fig. 2.6 shows Eg and the tunneling mass m∗ of WSe2, BP, and InAs extracted

from atomistic tight binding simulations. The Slater-Koster tight binding parameters

[53] of WSe2 are derived from the band structure calculated by density function theory

(DFT) with generalized gradient approximation (GGA) [51,54]. Note that Eg is not

exactly the same as reported in some transport experiments [26], but is comparable.

Eg and m∗ typically increase with stronger confinement achieved by reducing Tch.

The dependence of Eg and m∗ on Tch can be expressed as Eg = Eg.bulk + α
Tch

and

m∗ = m∗bulk + α
′

Tch
. α and α

′
are fitted to data in Fig. 2.6. The parameter α for the

case of WSe2 is significantly smaller than in the case of BP and InAs due to weak

inter-layer coupling [55,56].

2.5 The impact of Tch on the tunneling distance

In a 2D PN junction, WD is inversely proportional to the thickness [42].

WD =
πε∆V

qNTch
(2.2)

where N is the doping density and ∆V is the built-in potential. ε is a regular averaged

dielectric constant of the channel material and the dielectric surrounding the source.
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Table 2.1.: Parameters Eg.bulk, m
∗
bulk, α, and α

′
for WSe2, BP, and InAs.

channel Eg.bulk α m∗bulk α
′

[eV] [eV.nm] [m0] [m0.nm]

WSe2 1.535 0.02 0.2 0.01

BP 0.28 0.52 0.055 0.02

InAs 0.35 1.5 0.025 0.035
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Fig. 2.6.: (a) and (b) show three studied channel materials’ Eg and tunneling mass

m∗ as a function of Tch extracted from atomistic tight binding simulations, which are

calibrated against density function theory (DFT).

The details of ε are described in Appendix III. λ for a chemically doped double gated

2D TFET [28] can be approximated as

λ =
ε

εox
[γ1Tch + γ2Tox] (2.3)
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where εox and Tox are the dielectric constant and the thickness of the gate oxide,

respectively. γ1 and γ2 are fitting parameters, since the expression without γ1 and γ2

was derived for an electrostatically doped 2D TFET [28,57].

Fig. 2.7.: (a), (b), and (c) Dependence of Λ, λ, and WD on Tch for WSe2, BP, and

InAs TFETs, respectively.

WSe2, BP, and InAs 2D TFETs’ λ, WD, and Λ are shown in Fig. 2.7 (a), (b),

and (c). The source doping density (N) is 1020 cm−3. All simulated materials show

that λ is proportional to Tch while WD is inversely proportional to Tch. The data are

extracted from atomistic quantum transport simulations. The details of the simula-

tion method is described in Appendix II. WD in the ON-state is proportional to the

potential drop (∆V ) across the depletion layer in the source, which is of the order

of Eg. BP and InAs have a stronger dependence on Tch compared to WSe2, their Eg

also shows a stronger dependence on Tch.

2.6 The optimum Tch for ON-state (Tch.opt)

The optimum Tch (Tch.opt) for the ON-state minimizes Λ
√
m∗Eg and is expected

to maximize ION . The dependence of Λ, m∗, and Eg on Tch has been discussed in



19

section III and IV. All of them can be expressed as a function of Tch. As a result,

Λ
√
m∗Eg can also be expressed as a function of Tch and is given by

Λ
√
m∗Eg

= (λ+WD)
√
m∗Eg

=

(
c0Tch + c1 + c2

1

Tch
+ c3

1

T 2
ch

)
c4

√
1 + c5

1

Tch

(2.4)

parameters c0 ∼ c5 are described in Appendix III in detail. Finding Tch.opt that

minimizes Λ
√
m∗Eg can be accomplished analytically or numerically. An exact an-

alytic Tch.opt solved by
dΛ
√
m∗Eg

dTch
= 0 is complicated to interpret. Therefore, we will

focus in the following on the numerical results by calculating Λ
√
m∗Eg at different

Tch and find Tch.opt as the minimum of those plots. Fig. 2.8 (a) shows Λ
√
m∗Eg for

WSe2, BP, and InAs TFETs calculated form eq. (2.4), corresponding well with the

results from atomistic quantum simulations.

It is apparent that WSe2 as a class I material exhibits a smaller Tch.opt as mentioned

before, since α
Eg.bulk

<< 0.5 nm which is a single atomic layer’s thickness. The body

thicknesses of a single layer BP, InAs, and WSe2 are 0.52 nm, 0.60 nm, and 0.66 nm,

respectively. For a class II material like BP or InAs, α
Eg.bulk

is larger than a mono-

layer’s thickness which implies a larger Tch.opt. Moreover, Tch.opt increases when the

source doping density (N) decreases as apparent from Fig. 2.8(b), since WD inversely

proportionally depends on N as stated above.

Table 2.2.: Classification of WSe2, BP, and InAs.

WSe2 BP InAs

α/Eg.bulk [nm] 0.01 1.8 4.3

Class I II II
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Fig. 2.8.: (a) Λ
√
m∗Eg for WSe2, BP, and InAs TFETs at a source doping density

of 1020cm−3. The solid lines are calculated from eq. (2.4) with parameters c0 ∼ c5

as listed in Appendix III. The stars are extracted from atomistic quantum transport

simulations. (b) Λ
√
m∗Eg of WSe2 TFETs for two different source doping densities

calculated from eq. (2.4). Tch.opt increases as the doping density is reduced.
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2.7 An upper limit of Tch defined by the OFF-state (Tch.OFF )

A thicker channel with a smaller bandgap may increase IOFF and deteriorate the

ON/OFF current ratio. An upper limit on Tch can be deduced by considering the

maximum permissible OFF current (IOFF ). Fig. 2.9(a), (b), and (c) show the IOFF ,

ION , and ON/OFF current ratio extracted from the ID − VG curves as calculated

from atomistic quantum transport simulations. The supply voltage (VDD) is 0.5V,

and IOFF is chosen to be 10−3µA/µm or the minimum possible current above this

value if the leakage is high following the ITRS roadmap [6]. ION is extracted at

VG = VD = 0.5V after shifting the ID − VG curve to have IOFF at VG = 0V. IOFF for

BP and InAs is substantial when Tch is above 1 nm and 3 nm, respectively. This is

because Eg in this case is too small to block the tunneling current in the OFF-state

as shown in the Fig. 2.9(d).

The ON/OFF current ratio suffers from significant degradation if the device can-

not be turned off effectively as shown in Fig. 2.9(c). This would occur if Eg <

qVDS + dEfp + dEfn. dEfp and dEfn are the difference between the Fermi level and

the band edge in the degenerately doped source and drain region, respectively. There

exist a Tch.OFF below which Eg is large enough to suppress the OFF current. Given

that, Eg = Eg.bulk +
α

Tch
, Tch.OFF can be expressed as

Tch.OFF < |
α

qVDS − Eg.bulk + dEfp + dEfn
| (2.5)

dEfn and dEfp reduces as the doping density decreases, which results in a larger

Tch.OFF .

To optimize a TFET’s ON/OFF current ratio, Tch.opt or Tch.OFF whichever is

smaller should be used. Fig. 2.10 (a) and (b) show how Tch.opt and Tch.OFF for BP

and InAs change as a function of the source doping density. Both Tch.opt and Tch.OFF

increase as the source doping density is reduced.
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Fig. 2.9.: (a), (b), and (c) Dependence of IOFF , ION , and the ON/OFF current ratio

on Tch. (d) OFF-state transmission for a BP 4ML TFET. A significant source to

drain leakage in thick Tch BP (and InAs) TFETs is due to the small Eg.

2.8 Summary

Optimizing the channel thickness of a 2D TFET can significantly improve its per-

formance. The choice of the channel thickness affects both the material properties

and the electrostatics. There exists a channel thickness that minimizes the tunnel-

ing distance. However, the ON-state channel thickness (Tch.opt) should optimize the

product of the band gap, reduced effective mass and square of the tunneling distance.

Interestingly, the mono-layer channels do not necessarily provide the optimum per-
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Fig. 2.10.: (a) and (b) Tch.opt and Tch.OFF for different source doping densities on

a log-log scale. The channel thickness that optimizes the ON/OFF current ratio is

Tch.opt or Tch.OFF whichever is smaller; min(Tch.opt, Tch.OFF ). Note that Tch.OFF is

obtained from atomistic quantum transport simulations for VDS=0.5V. ML and UC

are the abbreviations for mono-layer and unit cell.
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formance despite of their excellent gate control. Moreover, a maximum permissible

channel thickness (Tch.OFF ) is needed to reach acceptable OFF-currents. In this work,

compact models were introduced to describe these two important channel thicknesses.

A 2D TFET exhibits the highest ON/OFF current ratio when the channel thickness

is chosen to be the smaller of Tch.opt and Tch.OFF .

Appendix I How descriptive is ION ∝ e−Λ
√
m∗Eg ?

Fig. 2.11.: ION and its corresponding Λ
√
m∗Eg are extracted from atomistic sim-

ulations. ION is proportional to e−Λ
√
m∗Eg . ML and UC are the abbreviations for

mono-layer and unit cell, respectively.

Knowing how descriptive is ION ∝ e−Λ
√
m∗Eg compared to sophisticated quan-

tum transport simulations is critical before optimizing Tch by minimizing Λ
√
m∗Eg.

Fig. 2.11 shows ION and its corresponding Λ
√
m∗Eg from full band self consistent

atomistic simulations.

This compact equation quantitatively represents the trend of sophisticated atom-

istic simulations, although it assumes a simple potential distribution and a simple
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m∗ [40], different materials that have the same Λ
√
m∗Eg are expected to provide

ION within the same order of magnitude. However, we found minor deviations be-

tween different materials because this compact equation approximates complex band

structures by a single band reduced effective mass.

Appendix II Simulation Details

The numerical simulations are performed self-consistently by coupling quantum

transmitting boundary method (QTBM) and 3D-Poisson equation [58]. 3D finite-

difference method is used to calculate the carrier density (ρ). The anisotropic dielec-

tric constant can be considered in the Poisson equation as shown in eq. (2.6) InAs

has isotropic dielectric constants such that εin = εout = 12 [59]. BP and WSe2 have

an-isotropic dielectric constants such that εin and εout are not the same [60,61].

d

dx

(
εin
dV

dx

)
+

d

dy

(
εin
dV

dy

)
+

d

dz

(
εout

dV

dz

)
= −ρ (2.6)

where εin and εout are the in-plane and out-of-plane dielectric constants. The

value of εin and εout for the three channel materials are listed in TABLE 2.3.

The QTBM method is equivalent to the nonequilibrium Green’s function approach

without scattering but is more computationally efficient [51]. The open boundary

Schrödinder equation is solved in the following form:

(EI −H − Σ)ψ = S (2.7)

where E, I, H, and Σ are energy, identity matrix, device Hamiltonian, and the

total self-energy due to the open boundaries condition. ψ and S are the wave function

in the device and the strengh of the carrier injection from contacts respectively. The

Hamiltonian is constructed with the second nearest neighbor tight binding method.

The simulation is performed by the Nanoelectronics Modeling tool: NEMO5. [62,63]

More simulation details can be found in [23] and [64]. Since ballistic quantum trans-

port is assumed, the indirect band to band tunneling and the trap-assisted tunneling
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Table 2.3.: The εin and εout for WSe2, BP, and InAs in the simulation. ε0 = 8.854×

10−12 C/(V.m).

εin/εout (unit: ε0 ) WSe2 BP InAs

1ML(1UC) 4.5/2.9 4.2/1.4 12/12

2ML(2UC) 6.3/4.3 6.2/1.5 12/12

3ML(3UC) 7.2/5.1 7.5/1.8 12/12

4ML(4UC) 8.0/5.8 8.1/2.0 12/12

5ML(5UC) 8.5/6.2 8.8/2.3 12/12

6ML(6UC) 9.0/6.5 12/12
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are not considered. However, the indirect tunneling will mostly influence multilayer

WSe2 TFETs. It will not affect the results for the direct band gap materials signifi-

cantly [65].

Appendix III Analytical expression for Λ
√
m∗Eg

Λ
√
m∗Eg can be expressed as a function of Tch as

Λ
√
m∗Eg = (λ+WD)

√
m∗Eg (2.8)

=

(
c0Tch + c1 + c2

1

Tch
+ c3

1

T 2
ch

)
c4

√
1 + c5

1

Tch
(2.9)

where c0 ∼ c5 are obtained after expressing λ, WD, m∗, and Eg as a function of Tch.

The dependence of m∗ and Eg on Tch has been discussed in Section II.

WD for a 2D PN-junction is given by

WD =
πε∆V

ln(4)qNTch
(2.10)

∼ πεEg
ln(4)qNTch

(2.11)

∼
π (e1Tch + e2)

(
Eg.bulk +

α

Tch

)
ln(4)qNTch

(2.12)

which can be expressed as a function of Tch explicitly. ∆V is of the order of

Eg which can be expressed as Eg = Eg.bulk +
α

Tch
. ε is assumed as a homogeneous

dielectric constant for simplicity, which is estimated as a weighted average based on

the semiconductor (εr = 5 ∼ 15) and the surrounding spacer (air; εr = 1). ε increases

with Tch due to the changes in the electrostatic environment and can be expressed

as ε ∼ e1Tch + e2. In this work, e1 and e2 are obtained by fitting WD shown in Fig.

2.7(a), (b), and (c). e1 and e2 for the three studied materials are listed in TABLE

2.4. e1 has the unit of ε0/nm and e2 has the unit of ε0.

The chemically doped TFET’s scaling length (λ) is given by

λ =
ε

πεox
[γ1Tch + γ2Tox] (2.13)

= L1Tch + L2. (2.14)
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Table 2.4.: Parameters e1 and e2 for WSe2, BP, and InAs’s ε (= e1Tch + e2). ε0 =

8.854× 10−12 C/(V.m).

channel e1 e2

[ε0/nm] [ε0]

WSe2 0.43 0.99

BP 0.62 0.91

InAs 0.83 1.28
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which is a modified version of the electrically doped TFETs’ λ [28,57]. L1 and L2

can be obtained by fitting λ shown in Fig. 2.7 (a), (b), and (c). L1 and L2 for the

three studied materials are listed in TABLE 2.5.

Table 2.5.: Parameters L1 and L2 for WSe2, BP, and InAs.

channel L1 L2

[cons.] [nm]

WSe2 0.7 0.12

BP 1.13 -0.46

InAs 0.94 0.35

After substituting WD, λ, Eg, and m∗, Λ
√
m∗Eg can be rearranged as

Λ
√
m∗Eg = (λ+WD)

√
m∗Eg

=

L1Tch + L2 +

π (e1Tch + e2)

(
Eg.bulk +

α

Tch

)
ln(4)qNTch


√
m∗
(
Eg.bulk +

α

Tch

)

=

(
c0Tch + c1 + c2

1

Tch
+ c3

1

T 2
ch

)
c4

√
1 + c5

1

Tch
(2.15)
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where c1 to c5 are

c0 = L1 (2.16)

c1 = L2 + β1Eg.bulk (2.17)

c2 = β2Eg.bulk + β1α (2.18)

c3 = β2α (2.19)

c4 =
√
m∗Eg.bulk (2.20)

c5 =
α

Eg.bulk
(2.21)

β1 =
πe1

ln(4)qN
(2.22)

β2 =
πe2

ln(4)qN
(2.23)

c1 to c5 for the three channel materials are listed in the Table 2.6.

Table 2.6.: Parameters c1 to c5 for WSe2, BP, and InAs.

channel c0 c1 c2 c3 c4 c5 β1 β2

WSe2 0.7 1.78 0.85 0.01 0.554 0.01 1.24 0.54

BP 1.14 -0.24 0.71 0.57 0.12 1.79 0.78 1.14

InAs 0.94 0.91 2.77 1.56 0.09 4.28 1.60 1.04

The same methodology can also be used to calculate the optimum Tch for electri-

cally doped TFETs (ED-TFETs). The tunneling distance Λ of an ED-TFET consist

of two scaling lengths (λ) beneath the electrostatic gates and the spacing between

two electrostatic gates [28, 57].

Appendix IV the subthreshold swing (SS)
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Fig. 2.12 shows the subthreshold swing (SS) extracted at the OFF current

(10−3µA/µm). SS has a similar dependence on the channel thickness to ION .

Fig. 2.12.: SS for BP, InAs, and WSe2 TFETs at the OFF current (10−3µA/µm).

Appendix V Current extracted at SS = 60mV/dec

Current extracted at SS = 60mV/dec (I60) is a figure of merit to compare different

steep transistors and their ability to scale down the supply voltage [66]. Fig. 2.13

shows I60 for BP, InAs, and WSe2 TFETs. I60 of BP TFETs is significantly higher

than the other TFETs.
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Fig. 2.13.: I60 for BP, InAs, and WSe2 TFETs.
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3. IMPACT OF BODY THICKNESS AND SCATTERING

ON III-V TRIPLE HETEROJUNCTION DOUBLE-GATED

TFET MODELED WITH ATOMISTIC MODE-SPACE

APPROXIMATION

Copyright c© 2020, with permission, from Chin-Yi Chen, Hesameddin Ilatikhameneh,

Jun Z. Huang, Gerhard Klimeck, Michael Povolotskyi, ”Impact of body thickness and

scattering on III-V triple heterojunction double-gated TFET modeled with atomistic

mode-space approximation.”, https://arxiv.org/abs/2002.04220

3.1 Abstract

The triple heterojunction TFET has been originally proposed to resolve TFET’s

low ON-current challenge. The carrier transport in such devices is complicated due

to the presence of quantum wells and strong scattering. Hence, the full band atom-

istic NEGF approach, including scattering, is required to model the carrier transport

accurately. However, such simulations for devices with realistic dimensions are com-

putationally unfeasible. To mitigate this issue, we have employed the empirical tight-

binding mode space approximation to simulate triple heterojunction TFETs with the

body thickness up to 12 nm. The triple heterojunction TFET design is optimized

using the model to achieve a sub-60mV/dec transfer characteristic under realistic

scattering conditions.
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3.2 Introduction

The triple heterojunction TFET has been proposed to increase the ON-current

by forming two quantum wells in the tunnel junction to decrease tunneling distance

and introduce resonant-enhanced tunneling [31,32].

The carrier transport in such devices depends on three factors: 1) the interac-

tion between confined states in quantum wells and propagating states in conduction

and valence bands, 2) the BTBT process of confined states in quantum wells, and

3) the scattering effects that thermalize carriers within the quantum well [67, 68].

Therefore, the accurate atomistic quantum transport simulation, including scattering

mechanisms, is the fundamental approach to model such devices [69–71]. The quan-

tum transport simulation is usually conducted by quantum transmitting boundary

method (QTBM) [72, 73] or non-equilibrium Green’s function (NEGF) [74, 75] using

the recursive Green’s function (RGF) algorithm [76].

Both methods are capable of capturing the quantum mechanical effects in nano-

devices. However, QTBM cannot capture inelastic scattering. Fig. 3.1 (a) shows the

schematics of QTBM and RGF. For QTBM, one has to compute the wave functions

of an open system. The wave functions are obtained as solutions of the linear system

with the size equal to the Hamiltonian matrix dimension. The method is numerically

efficient because it computes only a few wave functions per energy, namely, for the

states of particles that are injected into the device from the propagating modes in the

leads [72, 73]. Since the method is based on the wave function formalism, it cannot

describe incoherent processes such as inelastic scattering. For RGF, the device is

partitioned into thin slabs, and its Green’s function is solved recursively. Since the

calculation of Green’s function requires matrix inversion, RGF is usually slower than

QTBM. However, since RGF is capable of including scattering mechanisms, in this

work, RGF is chosen to study the triple heterojunction TFET.

The computation cost of RGF is O(N3Ns) where Ns is the number of the slab in

the device, and N is the matrix size of each slab. N is proportional to the number of
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(a)

(b)

Fig. 3.1.: (a) The time-consuming part of the two quantum transport algorithms:

QTBM and RGF. H and E are the Hamiltonian and energy. ψ and S are the wave

function and the strength of the carrier injection from contacts. (b) The quantum

transport simulation time for different body thicknesses using the empirical tight-

binding basis in the real space and the mode space. The simulations are performed

in Nanoelectronics Modeling tool NEMO5 [62,63] by 36 Intel Xeon Gold ”Sky Lake”

processors.

atoms per slab times the number of the orbitals per atom [32]. Since the number of

the atoms grows with the device dimension, the computation becomes too expensive

for the realistic body thicknesses (i.e. > 8 nm) [11, 34–38, 77, 78]. Fig. 3.1 (b)

shows how the simulation time of an ultra-thin body (UTB) TFET grows with body

thickness. RGF simulation time for 12 nm thick devices using the empirical tight-
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binding sp3d5s∗ basis in real space is 10 hours per Poisson equation iteration. 1000

hours are needed to obtain the transfer characteristic of a transistor, considering the

number of required iterations and bias points, which is prohibitively time-consuming

for device optimization.

The mode-space (MS) approximation [32,79] that compresses the basis to reduce

the simulation time becomes necessary to enable device research for the body thickness

exceeding 10 nm. With the MS approximation, the RGF simulation time for a 12 nm

thick device is reduced to one hour, which allows studying the device characteristics

in detail.

Previously, the MS approximation has been used to simulate nanowire MOSFETs

and homojunction UTB TFETs [32,80]. In this work, we expand the method to sim-

ulate UTB heterojunction TFETs. To describe the scattering of carriers in quantum

wells, an efficient thermalization model, that showed to match experimental data,

has been incorporated into the MS approximation [69, 70]. The simulation time of

a device with 12 nm body thickness increases by 25% if the scattering is included,

which is practically acceptable.

This chapter is divided into four sections. In section II, we present the transferable

transformation matrix for different transverse wave vectors in UTB applications. In

section III, the working principle of the triple heterojunction TFET is discussed. The

full empirical tight-binding basis in real space and the mode space are benchmarked

for transfer characteristics and local density of states (LDOS). In section IV and V,

the performance of the triple heterojunction TFETs with a body thickness of 12 nm

is evaluated in the ballistic limit, and the impact of scattering is analyzed.

3.3 Transferable transformation matrix

For the MS approximation, the Hamiltonian size is reduced by the transformation:

h(k‖)n×n = UT
n×NH(k‖)N×NUN×n (3.1)
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where H is full basis Hamiltonian constructed by the empirical tight-binding

(ETB) method and h is the reduced-size mode-space Hamiltonian capturing the

modes near the band edges, which contribute significantly to electronic transport.

The accuracy of the sub-bands far from the band edges is sacrificed to reduce the

representation such that n is significantly smaller than N [32, 79]. U is the trans-

formation matrix generated by the mode-space algorithm by optimizing the modes

near the band edges [79]. Our numerical experiments showed that the original algo-

rithm proposed by Mil’nikov [79] could not remove the unphysical bands in all cases.

To minimize the trial-and-error effort, a robust scheme that reliably removes all the

unphysical bands has been developed [32] and is employed in this work.

The electronic transport in a UTB system requires sampling multiple transverse

wave vectors (k‖) along the periodic direction. Traditionally, the reduced-size Hamil-

tonians at each sampled k‖ are supposed to be generated by different transformation

matrices because the modes contributing to electronic transport are different for dif-

ferent k‖. However, generating the transformation matrix for each sampled k‖ is a

time-consuming process due to the basis optimization [70, 79]. In this work, we find

out that generating the transformation matrix for each sampled k‖ is not necessary

since the matrix is transferable within a sizable range of k‖.

Fig. 3.2(a) is the electronic structures of a 4 nm InAs UTB grown along the

[100] direction and confined along the [011] direction. The transformation matrix is

generated for k‖ = 0.025 2π
a0

. It can be used to reduce the basis size while capturing

the modes near the band edges for k‖ in the range (0, 0.05) 2π
a0

. However, for k‖

that is larger than 0.05 2π
a0

, it can not capture the modes near the band edges since

the modes are too different from those of k‖ = 0.025 2π
a0

. The transformation matrix

generated for k‖ = 0.025 2π
a0

works for the range (0,0.05) 2π
a0

. Considering these facts,

one can divide the whole k‖ space into several segments with the size of 0.05 2π
a0

and

use the same transformation matrix to generate the reduced-size Hamiltonian within

each segment. This feature is critical for applying the MS approximation in a UTB

system because it avoids the efforts to generate redundant transformation matrices.
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Fig. 3.2.: Electronic band structure for a 4 nm InAs UTB computed using both

empirical tight-binding basis in the real space and the mode space with (a) zero

strain and (b) 3.4% bi-axial compressive strain. The zero strain transformation matrix

generated at k‖= 0.025 2π
a0

is used to obtain the above mode space basis. The basis

reduction ratio (n/N) is 178/800.

In this work, the strained InAs layer is utilized in the triple heterojunction desgin.

We found the transformation matrix for InAs is transferable both for different k‖ and

for different strain conditions as shown in Fig. 3.2 and Fig. 3.3. For heterojunction
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devices, the strain is a critical and inherent factor that affects material properties such

as the effective mass and the bandgap. Fig. 3.2 (b) shows the electronic structure

of a 4 nm InAs UTB with 3.4 % bi-axial compressive strain, which will be used in

the triple heterojunction TFET studied later in this work. In Fig. 3.2(b), the same

transformation matrix has been used as the one in Fig. 3.2(a).

Fig. 3.3 shows the electronic structures for 4 nm thick InAs UTBs under different

bi-axial compressive strain. The mode-space basis electronic structures in Fig. 3.3 for

different strain values are generated by the zero-strain transformation matrix. The

transformation matrix is transferable for different strain values from zero to 3.4%

within the basis optimization energy window. Since the transformation matrix is

transferable for different strains, one can easily use MS approximation for devices

with different strain conditions.

3.4 Method validation

In this section, the MS approximation is validated for the In0.53Ga0.47As homo-

junction (homo-) and the triple heterojunction (hetero-) TFETs. The double-gate

UTB schematics are shown in Fig. 4.1 (a). The body thickness of 4 nm is chosen

since using the full basis to simulate a complete I-V curve is computationally expen-

sive as the body thickness increases further. The triple heterojunction TFET design

consists of a P-doped In0.53Ga0.47As and GaAs0.5Sb0.5 source with Na = 5×1019 cm−3,

an intrinsic InAs and InP channel, and an N-doped InP drain with Nd = 2 × 1019

cm−3. The confinement direction is along the [011] direction, and the transport direc-

tion is along the [100] direction. The crystal growth direction is along the transport

direction to simulate the vertical Fin-TFET structure [36]. The substrate is assumed

to be InP such that InAs is under 3.41% bi-axial compressive strain while the rest of

the materials are not under strain. The gate dielectric is a 3.2 nm thick ZrO2 with

the relative dielectric constant of 15. The source to drain bias (VDS) is 0.3 V.



40

0 0.5
-0.5

2.5

0

0.5

1

1.5

2

E
n
e
rg

y
 (

e
V

)

0 0.5 0 0.5

mode space
real space

No strain
1.6% bi-axial

compressive

strain

3.4% bi-axial

compressive

strain

Fig. 3.3.: Electronic band structure for a 4 nm InAs UTB computed using the em-

pirical tight-binding basis in the real space and the mode space with (a) zero-strain,

(b) 1.6 %, and (c) 3.4 % bi-axial compressive strain. The zero strain transformation

matrix is used to obtain the mode-space basis.

In order to model the electric field in the device, the Poisson equation is solved on

a domain that includes source, drain, channel, and oxide. The oxide is assumed to

be a perfect insulator, so the electron transport equations are not solved in the oxide

area. The Ohmic contact model is assumed for the source and drain contacts, so the

normal electric field component is set to zero at the corresponding device boundaries.

The applied voltages at the source/drain contacts define the Fermi level for electrons

in the source/drain leads, respectively. For the gate contact, the Schottky-Mott model

is used, so a constant potential value is set at the gate metal/oxide interface. Such

boundary conditions for the Poisson equation allow getting convergent results for

the relevant applied bias range for both ballistic simulations and simulations with

scattering.
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Fig. 3.4.: (a) Device schematics, (b) transfer IV characteristic, (c) transmission prob-

ability at VGS = 0.3 V, and (d) band diagram at VGS = 0.3 V of double-gate InGaAs

homojunction and triple heterojunction TFET with 4 nm body thickness. The trans-

fer IV characteristic is computed using the empirical tight-binding basis in both the

real space and the mode space.

The InGaAs homojunction and triple heterojunction TFET’s transfer IV charac-

teristic (IDS-VGS) are shown in Fig. 4.1 (b). The IV curves are shifted to have a

fixed OFF-current value of 10−3 µA/µm at VGS = 0 V. The current obtained from

the MS approximation agrees with the current calculated by the full ETB basis.

The error introduced by the MS approximation is quantified through the expression

∆Ierr=|Ifull − IMS|/Ifull. At the ON-state, where VG = 0.3 V, the triple heterojunc-

tion TFET’s ∆Ierr is 16%, which is slightly higher than the InGaAs homojunciton

TFET’s ∆Ierr which is 6%. The higher error in the heterojunction case is expected
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due to the presence of junction interfaces, and more transformation matrices are used

(one for each material).

The ON-current (ION) of the triple heterojunction TFET is 68 µA/µm, which is

much higher than the InGaAs homojunction TFET’s ION 1.8 µA/µm. The reason

is that the triple heterojunction TFET’s tunneling distance is smaller than the In-

GaAs homojunction TFET’s tunneling distance due to the staggered-heterojunction

(GaAsSb/InAs) used in BTBT tunneling region as shown in Fig. 4.1 (d). Since In-

GaAs and InP are present in the source and the channel, two quantum wells are formed

in the tunneling junction. The quantum well states introduce resonant-enhanced tun-

neling that boosts the transmission probability close to 1, as shown in Fig. 4.1 (c).

To gain a better understanding of the MS approximation, the local density of states

(LDOS) of the InGaAs homojunction and triple heterojunction TFET at the ON-

state (VGS= 0.3 V) are shown in Fig. 3.5. In (a) and (b), the InGaAs homojunction

TFET’s LDOS computed from the real space and the mode space are almost the

same. While in (c) and (d), the triple heterojunction TFET’s LDOS computed from

the real space and mode space has some differences. Aside from the aligned resonant

states that introduce the resonant-enhanced tunneling, some extra un-physical states

at the heterojunction interfaces are visible in the LDOS computed by the mode space.

The resonant states and the un-physical states are marked with black dashed circles.

The coupling Hamiltonian block at the heterojunction interface is not the same

as the interior Hamiltonian blocks. In this work, the mode-space Hamiltonian at the

heterojunction interface is generated using two different transformation matrices. For

example, the mode-space Hamiltonian block at GaAsSb/InAs interface (hGaAsSb/InAs)

is generated by the following transformation:

hGaAsSb/InAs = UT
GaAsSb ·HGaAsSb/InAs · UInAs (3.2)

where UGaAsSb and UInAs are the transformation matrices for GaAsSb and InAs,

HGaAsSb/InAs and hGaAsSb/InAs are the full basis and the mode-space Hamiltonian block

at GaAsSb/InAs interface. Since the mode-space approach is based on the band

structure of periodic blocks, the non-periodic junction interface requires this special
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Fig. 3.5.: LDOS of (a),(b) the InGaAs homojunction TFET and (c),(d) the triple

heterojunction TFET at the ON-state (VGS = 0.3 V) along the channel computed

using the empirical tight-binding basis in both the real space and the mode space.

treatment. Therefore, unphysical states at the heterojunction interfaces may appear

in the mode-space approximation.

The material interface needs extra attention in the MS approximation since the

coupling Hamiltonian at the interface is multiplied with the transformation matri-

ces of both materials. That’s why we see the un-physical localized states near the

interfaces. These un-physical localized states are part of the reason why the triple

heterojunction TFET’s ∆Ierr is higher than the InGaAs homojunction TFET’s ∆Ierr.

The energy window of the MS basis for materials used in the tunneling junction

(GaAsSb and InAs) should be increased to reduce triple heterojunction TFET’s ∆Ierr.

Fig. 3.6 shows the basis optimization with different energy windows for the 4 nm

GaAsSb UTB used in the triple heterojunction TFET. GaAsSb basis #1 has the

energy window that covers the valence band (∆EV ) for 100 meV, which is used
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to obtain the results shown previously in Fig. 4.1. GaAsSb basis #2’s ∆EV is

500 meV, which is larger than the quantum well depth of 420 meV in the triple

heterojunction TFET. When GaAsSb basis #1 is replaced with GaAsSb basis #2, the

error is reduced from 16 % to 6%. Since the accuracy of the confined states is critical

to electronic transport in the triple heterojunction TFET, the MS approximation for

such applications requires a large enough energy window, which covers the depth of

the quantum well.

0.5

Fig. 3.6.: Electronic structure of a 4 nm GaAsSb UTB with the energy window that

covers the valence band (∆EV ) with (a) 100 meV and (b) 500 meV. The shading

shows the energy window used for the bases optimization. The basis reduction ratios

(n/N) are (a) 125/800 and (b) 200/800.
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3.5 12 nm body thickness triple heterojunction TFETs

The reported triple heterojunction TFET designs in the references [31, 32] were

optimized for the body thickness of 4 nm due to the computational limits. However,

devices with such a thin body are difficult to be realized in experiments. With the

MS approximation, we can increase the simulated body thickness to 12 nm, which is

the thinnest possible body thickness for III-V materials Fin-TFET structure [38].
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 4nm
 12nm

(a)

Fig. 3.7.: (a) Transfer IV characteristic and (b) sub-threshold swing (S.S.) for InGaAs

homojunction and triple heterojunction TFET with the body thickness (Tch) of 4 nm

and 12 nm.
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The transfer characteristics and the extracted sub-threshold swing (S.S.) of the

triple heterojunction TFET with the body thickness of 12 nm are shown in Fig. 3.7 (a)

and (b). The InGaAs homojunction TFET’s simulation results are also displayed as a

reference. When the body thickness increases, the triple heterojunction TFET’s ION

decreases significantly while the InGaAs homojunction TFET’s ION does not. Never-

theless, the triple heterojunction TFET’s sub-threshold swing retains sub-60mV/dec

which is still better than the InGaAs homojunction TFET.

The triple heterojunction TFET’s ION depends on the alignment of the resonant

states in the quantum wells. Table. 3.1 summarizes ION of the InGaAs homojunction

and triple heterojunction TFET with 12 nm body thickness at VGS = 0.3 V and 0.5

V. For the InGaAs homojunction TFET, ION at VGS = 0.3 V or 0.5 V are of the same

order. The impact of the gate bias is limited due to the weak gate control and, con-

sequently, a large scaling length [64, 77]. In contract with the InGaAs homojunction

TFET, the triple heterojunction TFET has the resonant enhanced tunneling that

compensates the enlarged tunneling distance due to the loose gate control. Once VGS

is large enough to achieve the resonant enhanced tunneling condition, ION increases

from 3.9 µA/µm to 50 µA/µm. Fig. 3.8 (a) and (b) show the LDOS of the triple

heterojunction TFET with 12 nm body thickness computed at VGS = 0.3 and 0.5 V.
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Fig. 3.8.: LDOS along the channel of triple heterojunction TFET with a body thick-

ness of 12 nm at (a) VGS = 0.3 V and (b) VGS = 0.5 V. The quasi-bound states of

the quantum states are indicated by the dashed lines.
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Table 3.1.: The ION for InGaAs homojunction (Homo.) and triple heterojunction

(Hetero.) TFETs.

ION [µA/µm]

VGS Homo. Hetero. Hetero. ref. [13]

[µA/µm] (12nm) (12 nm) (4 nm)

0.3 V 0.7 3.9 68 10

0.5 V 4 50 335 92

For VGS = 0.5 V, the two resonant states are aligned to achieve the resonant enhanced

tunneling condition such that the ION increases up to 50 µA/µm.

In Table. 3.1, ION of the InGaAs homojunction TFET and the triple heterojunc-

tion TFETs are listed. The 4 nm triple heterojunction TFET has an exceptional ION

of 335 µA/µm. While for the 12 nm thick triple heterojunction TFET, ION decreases

to 50 µA/µm, which is similar to the published III-V heterojunction nanowire TFET

experimental results with similar dimensions [13].

3.6 Efficient scattering model

The strong scattering and thermalization in the highly doped source and drain

regions have a significant impact on the transport properties of tunneling devices

[67,81–86]. Different mechanisms such as electron-electron scattering [87,88], electron-

phonon scattering, electron-ion scattering, plasmon scattering, etc. contribute to the

strong scattering and thermal ionization. Including all of these scattering mecha-

nism, especially electron-electron scattering, into RGF is computationally unfeasible

for realistic devices. Hence, an effective carrier thermalization method is needed.

An effective thermalization approach for tunneling devices has been developed for
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Fig. 3.9.: LDOS for the triple heterojunction TFET with 4 nm body thickness at

the OFF-state (a) with and (b) without scattering effects. The dashed line marks a

quantum well region filled by electrons due to the scattering.

resonant-enhanced tunneling diodes [81] and has been shown to match experimen-

tal data on Nitride tunneling devices for a wide range of bias conditions [69]. In

this work, a combination of the mode-space approximation and the thermalization

approach is used to include thermalization into atomistic simulation of devices with

large and realistic dimensions.

Thermalization of carriers in source and drain contacts, has two main impacts

which significantly distort the transport properties: 1) filling quantum well states

near the source region, 2) widening the resonance energies inside the well. Including

scattering accurately is crucial, since the states in the quantum well contribute to a

significant part of the channel leakage.

In this work, the effective scattering rate in the source and the drain is estimated

from the mobility, that empirically represents the strength of the scattering. Since

the mobility (µ) of the highly doped III-V materials ranges from 102 to 103 cm2/(V.s)

[89–91] with the effective mass (m∗) of 0.001 ∼ 0.01, the reasonable energy broadening

(η ∼ qh̄
2m∗µ

) is about 1 ∼ 10 meV. In this work, the broadening factor of 10 meV is

used to explore the worst-case scenario [69]. The momentum relaxation time is 32 fs

(τ = h̄
2η

).
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For triple heterojunction TFET, the quantum well states in the tunneling junction

contribute to the OFF-state leakage current. The OFF-state LDOS of the triple

heterojunction TFET with 4 nm body thickness, computed by the ballistic and the

scattering model, is shown in Fig. 3.9 (a) and (b). The deep quantum well states

are marked with the black circle. In the ballistic simulation, the deep quantum well

states are slightly occupied by the carriers injected from the contacts. While for the

scattering model, the quantum well states are populated by the scattering thermalized

carriers, which is close to the real situation when devices operate at room temperature.
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Fig. 3.10.: Transfer IV characteristics of a triple heterojunction TFET with 4 nm

body thickness computed with and without scattering effects considered.

The thermalized quantum well states introduce the leakage path and increase

the sub-threshold leakage. Fig. 3.10 compares the 4 nm thick triple heterojunction

TFET’s transfer IV characteristics with and without scattering. With scattering,

the sub-threshold current at VGS = -0.3 V is 103 times higher than the results of

the ballistic simulation. The MS approximation is also applied to the scattering

simulation, and it introduces a small ∆Ierr of 10%.
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The effect of energy broadening is shown in Fig. 3.11. The transfer IV charac-

teristics of the triple heterojunction TFET with 4 nm body thickness is computed

for different energy broadening (η), ranging from 0 to 10 meV. At the OFF-state,

the leakage current significantly depends on the energy broadening. In Fig. 3.11 (a),

the OFF leakage at VGS = -0.2 V increases by an order of three when the energy

broadening increases from 0 meV to 10 meV. However, if the gate work function is

adjusted to have IDS = 10−3 µA/µm fixed at VGS = 0 V as shown in Fig. 3.11 (b),

the energy broadening increases the sub-threshold swing when VGS < 0.2 V but it

does not affect the ON current at VGS = 0.3 V.

(a) (b)

ID
S

Energy

broadening

Energy

broadening

GS GS

Fig. 3.11.: Transfer IV characteristics of 4 nm thick triple heterojunction TFETs

computed with different energy broadening (η), ranging from from η = 0 mV to

η = 10 mV. (a) is computed assuming a fixed gate metal work function while (b) is

computed with an adjusted gate metal work function to impose a fixed OFF current

of 10−3 µA/µm at VGS = 0 V.

The results of the scattering model for the 12 nm thick triple heterojunction

TFET are shown in Fig. 3.12, where (a) are the transfer IV characteristics, and (b)

are the extracted sub-threshold swings. Both the ballistic and the scattering results

are plotted to show the introduced degradation from scattering. Contrary to the

4 nm thickness case, for the 12 nm thickness case, the scattering and the ballistic

simulations give very similar results. The reason is that the thermalized quantum

well states in the 12 nm thick device have a long tunneling distance in the channel
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60mV/dec

Fig. 3.12.: (a) Transfer IV characteristics and (b) sub-threshold swing computed with

and without scattering effects for triple heterojunction TFET with the body thickness

of 4 nm and 12 nm.
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Fig. 3.13.: LDOS for a triple heterojunction TFET with the body thickness of 12

nm at OFF-state (VGS = -0.3 V) computed from (a) ballistic simulation and (b)

simulation with scattering effects. The LDOS contributions due to the scattering

effects are indicated with the dashed lines.

to tunnel through, which leads to a low transmission probability. Fig. 3.13 (a) and

(b) are the 12 nm thick triple heterojunction TFET’s OFF-state LDOS computed by

the ballistic model and the scattering model. The marked thermalized quantum well

states have a negligible contribution to the OFF leakage due to the long tunneling

distance toward the drain. For the triple heterojunction devices, the scattering effects

in the quantum wells, that couples states in the quantum wells, is the main contributor
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for the leakage current at the OFF state. The influence of the band-tail is a second-

order effect. Therefore, we expect that the Urbach tails have a minor impact on the

12 nm thick triple heterojunction TFET.

3.7 Summary

In this work, the triple heterojunction tunneling FinFET with the body thickness

of 12 nm is studied using the mode space approximation. The sub-threshold swing

retains sub-60 mV/dec value, and the degradation due to the scattering is negligible.

The transformation matrix that generates the mode space basis is found transferable

for different strains and transverse wave vectors, which is a convenient feature for

the mode space UTB simulations. When the mode space approximation is applied in

the heterojunction devices, un-physical states at the heterojunction interface can be

introduced if the mode space energy window is chosen too small. However, the error

can be reduced by increasing the mode space basis’s energy window to cover the depth

of the quantum well. Overall, the combination of the mode space approximation and

the empirical scatting model made the analysis of TFET with a realistic dimension

possible.
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4. DOPING PROFILE ENGINEERED TRIPLE

HETEROJUNCTION TFETS WITH 12 NM BODY

THICKNESS

4.1 introduction

Power consumption in CPUs has impacted Moore’s law significantly [7,10]. An ob-

vious solution to reduce the power supply is to replace the metal-oxide-semiconductor

field-effect transistors (MOSFETs), which is limited by the Boltzmann tyranny, with

new devices like the tunneling field-effect transistors (TFETs) [11–17, 19, 21] and

negative-capacitance field-effect transistors (NC-FETs) [92,93]. However, these steep

sub-threshold slope devices come with challenges that hinder their wide-spread appli-

cations. The primary challenge of TFETs is its low ON-current. TFETs are shown to

suffer from low ON-current issue since the quantum tunneling probability is usually

much lower than one [20].

The tunneling probability depends on several factors, such as tunneling distance,

electric field, resonance conditions, and effective tunneling mass. Several approaches

have been introduced to increase the tunneling probability based on optimizing these

four factors. For example, in GaN-based heterojunction TFETs, the tunneling dis-

tance is reduced by engineering the band-diagram [94]; in a dielectric engineered

TFET, the electric field at the tunneling junction is increased by using two differ-

ent dielectrics [28]; in a resonance-TFET, quantum resonance is used to increase the

tunneling probability close to one [95]; in a Phosphorene-based TFET, low effective

tunneling mass increases the tunneling probability [96].

A triple heterojunction (THJ-) TFET based on III-V materials allows an advan-

tage in optimizing all of the factors mentioned above. A triple heterojunction reduces

the tunneling distance with band diagram engineering. It also uses resonance tun-
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neling to improve the tunneling probability in the ON-state and provides low enough

effective tunneling mass with the use of right III-V materials [31,85,86,97].

Despite the benefits of THJ-TFETs, the fabrication constraints such as device

dimensions and material combinations limit the performance of a THJ-TFET. For

example, a 4nm thick THJ-TFET with a conventional PIN doping profile shown in

Fig. 4.1(a) predicts an excellent performance; however, as the body thickness (Tch)

approaches a realistic value of 12 nm, the performance degrades. In order to address

these issues in designing THJ-TFETs, considering fabrication constraints, the doping

profile is engineered, as shown in Fig. 4.1(b).

In this paper, the THJ-TFET design considerate of the fabrication technology

constraints is proposed. The constraints include the limitation of the doping density

in each material, the width of the strained quantum well, the crystal growth direction,

and the choice of the channel material to have a high-quality oxide interface. The

proposed design shows the sub-threshold swing of 40 mV/dec over four orders of drain

current. The high ON-current of 325 uA/um is achieved with a low supply voltage

(VDD) of 0.3 V.

The device design optimization is performed using Nanoelectronics Modeling tool:

NEMO5 [62,63]. The atomistic tight-binding method with ten orbitals sp3d5s∗ basis

is used [98,99]. Carrier transport in THJ-TFETs is complicated due to the presence of

quantum wells in the tunneling region. The quantum mechanics of the system includes

the thermalization of carriers in these quantum wells, tunneling process at multiple

interfaces, and quantum confinement effects. In order to capture these mechanisms,

atomistic quantum transport simulation, including effective thermalization [69,70], is

necessary to evaluate the device performance. Since atomistic simulation is computa-

tionally challenging for devices with a large dimension, the tight-binding mode-space

approach developed in [100] is applied in this work.

The paper is organized into four sections. The THJ-TFET device structure con-

sidering fabrication constraints is displayed in section II. The design rules and the

issue of THJ-TFET with the body thickness of 12 nm are discussed in section III. In
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section IV, we demonstrate the performance of the proposed THJ-TFET. And, the

impact of the channel doping density is further discussed in section V.

4.2 THJ-TFET device structure

Fig. 4.1 shows the double-gated ultra-thin-body (UTB) THJ-TFET studied in

this work. Fig. 4.1(a) is the THJ-TFET with a conventional PIN doping profile.

It consists of a P-doped source, an intrinsic channel, and an N-doped drain. In

the P-doped source, In0.53Ga0.47As and GaAs0.51Sb0.49 have the doping density of

Na = 5× 1019 cm−3. InAs and InP channel are intrinsic. In the N-doped drain, InP

has the doping density of Nd = 2× 1019 cm−3.

The UTB confinement direction is along 〈011〉. The electron transport direction

is along 〈100〉. The electron transport direction is the same as the crystal growth di-

rection to simulate the device structure fabricated by the vertical Fin-TFET technol-

ogy [36]. The choice of the materials in the heterojunction has considered current crys-

tal growth technology limitations. The substrate is assumed to be InP such that InAs

quantum well is under 3.41% bi-axial compressive strain. While In0.53Ga0.47As and

GaAs0.51Sb0.49 are not strained since they are lattice-matched to InP substrate. The

technology of growing In0.53Ga0.47As, GaAs0.51Sb0.49, and InAs on InP(100) substrate

through molecular beam epitaxy (MBE) are all well-developed [101–103]. The width

of GaAs0.51Sb0.49 source quantum well is 3.6 nm. The width of strained InAs channel

quantum well is 2.4 nm, which is less than the critical thickness of 4 nm [104, 105].

The gate length is 30 nm, and the oxide thickness is 3.2 nm. The oxide material is

assumed to be ZrO2 with a relative dielectric constant of 15. The source is grounded.

The drain is applied the supply voltage (VDD = 0.3 V). The source to drain bias (VDS)

is 0.3 V. The spacer in this work is assumed to be air with the dielectric constant of

1.

Fig. 4.1(b) is the proposed design with the same device structure as Fig. 4.1(a)

while the doping is engineered to PNPN doping profile. In the optimized PNPN
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(a)

(b)

Fig. 4.1.: Device design of a triple heterojunction TFET with (a) conventional doping

profile (PIN) and (b) an optimized doping profile (PNPN).

doping profile, InAs channel quantum well is doped to N-type with Nd = 2 × 1019

cm−3 . InP channel is doped to P-type with Na = 2× 1019 cm−3.

4.3 THJ-TFET design principles

Before analyzing PNPN-doped THJ-TFET, the design principle of THJ-TFETs

is introduced in this section. The energy-resolved local density of states (LDOS) and

transmission probability for the THJ-TFET with different body thicknesses (Tch) are

shown in Fig. 4.2. The doping profile is a conventional PIN doping profile shown in

Fig. 4.1(a). The LDOS in Fig. 4.2 is calculated when the device is operated in the

ON-state, where the gate to source bias (VGS) is 0.3 V. In Fig. 4.2(a), the alignment

of the resonant states in the GaAsSb and InAs quantum wells results in the enhanced

resonant tunneling such that the transmission probability is close to 1. On the other

hand, in Fig. 4.2(b), when the body thickness increases to 12 nm, the resonant states

are not aligned due to the worse electrostatic. The transmission, therefore, reduces

1∼2 orders compared to the case of 4 nm body thickness.
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Fig. 4.2.: Energy-resolved local density of states and transmission for the (a) 4 nm

and (b) 12 nm thick triple heterojunction TFET when the device is operated in the

ON-state where VGS = 0.3 V.

The key design rule of THJ-TFETs is to align the resonant states of two quantum

wells in the tunneling junction and to introduce the resonant enhanced transmission.

In the next section, the performance of 12 nm thick THJ-TFET is improved by

aligning the resonant states through the proposed PNPN doping profile shown in

Fig. 4.1(b).

4.4 THJ-TFET with PNPN doping profile

In this section, the performance of THJ-TFET with the PNPN doping profile

is demonstrated. Although, the PNPN doping profile was originally proposed for
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homojunction TFETs to improve electric field in the tunneling region [106–109], it

plays a more significant role in THJ-TFETs with thick body thickness. The PNPN

doping profile can be engineered in THJ-TFETs not only to increase the electric field,

but also to help aligning the resonant states that introduces the resonance tunneling.

Fig. 4.3(a) compares the transfer characteristics of THJ-TFETs with 4 nm and

12 nm body thicknesses for different doping profiles. The gate to source bias (VGS)

are shifted to have a fixed OFF-current value of 10−3 µA/µm at VGS = 0 V. For

THJ-TFET with the PIN doping profile, when the body thickness increases from 4

nm to 12 nm, the gate control degradation dominates the performance such that the

ON-current (ION) decreases by a factor of ∼16.

However, for THJ-TFET with the optimized PNPN doping profile, the same thick-

ness increment is shown to improve the ON-current by ∼30%. The reason is that,

when the body thickness increases from 4 nm to 12 nm, the engineered built-in elec-

tric field in tunneling junction alleviates the effect of gate control degradation by a

better doping profile design. At the same time, the decrease of the confined materials’

bandgaps (Eg) enhances the ON-current [77]. The bandgaps of the materials used

Table 4.1.: The confined bandgap (Eg) and valence band off-set (∆EV ) of the het-

erojunction materials used in the design. The UTB’s confinement direction is along

〈110〉. The atomistic tight-binding parameters used in this work is from [98].

Tch InGaAs GaAsSb InAs GaAsSb

Eg [eV] 0.9517 0.9871 0.7016 1.504
4 nm

∆Ev [eV] 0 0.4238 0.0456 -0.3796

Eg [eV] 0.7993 0.8456 0.5010 1.3822
12 nm

∆Ev [eV] 0 0.4273 0.0670 -0.3902



59

0.0 0.1 0.2 0.3
10-3

10-1

101

I D
S 

[m
A

/m
m

]
VGS [V]

Tch=4nm
 PIN
 PNPN

Tch=12nm
 PIN
 PNPN

(a)

10-3 10-2 10-1 100 101 102
20
30
40
50
60
70
80
90

100

Tch=4nm
 PIN
 PNPN

S.
 S

. [
m

V/
de

c]

IDS [mA/mm]

Tch=12nm
 PIN
 PNPN

(b)

Fig. 4.3.: (a) Transfer characteristics and (b) the S.S - IDS curve of a triple hetero-

junction TFET with a conventional doping profile (PIN) and the optimized doping

profile (PNPN) for different body thicknesses (Tch) of 4 nm and 12 nm.

in the heterojunctions for different body thicknesses are listed in TABLE 4.1. The

ON-current of the THJ-TFET with different body thicknesses and the doping profiles

is summarized in TABLE 4.2.

The sub-threshold swing (S.S.)-IDS curve for the THJ-TFETs with the PIN doping

profile and the optimized PNPN doping profile for 4 nm and 12 nm thick THJ-

TFETs are demonstrated in Fig. 4.3(b). For a body thickness of 4 nm, the sub-

threshold swing for the conventional PIN doping profile and the optimized PNPN
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Table 4.2.: The ON-current (ION) of the triple heterojunction TFET with body

thicknesses of 4 nm and 12nm for both - conventional PIN doping profile and the

PNPN doping profile - are listed. The ION is extracted at VGS = 0.3V.

Tch 4 nm 12 nm 4 nm 12nm

Doping profile (PIN) (PIN) (PNPN) (PNPN)

ION [µA/µm] 98 6 248 325

doping profile does not have much difference. Both doping profiles exhibit decent

performance. However, as the body thickness increases to 12 nm, the optimized

PNPN doping profile retains its high performance, whereas the conventional PIN

doping profile degrades drastically.

To further understand why THJ-TFET with the optimized PNPN doping profile

has a better performance comparing to the case of the traditional PIN doping profile,

the local density of states (LDOS) at VGS = 0.3 V for different body thicknesses and

different doping profiles are shown in Fig. 4.4.

When the channel thickness of the PIN-doped THJ-TFET increases from 4 nm to

12 nm, the quantum well states are misaligned, as shown in Fig. 4.4(a) and (c). The

resonant states in the InAs channel quantum well are outside the tunneling window.

The lack of resonance tunneling leads to significant degradation of the transmission

probability and the ON-current. On the other hand, the optimized PNPN doping

profile helps to retain the alignment of GaAsSb and InAs quantum well states in the

12 nm thick THJ-TFET, as shown in Fig. 4.4(d). The performance of 12 nm thick

THJ-TFETs with the optimized PNPN doping profile is, therefore, similar to the case

of a thinner channel thickness.

The tunneling distance is determined by the electric field in TFET’s tunneling

region. Generally, the tunneling distance of a TFET with a conventional PIN doping
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Fig. 4.4.: Local density of states (LDOS) of the triple heterojunction TFETs with

the body thickness/doping profile of (a) 4 nm / PIN, (b) 4 nm / PNPN, (c) 12 nm /

PIN, and (d) 12 nm / PNPN. LDOS is calculated in the ON-state where VGS = 0.3

V.

profile is highly sensitive to the body thickness; a thinner device has a stronger gate

control that leads to a smaller natural scaling length and hence a smaller tunneling

distance [100,110,111]. Since the device with an optimized PNPN doping profile has

no intrinsic region in the channel, the scaling lengths are dominated by the depletion

width corresponding to the doping profile [111]. As a result, the optimized PNPN

doping profile is not just engineered to increase the electric field in the tunneling

junction; it also reduces the sensitivity of the performance to the body thickness.

Fig. 4.5 shows the impact of doping profile and body thickness on the electric field

along the channel. The peak electric field in PNPN doped THJ-TFETs has less

dependence on the body thickness compared to the conventional PIN doped THJ-

TFETs.
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Table 4.3.: ION at VGS = 0.3 V of the 12 nm thick THJ-TFET with different doping

profile - conventional PIN doping profile and the PNPN doping profile - are listed.

Doping profile PIN PNPN PNPN PNPN

P-InP channel doping - 1× 1016 5× 1018 2× 1019

ION [µA/µm] 6 50 78 325
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Fig. 4.6.: (a) Transfer characteristics and (b) S.S. - IDS curve of the 12 nm thick triple

heterojunction TFETs with the PIN and PNPN doping profile. The PNPN-doped

TFET with different P-InP channel doping density are demonstrated.

4.5 P-doped InP channel doping density

The benefit of having a P-N junction in the tunneling region is intuitive and is

well-studied [106–109]. The electric field in the tunneling region is enhanced by P-N

junction’s built-in potential and therefore leads to a smaller tunneling distance and a
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larger transmission probability. The design rule of the P-N junction in the tunneling

region is to maximize the doping density to achieve the maximum build-in potential.

However, the role of the P-doped channel in the PNPN-doped THJ-TFET is not yet

well understood. In this section, the doping density of the P-doped InP channel is

studied.

The transfer characteristics and S.S. - IDS curve of PNPN-doped THJ-TFET with

different P-InP channel doping density are shown in Fig. 4.6. The body thickness of

the device is 12 nm. The ON-current at VGS = 0.3 V is summarized in TABLE 4.3.

The PNPN-doped THJ-TFET with P-InP channel doping density of 1 × 1016 cm−3

is the reference case to observe the improvement from applying the P-N junction in

the tunneling region. The ON-current increases from 6 µA/µm to 50 µA/µm when

the doping profile is replaced from PIN doping profile to PNPN doping profile with

P-InP channel doping density of 1× 1016 cm−3.

Interestingly, we found the performance of 12 nm thick THJ-TFET improves

slightly when P-InP channel doping density increases from 1× 1016 cm−3 to 5× 1018

cm−3. The ON-current only increases from 50 µA/µm to 78 µA/µm. The case with

InP cahnnel doped to 5× 1018 cm−3 shows sub-40 mV/dec S.S. for a limited range of

drain current (IDS). However, when P-InP channel doping density further increases

to 2 × 1019 cm−3, the performance improves significantly. The ON-current of such

case reaches 325 µA/µm. It exhibits an S.S. less than 40 mV/dec over four orders of

magnitude in the drain current.

To further understand the impact of P-InP channel doping density, the ON-state

local density of state (LDOS) and 2D-potential of the 12 nm thick THJ-TFETs with

different doping profiles is compared in Fig. 4.7 and Fig. 4.8. In Fig. 4.7, the LDOS,

and the band-diagram are extracted at 1 nm away from the edge of the channel, where

the potential is significantly affected by the gate bias. The resonant states in InAs

quantum well are outside of the tunneling window in the case of PIN doping profile.

On the other hand, for the cases of PNPN-doped THJ-TFET, the resonant states are

all located inside the tunneling window regardless of different P-InP channel doping
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Fig. 4.7.: Local density of states of 12 thick THJ-TFET with (a) the PIN doping

profile and (b), (c), (d) the PNPN doping profile. The P-InP channel doping density

in (b), (c), and (d) are 1× 1016, 5× 1018, and 2× 1019 cm−3, respectively. The local

density of states are calculated in the ON-state when VGS = 0.3 V.

density. Fig. 4.8 also shows that the horizontal field at the interface of the GaAsSb

source quantum well and InAs channel quantum well increases when the PIN doping

profile is replaced by the PNPN doping profile. The reason is that a P-N junction in

the tunneling region has a larger built-in electric field than a P-I junction when other

parameters are the same.

In the case of PNPN-doped THJ-TFET with P-InP channel doped to 2 × 1019

cm−3, we can see a clear difference in potential compared to the case of P-InP channel

with less doping density. In Fig. 4.7(d), the channel potential barrier is much lower

comparing to that in Fig. 4.7(b) and (c). This explains why PNPN-doped THJ-TFET

with P-InP channel doped to 2 × 1019 cm−3 has a superior performance compare to

the rest of the cases.
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In Fig. 4.8(d), a stronger vertical electric field toward the gate/channel interface

is observed. We further calculate the band diagram at the edge and the center of

the channel and show in Fig. 4.9. Increasing P-InP channel doping density pushes

up the valence band in the center of the channel, which increases the channel barrier.

However, it also pushes down the valence band close to the channel-oxide interface

(depleted region), which opens up a low resistant path for current to flow. The barrier
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Fig. 4.8.: Channel potential of the (a) PIN and (b), (c), (d) PNPN doping profile.

The P-InP channel doping density in (b), (c), and (d) are 1 × 1016 cm−3, 5 × 1018

cm−3, and 2×1019 cm−3, respectively. The potential are obtain in the ON-state when

VGS = 0.3 V.
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(a) (b)

Fig. 4.9.: The ON-state band diagram calculated at (a) the edge and (b) the center

of the channel.

lowering at the edge of the channel results in a higher ON-current as P-InP channel

doping density increases.

4.6 Summary

In this work, a triple heterojunction TFET design is proposed, considering fabri-

cation constraints such as the channel thickness and the limitation in doping density

of the materials. Triple heterojunction TFET with a conventional PIN doping profile

is shown to degrade in performance when the body thickness increases from 4 nm to

12 nm. The doping profile is engineered to increase the electric field in the tunneling

junction and reduce the sensitivity of the performance to the body thickness. The

ON-current of the optimized design reaches 325 µA/µm, and the S.S. is less than 40

mV/dec over four orders of magnitude in the drain current.
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5. THE ELECTRONIC STRUCTURE OF SI:P δ-DOPED

LAYER

Copyright c© 2019, with permission, from Federico Mazzola, Chin-Yi Chen, Rajib

Rahman, Xie-Gang Zhu, Craig M. Polley, Thiagarajan Balasubramanian, Phil D. C.

King, Philip Hofmann, Jill A. Miwa, Justin W. Wells, ”The Sub-band Structure of

Atomically Sharp Dopant Profiles in Silicon.”, https://arxiv.org/abs/1904.10929

5.1 Abstract

Quantum computing architectures based on dopant atoms in Silicon use a sin-

gle dopant atom precisely placed in a silicon lattice as a building block [112–117].

Scanning tunneling microscopy (STM) lithography and low-temperature Si molecu-

lar beam epitaxy (MBE) allow a Phosphorus atom to be placed in a bulk Silicon with

an atomic-scale accuracy [118,119]. Si:P δ-doped layer is a densely doped Phosphorus

layer in the bulk Silicon fabricated using this technology. This is an essential step

towards building scalable donor-based quantum computing systems. Fig. 5.1 shows

an STM image of a donor-based quantum computing device [120]. Each quantum

dot is formed by a donor cluster with one or two Phosphorus atoms. The source (S),

drain (D), and gates (G1 and G2) are made of the Si:P δ-doped layer.

Fig. 5.2 is the schematic of the Si:P δ-doped layer. The red rectangular block is

the bulk Silicon supercell. It is periodic along with the crystal directions [100] and

[010]. The Si:P δ-doped layer is marked with a blue square with dimensions 1.1 nm

× 1.1 nm. This one-atom-thin layer of each supercell has two Phosphorus atoms and

six Silicon atoms; the doping density is, therefore, 1/4 ML (ML: monolayer), which

is equivalent to a 2D doping density of 1014 cm−2. This extremely highly doped Si:P
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Fig. 5.1.: Scanning tunneling microscopy (STM) image of a donor-based quantum

computing system. The yellow contacts (S, D, G1, and G2) are the Si:P δ-doped layers

[120]. Reprint with permission from Bent Weber, Y. H. Matthias Tan, Suddhasatta

Mahapatra, Thomas F. Watson, Hoon Ryu et al., ”Spin blockade and exchange in

Coulomb-confined silicon double quantum dots.”, Nature Nanotechnology. Copyright

c© 2014, Springer Nature.

δ-doped layer is close to an ideal Ohmic contact and is extensively used as contacts

in the Phosphorus donor-based quantum computing systems.

The electronic structure of the Si:P δ-doped layer is measured with the high-

resolution angular-resolved photoemission spectroscopy (ARPES). The ARPES mea-

surements were conducted by Federico Mazzola and Justin W. Well from the Physics

Department of the Norwegian University of Science and Technology. The details of

the experimental set up can be found at [88].

In contrast to the previously published theoretical and experimental works, a third

distinct sub-band is observed in the new ARPES experimental data. The possible

origins of the third sub-band are investigated in this work, including the asymmetric

doping profile, spin-orbit interaction, and electron-electron interaction. It is con-
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Fig. 5.2.: Schematic of the Si:P δ-doped layer. The red rectangular block is the bulk

Silicon supercell. It’s periodic along the crystal directions [100] and [010]. The blue

square marks the Si:P δ-doped layer in the bulk Silicon. The blue square consists of

two Phosphorus atoms and six Silicon atoms.

cluded that the dielectric constant (εr) has been underestimated in previous pub-

lications [121]. [121] assumes the system’s dielectric constant is similar to the bulk

Silicon. However, due to the heavy doping of Silicon with the Phosphorus atoms, the

dielectric constant should be doubled for the Si:P δ-doped layer [122].

Once we consider this factor into the empirical tight-binding calculations, the

band structure obtained from the simulation agrees with the ARPES experiments.

Specifically, the simulations show the existence of the three sub-bands beneath the

Fermi level (Ef ), the separation of the sub-bands, and the curvature of the sub-

bands, correctly as observed in the experiments. This new understanding of the band

structure has important implications for quantum proto-devices, which are built on

the Si:P δ-doped layer platform. The finding of the correct dielectric constant of the

Si:P δ-doped layer improves the electrostatic modeling’s accuracy for the quantum

proto-device.
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5.2 Si:P δ-doped layer electronic structure simulation method

In the ETB simulation, the Phosphorus donor in the Silicon is treated as a

Hydrogen-liked Coulomb potential that is explicitly superimposed in the Silicon tight-

binding Hamiltonian. This Coulomb potential was empirically bench-marked with the

binding energy of an ionized Phosphorus donor [123, 124]. These parameters accu-

rately predict various experiments such as the donor qubit’s relaxation time [125,126],

the hyperfine coupling [115, 127], and the donor cluster’s multi-electron wave func-

tions [128].

Since a heavily doped Si:P δ-doped layer is a metal-like system, the screening

effect, and the electron-electron interaction can not be ignored. The electron screening

is included by solving the Poisson-Schroedinger equation and the electron-electron

interaction with the local density approximation (LDA) that includes the exchange-

correlation interaction. The simulation flow is shown in Fig. 5.3.

The electron distribution (n(r)) is calculated from the eigenfunction with its

eigenenergy below the Fermi-energy (EF ). The number of electrons included in the

system is the same as the number of Phosphorus donors to ensure a charge-neutral

system.

It must be noted that the role of the dielectric constant (εr) in the Slater-Koster

tight-binding method [129] is not the same as the ab-initio density function theory

(DFT). In DFT, typically, the core and the valence electrons are considered, and

n(r) is computed by populating all of these electronic states up to the EF through

self-consistent iterations of the Kohn-Sham equations [130]. Hence, a εr of vacuum

(εr = 1) is used.

In this work, the Slater-Koster tight-binding method is used. Only the ”donor

electrons” are included for charge self-consistency (i.e., only the extra electron bound

to the Phosphorus donor that does not participate in bonding with its neighboring

Silicon atoms). The bonded electrons in the Silicon background are assumed frozen.

Hence, the Poisson equation is solved with the material environment’s εr, which is
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Fig. 5.3.: Methodology for electronic structure calculations of the Si:P δ-doped layer

[88,121].

assumed to be Silicon (εr = 11.9) in this case. This is a standard technique for the

empirical tight-binding method in atomistic device simulations where the Poisson and

Schrodinger/Green’s functions are solved self-consistently with the device material’s

εr as an input [51,77,131].

5.3 Review Si:P δ-doped layer electronic structure

5.3.1 overview

Fig. 5.4 shows the 2D electronic structure of Si:P δ-doped layer. The simulation

parameters are the same as the previous publication [121]. The electronic structure of

the Si:P δ-doped layer has three sub-bands beneath the Fermi-level (EF ), indicating

its metal-like material properties. Two sub-bands marked with the red dash lines are
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at the Γ point and are denoted as 1Γ and 2Γ. 1Γ and 2Γ sub-bands are the projection

of the two Z-valleys from the 3D k-space of the bulk Silicon. On the other hand, one

sub-band marked with the yellow dash line is at the ∆ point and is denoted as 1∆.

1∆ sub-band is the projection of the X-valley.

The three sub-bands observed beneath EF come from the 1ML thin Si:P δ-doped

layer quantum well confinement potential, which is shown in Fig. 5.5. Since the

Z-valley’s confinement effective mass (m∗L) is lager than the X-valley’s confinement

effective mass (m∗t ), the 1Γ and 2Γ sub-bands are lower in energy than 1∆ sub-band.

The crystal direction along [100] (kxy) can see 1Γ and 2Γ sub-bands and 1∆ sub-band.

On the other hand, the crystal direction along [110](kx and ky) can only see 1Γ and

2Γ sub-bands.

Fig. 5.4.: Electronic structure of Si:P δ-doped layer. kxy represents the crystal direc-

tion along [100],[010],[-100], or [0-10]. kx or ky represent the crystal direction along

[110], [-110], [1-10], or [-1-10]. The electronic structure is extracted from [88].
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Fig. 5.5.: Schematic of the quantum well (QW) created by the Si:P δ-doped layer. 1Γ,

2Γ, and 1∆ sub-bands are marked. The quantum well potential structure is extracted

from [88].

5.3.2 Valley splitting E2Γ − E1Γ

For a Silicon ultra-thin body (UTB), if the confinement is not strong, the two Γ

sub-bands projected from the Z valleys have the same energy level and are degenerate.

As the confinement increases, the interaction between the two Z valleys increases,

such that the two Γ sub-bands split. The energy difference between the two Γ bands

(E2Γ − E1Γ) is called the ”valley splitting”. The valley splitting is an important

parameter in Silicon-based quantum computing applications. It can be used to build

valley-qubit [132,133] and is one of the dominant relaxation mechanisms [134].

Fig. 5.6 shows a schematic of the wavefunctions of the two Z valley states. The

wave functions have the same envelope, but the phase is different [135]. In a strongly

confined quantum well, the two valley states respond to the quantum well boundary

differently. The valley splitting, therefore, varies with the width and the shape of the

quantum well [136–138].
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Fig. 5.6.: The two valley state wave functions projected on the Z valleys; one is

symmetric and another one is asymmetric. The two wave functions have the same

envelope but the phase is not the same [135]. Reprint with permission from Floris

A. Zwanenburg et al., ”Silicon quantum electronics”, Reviews of Modern Physics.

Copyright c© 2013 American Physical Society.

The valley splitting in the Si:P δ-doped layer is always an open question. In

the empirical tight-binding simulation [121], the Si:P δ-doped layer’s valley splitting

increases with the doping density and varies with the dopant disorder. The valley

splitting calculated from the empirical tight-binding simulations varies from 5 meV

to 30 meV. However, for the density-function theory (DFT) calculations, the valley

splitting can be more than 100 meV and is strongly related to the choice of the

function.

The first Si:P δ-doped layer ARPES measurements [139,140] reported two Γ sub-

bands beneath EF . These two Γ sub-bands were considered as two lowest Γ sub-bands,

and the valley splitting is of 132 meV. The DFT calculations using the generalized gra-

dient approximation (GGA) explained the ARPES experiments by tuning the dopant

disorder. Fig. 5.7 shows the ARPES experiments and the two DFT calculations with

different dopant configurations. The valley splitting in DFT2 calculation matches
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the ARPES experiment. Empirical tight-binding simulations do not show such large

valley splitting.

Fig. 5.7.: Previously, the ARPES experiments observed two Γ sub-bands beneath the

Fermi energy (EF ). The two Γ sub-bands are considered as two valley states with

the energy splitting of ∼ 132 meV. The DFT simulation explained this large splitting

by different dopant disorder where DFT1 and DFT2 are the two different dopant

configurations [140]. Reprint with permission from Jill A. Miwa, Oliver Warschkow,

Damien J. Carter, et al, ”Valley Splitting in a Silicon Quantum Device Platform”,

Nano Letters. Copyright c© 2014, American Chemical Society.

5.3.3 Orbital contribution of the Γ sub-bands and the ∆ sub-bands

In this subsection, the orbital analysis for the 1Γ and 2Γ sub-bands and the 1∆

sub-band of the Si:P δ-doped layers is presented. The orbital contribution analysis

technique is critical to understand the correlation between the simulation results and

the ARPES measurements. Because, in the simulation, a large supercell needs to

incorporate a correct doping density in the whole domain. This larger supercell leads

to an artificial band-folding effect. While in the ARPES experiment, the electronic

structure is not folded. With the orbital contribution analysis, we can distinguish

whether the sub-bands at the Γ point come from the Γ sub-bands or the ∆ sub-band.
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The orbital contribution can be extracted from the eigenfunction, which consists

of a ten-orbital basis (sp3d5s∗). Each sub-band has the same orbital contribution

unless there is the anti-crossing with other sub-bands. Fig. 5.8 shows an example of

the orbital analysis on the two Γ sub-bands and the ∆ sub-band beneath EF . The

1Γ and 2Γ sub-bands mainly consist of ”pz” and ”s” orbitals while the ∆ sub-band

mainly consists of ”px” and ”s” orbitals.

Fig. 5.8.: Orbital contribution analysis for the Γ sub-bands and the ∆ sub-band

beneath EF . The Γ sub-bands have a higher percentage of pz orbitals, while the ∆

sub-band has a higher percentage of px orbital. The electronic structure is extracted

from [88].
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5.4 Third Γ sub-band in the new ARPES measurement

High-resolution angle-resolved photoemission spectroscopy (ARPES) is a com-

monly used technique to measure the electronic structure of a solid’s surface. The

high energy photon source (i.e., X-ray) is used to excite electrons out of the material’s

surface. Due to the law of momentum conservation, the electron density of states at

different wave vectors can be measured by the electron detectors at different angles.

The binding energy (EB) of the electrons can also be derived from the measured

kinetic energy.

In [88], the source of the photons in ARPES is improved. The resolution of the

Si:P δ-doped layer’s electronic structure measured in [88] is better than the previous

work in [139, 140]. The new measurements are shown in Fig. 5.9 where EB is the

binding energy. kxy and kx/ky are the high symmetry directions, which are along the

crystal direction [100] and [110]/[110], respectively. The 2D Brillouin zone projected

from the bulk Silicon is shown in Fig. 5.10 where the kxy and kx/ky are denoted.

In ARPES measurement shown in Fig. 5.9, the electronic structure along kxy has

two Γ sub-bands, which is the same as the previous work [139, 140]. However, the

electronic structure along kx/ky direction has three Γ sub-bands, which is not the

same as the previous ARPES experimental work [139,140].

The previously published empirical tight-binding simulation [121] is also presented

in Fig. 5.9. In the empirical tight-binding simulation, only two Γ sub-bands are ob-

served beneath EF along the crystal directions kxy and kx/ky. In order to understand

the third Γ sub-band observed in the new ARPES experiment data, many possible ex-

planations have been investigated such as asymmetric doping profiles, the spin-orbit

splitting, the electron-electron interactions (i.e., exchange-correlation interaction and

electron screening), and the strain introduced by the Phosphorus atoms. It is found

that the dielectric constant that determines the strength of the electron screening

is underestimated in the published theory [121]. Once the correct dielectric con-

stant is incorporated in the empirical tight-binding simulations, the third Γ sub-band
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is observed. In the following sections, all the explored approaches listed above are

detailed.

Fig. 5.9.: The most recent Si:P δ-doped layer electronic structure measured by the

ARPES experiment. The resolution is higher than the previous publications [139,140].

kxy and kx/ky are the wave vectors along [100] and [110]/[110], respectively. The

empirical tight-binding simulation is also presented, which fails to explain the most

recent ARPES experimental data. Both experimental result and the simulation result

are from [88].
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Fig. 5.10.: The 2D Brillouin zone projected from the bulk Silicon. kx and ky are along

the crystal direction [110] and [110], respectively. kxy is along the crystal direction

[100]. The figure is extracted from [88].

5.5 Asymmetric doping profile

In realistic systems, Si:P δ-doped layer sometimes is more than one monolayer

(ML) due to process variations. The quantum well confinement of the overgrown

Si:P δ-doped layer is different from the ideal single monolayer Si:P δ-doped layer.

Such a non-ideal situation could have been one of the possible explanations for the

appearance of the third Γ sub-band. Fig. 5.11 compares the Si:P δ-doped layer’s elec-

tronic structure between the (a) symmetric and (b) asymmetric doping profiles. The

Γ sub-bands are identified by the orbital-contribution analysis described in Section

5.3.3. 1Γ, 2Γ, and 3Γ sub-bands are marked with the red, blue, and black arrows, re-

spectively. The Γ sub-bands are projected from the Z valleys of the bulk Silicon such

that the orbital-contribution is mainly the pz orbital. The other unmarked sub-bands

are folded from higher wave vectors.
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The asymmetric doping profile in Fig. 5.11 (b) has an extra 1/8 ML Si:P δ-

doped layer next to the 1/4 ML Si:P δ-doped layer. The electronic structure of the

asymmetric doping profile shows that 3Γ sub-band located at the energy much higher

than the Fermi level (EF ). The reason is that although the width of the quantum well

increases due to the asymmetric doping profile, the confinement increases as well due

to the extra 1/8 ML Si:P δ-doped layer. As a result, the asymmetric doping profile

can not explain the new ARPES experimental data.
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Fig. 5.11.: Si:P δ-doped layer with (a) the ideal symmetric doping profile and (b) the

non-ideal asymmetric doping profile. The asymmetric doping profile has a 1/8 ML

Si:P δ-doped layer next to a 1/4 ML Si:P δ-doped layer. The figures are extracted

from [88].
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5.6 Spin splitting (Spin-orbit interaction)

For the Silicon Zincblend crystal structure, the inversion symmetry and the struc-

tural symmetry can be broken by the Si:P δ-doped layer, which introduces a spin-orbit

interaction. The strong spin-orbit interaction leads to a substantial spin splitting. In

this section, the possibility of 1Γ sub-band and 2Γ sub-bands being the two spin states

is investigated. The hypothetical scenario is that the spin splitting between 1Γ and

2Γ sub-bands is due to the strong spin-orbit interaction created by the Si:P δ-doped

layer. 3Γ sub-band is the valley state of the 1Γ sub-band and 2Γ sub-bands.

Fig. 5.12 illustrates the hypothesis on the electronic structure measured by the

ARPES experiment where (a) is along kxy direction while (b) is along kx or ky di-

rection. In Fig. 5.12 (a), 1Γ sub-band and 2Γ sub-band along kxy direction are

assumed on top of each other that can not be distinguished by the limit of experi-

mental resolution. On the other hand, in Fig. 5.12 (b), 1Γ sub-band and 2Γ sub-band

split as kx/ky increases. This is well-known for the materials with a large spin-orbit

interaction [138]. This hypothesis also suggests a large valley splitting (3Γ-1Γ) of

∼ 100 meV which is consistent with the previously published ARPES experimental

data [139,140].

For the effective mass model, the spin-orbit interaction is described by the Rashba

spin-orbit coupling Hamiltonian [141] and the Dresselhaus spin-orbit coupling Hamil-

tonian [142]. The Rashba spin-orbit coupling is the result of breaking the structure

inversion symmetry. On the other hand, the Dresselhaus spin-orbit coupling is the

result of breaking the bulk inversion symmetry. In a Silicon quantum well, both the

Rashba spin-orbit coupling and the Dresselhaus spin-orbit coupling exist [138]. The

strength of the spin-orbit interaction can be described by two parameters: the Dres-

selhaus parameter (α) and the Rashaba parameters (β). α and β can be extracted

from the spin splitting measured by experimental data or the spin splitting calculated

by the atomistic simulations. The equation to extract α and β are
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Fig. 5.12.: Electronic structure measured by APRES along (a) kxy and (b) kxky

direction. The 1Γ, 2Γ, and 3Γ sub-bands are marked based on the assumption that

1Γ sub-band and 2Γ sub-band are two spin states while 3Γ sub-band is the valley

state. The momentum distribution curve (MDC) along the Fermi surface is also

displayed. The figure is extracted from [88].

α = lim
k→0

4SO(k ‖ [110]) +4SO(k ‖ [1− 10])

4|k|

β = lim
k→0

4SO(k ‖ [110])−4SO(k ‖ [1− 10])

4|k|

(5.1)

where 4SO(k ‖ [110]) is the spin splitting at the wave vector k along the crystal

direction [110] while 4SO(k ‖ [1−10]) is the spin splitting at the wave vector k along

the crystal direction [1-10] [138].

In the empirical atomistic tight-binding simulation, the spin-orbit interaction can

be included by using the spin-resolved ”sp3d5s∗-so” 20-band basis. The Rashba spin-

orbit coupling, the Dresselhaus spin-orbit coupling, and even higher-order spin-orbit

coupling are all being considered in the simulation. Fig. 5.13 (a) is the spin splitting

of the first sub-band along crystal directions of [110] and [1-10]. The spin splittings
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in both crystal directions [110] and [1-10] are less than 1 meV. Furthermore, the

spin splitting extracted along the crystal direction [100] is even smaller than the spin

splitting extracted along the crystal direction [110] and [1-10] [138]. As a result, the

hypothesis that 1Γ sub-band and 2Γ sub-band are spin splitting can not be true.

For future reference, the Rashba parameter and the Dresselhaus parameter for

the Si:P δ-doped layer are calculated using Eq. 5.1 and are shown in Fig. 5.13 (b).

The Dresselhaus parameter (α) is larger than the Rashba parameter (β) as suggested

in [138].

Fig. 5.13.: (a) The first sub-band’s spin splitting and (b) the spin-orbit interaction

parameters extracted from the Si:P δ-doped layer’s electronic structure calculated by

the atomistic tight-binding simulations.
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5.7 Electron-electron interaction

5.7.1 Overview

The doping density in the Si:P δ-doped layer is in the order of ∼ 1014 cm−3, the

electron density is therefore extremely high. A strong electron-electron interaction is

anticipated in such a material system. In this section, another hypothesis assuming

that 1Γ sub-band and 2Γ sub-band are the two valley states while the 3Γ sub-band

is another sub-band at higher energy is investigated. It is assumed that the strength

of the electron-electron interaction in the current empirical tight-binding simulation

is not correct is could be the reason for the 3Γ sub-band to be missing from the

simulation results. The hypothetical scenario is depicted in the ARPES experimental

data shown in Fig. 5.14.

Fig. 5.14.: Electronic structure measured by APRES along (a) kxy and (b) kxky

direction. The 1Γ, 2Γ, and 3Γ sub-bands are marked based on the assumption that

1Γ sub-band and 2Γ sub-band are two valley states while 3Γ sub-band is another sub-

band at higher energy. The momentum distribution curve (MDC) along the Fermi

surface is also marked. The figure is extracted from [88].
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Fig. 5.14 (a) and (b) show the electronic structure measured in the ARPES

experiment along kxy and kxky directions, respectively. The 1Γ, 2Γ, and 3Γ sub-

bands are marked to illustrate the hypothetical scenario proposed in this section. For

the electronic structure along kxy direction, the valley splitting between 1Γ sub-band

and 2Γ sub-band is very small and can not be distinguished in the experimental data.

The resolution of the current ARPES experiment is ∼ 30 meV. We assume the valley

splitting between 1Γ sub-band and 2Γ sub-band is less than 30 meV. On the other

hand, for the electronic structure along kxky direction, the energy splitting between

1Γ sub-band and 2Γ sub-band increases with kxky. The 3Γ sub-band is at the same

energy level in the electronic structures along both kxy and kxky directions. The

energy splitting between 3Γ sub-band and 1Γ/2Γ sub-bands is 200 meV.

5.7.2 Simulation method overview

In the current empirical tight-binding calculation framework [34], the electron-

electron interaction is considered by imposing an effective potential in the tight-

binding Hamiltonian using the Hartree-Fock approximation [143].

(HTB + Veff (r;n))ψi(r) = εiψi(r) (5.2)

where HTB is the effective Hamiltonian constructed using the empirical tight-binding

basis and Veff is the effective potential that describes the electron-electron interaction.

ψi(r) and εi are the eigenfunction and the eigenenergy at state ”i”. The effective

potential (Veff ) consists of three terms: Vext, VD, and VXC as shown in Eq. 5.3.

Veff (r;n) = Vext(r) + VD(r;n) + VXC(r;n) (5.3)

where Vext(r) is the external potential introduced by the ionized Phosphorus atoms

with each Phosphorus atom assumed to be a Coulomb potential. VD(r;n) is the

displacement field potential that describes the electron-electron Coulombic repulsion.

VXC(r;n) is the potential introduced by the electron-electron exchange-correlation.
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The displacement field potential (VD) is obtained from Eq. 5.4.

∇2VD(r) = −e2 [n(r)− n0(r)] /εr (5.4)

where n0(r) is the spatial distribution of the fixed charges in the system which is

determined by the number of Phosphorus atoms and their location, n(r) is the spatial

distribution of the free electrons obtained from the eigenfunctions (ψi(r)). e is the

charge of an electron, and εr is the dielectric constant of the host material, which is

Silicon in the Si:P δ-doped layer material system.

The system is assumed electrically neutral so that the number of the free elec-

trons is the same as the number of the Phosphorus atoms. In this calculation, the

Hartree-Fock theory is applied, and the multi-electron anti-symmetric wave function

is approximated as a single Slater determinant. The Fermi-level (EF ) is determined

by filling up the density of states to reach the requirement on the number of the free

electrons. The eigenfunction (ψi(r)) with it’s eigenenergy (εi) below the Fermi-level

(EF ) is occupied by the free electrons. The spatial distribution of the free electrons

(n(r)) can be obtained by Eq. 5.5.

n(r) =
N∑
i=0

|ψi(r)|2,

where εi < EF

(5.5)

where ψi(r) is the eigenfunction that is filled by the free electrons, and N is the total

number of eigenfunctions (ψi(r)) with eigenenergies (εi) below the Fermi-level (EF ).

On the other hand, the electron-electron exchange-correlation potential (VXC)

consists of two terms: (1) the potential introduced by the exchange interaction (Vexch)

and (2) the potential introduced by the correlation (Vcorr). The expression of VXC is

shown in Eq. 5.6.

VXC(n(r)) = α [Vexch [n(r)] + Vcorr [n(r)]] ,
(5.6)
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where α is an empirical parameter to fine tune the strength of VXC to match exper-

imental data. Both Vexch and Vcorr are functions of free electron spatial distribution

(n(r)). The empirical expression of Vexch and Vcorr are shown in Eq. 5.7.

Vexch [n(r)] = −
(

e2

4πεr

)(
3n(r)

8π

)1/3

,

Vcorr [n(r)] = −
(

e2

4πεr

)
C1n(r)1/3 + C2n(r)2/3

[C3 + n(r)1/3]
2

(5.7)

where C1, C2, and C3 are 0.055/Å2, 0.104/Å, and 0.339/Å, respectively [143].

5.7.3 Exchange-correlation (VXC)

The electronic structure of Si:P δ-doped layer calculated with the empirical tight-

binding simulation uses the Hartree-Fock method to include electron-electron interac-

tion. The Coulombic interaction is considered with displacement field potential (VD),

and the exchange-correlation is considered with the exchange-correlation potential

(VXC). The local density approximation (LDA) is assumed to obtain the exchange-

correlation interaction where the the exchange-correlation interaction is a function of

electron spatial distribution [144].

The equation of the electron-electron exchange-correlation interaction is shown

here again as a reminder:

VXC(n(r)) = α [Vexch [n(r)] + Vcorr [n(r)]] ,
(5.8)

In this section, the changes to the electronic structure of the Si:P δ-doped layer with

the emperical parameter (α) for the electron-electron exchange-correlation interaction

is explored.

Fig. 5.15 shows the electronic structure of Si:P δ-doped layer calculated using

different exchange-correlation empirical parameters (α): (a) is α=0, (b) is α=1, (c)

is α=1.5, and (d) is α=5. 1Γ, 2Γ, and 3Γ sub-bands are identified using the orbital

analysis described in Sec. 5.3.3. Fig. 5.15 (a), (b), (c), and (d) all show that 3Γ
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sub-band is above the Fermi-level (EF ) that none of these electronic structures are

able to explain the ARPES experimental data.

In Fig. 5.15 (a), when α=0, 3Γ sub-band is getting closer to the Fermi-level (EF )

as compared to Fig. 5.15 (b), (c), and (d) for α=1, 1.5, and 5. In the previous

publication [121], the empirical parameter for exchange-correlation (α) is set to 1.

Reducing the empirical parameter for exchange-correlation (α) lowers the higher en-

ergy sub-bands (i.e., 3Γ sub-band) and gives an electronic structure that is closer

to the ARPES experimental data. This suggests that electron-electron exchange-

correlation interaction may have been overestimated or the effect of electron-electron

Coulomic repulsion is underestimated, which is the opposite of the electron-electron

exchange-correlation interaction.

Fig. 5.16 shows the sub-band energy difference between 3Γ sub-band and 1Γ sub-

band (3Γ-1Γ), and the energy difference between 1∆ sub-band and 1Γ sub-band (1∆-

1Γ). Different electron-electron exchange-correlation interaction empirical parameters

(α) are used in the simulation to extract the the energy difference of the sub-bands.

The energy difference between 2Γ sub-band and 1Γ sub-band is of ∼ 20 meV which

is not listed in Fig. 5.16 since it does not change with the electron-electron exchange-

correlation interaction empirical parameter (α).

The energy difference of sub-bands 3Γ-1Γ and 1∆-1Γ reduces as the electron-

electron exchange-correlation interaction empirical parameter (α) decreases. It must

be noted that the negative value of α tested here is for the numerical experimental

purpose only and has no physical meaning. α < 0 means that the electron-electron

Coulombic repulsion interaction is underestimated and the electron-electron screening

should be increased to match the ARPES experimental data. In the next section, we

explore how the Si:P δ-doped layer’s electronic structure changes with the electron-

electron screening.
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Fig. 5.15.: Si:P δ-doped layer’s electronic structure calculated for different exchange-

correlation interaction empirical parameter (α) (a) α=0, (b) α=1, (c) α=1.5, and (d)

α=5. 1Γ, 2Γ, and 3Γ sub-bands are identified and marked using the orbital analysis

described in Sec. 5.3.3.
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Fig. 5.16.: Energy differences 3Γ sub-band - 1Γ sub-band and 1∆ sub-band - 1Γ

sub-band with different electron-electron exchange-correlation interaction empirical

parameters (α) used in the simulation.

5.7.4 Electron Coulombic repulsion interaction (VD)

The electron-electron Coulombic repulsion interaction is related to the electron

screening effect in a material system. The displacement field potential introduced

by the electron-electron Coulombic repulsion interaction is shown here again as a

reference:

∇2VD(r) = −e2 [n(r)− n0(r)] /εr (5.9)

Solving the displacement field potential is equivalent to solving the Poisson equa-

tion. In the empirical tight-binding simulation framework, since only the ”donor

electrons” are considered in the self-consistent calculation, the dielectric constant

(εr) used here should represent the screening in the host material. In the previous

publication [121], the dielectric constant is assumed 11.9 which corresponds to the

dielectric constant of the Silicon host material. In this section, we investigate how

the dielectric constant (εr) changes the Si:P δ-doped layer’s electronic structure.
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Fig. 5.17 shows the Si:P δ-doped layer’s electronic structures calculated by the

empirical tight-binding method with different dielectric constants (εr) used in the

displacement field potential (VD). Fig. 5.17 (a) uses εr = 11.9, (b) is εr = 14, (c)

is εr = 20, and (d) is εr = 40. 1Γ, 2Γ, and 3Γ sub-bands are identified using the

orbital analysis described in Sec. 5.3.3. When the dielectric constant (εr) increases,

the 3Γ sub-band’s energy level reduces. For electronic structure calculated using the

dielectric constant (εr) of 20, 3Γ sub-band is beneath the Fermi-level(EF ) that is

close to the ARPES experimental data. On the other hand, for electronic structure

calculated using the dielectric constant (εr) of 40, the 3Γ sub-band is too close 1Γ

sub-band that is not the case in the ARPES experimental data.

Fig. 5.17.: Electronic structure of Si:P δ-doped layer calculated with the empirical

tight-binding method using different dielectric constant (εr) (a) εr = 11.9, (b) εr =

14, (c) εr = 20, and (d) εr = 40. 1Γ, 2Γ, and 3Γ sub-bands are identified and marked

using the orbital analysis described in Sec. 5.3.3. The figures are extracted from [88].
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Fig. 5.17 shows the binding energies of 1Γ, 2Γ, and 3Γ sub-bands extracted from

the empirical tight-binding simulation calculated using different dielectric constant

(εr). For a dielectric constant of 20, the binding energies of 1Γ, 2Γ, and 3Γ sub-bands

match the ARPES experimental data.

Fig. 5.18.: Binding energies of 1Γ, 2Γ, and 3Γ sub-bands extracted from the empirical

tight-binding simulation calculated using different dielectric constant (εr). For εr =

20, the binding energies of 1Γ, 2Γ, and 3Γ sub-bands match the ARPES experimental

data. The figure is extracted from [88].

Fig. 5.19 shows the electronic structure comparison for (a) the ARPES experimen-

tal data and (b) the empirical tight-binding simulation calculated using a dielectric

constant (εr) of 20. 1Γ, 2Γ, and 3Γ sub-bands are identified using the orbital analysis

described in Sec. 5.3.3. In the empirical tight-binding simulation, three Γ sub-bands

(1Γ, 2Γ, and 3Γ) are observed below the Fermi-level (EF ) which matches the ARPES

experimental data. Fig. 5.20 (a) shows the overlap between the APRES experimental

data and the empirical tight-binding simulation along kx, ky direction. The curvature

of 1Γ and 2Γ sub-band obtained from the ARPES experimental data is similar to the
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curvature obtained by the empirical tight-binding simulation. The energy difference

for each Γ sub-band is also listed. The energy difference for each Γ sub-band ex-

tracted from the APRES experimental data is similar to the result from the empirical

tight-binding simulation.

Fig. 5.19.: Comparison of Si:P δ-doped layer’s electronic structure obtained from (a)

the ARPES experimental data and (b) the empirical tight-binding simulation using

a dielectric constant (εr) of 20. The ETB simulation is calculated with εr = 20. 1Γ,

2Γ, and 3Γ sub-bands are identified and marked using the orbital analysis described

in Sec. 5.3.3. The figures are extracted from [88].
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Fig. 5.20.: Comparison of the Si:P δ-doped layer’s electronic structure along kx, ky

direction obtained from (a) the empirical tight-binding simulation and (b) the ARPES

experimental data. The energy difference between each sub-bands and the curvatures

of the sub-bands are similar for the ARPES experimental data and the empirical

tight-binding simulation. The figures are extracted from [88].

5.8 1∆ sub-band

The empirical tight-binding calculation in section 5.7 shows three Γ sub-bands

below the Fermi-levels, similar to the sub-bands observed in the ARPES experimental

data. However, 1∆ sub-band in the empirical tight-binding calculation is not observed

in the ARPES experimental data. This was the only discrepancy between the ARPES

experimental data and the empirical tight-binding simulation. Three years since

the first draft of this work, a new ARPES experiment presented in [145] shows the

observation of 1∆ sub-band. In the first ARPES experiment, the Γ sub-bands and

the ∆ sub-bands were not resolved with the same photon energy. The photon energy

used to acquire 1∆ sub-band is ∼80 eV while the photon energy used to acquire the

Γ sub-bands is ∼110 eV [145].

Fig. 5.21 (a) and (b) show the electronic structure of the Si:P δ-doped layer

obtained from the ARPES experimental data and the empirical tight-binding calcu-

lation. The ARPES experimental data is extracted from [145] and the the empirical
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tight-binding calculation for [88]. In Fig. 5.21 (a), 1Γ sub-band, 2Γ sub-band, and

1∆ sub-band are observed. Since 3Γ sub-band is close to the Fermi-level, in [145], the

3Γ sub-band is not observed due to process variation. In Fig. 5.21 (b), the empiri-

cal tight-binding calculation predicts the existance of 1∆ bands before the ARPES

experiment.

Fig. 5.21.: Electronic structure of the Si:P δ-doped layer obtained from (a) the ARPES

experimental data [145] and (b) the empirical tight-binding calculation. 1Γ, 2Γ,

3Γ, and 1∆ sub-bands are identified and marked with the orbital analysis method

described in Sec. 5.3.3. The experiment result shown in (a) is extracted from [145].

The simulation data shown in (b) is extracted from [88].
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5.9 Summary

Different physical mechanisms are investigated with the empirical tight-binding

simulation to explain the electronic structure of Si:P δ-doped layer measured in the

ARPES experiment. The empirical tight-binding simulation explains the 1Γ, 2Γ, and

3Γ sub-bands and predicts the existence of 1∆ sub-band that is reported in a latter

experimental work. The empirical tight-binding simulation matches the ARPES ex-

perimental data in various aspects such as valley splitting (2Γ-1Γ), energy splitting

of higher sub-band (3Γ-1Γ), and the curvature of the sub-bands along different direc-

tions (kxy and kx, ky). It is found that the dielectric constant εr of the Si:P δ-doped

layer εr ∼ should be 20. This improves the accuracy of the electrostatic modeling for

the Si:P δ-doped layer for donor-based quantum computing devices.
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