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ABSTRACT 

The rapid expansion of high-throughput phenotyping (HTP) platforms in agronomic research 

has led to a major shift in plant science towards time-series phenotyping that can track plant 

development through its life stages, providing an opportunity to dissect the genetic basis of 

longitudinal traits. Plant breeders can now phenotype large populations during the growing season 

and promote the desirable genetic gain for the traits of interest in specific time points within their 

breeding program. The biggest challenge is to use the various tools in a practical way to understand 

the many complexities of plant growth and development and breeding implications. This 

dissertation explores interdisciplinary frameworks to assess different applications of HTP for 

longitudinal traits in soybean breeding. We provide a review outlining the current analytical 

approaches in quantitative genetics and genomics to adequately use high-dimensional phenomic 

data. Examples, advantages, and pitfalls of each approach, and future research directions and 

opportunities are explored. Among longitudinal traits in soybean, average canopy coverage (ACC) 

and above-ground biomass (AGB) are promising traits to strategic improve yield gain. Soybean 

ACC is highly heritable, with a high genetic correlation to yield and can be effectively measured 

by unmanned aerial systems (UAS). This study reveals that progeny rows selection using yield 

given ACC (Yield|ACC) selected the most top-ranking lines in advanced yield trials, which 

emphasizes the value of HTP of ACC for selection in the early stages of soybean breeding. In 

addition, we developed a HTP methodology to predict soybean AGB over several days after 

planting (DAP) and assessed the quantitative genomic properties of temporal AGB using random 

regression models (RRM). Our results show that AGB narrow-sense heritability estimates 

fluctuated over time and the genetic correlation of AGB between DAP decreased as the days went 

further apart. Considering the trait heritability, high prediction accuracies suggest that AGB is a 

good indicator trait for genomic selection in soybean breeding. Different genomic regions were 

found to be associated with AGB over time with potential time-specific SNPs playing a role in the 

trait expression. Similarly, candidate genes were identified with potential different patterns of 

expression over time. This study presents novel genetic knowledge for longitudinal traits in 

soybean and may contribute to the development of new cultivars with high yield and optimized 

AGB. This is the first application of RRM for genomic evaluation of a longitudinal trait in soybean 
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and provides a foundation that RRM can be an effective approach to understand the temporal 

genetic architecture of a longitudinal trait in other crops.   
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 RESEARCH OVERVIEW 

1.1 Introduction 

Soybean [Glycine max (L.) Merrill] is one of the most important crops grown in the world, 

with 125.40 million hectares planted in the 2017/2018 cropping season, yielding 340.86 million 

tons worldwide (www.fas.usda.gov). Although soybean was domesticated in China, currently, the 

United States, Brazil, and Argentina account for almost 90% of the world production and exports 

(http://www.fas.usda.gov). In the past century, soybean yield has increased at an average rate of 

approximately 31 kg/ha annually (Ainsworth et al., 2012; Ray et al., 2013). The growing yield 

trend, along with the increase in cultivated area has more than doubled the global soybean 

production in the last decade (www.fas.usda.gov). These remarkable numbers indicate that 

soybean is a high value and profitable crop, since soybean’s seeds are composed by approximately 

40% protein and 20% oil. Consequently, soybean is the world’s largest source of protein for animal 

feed and the second largest source of vegetable oil (USDA, 2018). 

The success and expansion of soybean are due to a combination of factors, including 

improvement in farming technology and management, rising atmospheric CO2 concentration and 

genetic improvement, with the development of cultivars more productive, adapted and resistant to 

various biotic and abiotic stress factors (Specht et al., 1999). However, the forecast for the coming 

years projects that soybean yield and production will have to grow in even larger rates. According 

to the United Nations, the world population will reach over nine billion people by 2050, which 

combined with increasing wealth, higher purchasing power and changes in diets will require 

between 70 to 100% increase in food production (Godfray et al., 2010; Alexandratos and Bruinsma, 

2012). In this scenario, soybean average yield increases will have to shift from 1.3% per year to 

2.4% per year (Ray et al., 2013). 

There is no simple solution to this challenge, especially with limitation of agricultural land 

and environmental challenges. However, plant breeding will have a major role to sustain and 

enhance soybean yield for the future. It has been proposed that approximately half of the increase 

in soybean yield is due to genetic improvement (Specht et al., 1999; Board and Kahlon, 2011). 

Moving forward, plant breeders will have to strategically choose breeding targets and incorporate 

technological innovations to achieve maximum yield gain. 
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1.2 Breeding Schemes and Genetic Gain 

Plant breeding for any crop can be summarized as the process of creating populations or 

assembling germplasm accessions with useful genetic variation and selecting individuals with 

superior phenotypes, with the objective of genetically improving the performance of cultivars in 

the most efficient way possible (Fehr, 1998). Increasing yield through breeding is a function of 

genetic gain (∆𝐺), which can be defined as the rate of increase in yield over a given period. The 

expression for genetic gain is  ∆𝐺 = ℎ2𝑆/𝐿 , where ℎ2  is narrow-sense heritability, 𝑆  is the 

selection differential and 𝐿 is the breeding cycle time. Considering that 𝑆 is equivalent to the 

selection intensity (𝑖) multiplied by the phenotypic standard deviation (𝜎𝑝), then ∆𝐺 = ℎ2𝑖𝜎𝑝/𝐿 

(Falconer and Mackay, 1996). This equation comprises four key elements that influence breeding 

progress and that can be targets for improvement: (1) the amount of phenotypic variation in the 

population (𝜎𝑝); (2) the proportion of this phenotypic variation that can be attributed to genetic 

factors (ℎ2); (3) selection intensity (𝑖); (4) and the breeding cycle (𝐿) (Moose and Mumm, 2008; 

Xu et al., 2017). Thus, genetic gain can be improved by increasing 𝜎𝑝, ℎ2 and 𝑖 and decreasing 𝐿, 

providing the framework for breeding strategies.  

Phenotypic variation depends on the population used and is defined as the total observed 

variance, represented by the sum of variance resulting from genotype (𝜎𝑔
2 ), variance due to 

environment (𝜎𝑒
2 ), as well the variance of their interaction. Narrow-sense heritability is the 

proportion genotypic variance due additive effects passed along generations and is represented as 

the ratio of additive variance (𝜎𝑎
2) by phenotypic variance (𝜎𝑝

2). Therefore, increasing ℎ2 and 𝜎𝑝 

relies on two aspects: increasing genetic variation and decreasing environmental variation. In this 

context, a breeder carefully controls or manage environmental effects through experimental design, 

choosing uniform fields and cultural practices, post hoc statistical approaches, or both, resulting 

in a higher proportion of genetic variance represented by the phenotypic variance. In addition, in 

more advanced stages of a breeding program multi-environmental trials are added to the pipeline, 

in order to diminish environmental factors and detect genotype by environment interactions (GxE).  

In the other point of the equation, breeders aim to increase genetic variability in the population, 

which is determined at the time the population is formed and maintained in following cycles of 

selection (Hallauer et al., 2010). Genetic diversity relevant to the trait of interest is essentially 

obtained through crossing selected parental lines, either elite, exotic, interspecific material. 
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Although it seems simple, breeders use a range of methods to characterize and create 

favorable genetic variation in order to have potential genetic combinations and balanced elite 

performance. Molecular and genomic approaches including mutation, gene editing, transgenic, 

gene mapping and discovery, can help identify alleles or haplotypes or create new variations and 

add them to the existing genetic pool (Xu et al., 2017). In addition, the genetic variation on the 

target population must be adequate analyzed to obtain precise estimate of variance components 

and identify differences among genotypes. 

Selection intensity can be defined as the percentage of genotypes selected from the original 

population. While increasing phenotypic variation and heritability is straightforward, increasing 

selection intensity comes with the burden of decreasing genetic variability in subsequent 

generations. Thereby, to maintain breeding populations for long-term gain, selection intensity must 

be reasonably chosen for maintaining high genetic variability (Hallauer et al., 2010). Usually, to 

increase selection intensity, breeders increase the population size. However, there is a balance 

between genetic variation and sample size, depending on how large populations can be managed 

and the cost involved (Cobb et al., 2019). 

Breeding cycle is the last piece of the equation and there are several ways to accelerate the 

breeding process. First by increasing the efficiency and accuracy of selection, using approaches 

such as indirect selection, marker assisted selection (MAS) or genomic selection (GS) (Meuwissen 

et al., 2001; Mrode, 2014; Cobb et al., 2019). Yield is a very complex trait, being controlled by 

many genomic regions, and it can be measured only by the end of the growing season. Indirect 

selection by an early season correlated trait might select high yielding lines faster. MAS and GS 

enable the rapid selection of superior genotypes, skipping steps of phenotypic evaluation, which 

accelerates the breeding cycle (Crossa et al., 2017; Xu et al., 2017). Secondly, speeding up growth 

and development, using greenhouses, growth chambers or off-season nurseries are common 

practices that allows to manage more generations per year. New approaches that uses extended 

photoperiods and controlled temperature regime or complete in vitro meiosis and mitosis system 

to achieve are  overcoming the biological limits for a rapid generation cycling (De La Fuente et 

al., 2013; Yan et al., 2017; Li et al., 2018). 
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1.3 Field-based High-Throughput Phenotyping 

Phenotyping refers to measure or observe any characteristic or trait of an organism, including 

morphological, developmental, biochemical and physiological properties. Phenotype is the result 

of combined effect of the genotype, the environment and their interaction, and can be envisioned 

as a dynamic and continuous stream of data changing with development and in response to 

different environment conditions (Cobb et al., 2013). Even before the advent of plant breeding as 

a science, farmers have been making selection based on phenotypes, choosing the better-

performing plants or seeds. Phenotypic selection remains an important part of plant breeding 

(Cobb et al., 2019); however, plant breeders embrace new tools to understand heritability and 

genetic variation of valuable traits, improving power and efficiency of selection (Fehr, 1998). 

Genomic information have provided an economically feasible way to survey genetic variation, 

allowing breeders to: trace pedigree relationships, identify and select mutations, discover genes, 

gain insight into the genetic control of traits with genome wide association studies (GWAS), or 

QTL mapping, predict genomic values, perform genomic selection (GS), and perform indirect 

selection based on genetic correlations (Cobb et al., 2013). Most of these techniques relies on 

precision phenotyping data, having the potential to capitalize on advances in plant phenotyping. 

Therefore, continuing to develop new techniques available to breeders offer the potential to 

increase the rate of genetic improvement. 

In recent years, plant phenotyping has been through a revolution, using remote sensing 

technologies and advanced software to achieve high-throughput, cost-effectiveness and reveal and 

dissect novel traits (Montes et al., 2007; Furbank and Tester, 2011; Fiorani and Schurr, 2013; 

Araus and Cairns, 2014; Coppens et al., 2017).  Field-based high-throughput phenotyping mostly 

relies on imaging fields with different sensors, such as RGB (Xavier et al., 2017), multispectral 

(Zaman-Allah et al., 2015), hyperspectral (Gonzalez-Dugo et al., 2015) and light detection and 

ranging (LIDAR) (Sun et al., 2017b) cameras, mounted on unmanned aerial vehicles (UAV) (Yang 

et al., 2017) or ground-based vehicles (Salas Fernandez et al., 2017). In addition to the 

development and advance of sensors and platforms, data handling and processing became 

increasingly important for high-throughput phenotyping, in order to translate the imagery into 

useful information and knowledge in timely fashion (Tardieu et al., 2017). 

The goal of imaging plants is to measure a phenotype quantitatively, which is possible due 

the interaction between radiant energy and plants (reflecting, absorbing or transmitting photons), 
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that is captured by a sensor as reflected radiation (Fiorani et al., 2012; Li et al., 2014). Thus, plants 

are optical objects and each component of a plant tissue has a characteristic spectral signature 

coming from wavelength specific properties of absorbance, reflectance and transmittance of the 

vegetation surface ( Schowengerdt, 2012; Li et al., 2014). The spectral signature of plants changes 

during the life cycle, for instance, during senescence there is an increase of reflectance in the red 

region caused by a loss of chlorophyll (Schowengerdt, 2012). A broad range of imaging devices 

covering different regions of the electromagnetic spectrum is availed to use in plant phenotyping 

(Tardieu et al., 2017).  

RGB cameras are the most widely used sensor in plant science, providing information of 

aspects of plant architecture, such as canopy cover, biomass, height and canopy color (Baker et al., 

1996; Casadesús et al., 2007; Lee and Lee, 2013; Bendig et al., 2014; Casadesús and Villegas, 

2014; Holman et al., 2016). They are, basically, conventional digital cameras, that captures 

information in the red (~600 nm), green (~550 nm), and blue (~450 nm) spectral bands of visible 

light and transform them into a digital image. The use of an RGB camera in phenotyping is an 

attractive methodology for being robust, low cost, easy to operate, and simple to extract data (Zhao 

et al., 2019). 

The number of detected spectral bands can be extended to complement the RGB bands. 

Depending on how many bands are added to system, the camera can be called multispectral (3 to 

10 bands) or hyperspectral (more than 10 bands). In addition, spectral cameras differ from regular 

RGB cameras by being designed to give information of specific wavelengths and reflectance and 

typically are more sensitive for detection of differences in reflectance. Some bands have already 

been identified as being valuable for plant research, such as the transition from red to the infrared 

spectrum that are strongly reflected by plant tissue, but there is a lot of room for discovery (Li et 

al., 2014). Usually, the information from the spectral regions is extracted in the form of indices, 

which minimize disturbances caused by external factors, enhancing the variability due to 

vegetation characteristics (Peñuelas and Filella, 1998; Viña et al., 2011). These indices are created 

using composite arithmetic operations between spectral reflectance data of different wavelengths, 

such as the ratio of the difference and sum of reflected infrared and visible red measurements, 

known as the normalized difference vegetation index (NDVI) (Richards and Jia, 2006).  

Plant spectral reflectance offers the same uses of a RGB camera, but brings a new range of 

applications, especially into physiological status of plants, such as green biomass, chlorophyll and 
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carotenoids content, senescence, disease detection. (Peñuelas and Filella, 1998; Pan et al., 2015; 

Mahlein, 2016; Potgieter et al., 2017). However, it also relies on the development of calibration 

models to transform the sensor data into spectral information. Despite the imaging method, it is 

necessary an understanding of the measurement principle in order to have reliable imagery to 

obtain meaningful biological information. 

There are some key advances with high-throughput phenotyping platforms. Plant breeding 

is a number’s game: the more genotypes you evaluate the higher the probability of identifying 

superior ones. With that, plant breeders want to phenotype a large number of lines, which usually 

is labor intensive, logistically unfeasible and subjective when humans assess the trait. High-

throughput phenotyping enables screenings of thousands of genotypes in multi-locations field 

trials relatively effortless and with high precision. In addition, it is possible to capture several traits 

within a single image, including traits out of the range of human eyes. More interesting, it is a 

nondestructive and noninvasive procedure, making it possible to image the same experimental plot 

throughout the course of its lifecycle and reducing replication due sampling(Großkinsky et al., 

2015; Zhao et al., 2019). 

High-throughput phenotyping brings a new facet for plant genetic research, allowing time-

series measurements that can track the progression of plant growth and its interaction with 

environment. Some traits, such as light interception, biomass accumulation, response to drought 

stress, were usually treated as static points (i.e. measured once in the growing season), ignoring 

their dynamic nature (Montes et al., 2007). In addition, phenotypes were mostly restricted to one 

trait at a time. As a consequence, information regarding plant functioning and activation of genes 

and interacting gene networks at different stages of plant development and in responses to 

environmental stimulus was lost (Wu and Lin, 2006; Montes et al., 2007). Now we are moving 

forward to high dimensional phenotype on an whole-plant scale, accounting for environmental and 

temporal variation, which might enhance our understanding and bridge the gap of genotype-

phenotype relationships (Granier and Vile, 2014). To deal with this high dimensionally, advanced 

statistical approaches are needed and the set of traits might be treated as a function-value trait, 

since they are essentially a function, changing continuously in response to other variables 

(Stinchcombe and Kirkpatrick, 2012; Granier and Vile, 2014). 
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1.4 Potential Targets for Soybean Improvement 

There are opportunities to increase yield in soybean by targeting each of the genetic gain 

equation factors, incorporating new biotechnology, statistical, phenotyping approaches. Here, we 

will focus on potential targets in improving soybean breeding using high-throughput phenotyping. 

The big question is what traits should we phenotype? Yield is a very complex trait, meaning that 

is controlled by different genomic regions and their interaction with environment, and it is the 

result of all the processes of growth and development. Historically, soybean genetic gain has been 

achieved by selecting desirable cultivars based on high and stable grain yield (Frederick et al., 

1994). With the advance of molecular markers, several quantitative trait loci (QTL) associated 

with yield have been identified (Orf et al., 1999; Yuan et al., 2002; Chung et al., 2003; Kabelka et 

al., 2004; Kim et al., 2012). However, most of the QTLs identified in those studies haven`t been 

introgressed into cultivars or being used in breeding programs, for reasons regarding their validity 

(Ainsworth et al., 2012). Genetic studies based on yield will continue to be implemented in 

breeding programs, but an alternative to increase yield is to identify strategic traits, understanding 

changes that have enable past improvements in soybean yield. With that, some studies focused on 

investigating the physiological basis of yield gain (Koester et al., 2014, 2016; Großkinsky et al., 

2015, 2018; van Eeuwijk et al., 2018). However, most of these traits have not been used in breeding 

programs, due to the lack of techniques to rapidly and precisely assess them, and to do so 

nondestructively to preserve the breeding material.  

 Koester et al. (2014) showed that time to canopy closure did not change between older and 

newer cultivars, indicating that canopy needs to be optimized in a genotype to achieve its yield 

potential. Therefore, genotypes with lower canopy coverage may not have the potential to be a 

high yield line. This reflect the importance of canopy light interception (LI) for crop growth and 

yield. It has been demonstrated that soybean LI can be measured as a function of canopy coverage 

from images taken from above the plot (Purcell, 2000). Furthermore, soybean canopy can also be 

effectively derived from images acquired with UAS (Xavier et al., 2017; Hearst, 2019).  Xavier et 

al. (2017) found that average canopy coverage (ACC) measured at early season is a highly heritable 

trait (h2 = 0.77) with a promising genetic correlation with grain yield (0.87). In addition, early 

season canopy coverage improved the predictive ability for yield in genomic prediction models 

(Jarquin et al., 2018). Thus, early season canopy coverage has the ability to be used as a secondary 

trait for indirect selection for yield or as covariables to boost yield estimates. 
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When comparing soybean cultivars released between 1947-1971 with plant introductions, 

newer cultivars had enhanced biomass accumulation (Cregan and Yaklich, 1986). Another study 

with cultivars released 1911-1982, also demonstrated that yield improvement in the newer 

cultivars had increased biomass as a contributing factor (Frederick et al., 1991).  Kumudini et al. 

(2001) showed that increased biomass accumulation and longer leaf area duration contributed most 

of the yield increase in the newer cultivars evaluated. Rate and total biomass accumulation were 

also found to have driven increased yield in another study and suggested to be used in future yield 

gains (De Bruin and Pedersen, 2009). More recently, Koester et al. (2014) investigated canopy 

light interception, light energy conversion into biomass, and partitioned biomass into seed in 24 

soybean cultivars released 1923-2007 and found that energy conversion into biomass improved 

with year of release (YOR) and this gain is a result of increased biomass production for a given 

amount of light intercepted. In contrast, some studies showed inconsistent results with biomass 

from the ones just presented (Morrison et al., 2000; Jin et al., 2010). The contradicting results 

might be a result of the temporal relationship between biomass accumulation and yield (Kumudini 

et al., 2001), the differences of experiments' conditions and the cultivars chosen. Considering that 

harvest index in modern soybean cultivars is approaching theoretical maximum (Zhu et al., 2010; 

Koester et al., 2014), improving the temporal dynamics of biomass accumulation have the potential 

to contribute to future yield gains. Thus, canopy coverage and biomass are promising traits to 

strategic improve yield gain in soybean. 

1.5 Hypotheses and Objectives 

We hypothesize that high-throughput phenotyping can improve different aspects of soybean 

breeding. The specific hypothesis and respective objectives are: 

1. Average canopy coverage acquired with UAS can aid selection of high yielding lines in 

early stage of soybean breeding. Our objective was to compare the yield performance of 

soybean lines selected from progeny rows based on a typical pipeline with yield vs those 

selected using additional average canopy coverage data.  

2. Biomass accumulation can offer valuable insights into plant development and responses to 

the environment and can be a potential target to increase yield gain. As a dynamic trait 

changing over time, the phenotypic variation is associate with different regions on the 

soybean genome. In addition, longitudinal genomic prediction can be implemented to 
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accurately select biomass in soybean. Our objectives were to (a) to estimate soybean 

biomass throughout late vegetative and mid reproductive growth stages using HTTP; (b) 

revel the genetic architecture of the dynamics of biomass accumulation in soybean and (c) 

assess the ability of genomic prediction of breeding values for this longitudinal trait.  
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2.1 Abstract 

Background: In the early stages of plant breeding programs high-quality phenotypes are still a 

constraint to improve genetic gain. New field-based high-throughput phenotyping (HTP) 

platforms have the capacity to rapidly assess thousands of plots in a field with high spatial and 

temporal resolution, with the potential to measure secondary traits correlated to yield throughout 

the growing season. These secondary traits may be key to select more time and most efficiently 

soybean lines with high yield potential. Soybean average canopy coverage (ACC), measured by 

unmanned aerial systems (UAS), is highly heritable, with a high genetic correlation with yield. 

The objective of this study was to compare the direct selection for yield with indirect selection 

using ACC and using ACC as a covariate in the yield prediction model (Yield|ACC) in early stages 

of soybean breeding. In 2015 and 2016 we grew progeny rows (PR) and collected yield and days 

to maturity (R8) in a typical way and canopy coverage using a UAS carrying an RGB camera. The 

best soybean lines were then selected with three parameters, Yield, ACC and Yield|ACC, and 

advanced to preliminary yield trials (PYT).  
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Results: We found that for the PYT in 2016, after adjusting yield for R8, there was no significant 

difference among the mean performances of the lines selected based on ACC and Yield. In the 

PYT in 2017 we found that the highest yield mean was from the lines directly selected for yield, 

but it may be due to environmental constraints in the canopy growth. Our results indicated that PR 

selection using Yield|ACC selected the most top-ranking lines in advanced yield trials. 

Conclusions: Our findings emphasize the value of aerial HTP platforms for early stages of plant 

breeding. Though ACC selection did not result in the best performance lines in the second year of 

selections, our results indicate that ACC has a role in the effective selection of high-yielding 

soybean lines. 

2.2 Background 

Breeders are challenged to increase the rate of genetic gain. Genetic gain in a crop breeding 

program can be defined as  ∆𝐺 = ℎ2𝑖𝜎𝑝/𝐿 , where ℎ2  is the narrow-sense heritability, 𝑖 is the 

selection intensity, 𝜎𝑝 is the phenotypic standard deviation and 𝐿 is the breeding cycle time or 

generation (Falconer and Mackay, 1996). This equation translates theoretical quantitative genetics 

into parameters that breeders can manipulate in their breeding pipelines (Cobb et al., 2019). In this 

context genetic gain can be increased in a number of ways, including: increasing population size 

to increase selection intensity, shortening the breeding cycle, ensuring suitable genetic variation 

in the population, and obtaining accurate estimates of the genetic values (Moose and Mumm, 2008; 

Xu et al., 2017; Araus et al., 2018). Phenotyping directly or indirectly influences these parameters 

which emphasize the need for accurate, precise, relevant and cost-effective phenotypic data (Cobb 

et al., 2013). 

Plant phenotyping has recently integrated new technology from the areas of computer 

science, robotics, and remote sensing, resulting in high-throughput phenotyping (HTP) (Cabrera-

Bosquet et al., 2012; Cobb et al., 2013; Fiorani and Schurr, 2013; Li et al., 2014). Platforms have 

been developed based on high capacity for data recording and speed of data collection and 

processing in order to capture information on structure, physiology, development, and 

performance of large numbers of plants multiple times throughout the growing season (Cabrera-

Bosquet et al., 2012; Tardieu et al., 2017). Compared with other platforms, imagery-based field 

HTP using unmanned aerial systems (UAS) has the advantage of high spatial and temporal 

resolution (Tattaris et al., 2016) and is non-destructive.  
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There are a number of applications of a trait that can be precisely phenotyped with an HTP 

platform in a breeding pipeline. Secondary traits may increase prediction accuracy in multivariate 

pedigree or genomic prediction models (Rutkoski et al., 2016; Crain et al., 2018; Jarquin et al., 

2018). Alternately, traits measured with HTP can be used in selection indices or for indirect 

selection for yield (Prasad et al., 2007). Indirect selection may be preferable when the secondary 

trait is easier or less expensive to measure than yield and if it can be selected out-of-season or in 

earlier developmental stages or generations, accelerating decision-making steps, and consequently 

decreasing the breeding cycle (Richards, 2000; Bernardo, 2010).  

In a typical soybean breeding program, after reaching desired homozygosity, a common 

procedure is to select individual plants and then grow the next generation in progeny rows (PR) 

trials (Orf et al., 2004). At this stage, there is usually a large number of entries but a small number 

of seeds, limiting the experiment to unreplicated one-row plots at one location (Sun et al., 2015). 

Due to these limitations, yield measurements in PR are inaccurate and may require a large 

investment of resources. In this scenario, HTP has the potential to remotely measure in a 

nondestructive manner traits correlated to yield in early stages of development, improving data 

quality and reducing time or cost, or, for selection (Montesinos-López et al., 2017; van Eeuwijk et 

al., 2018).  

Several studies have demonstrated that attaining full canopy coverage, and thus maximum 

light interception (LI), during vegetative and early reproductive periods is responsible for yield 

increases in narrow-row culture due to enhanced early growth (Board et al., 1992; Shibles and 

Weber, 1996; Bullock et al., 1998). As management practices change over time, more recent 

studies using different plant populations found that rapid establishment of canopy coverage 

improves the interception of seasonal solar radiation, which is the foundation for crop growth and 

yield (Edwards and Purcell, 2005; Edwards et al., 2005). LI efficiency, measured as leaf area index 

(LAI), was significantly correlated to yield in a study comparing soybean cultivars released from 

1923 to 2007 (Koester et al., 2014). In addition, the rapid development of canopy coverage can 

decrease soil evaporation (Boerma et al., 2004) and suppress weeds (Jannink et al., 2000, 2001; 

Fickett et al., 2013). 

Purcell (2000) (Purcell, 2000) showed that soybean LI can be measured as a function of 

canopy coverage from images taken from above the plot using a digital camera. In addition, 

soybean canopy coverage can also be effectively extracted automatically from UAS-based digital 



 

 

28 

 

imagery (Xavier et al., 2017). Xavier et al., (2017) (Xavier et al., 2017) observed that average 

canopy coverage (ACC) measured early season was highly heritable (h2 = 0.77) and had a 

promising genetic correlation with yield (0.87), making it a valuable trait for indirect selection of 

yield. In the same study, they found a large effect quantitative trait locus (QTL) on soybean 

chromosome 19 that resulted in an estimated increase in grain yield of 47.30 kg ha−1 with no 

increase in days to maturity (−0.24 days). Candidate genes associated with growth, development, 

and light responses were found in genome-wide association analysis of imagery-based canopy 

coverage during vegetative development (Kaler et al., 2018).  Jarquin et al. (2018) found that early 

season canopy coverage, used to calibrate genomic prediction models, improved the predictive 

ability for yield, suggesting that it is a valuable trait to assist selection of high yield potential lines. 

Thus, early season canopy coverage has the potential to be used as a secondary trait for indirect 

selection for yield or as covariables to improve yield estimations in quantitative genetic models 

(van Eeuwijk et al., 2018). 

While several studies have shown the value of UAS to phenotype various traits for a number 

of crops (Pölönen et al., 2013; Bendig et al., 2014; Husson et al., 2014; Yang et al., 2014; De Souza 

et al., 2017; Madec et al., 2017), to our knowledge there is no study showing the use of UAS-

derived phenotypes for applied breeding purposes. In addition, no empirical studies have reported 

on the efficacy of using canopy coverage phenotypes in a soybean breeding pipeline. Selection 

experiments are useful for comparing breeding methods by enabling the assessment of realized 

gains of different selection categories to identify the most effective method. Our aim was to 

perform a selection experiment to compare the yield performance of soybean lines selected from 

PR based on yield with those selected based on ACC from imagery acquired with UAS.  

2.3 Methods 

2.3.1 Description of Breeding Populations 

This study used 2015 and 2016 F4:5 progeny rows (PR) populations from the soybean 

breeding program at Purdue University.  These trials were grown under a modified augmented 

design with replicated checks at the Purdue University Agronomy Center for Research and 

Education (ACRE) (40°28'20.5"N 86°59'32.3"W). Experimental units consisted of a one-row plot 

of size 1.83 m with 0.76 m row spacing and were planted on May 25, 2015, and May 24, 2016 
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(orientated South-North). In the 2015 PR experiment, we had 3311 plots with 2747 progenies and 

in 2016 PR we had 4220 plots with 4052 progenies. There was no overlap among the experimental 

lines in 2015 and 2016. 

For both years, we advanced selected lines in early- and late- maturing preliminary yield 

trials (PYT early and PYT late) comprised of lines classified as earlier or later than the check 

IA3023. The lines selected from 2015 PR were advanced as 2016 PYT early and PYT late and the 

lines selected from 2016 PR were advanced as 2017 PYT early and PYT late. The PYTs were 

grown in two locations and with two replications using alpha-lattice designs. The experimental 

unit consisted of two rows plot of 2.9 m in length in 2016 and 3.4 m in length in 2017, with 0.76 

m of row spacing. For both years, one of the locations was ACRE and the second location in 2016 

was at the Throckmorton-Purdue Agricultural Center (TPAC) (40°17'49.1"N 86°54'12.8"W) and 

in 2017 was at Ag Alumni Seed (40°15'41.3"N 86°53'19.1"W), both in Romney, IN.  

Lines selected from 2016 PYT and 2017 PYT were evaluated in an advanced yield trial 

(AYT) in 2017 and 2018, respectively. Both trials were grown in an alpha-lattice design in two 

locations with either three or four replications per location. The locations were the same as 

described for PYT 2017. AYT plots consisted of four rows of 3.4 m length and 0.76 m spacing 

among rows. AYT lines were classified as early and late in the same manner as PYT.  

2.3.2 Phenotypic Data 

For all trials, grain yield and days to maturity (R8) were collected for every plot. Grain 

yield (g/plot) was converted to kg.ha-1 using harvest-timed seed moisture to adjust all plot values 

to 13% seed moisture. R8 was expressed as days after planting when 50% of the plants in a plot 

had 95% of their pods mature (Fehr and Caviness, 1977).  

For PR 2015 and 2016 we quantified canopy coverage from aerial images collected using 

a fixed-wing Precision Hawk Lancaster Mark-III UAS equipped with a 14-megapixel RGB Nikon 

1-J3 digital camera. Flights were performed at an altitude of 50 m, which resulted in a spatial 

resolution of 1.5 cm per pixel. We used eight sampling dates of early-season canopy development, 

ranging from 15 to 54 DAP (15, 29, 34, 37, 44, 47, 51, 54 DAP) in 2015 PR, and seven sampling 

dates, ranging from 20 to 56 DAP (20, 27, 31, 37, 42, 52, 56 DAP) in 2016 PR. The trials were 

maintained free of weeds to ensure that the images captured only soybean canopy. Image analysis, 

plot extraction, and classification were performed using a multilayer mosaic methodology 
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described by Hearst (2019). This methodology allows for the extraction of the plots from ortho-

rectified RGB images using map coordinates, resulting in several plot images of different 

perspectives from the same sampling date due to overlapping frame photos. The number of plot 

images from the same date varies from plot to plot. Image segmentation was done using Excess 

Green Index (ExG) and Otsu thresholding (Hearst, 2019) to separated canopy vegetation from the 

background. Canopy coverage was calculated as the percentage of image pixels classified as 

canopy pixels. Median of canopy coverage values from replicated plot images was calculated for 

each sampling date. For each plot, average canopy coverage (ACC) was obtained by averaging the 

median canopy coverage among sampling dates. Figure 2.1 summarizes the process from image 

acquisition to the calculation of ACC. 

 

 

 

2.3.3 Statistical Data Analysis and Selection Methods of PR 

PR 2015 and 2016 yield, R8, and ACC phenotypes were fitted in a pedigree-based mixed 

model to estimate variance components and breeding values, using Gibbs sampling implemented 

in the R package NAM (Xavier et al., 2015), described as: 

𝑦𝑖 = 𝜇 + 𝑔𝑖 + 𝑒𝑖    (Equation 1) 

where 𝑦𝑖  is the phenotype, µ is the mean, 𝑔𝑖  (i = 1,…, number of genotypes) is the random 

genotype effect with 𝑔𝑖 ~ 𝑁(0, 𝑨𝜎𝑎
2) where A is the relationship matrix calculated using pedigrees 

Figure 2.1 Overview of data collection and processing to acquire average canopy coverage (ACC). 
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that traced back to PR founders and 𝜎𝑎
2 is the additive genetic variance, 𝑒𝑖 is the residual term with  

𝑒𝑖~ N(0, 𝐑σe
2) where R is a field correlation matrix considered to account for spatial variation in 

the field calculated as the average phenotypic value of neighbor plots (Lado et al., 2013) and σe
2 is 

the residual variance. For yield, an additional model was fitted in order to adjust for ACC 

(Yield|ACC), where the fixed ACC effect (aka covariate), 𝛽𝑖 (i = 1,…, number of genotypes), was 

added to the previous model. Yield|ACC is considered a different trait than yield. The solutions 

for 𝑔𝑖  for each trait here are defined as best linear unbiased predictors (BLUP). To estimate 

phenotypic correlations, we calculated Pearson’s correlations among BLUPs for the different traits. 

Narrow-sense heritability (ℎ2) was calculated using the formula: 

ℎ2 =
𝜎𝑎

2

𝜎𝑎
2+ 𝜎𝑒

2     (Equation 2) 

where 𝜎𝑎
2 and  σe

2 are described previously.  

For the selection experiment, the selection categories or traits used in this study were yield 

BLUPs, as the traditional selection method, ACC BLUPs, and Yield|ACC BLUPs. Lines were 

selected based on BLUPs rankings within each selection category. For PR 2015 we selected 

approximately 9% of progenies for each selection category. Since some lines were selected by 

more than one selection category, the total lines selected was 523. In 2016, since we had more 

progeny lines, we decreased the selection to 7.5%. Due to the overlap of lines selected among the 

selection categories, we selected 705 lines. There was some deviation from the intended selection 

intensities due to seed limitations, field space, or logistics in the breeding pipeline. Figure 2.2 

shows the summary of lines selected by each selection category for PR 2015 and 2016. As 

described above, selected lines were divided into early and late PYT. 
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Figure 2.2 Number of lines selected from progeny rows (PR) 2015 and 2016 by each selection criteria. 

 

2.3.4 Evaluation of PYT and AYT 

To evaluate PYT line performance, yield and R8 phenotypes across locations were fitted 

using restricted maximum likelihood (REML) approach, implemented in the R package lme4 

(Bates et al., 2015) : 

𝑦𝑖𝑗𝑘𝑙 = 𝜇 + 𝑔𝑖 +  𝑙𝑜𝑐𝑗 +  𝑟𝑘(𝑗) +  𝑏𝑙(𝑘(𝑗)) + (𝑔 ∗ 𝑙𝑜𝑐)𝑖𝑗 + 𝑒𝑖𝑗𝑘𝑙 (Equation 3) 

where 𝑦𝑖𝑗𝑘𝑙 is the phenotype, µ is the mean, 𝑔𝑖 (i = 1,…, number of genotypes) is the random 

genotype effect with 𝑔𝑖 ~ 𝑁(0, 𝜎𝑔
2) where 𝜎𝑔

2 is the genetic variance, 𝑙𝑜𝑐𝑗  (j = 1,…, number of 

environments) is the random location effect with 𝑙𝑜𝑐𝑗 ~ 𝑁(0, 𝜎𝑙𝑜𝑐
2 )  where 𝜎𝑙𝑜𝑐

2  is the location 

variance, 𝑟𝑘(𝑗)  is the random effect of  kth  replication nested within jth  location with 

𝑟𝑘(𝑗)~ 𝑁(0, 𝜎𝑟
2) where 𝜎𝑟

2 is the replication within location variance, 𝑏𝑙(𝑘(𝑗)) is the random effect 

of the lth incomplete block nested within the kth replication and jth  location with 𝑏𝑙(𝑘(𝑗)) ~ 𝑁(0, 𝜎𝑏
2) 

where 𝜎𝑏
2 is the block variance, (g ∗ 𝑒𝑛𝑣)𝑖𝑗 is the random genotype by location interaction effect 

with (g ∗ 𝑙𝑜𝑐)𝑖𝑗~ 𝑁(0, 𝜎𝑔𝑥𝑙𝑜𝑐
2 ) where 𝜎𝑔𝑥𝑙𝑜𝑐

2 e  is the genotype by location variance, and 𝑒𝑖𝑗𝑘𝑙 is the 

residual term with  𝑒𝑖𝑗𝑘𝑙~ N(0, σe
2) where σe

2 is the residual variance. Adjusted values for yield and 

R8 were calculated as µ +  𝑔𝑖, to express the phenotypes with units. Maturity is a confounding 

factor that influences yield, which may lead to misinterpretation of the yield potential of a line; 

therefore, we also calculated yield adjusted to R8 including R8 as a covariate in Equation 3. 

In a breeding program, the method that increases the population mean the most from one 

generation to the next is the preferred method; therefore, to evaluate the performance of the lines 
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in the selected classes we performed two-sample t-tests to compare the adjusted yield means of 

lines in each selected class. The best selection category is the one producing the highest yield mean 

within an early or late trial, considering that all lines came from the same original populations.  

Although AYT was not part of the selection experiment, we wanted to evaluate how the top-ranked 

lines were selected.  Lines were selected from PYT using rankings of yield BLUPs and advanced 

to AYT. For AYT data summary Equation 3 was used with the change of genotype to fixed effect. 

AYT lines were classified as early and late from R8 phenotypes. 

2.4 Results 

2.4.1 PR 

Table 2.1 shows the estimated narrow-sense heritability and phenotypic Pearson’s 

correlations for yield, ACC, Yield|ACC, and R8 for 2015 and 2016 PR. Positive correlations were 

observed among all traits with Yield, with the highest observed with Yield|ACC. ACC showed 

low (0.01) or negative (-0.1) correlation with R8 and negative correlation with Yield|ACC  in both 

years. R8 and Yield|ACC were positively correlated. Narrow-sense heritability for Yield|ACC and 

R8 was higher than for Yield in both years. Narrow-sense heritabilities were low for ACC and 

Yield, but the heritability of ACC was higher than yield in 2017.  

Table 2.1 Pearson’s correlations for PR 2015 (above diagonal) and 2016 (bellow diagonal) and narrow-

sense heritability 

r Yield ACC Yield|ACC R8 

Yield - 0.51 0.70 0.61 

ACC 0.06 - -0.14 0.01 

Yield|ACC 0.75 -0.20 - 0.69 

R8 0.30 -0.10 0.20 - 

h2     

PR 2015 0.23 0.06 0.35 0.36 

PR 2016 0.11 0.18 0.48 0.17 

Yield (Kg/ha), average canopy coverage (ACC), yield given ACC (Yield|ACC) and R8 (days to maturity), progeny 

rows (PR). r: Person`s correlation, h2: narrow-sense heritability. 
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2.4.2 PYT Selection Category Performance 

The box plots presented in Figure 2.3 A show the distributions of adjusted yield values for 

lines in each selected class and adjusted R8 means are summarized in Appendix A (Table A.1). 

For PYT early 2016 the yield mean was not significantly different among the lines from different 

selected classes. For PYT late 2016 the lines selected by Yield had a statistically significantly 

higher mean yield, and there were no statistically significant differences in mean yield among the 

lines selected by ACC and Yield|ACC. The mean yield of the lines selected by ACC and Yield 

was not statistically significantly different in PYT late 2016 when considering yield adjusted by 

R8 (Fig. 2.3 B). For  PYT early and late in 2017, the mean yield among lines from different selected 

classes was statistically significantly different, and the lines selected by Yield had a higher mean 

yield.  
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Figure 2.3 A. Box plot of yield (Kg/ha) and B. Yield adjusted by R8 (Yield|R8) distribution for all lines 

selected by each selection criteria (Yield, ACC and Yield|ACC) for preliminary yield trials (PYT) early 

and late in 2016 and 2017. Diamond indicates mean for each selection criteria. The line crossing the box 

plots are representing the median for each group. No significative (ns): p > 0.05; *: p <= 0.05; **: p <= 

0.01; ***: p <= 0.001; ****: p <= 0.0001. 

 

2.4.3 AYT Yield Performance 

Table 2 summarizes the ten top-ranked lines in AYT 2017 and 2018. In both years, the 

lines were mostly selected by two selection categories. None of the ten top-ranked lines in the 

AYT early 2017 were selected by Yield alone in the PR stage. In the AYT late 2017 only one line 
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was selected by Yield alone in the PR stage, in rank position ten. In AYT 2018 early and late the 

Yield selection category alone selected just three and two of the ten top-ranked lines, respectively. 

Considering both years, the number of top-ranked lines selected using only ACC and/or 

Yield|ACC was greater (14 lines) than the lines selected by Yield alone (6 lines). 

 

Table 2.2 Progeny row selection categories choosing the ten top-ranked lines for advanced yield trials 

(AYT). 

AYT early 2017 AYT late 2017 Rank AYT early 2018 AYT late 2018 

Yield, Yield|ACC Yield|ACC 1 Yield Yield, Yield|ACC 

Yield, Yield|ACC Yield|ACC 2 Yield, Yield|ACC Yield|ACC 

ACC, Yield ACC, Yield|ACC 3 Yield Yield, Yield|ACC 

Yield, Yield|ACC ACC 4 Yield, Yield|ACC Yield|ACC 

ACC, Yield Yield|ACC 5 Yield Yield 

Yield|ACC ACC, Yield, Yield|ACC 6 ACC, Yield Yield, Yield|ACC 

Yield, Yield|ACC ACC, Yield, Yield|ACC 7 ACC Yield, Yield|ACC 

Yield, Yield|ACC Yield|ACC 8 Yield, Yield|ACC Yield 

ACC, Yield, Yield|ACC ACC, Yield|ACC 9 Yield, Yield|ACC Yield|ACC 

Yield, Yield|ACC Yield 10 Yield|ACC Yield|ACC 

Average canopy coverage (ACC), yield given ACC (Yield|ACC). 

 

2.5 Discussion 

The positive phenotypic correlation found in this study among yield and ACC in PR 2015 

(Table 1) is in agreement with other studies (Xavier et al., 2017; Jarquin et al., 2018; Kaler et al., 

2018); however, this result was not repeated in PR 2016. Phenotypic correlation depends on 

genetic and environmental correlations, thus even when no phenotypic correlation can be estimated 

the traits may still be correlated genetically and environmentally (Falconer and Mackay, 1996). 

Considering that some studies showed a strong positive genetic correlation between ACC and yield, 

the lack of phenotypic correlation in PR 2016 may be the reflection of the genetic and 

environmental correlations acting in opposite directions between the two traits, as well as the 

interaction between genotype and environment (Falconer and Mackay, 1996; Hall, 2015; Xavier 

et al., 2017; Sodini et al., 2018).   

We observed none to negative phenotypic correlations between ACC and R8 in PR 2015 

and PR 2016, respectively, indicating that selection on ACC should not lead to indirect increases 
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in maturity. In both years, ACC and Yield|ACC were negatively correlated, which is expected 

since adjusting yield for ACC will correct the yield data to a baseline value of ACC, thus, 

simplistically, yield decreases for higher ACC and increases for lower ACC. 

For  PR 2015 and 2016 ACC heritabilities (Table 1) were lower when compared with other 

studies (Hall, 2015; Xavier et al., 2017), but these studies used multiple environments of replicated 

data, and we observed comparatively lower yield and R8 heritabilities as well. Generally, low 

heritabilities in PR trials are expected given unreplicated single row plot trials leading to 

challenges in the estimation of the genetic parameters of the tested lines.  

It is generally accepted that maturity confounds yield estimates in soybeans and later 

maturing cultivars will generally out-yield earlier maturating cultivars. In soybean breeding, yield 

phenotypes are sometimes corrected for R8 to better estimate yield potential per se and avoid 

indirect selection for later maturity. In our study, PYT early 2016 was the best scenario to compare 

the selection categories due to the lack of statistically significant differences in R8 among the 

selected classes (Fig. A.1). For this trial, the mean yield among the selection categories was not 

significantly different (Fig. 2.3), indicating that indirect section for yield based on ACC or using 

Yield|ACC would result in the same yield gain than direct selection on yield, considering that they 

derived from the same base population. Using ACC as a selection criterion in early stages of 

soybean breeding pipelines would provide advantages not only in the reduction of the time for 

selection but also in the cost associated with the trait measurement.  

For the other three trials, PYT late 2016 and PYT 2017, there were differences in the mean 

R8 between at least among two of the selection categories (Fig. A.1). Therefore, differences in the 

mean yield among the selection categories may be associated with the differences in days to 

maturity. The yield correction for R8 changed the comparison among the selection categories 

Yield and ACC in PYT 2016 late, making them similarly efficient for selection (Fig. 2.3). 

Although ACC selection did not produce higher gains than Yield selection, both PYT in 2016 

confirm findings from Xavier et al. (2017) (Xavier et al., 2017) that assuming identical selection 

intensities indirect selection for yield using ACC would have a relative efficiency for selection 

comparable to yield direct selection. In general, the findings from PYT 2016 did not hold in 2017 

trials (Fig. 2.3). Even after adjusting for R8 the lines selected by Yield had a higher performance 

than the lines selected by the other selection categories; however, the differences among the yield 

mean from lines selected by Yield and Yield|ACC was small for both early (~120 kg/ha) and late 
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(~150 kg/ha) trials (Additional file 1, Supplementary Table 1), which may indicate that Yield|ACC 

is a valuable trait for selection. 

This contrasting results in trait selection efficacy observed in 2016 and 2017 may be 

explained by differences in canopy coverage development in PR 2015 and PR 2016, as showed in 

the comparison of canopy coverage development over time of the common checks among years 

(Fig. A.2). In 2015 at around 53 days after planting (DAP) we observed an average of canopy 

coverage of 35% in the checks, while at the same DAP in 2016 the checks had an average of almost 

80% canopy coverage. This abnormal growth in 2016 produced tall plants and increased lodging 

(data not shown), which has a great effect in unreplicated single row plot trials where every 

genotype is competing with both neighbor rows. Considering that taller and bigger plants do not 

result in higher yields when ranking the top BLUPs, several lines that were selected based on ACC 

may have had poor yield potential. In addition, the lack of correlation of yield and ACC in PR 

2016 may have been a result of this unusual canopy growth. Therefore, despite the evidence that 

one trait can be used to indirect select for yield, the breeder needs to consider the environmental 

influence on the trait phenotypes at the time of selection. In our case, we could have used a 

threshold for ACC before doing the selections, avoiding the very high values of canopy coverage, 

or restricted selection dates to earlier points in development.  

If we consider the top 40 lines from AYT in 2017 and 2018, direct selection for yield alone 

selected only 6 lines from the PR trials, compared to 14 lines selected using ACC and/or 

Yield|ACC. Thus, despite the difference in mean performance among the selection categories in 

the PYT stage, we have demonstrated that ACC alone or combined with yield (Yield|ACC) are 

valuable secondary traits for selection in the PR stage. Yield|ACC had the best selection result in 

the top 10 lines for the AYT. Poor yield measurements due to harvesting errors, weather, and plot 

damage, lead to inaccurate representations of yield potential. Adjusting yield for early season ACC 

compensates for these inadequacies and is a better predictor of the real yield potential. This is in 

agreement with Jarquin et al. (2018) (Jarquin et al., 2018) results showing that early season canopy 

coverage increased the predictive accuracy of yield in genomic predictions models. Additionally, 

digital canopy coverage has a one to one relationship to LI, which in turn is an important factor 

for yield potential equation (Monteith and Moss, 1977; Purcell, 2000; Xavier et al., 2017). 

Therefore, up to a certain point, increases in LI, through ACC, will result in increases in yield 

when the other parameters in the yield equation are kept the same.  
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In this study, we have shown that the efficiency of selecting high yielding soybean lines can 

be improved by taking advantage of an HTP trait. Field-based HTP using UAS is robust, simple, 

and cost-effective and can measure a wide range of phenotypes that can be converted into useful 

secondary traits (Cobb et al., 2019; Zhao et al., 2019). Breeding teams need to evaluate carefully 

the value of these secondary traits in increasing genetic gain either in a phenotypic selection or as 

part of pedigree or genomic prediction schemes (Rutkoski et al., 2016; Cobb et al., 2019). In 

addition, we recommend testing different scenarios to ensure if the greater response is using the 

secondary trait alone or in combination with yield. However, if not in the literature, an 

investigation of heritability and genetic correlation to yield should be carried out to evaluate the 

potential of the trait.  

2.6 Conclusions 

One of the most important tasks of a plant breeder is to find among the available selection 

criteria a combination that can promote the desirable genetic gain for the traits of interest within 

their breeding program. Field HTP must be integrated into a wider context in breeding programs 

than trait estimation, evaluation of platforms, and genetic association studies. We examined three 

different ways to select soybean lines from PR trials: Yield, ACC and Yield|ACC. We compared 

their performance in advancing selected lines in the following generations common in a soybean 

breeding program. We have demonstrated that the secondary trait ACC measured using an aerial 

HTP platform can be used for selection, alone or in combination with yield, in early stages of 

soybean breeding pipelines. This method may offer even more advantages when yield is low 

quality or can’t be phenotyped due to the high cost or extreme weather events. Further studies are 

needed to assess environmental effects on canopy coverage phenotypic variation in order to have 

optimized recommendations on the use of ACC for selecting high yielding lines in different 

scenarios.  
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3.1 Abstract 

The rapid development of remote sensing in agronomic research allows the dynamic nature 

of longitudinal traits to be adequately described, which may enhance the genetic improvement of 

crop efficiency. For traits such as light interception, biomass accumulation, and responses to 

stressors, the data generated by the various high-throughput phenotyping methods requires 

adequate statistical techniques to evaluate phenotypic records throughout time. As a consequence, 

information about plant functioning and activation of genes, as well as the interaction of gene 

networks at different stages of plant development and in response to environmental stimulus can 

be exploited. In this review, we outline the current analytical approaches in quantitative genetics 

that are applied to longitudinal traits in crops throughout development, describe the advantages 

and pitfalls of each approach, and indicate future research directions and opportunities. 

3.2 Introduction 

Enhancing agricultural production efficiency by reducing yield gaps while also breeding 

more stress-resilient cultivars is the next challenge for plant breeders (Godfray et al., 2010; Foley 

et al., 2011; Ray et al., 2013; Challinor et al., 2014; Tai et al., 2014). The most feasible solutions 

are developing innovative approaches to speed up the genetic improvement of economically 
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important traits and characterizing novel traits and incorporating them into breeding programs 

(Duvick, 2005; Lange and Federizzi, 2009; Fischer and Edmeades, 2010; Nolan and Santos, 2012; 

Rogers et al., 2015).  

Plant breeding was established as a science in the beginning of the 20th century, when new 

insights about the genetic basis of phenotypic variation for quantitative traits were integrated with 

the foundational theories of inheritance mechanisms and crop hybridization elucidated by Mendel 

and Darwin, respectively (Johannsen, 1909, 1911; East, 1911; Bradshaw, 2017). Since then, plant 

breeders have improved crop productivity by selecting for numerous traits. Breeding objectives 

are constantly refined to address new challenges, including adaptation to new production areas, 

addressing emerging pests and diseases, various end uses, advanced farming technologies, and 

climate change (Toenniessen, 2002; Baenziger et al., 2006; Tester and Langridge, 2010; Gilliham 

et al., 2017). For instance, in 1955 the focus of soybean breeding was to increase seed oil content, 

canopy ground cover, and ripening uniformity. Ten years later the focus shifted to reducing pod 

shattering and lodging, and then it changed again over the years to include quality and value-added 

traits (Baenziger et al., 2006). Similar shifts in breeding goals and phenotyping technologies have 

also occurred in animal breeding (Henryon et al., 2014; Miglior et al., 2017). However, throughout 

history, improving traits of interest depends on the ability to quantify phenotypes across genotypes 

replicated over multiple environments (Stoskopf et al., 1994). Therefore, potentially valuable traits 

may have been neglected due to costly phenotyping and technological limitations. 

Plant phenotyping has always been paramount for genetic improvement. Recent advances in 

proximal remote sensing, paired with new sensors and computer science applications, has enabled 

cost-effective high-throughput phenotyping (HTP) and dissection of novel traits (Montes et al., 

2007; Furbank and Tester, 2011; Fiorani and Schurr, 2013; Araus and Cairns, 2014; Coppens et 

al., 2017). High-throughput phenotyping provides time-series measurements that track the 

development of a crop through its life stages and as it responds to the environment. Information 

on gene function, the activation of genes, interaction of genes networks at different stages of plant 

development and in response to environmental stimulus can now be exploited (Wu and Lin, 2006; 

Montes et al., 2007).  It is increasingly possible for plant breeders to consider light interception, 

biomass accumulation, and response to drought stress as dynamic traits, rather than static points 

in time (Montes et al., 2007). This analytical framework enhances our understanding of crop 
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development and bridges gaps in understanding the relationship between genotype and phenotype 

(Granier and Vile, 2014; Araus et al., 2018). 

Traits that are expressed repeatedly or continuously over the lifetime of an individual can be 

defined as longitudinal traits (Yang et al., 2006; Oliveira et al., 2019a), infinite-dimensional traits 

(Kirkpatrick and Heckman, 1989), or function-valued traits (Promislow et al., 1996). The study of 

longitudinal traits can provide important insights into the genetic mechanisms underlying 

physiological responses to environmental stresses and developmental processes. This information 

can be used to improve predictive ability for complex polygenic traits under multivariate settings, 

and contribute to identifying overall (e.g., soybean yield) or time specific Quantitative Trait Loci 

(QTL) (Fahlgren et al., 2015; Campbell et al., 2017; Sun et al., 2017a). Such analysis enables 

assessment of the statistical association of genetic and environmental factors, such as the 

relationship between molecular markers and response to abiotic stress at different developmental 

stages (Langridge and Fleury, 2011). In this context, phenotypic data describes a function changing 

continuously in response to other variables (Stinchcombe and Kirkpatrick, 2012; Granier and Vile, 

2014). These approaches generate a vast amount of data, which requires advanced statistical 

approaches to enable evaluation of the phenotypic data as a function of time. In this literature 

review, we will outline the current analytical approaches in quantitative genetics and genomics 

that can be applied to HTP quantified over time (Figure 3.1). In addition, we describe the 

advantages and pitfalls of each method and explore directions and opportunities for future research. 
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Figure 3.1 Schematic workflow of longitudinal data analyses. Different remote-sensing tools most 

commonly used for high-throughput phenotyping monitoring crop growth and development. Comparative 

overview of the potential models for genomic analysis, together with examples of outputs and 

computational demand. 

 

3.3 Phenotyping Longitudinal Traits 

Current HTP platforms, also referred to as “phenomic” tools, include a variety of 

methodologies that use remote sensing to obtain non-destructive phenotypic measurements, either 

in controlled environments or in the field (Pauli et al., 2016b). The most common types of sensors 

for crop phenotyping include red-green-blue (RGB; Xavier et al., 2017), multispectral (Xu et al., 

2019), hyperspectral (Bodner et al., 2018), fluorescence (Pérez-Bueno et al., 2016), thermal (Sagan 
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et al., 2019), three-dimensional (3D; Topp et al., 2013), and laser-imaging detection and ranging 

(LiDAR) (Sun et al., 2018) devices. In general, these sensors rely on the interaction between 

electromagnetic radiation and plants (reflecting, absorbing, or transmitting photons), which is 

captured by the sensor as reflected radiation (Fiorani et al., 2012; Li et al., 2014). Thus, the sensors 

interpret the plants as optical objects, with each component of the plant displaying a characteristic 

spectral signature arising from wavelength-specific properties of absorbance, reflectance, and 

transmittance from the vegetation surface (Schowengerdt, 2012; Li et al., 2014). 

The spectral signatures of plants change during the life cycle, giving rise to genotype-time-

specific phenotypes. For instance, during senescence, there is an increase of reflectance in the red 

region caused by a loss of chlorophyll (Schowengerdt, 2012). For field-based phenotyping, these 

sensing tools are usually integrated into ground or aerial vehicles (Araus et al., 2018). Most HTP 

platforms have the spatial and temporal resolution needed to capture longitudinal traits. However, 

the needs and resources of the specific experiment should drive the choice of platform and sensor, 

as these choices directly impact the scale and type of research (Pauli et al., 2016b). Several reviews 

have focused on HTP and its nuances, such as data collection, data processing and types of sensors 

(Fahlgren et al., 2015; Rahaman et al., 2015; Singh et al., 2016; Tardieu et al., 2017; Yang et al., 

2017; Zhao et al., 2019; Reynolds et al., 2020). 

The genetic control of longitudinal traits captured with HTP was recently reported for 

different crops. In a greenhouse, Neilson et al. (2015) investigated the growth and dynamic 

phenotypic responses of sorghum to water-limited conditions and various levels of fertilizer over 

time. They defined and measured several traits, including leaf area, shoot biomass, height, tiller 

number, and leaf greenness using laser scanning, RGB, and near-infrared (NIR) cameras. In barley, 

multiple sensors captured daily images in a greenhouse over 58 days measuring the spectrum of 

visible light, fluorescence, and NIR in order to dissect phenotypic components of drought 

responses (Chen et al., 2014). Tiller growth in rice was examined using more than 700 traits 

extracted from an imaging system combining computed tomography (CT) and RGB imaging 

during the tillering process (Wu et al., 2019). 

  In the field, Sun et al. (2018) used LiDAR mounted on a tractor to quantify leaf area, stem 

height, and plant volume in cotton in the field from 43 to 109 days after planting. From these 

measurements, they generated genotype-specific growth curves and assessed variability in traits 

and their genetic correlation to yield over time. In soybean, an unmanned aerial vehicle (UAV, aka 
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drone) with an RGB camera measured canopy coverage in the field across several days after 

planting for genome-wide association analysis and genomic selection (Xavier et al., 2017; Hearst, 

2019; Moreira et al., 2019). Blancon et al. (2019) characterized the dynamics of the green-leaf-

area index in a diversity panel of maize under well-watered and water-deficient treatments using 

multispectral imagery acquired from a UAV throughout the growth cycle. Thermal and 

hyperspectral sensors mounted to a manned aircraft were used to extract canopy temperature and 

vegetation indexes of more than 500 lines of wheat in five field environments over a range of dates 

(Rutkoski et al., 2016). 

Field-based HTP for roots has seen less progress than HTP of above-ground traits due to the 

difficulty of below-ground imaging (Atkinson et al., 2019). Shovelomics is a high-throughput 

method for root phenotyping and that has been used for crops, such as maize, common bean, 

cowpea, and wheat (Trachsel et al., 2011; Burridge et al., 2016; York et al., 2018). It consists of 

extracting several traits from images. However, it is destructive and labor-intensive, requiring 

manual root excavation, which limits its ability to capture repeated records over time. Recently, 

geophysical techniques, including electrical resistance tomography, electromagnetic inductance, 

and ground-penetrating radar have contributed to identify and quantify roots in the field in a non-

destructive manner (Shanahan et al., 2015; Whalley et al., 2017; Liu et al., 2018a; Atkinson et al., 

2019). Nevertheless, HTP root phenotyping is more commonly performed in controlled 

environments that allow the use of alternative growth systems that enable root imaging, such as 

rhizotrons, growth pouches and transparent artificial growth media (Atkinson et al., 2019; Ma et 

al., 2019). To model the growth dynamics of maize, Hund et al. (2009) performed daily scans of 

root systems grown over blotting paper. Topp et al. (2013) used 3D imaging phenotyping of rice 

root architecture in a gellan gum medium on various days of growth to perform QTL detection 

analysis. Recent advances in the use of X-ray CT and magnetic resonance imaging in plant sciences 

have enabled monitoring of root system architecture and dynamic growth over time in soil 

(Metzner et al., 2015; Pfeifer et al., 2015; van Dusschoten et al., 2016; Pflugfelder et al., 2017; 

Gao et al., 2019). More details and additional techniques for root phenotyping are presented in 

Atkinson et al. (2019). 
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3.4 Modeling Longitudinal Traits 

Plant growth and development are characterized by several phenotypic changes, which can 

only be studied by monitoring repeated phenotypes over time (Li and Sillanpää, 2015). High-

throughput phenotyping platforms allow tracking of traits with a high temporal resolution, whether 

continuously over time or in discrete intervals (Furbank and Tester, 2011). Traditionally, 

mathematical functions are used to describe temporal trajectories of traits during the plant's life 

cycle (Paine et al., 2012). Analysis of longitudinal traits usually employs one of the following two 

techniques (Li and Sillanpää, 2013): 1) smooth functions (such as splines; e.g. Oliveira et al., 2019a, 

van Eeuwijk et al., 2018) or parametric functions (such as growth models; e.g. Paine et al., 2012) 

to fit the phenotypic records over time, providing interpolated values for all time points; or 2) the 

data is reparametrized by estimating the function’s coefficients, which are then used in the analysis 

to represent the trait over time. Either way, it is necessary to select the function that best fits the 

shape of the trajectory of the trait to accurately estimate the curve parameters and results. Paine et 

al. (2012) provide a detailed review about growth models, highlighting basic functional forms, 

advantages and disadvantages. In this section, we will describe the main functions that have been 

successfully used to fit a variety of traits for the purposes of crop improvement.  

Many of the complexities of plant growth are commonly represented using non-linear 

growth models that account for temporal variation in growth, capturing age and size-dependent 

growth (Paine et al., 2012). Usually, the growth pattern within a plant life cycle follows a sigmoid 

curve (S‐shaped) characterized by an initial slow growth that then increases rapidly, approaching 

an exponential growth rate, and finally slows when it reaches a saturation phase (Yin et al., 2003). 

The S-shaped curve can be described by sigmoidal functions such as the logistic, Gompertz, 

Richards or β functions  (Gompertz, 1815; Richards, 1959; Yin et al., 2003; Poorter et al., 2013). 

In this case, the Gompertz function is a special case of the Richard function; which is one of the 

oldest growth models frequently used to fit various biological processes across species (Tjørve and 

Tjørve, 2017). The Gompertz function has been used to describe biomass accumulation in maize 

kernels (Meade et al., 2013), barley biomass (Chen et al., 2014), and various longitudinal traits in 

wheat (Camargo et al., 2018) and sorghum (Neilson et al., 2015). The Logistic function is more 

commonly used in its asymptotic form to describe the time dependence of biological growth 

processes for traits such as biomass, canopy coverage, canopy size, volume, length, and area 

(Thornley et al., 2005; Paine et al., 2012). The Logistic function can have one, two, three, four, or 



 

 

47 

 

five-parameters (Tessmer et al., 2013). One- and two-parameter logistic models are simplistic and 

frequently do not fit the data well, but are still used in several studies (e.g. Paine et al., 2012; 

Tessmer et al., 2013). The three-parameter logistic function (3PL; also known as a Verhulst or 

autocatalytic growth function) is perhaps the most popular model for plant growth analysis. In a 

water-limitation experiment in sorghum, a 3PL model had the best performance of a variety of 

sigmoidal models to fit the projected leaf area (Neilson et al., 2015). Sun et al. (2018) used a 3PL 

model to fit growth curves for canopy height, projected canopy area, and plant volume obtained 

from HTP in cotton. In wheat, Baillot et al. (2018) estimated various grain-filling parameters by 

fitting a 3PL model. The four-parameter logistic (4PL) model is more flexible than the 3PL as it 

has fewer constraints (Pinheiro and Bates, 2000). Camargo et al. (2018) phenotyped the average 

of area, height, and senescence in wheat throughout its lifecycle and found that 4PL models best 

fit the longitudinal data. The five-parameter version (5PL) provides maximum flexibility and 

accommodates asymmetry (Gottschalk and Dunn, 2005), despite its higher complexity compared 

to the lower number of parameters. 

Many biological curves cannot be described by sigmoidal functions. A Power Law (also 

known as allometry) function is a type of non-asymptotic, non-linear growth model that does not 

produce an S‐shaped curve (Marquet et al., 2005). They are often used in ecology to predict 

relationships in plant communities (Chen and Shiyomi, 2019). It effectively captures temporal 

variation in growth as it allows the relative growth rate to slow down over time and with an increase 

in biomass (Paine et al., 2012). A Power Law function was used to fit projected leaf area data in 

sorghum receiving various levels of nitrogen (Neilson et al., 2015), as well as leaf length and 

rosette area in Arabidopsis thaliana (An et al., 2016). 

Linear models, such as orthogonal polynomials and spline functions, are also used to fit 

longitudinal traits (Oliveira et al., 2019a). The use of polynomials in crop growth models started 

in the 1960s as a functional approach to fit growth data and provide a clear picture of ontogenetic 

drift (Vernon and Allison, 1963; Hughes and Freeman, 1967; Poorter, 1989). One of the 

advantages of these functions is that they do not require prior knowledge of the longitudinal shape 

of the phenotype. Therefore, they are useful for fitting biological data of any shape simply by 

choosing different orders of the polynomials. Although they are not linear in time, polynomial 

functions are linear in their parameters, and consequently, can take advantage of the inference 

methods available for linear models (Yang et al., 2006). For instance, cubic polynomial functions 
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have been used to describe grain growth in crops such as rice (Jones et al., 1979; Shi et al., 2015), 

wheat (Gebeyehou et al., 1982), barley (Leon and Geisler, 1994), and safflower (Koutroubas and 

Papakosta, 2010). One of the main difficulties with this approach is choosing the appropriate 

degree of polynomial to fit the data while avoiding spurious upward or downward trends or 

overfitting or underfitting the data (Paine et al., 2012).  

Orthogonal polynomials are particularly popular for fitting biological curves because they 

have much lower correlations among their coefficients and provide estimates of the covariance 

matrices that tend to be more robust over a variety of data sets (Schaeffer, 2004). Legendre 

polynomials represent simple orthogonal polynomials and have been used successfully to fit 

longitudinal traits in livestock breeding programs (e.g. Albuquerque and Meyer, 2001; Oliveira et 

al., 2017; Brito et al., 2017; Oliveira et al., 2019b) and for plant research (e.g. Yang et al., 2006; 

Yang and Xu, 2007; Campbell et al., 2018; Momen et al., 2019). 

Spline functions offer a more flexible alternative for modeling longitudinal traits compared 

to orthogonal polynomials (van Eeuwijk et al., 2018). Splines are piecewise polynomial functions, 

linked at specific points called knots (de Boor, 1980). For longitudinal data, these knots represent 

time points within the data collection interval (Li and Sillanpää, 2015). The greater flexibility of 

splines is due to the independence of each segment, which can have the same or different 

polynomial degrees, accommodating abrupt changes in the trajectory (Meyer, 2005b). A particular 

type of spline function is the basis spline, or B-spline (de Boor, 1980), extensively deployed in 

animal breeding (Meyer, 2005b; Oliveira et al., 2019a). Another version of spline is P-spline, 

which combines B-splines with different penalties on the coefficients of adjacent B-splines, 

resulting in smoother curves (Eilers and Marx, 1996; Meyer, 2005b). 

Spline functions have recently been used to model longitudinal traits in crops. For instance, 

haulm senescence was assessed at several points during the growing season in a diploid potato 

mapping population and fitted using P-splines (Hurtado et al., 2012). Montesinos-López et al. 

(2017) used a B-spline function to fit wheat canopy hyperspectral bands in a yield prediction model. 

B-splines have also modeled rice temporal shoot biomass in a water-limited environment (Momen 

et al., 2019).  
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3.5  Statistical Genetic Models 

Plant breeding is mostly based on the selection of new genetically superior cultivars from a 

large set of candidates. Simple arithmetic means of the phenotypic values, or Best Linear Unbiased 

Estimation (BLUE, treating genotypes as fixed effects), were used for selection prior to the 

development of Best Linear Unbiased Prediction (BLUP; Henderson, 1974). BLUPs are based on 

a mixed linear model and are now the most commonly used method for genetic evaluation of plant 

and livestock species (Piepho et al., 2008; Mrode, 2014). In the mixed-model framework, the 

genotypes are fitted as random and the genotypic effects are estimated by BLUP. The main 

advantage of BLUP over previous methods is its increased prediction accuracy for genetic effects. 

This is due to the shrinkage toward the mean that depends on the amount of information available 

(from the individual and/or its relatives), which will adjust extreme high and low performance 

toward the overall mean, and also to the incorporation of the genetic correlation between related 

genotypes from pedigree or genomic information (Piepho et al., 2008). The latter is not a 

requirement for the model, so the simplest case of BLUP uses no relationship matrix and the 

genotypes are considered to be independent random variables (Yan and Rajcan, 2003; Cullis et al., 

2006). Piepho et al. (2008) present several examples of BLUP analyses in plant breeding. 

Although rarely used, pedigree data is an easy and inexpensive source of information for plant 

breeders to leverage the relationship between individuals for a more accurate estimation of 

breeding values. Pedigree-based BLUPs have been successfully used in various crops (Bromley et 

al., 2000; Rutkoski et al., 2016; Basnet et al., 2018; Moreira et al., 2019), and have contributed to 

major advancements in the rates of genetic progress. 

The inclusion of genomic information provides more accurate estimates of genetic 

relatedness among genotypes, especially with regards to the Mendelian sampling effects (Habier 

et al., 2007). Genomic information traces allele inheritance, capturing small segments of the 

genome shared among individuals, even when they are apparently unrelated through pedigree 

(Velazco et al., 2019). Plant breeders have widely adopted genomic-based BLUPs (GBLUP) for 

genomic selection (Auinger et al., 2016; Crossa et al., 2017; Schrag et al., 2019). Although 

genomic information is promising, in practice high-density genotyping is not always feasible for 

all genotypes within a breeding program due to genotyping costs, logistics, or both (Habier et al., 

2009). An alternative is to construct a joint relationship matrix based on pedigree and genomic 

relationships to predict BLUPs for genotyped and non-genotyped material, which is called single-
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step GBLUP (ssGBLUP; Misztal et al., 2009; Aguilar et al., 2010; Christensen and Lund, 2010). 

This approach integrates both relationship matrices, connecting their different yet complementary 

information on genetic relatedness, and provides more reliable and accurate estimates of genetic 

similarities between genotypes. Genomic breeding values based on the ssGBLUP approach are 

commonly used in animal breeding (Aguilar et al., 2010; Legarra et al., 2014; Meuwissen et al., 

2015; Guarini et al., 2019a, 2019b; Oliveira et al., 2019d), and their use has started to become 

popular in plant breeding as well (Ashraf et al., 2016; Cappa et al., 2019; Velazco et al., 2019). In 

sorghum, Velazco et al. (2019) demonstrated that this methodology improves the predictive ability 

for complex traits, especially for traits with low heritability estimates, measured late in the 

development stage, or those that are difficult or expensive to measure. 

For longitudinal traits, one can calculate BLUPs for each time point separately as 

individual traits with unique phenotypes; however, these approaches do not directly investigate 

and compare trends over time (Littell et al., 1998). This makes it difficult to consider a large 

number of time points and inhibit data comparison when BLUPs shrink differently due to 

discrepancies in heritability estimates. The main goal of fitting curves and patterns for longitudinal 

traits is to consider variability in the developmental process across many points in time (e.g. 

growth). Analytical methods have been developed to better evaluate longitudinal traits using the 

BLUP context, a simple analysis of variance, or both (Littell, 1990; Meyer and Kirkpatrick, 2005; 

Mrode, 2014). We will discuss the main methods in this review. 

3.5.1 Repeatability Model 

Individual measurements recorded over time can be treated as repeated records of the same 

trait. This is known as the repeatability model. There are two critical assumptions implicit in this 

method: 1) the variances of different measurements within the same genotype (or individual) are 

always equal, regardless of the time interval between records; and 2) the genetic correlations 

between all measurements are equal to one, i.e. measurements at different time points are all 

influenced by the same genes (Falconer and Mackay, 1996; Meyer and Hill, 1997; Littell et al., 

1998). In this scenario, simple repeatability models are the standard approach.  

One of the simplest methods is the repeated-measurements analysis of variance (ANOVA) 

using a split-plot in time design, which treats the genotypes as a whole-plot unit and genotypes at 

particular times as a sub-plot unit (Rowell and Walters, 1976; Littell, 1990). It is important to 
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mention that as time is a factor in the experiment that cannot be randomized, this is not a true split-

plot design. Also, this method assumes the data have equal variances (homoscedasticity) in all 

repeated measurements and that all pairs of measurements will have the same correlation (i.e. 

compound symmetry), which are unrealistic assumptions for most crop datasets. However, Huynh 

and Feldt (1970) showed that the equality of the variances of differences between any two 

treatment measurements assumed to be correlated was sufficient to perform a split-plot ANOVA. 

In this case, if the data violate the Huynh and Feldt condition, the F-statistics for the sub-plot unit 

and their interaction will be inflated. Thus, this method is prone to high Type I error rates, leading 

to conclusions that effects are statistically significant when they are not (Scheiner and Gurevitch, 

2001; Fernandez, 2019). 

In the context of mixed models, specifying the random and fixed effects in the model will 

depend on the study objectives, data structure, and the assumptions that can be made. Usually, 

time is considered as a fixed effect because it is not randomized in an experiment. Simple 

repeatability models have been used to calculate BLUPs and BLUEs of longitudinal traits derived 

from HTP for genomic prediction, such as in wheat (Rutkoski et al., 2016; Sun et al., 2017a).  

3.5.2 Multiple-trait Model 

Often, HTP platforms are used to generate phenotypes of plants in different “ages” or 

development stages, with the mean and variance of the phenotypes between measurements/assay 

dates changing over time. Thus, the assumption is that the genetic control of longitudinal traits 

will be different over time, characterizing the longitudinal records/phenotypes as different traits. 

A common approach to analyze longitudinal traits in this scenario is a multi-trait analysis that 

considers each time point as a different dependent variable (Sun et al., 2017a). 

Multivariate analysis of variance (MANOVA) is an extension of ANOVA, mentioned 

earlier, that avoids the covariance structure problems raised in repeated-measures ANOVA. 

However, it still requires equality in covariance among the groups being compared and balanced 

data over time. In addition, MANOVA assumes a multivariate normal distribution. Alternative 

methods have been proposed to overcome these restrictions (Krishnamoorthy and Lu, 2010; 

Krishnamoorthy and Yu, 2012; Konietschke et al., 2015), but MANOVA still has limited use in 

practice.  
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In the BLUP context, multiple-trait mixed models were first implemented by Henderson 

and Quaas (1976) to analyze two or more correlated traits making use of genetic and residual 

covariances among the traits (Speidel, 2011). Using this method, one can directly model the 

covariance structure of multiple dependent variables and efficiently handle missing data (Mrode, 

2014). The main advantage of using a multiple-trait model (MTM) over a single-trait repeatability 

model is the improved evaluation accuracy for each trait arising from better connections in the 

data between the genetic and residual covariance (Colleau et al., 1999; Mrode, 2014). This data 

structure will benefit the prediction of traits with lower heritabilities when combined with highly 

heritable traits and genotypes with missing records for one or more traits (Mrode, 2014). In wheat, 

MTM was used to predict BLUPs for canopy temperature and normalized difference vegetation 

index (NDVI; Sun et al., 2017), and BLUEs for green NDVI (Juliana et al., 2018).  

There are some disadvantages of multiple-trait mixed models. For instance, high-

dimensional longitudinal data (e.g. traits recorded multiple times over a long period) can lead to 

over-parameterized models with high computational requirements (Speidel, 2011). There is also 

the potential for high correlations between consecutive measurements, which can reduce the power 

of the tests of significance (Foster et al., 2006). There are approaches to reduce the dimensionality 

of the MTM, which we are discussed below. It is worth noting that, when applying these 

approaches, the appropriate models should still be adequate to describe the data, accounting for 

the changes of mean and covariance over time, and estimate the necessary genetic parameters 

(Mrode, 2014). 

Canonical transformation of phenotypic records is a common procedure to eliminate 

autocorrelation among traits through eigenvalue decomposition (Meyer and Hill, 1997). A set of 

highly correlated measures will provide eigenvalues close to zero. Under the framework of 

canonical transformed phenotypes, the original observations are transformed into a new set of 

response variables and the ones with the highest eigenvalues are selected to compose the new 

combination of traits. After fitting the MTM with the new values, the results are transformed back 

to the original scale (Mrode, 2014). Grosu et al. (2013) highlighted that canonical transformation 

can only be used if all individuals are recorded for all the traits and that the model needs to be the 

same for each trait, accommodating only two random effects: residual and genetic. Another 

strategy to fit MTM is referred to as ‘bending’ (Thompson and Meyer, 1986; Meyer, 2019). It does 

not require all traits to be measured in all individuals. This procedure forces a decreased 
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autocorrelation among traits by shrinking the covariance among traits by a bending factor, which 

creates a positive-definite covariance matrix. 

The principal component analysis (PCA) and factor analysis (FA) methods are often more 

appropriate to reduce dimensionality for a large number of traits. FA identifies common factors, 

called latent variables, associated with the correlations between variables (Mrode, 2014). On the 

other hand, the PCA approach aims to create independent variables (principal components) that 

explain the maximum amount of variation in the dataset (Mrode, 2014). Thereafter, the principal 

components or latent variables become the new dependent variables in the MTM. Both methods 

have been used to reduce the dimensionality of longitudinal trait analysis in animals (Macciotta et 

al., 2017; Durón-Benítez et al., 2018; Vargas et al., 2018), and plants (Kwak et al., 2016; Yano et 

al., 2019). 

As longitudinal traits are, by definition, taken along a time trajectory, the whole data set 

can be represented by parameters describing the shape of the trajectory curve (e.g. growth curve). 

These parameters can become the new dependent variables or integrated covariance structures in 

MTM (Speidel, 2011; Oliveira et al., 2019a); however, none of the approaches to analyze 

longitudinal data that we have discussed so far have considered that the genetic and environmental 

variances may change over time (Meyer, 1998, 2005a; Oliveira et al., 2019a). In addition, these 

approaches are limited to the time points at which traits were measured. Random regression models 

(RRMs) provide a way to overcome these limitations (Schaeffer, 2004).  

3.5.3 Random Regression Model 

A common property of longitudinal traits is that the covariance between repeated measures 

depends on the interval of time between them. In other words, measurements collected closer in 

time will be more correlated than measures collected farther apart. Kirkpatrick et al. (1990) 

presented the concept of analyzing longitudinal data using covariance functions by describing the 

covariance structure of the traits as a function of time. In essence, this approach fits a set of 

orthogonal functions to a given covariance matrix for the records taken over time (Meyer and Hill, 

1997).  

First-order autoregressive analysis (AR-1) is an appealing method for modeling covariance 

structure for phenotypes measured over time (Apiolaza and Garrick, 2001; Yang et al., 2006; 

Vanhatalo et al., 2019). It assumes homogenous variances and correlations that decline 
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exponentially as measurements are separated by greater time intervals. Thus, two measurements 

collected closer in time will be more correlated than those further apart (Wade et al., 1993; Littell 

et al., 2000; Piepho et al., 2004). The AR-1 structure is only applicable for measurements taken at 

equally spaced time points (Wang and Goonewardene, 2004). Though this is a difficult 

requirement to meet in agricultural research, especially in field trials, modeling the longitudinal 

trait as described in the previous section would make the data evenly spaced over time and validate 

the AR-1 method. An alternative is to use a spatial power covariance structure that allows for 

unequal intervals between time points (Wang and L. A. Goonewardene, 2004).  

Note that so far, we are assuming homogenous variance over time. There are also 

covariance structures to handle heterogeneous variance, such as the first-order ante-dependence 

structure (Wolfinger, 1996). Thus, Legendre orthogonal polynomials and splines are more 

attractive covariance functions as they produce relatively small correlations among the regression 

parameters and adjust flexibly to the shape of the trajectory curve (Schaeffer, 2004; Meyer, 2005b, 

2005a; Bohmanova et al., 2008; Pereira et al., 2013; Brito et al., 2018). In plants, different 

covariance structures have been assessed for a variety of traits (Apiolaza et al., 2011; Sun et al., 

2017a; Campbell et al., 2019).  

Meyer and Hill (1997) showed that covariance functions are equivalent to RRMs. Schaeffer 

(2016) reported that covariance functions help to predict the change in variation over time, while 

RRMs are a way to estimate covariance functions and determine individual differences in 

trajectories. RRMs provide a robust framework for modeling trait trajectories using covariance at 

or between each time point with no assumptions of constant variances or correlations. RRMs 

provide insights about the temporal genetic variation of developmental behavior underlying the 

studied traits (Oliveira et al., 2019a). Despite the increased computational cost, RRMs result in 

more accurate breeding values compared to other methods (Sun et al., 2017a; Oliveira et al., 2019a). 

The RRMs were first introduced in animal breeding to overcome over-parameterized 

models in MTM and they have been used extensively since then (Jamrozik and Schaeffer, 1997; 

Schaeffer, 2004; van Pelt et al., 2015; Englishby et al., 2016; Oliveira et al., 2019a). In summary, 

RRMs set the parameters of the function describing the trajectory of the trait as fixed and random 

effects in the model, resulting in fewer parameters than MTM (Schaeffer, 2016; Oliveira et al., 

2019a). Consequently, in RRMs the random parameters do not correspond directly to the 

individuals’ genetic value for the longitudinal trait. Rather, they correspond to the genetic values 
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of sets of regression coefficients that represent the time trajectory of the longitudinal trait for each 

genotype (Turra et al., 2012). Estimates of genetic parameters and breeding values can be obtained 

for all time points within the interval analyzed from the genetic (co)variance matrices for the 

regression coefficients and the matrix of independent covariates for all time points associated with 

the function used (Oliveira et al., 2019a). When the same fixed effects are used in all models, it is 

appropriate to examine different covariance structures using real data and select the one that best 

fits the model based on a statistical methods, such as the Akaike Information Criterion (AIC, Wang 

and Goonewardene, 2004) or Bayesian Information Criterion (BIC, Neath and Cavanaugh, 2012). 

Finally, estimate the effects of interest using the selected covariance structure. In a general form, 

RRM can be described as follows (Oliveira et al., 2019a): 

ygij = ∑ bqgzqg

Q

q=1

+ ∑ arizri

R

r=1

+ ∑ psizsi

S

s=1

+ egij 

where ygij is the jth repeated record of genotype i (e.g., canopy coverage at different days after 

planting); bqg is the qth fixed regression coefficient for the gth group; ari is the rth random regression 

coefficient for the additive genetic effect of the ith genotype; psi is the sth random regression 

coefficient for permanent environmental effect of the ith genotype; egij is the residual effect; and 

zqg, zri and zsi are the covariates related to the function used to describe time (e.g., days after 

planting), assuming the same function (e.g., Legendre polynomial) with possible different orders 

Q, R, and S (e.g., linear, quadratic, cubic) (Oliveira et al., 2019a). 

Random regression models have been shown to be the most effective choice to genetically 

evaluate longitudinal traits in numerous livestock breeding programs (as reviewed by Oliveira et 

al., 2019), but there are only a few examples of the applications of RRMs in plant breeding, 

especially when incorporating genomic information. Sun et al. (2017) captured the change of HTP 

traits continually over wheat growth stages using RRMs. Campbell et al. (2018) used RRMs to 

predict shoot growth trajectories in a rice diversity panel and demonstrated an improvement in 

prediction accuracy compared to a single-time-point model. Based on the same rice dataset, 

Campbell et al. (2019) used RRMs to identify QTL with time-specific effects. Multiple-trait RRMs 

are also feasible and have been implemented in several settings in animal breeding programs 

(Nobre et al., 2003; Muir et al., 2007; Oliveira et al., 2019d, 2019b). 
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3.6 Implementation of Genomic Selection for Longitudinal Traits 

Meuwissen et al. (2001) introduced the concept of genomic selection (GS) based on the idea 

that markers from dense genome-wide genotyping will be in linkage disequilibrium with QTLs 

that have an effect on the quantitative trait of interest. Thus, they can be used for selection without 

identifying the QTL or the functional polymorphism. This increased understanding of GS arose as 

it became known that markers would carry relationship information in addition to the signal 

captured by the linkage disequilibrium between markers and QTL (Habier et al., 2007; Meuwissen, 

2009). 

In GS, genomic and phenotypic data are combined in a training population to enable the 

development of prediction equations that can be used in a testing (or target) population of selection 

candidates consisting of individuals that were genotyped but not phenotyped (Crossa et al., 2017). 

Therefore, GS enables a more accurate selection of individuals at an early age (with no 

measurements). This increases the rate of genetic gain by reducing the time required for the variety 

development and the cost per cycle. High-throughput phenotyping is able to generate high-quality 

quantitative data and effectively characterizes large training populations during the growing season. 

The combination of GS and HTP has the potential to increase precision and efficiency while 

lowering costs and minimizing labor (Araus et al., 2018).  

Under the longitudinal framework of GS, the prediction of temporal breeding values enables 

targeted selection on specific periods in the growing season or selection of individuals that exhibit 

desirable trait trajectories. In addition, the longitudinal trait can be used as secondary traits to 

improve the genomic selection of economic endpoint traits such as yields (Sun et al., 2017a). 

Campbell et al. (2018) used RRMs with a second‐order Legendre polynomial to perform pedigree 

and genomic predictions of shoot growth trajectories in a rice diversity panel. They demonstrated 

an improvement in prediction accuracy using the RRM compared to a single-time-point model. 

Furthermore, the authors reported that genomic RRMs were useful in predicting future phenotypes 

using a subset of early measurements. Another study in rice used RRMs to predict projected shoot 

area in controlled and water-limited conditions using Legendre polynomials and B-spline basis 

functions (Momen et al., 2019). Before fitting both functions, they adjusted raw phenotypic 

measurements to obtain BLUEs for downstream genetic analysis. Overall, RRMs produced higher 

prediction accuracy compared to the baseline multiple-trait model. In addition, B-splines 

performed slightly better than Legendre polynomials (Momen et al., 2019).  
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Currently, statistical models used in GS for plant breeding are most often single-trait 

(univariate) and do not take advantage of genetic covariance among traits or phenotypic records 

collected at different time points (Jia et al., 2012). However, MTM for GS was shown to 

outperform single-trait models by accounting for correlation among traits, thereby increasing 

prediction accuracy, statistical power, parameter estimation accuracy, and reducing trait selection 

bias (Jia et al., 2012; Guo et al., 2014a; Montesinos-López et al., 2016, 2019). These advantages 

are even more obvious for low-heritability traits, such as yield, that are genetically correlated with 

highly heritable traits (Guo et al., 2014a; Jiang et al., 2015). Recently, studies in the CIMMYT 

wheat breeding program (www.cimmyt.org/) have shown that the accuracy of GS is greatly 

improved by incorporating HTP longitudinal data from the so-called secondary traits measured 

with UAV (Rutkoski et al., 2016; Montesinos-López et al., 2017; Sun et al., 2017a, 2019), an 

approach that is relatively inexpensive to implement as HTP and genotyping have become more 

accessible (e.g. targeted genotyping-by-sequencing approach; Pembleton et al., 2016). In addition, 

secondary traits are also useful to predict the primary trait at early growth stages, since they can 

often be phenotyped ahead of a primary trait like grain yield (Sun et al., 2017a). Therefore, 

longitudinal traits can be used as secondary traits to improve the accuracy of GS and contribute to 

a better understanding of the biological mechanisms underlying stress responses and development. 

As described in the previous section, there are various ways to extract the genetic information from 

longitudinal traits and the methods employed will determine how they can be used in GS. 

Rutkoski et al. (2016) used HTP canopy temperature (CT), green normalized difference 

vegetation index (GNDVI), and red normalized difference vegetation index (RNDVI) taken over 

time as secondary traits in GS for yield in wheat. First, they estimated BLUEs for the longitudinal 

traits using the repeatability model and used them in an MTM with yield, for pedigree and genomic 

predictions. They found that multiple-trait modeling with secondary traits increased accuracies for 

grain yield using both pedigree and genomic information, compared to the single-trait models. In 

another study, CT and NDVI also improved the ability to predict grain yield in wheat (Sun et al., 

2017a). However, in addition to a repeatability model, the authors also used MTM and RRMs to 

calculate BLUPs for the secondary traits in order to compare their efficiency. The predictive ability 

improved by 70%, on average, when including secondary traits, and the predictive ability of RRM 

and MTM were superior to the repeatability model. Also in wheat, Juliana et al. (2018) performed 

pedigree and genomic multi-trait prediction models using BLUEs of yield and GNDVI measured 
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at different dates. They found that including GNDVI increased prediction accuracies. Sun et al. 

(2019) used an RRM with a cubic smoothing spline to predict BLUPs for CT and GNDVI in wheat. 

In a second step, they used BLUPs for secondary traits and grain yield as the dependent variables 

in GS. The prediction accuracy using the secondary traits increased by an average of 146% for 

grain yield across cycles and the secondary traits measured in the early stages were optimal for 

enhancing the prediction accuracy. Montesinos-López et al. (2017) and Crain et al. (2018) obtained 

similar results in wheat. Howard and Jarquin (2019) modeled the genetic covariance between 

canopy coverage and yield using the SoyNAM dataset (Song et al., 2017; Diers et al., 2018) and 

demonstrated that, based on different cross-validation schemes, the predictive ability was the 

highest when both canopy and marker information were included in the model. Two other papers 

reported similar improvements with the same dataset (Xavier et al., 2017; Jarquin et al., 2018). 

Given the capability of HTP to collect multiple temporal traits at the same time, multiple-

trait RRMs (MTRRMs) can be powerful tools for joint genomic prediction of several longitudinal 

traits (Oliveira et al., 2016). In addition, MTRRMs can incorporate different functions to describe 

different traits in the same model and estimate genetic correlations between different traits over 

time (Oliveira et al., 2016). In animals, MTRRMs are a plausible alternative for joint genetic 

prediction of milk yield and milk constituents in goats (Oliveira et al., 2016), cattle (Oliveira et al., 

2019d), and buffaloes (Borquis et al., 2013). Recently, MTRRMs for projected shoot area and 

water-use recorded daily over a period of 20 days showed better predictive abilities compared to 

single-trait RRMs (Baba et al., 2020). 

In animal breeding and multiple-stage plant breeding analysis, it is common to use deregressed 

genetic values as the pseudo-phenotypes for genomic predictions. Oliveira et al. (2018) compared 

different deregression methods for longitudinal traits. However, this multiple-step approach may 

result in lower accuracies, bias, and loss of information (Legarra et al., 2009; Kang et al., 2017). 

Considering the advantages of ssGBLUP and RRMs in genetic evaluation, integrating both 

approaches is an effective strategy to enhance the genomic prediction of longitudinal traits (Kang 

et al., 2017). Koivula et al. (2015) reported higher accuracy and less bias in the prediction of Nordic 

Red Dairy cows for milking performance using a ssGBLUP RRM compared to the traditional 

pedigree-based RRM. Kang et al. (2017) showed that ssGBLUP RRMs achieved the highest 

accuracy and least bias under a variety of scenarios, including persistency of accuracy over 

generations, compared to other models. In summary, the use of ssGBLUP based on RRMs can 
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increase the reliability of genomic predictions for test-day traits in dairy cattle (Koivula et al., 2015; 

Kang et al., 2018; Oliveira et al., 2019d), and possibly in crops. 

3.7 Detecting QTL and Causal Variants Associated with Longitudinal Traits 

One of the main goals in genomic research is to predict the phenotypic variation using 

genotypes, by identifying genetic variants. The development of an organism is the result of an 

interacting network of genes and environmental factors (Wu and Lin, 2006). Unlike single-time-

point measurements, studying longitudinal traits as a function of time allows the comprehensive 

assessment of crop growth and development (e.g. age metabolic rate; Ma et al., 2002). However, 

in plants, the detection of QTL analysis or genome-wide association studies (GWAS) for 

longitudinal traits are still performed at each time point independently. For instance, Würschum et 

al. (2014) used linkage mapping at discrete time points separately to identify time-specific QTLs 

associated with plant height in triticale. In cotton, canopy-related traits were used separately for 

each of the several studied days to map additive QTL effects and their interaction with the 

environment (Pauli et al., 2016a). In soybeans, a GWAS was used to identify QTL for each 

individual canopy coverage measurement spanning 14–56 days after planting (Xavier et al., 2017). 

Zhang et al. (2017) performed QTL mapping for several growth-related traits at 16 time points 

separately in maize. Also in maize, analysis of individual time points found different and 

simultaneous QTLs controlling plant height at different growth stages (Wang et al., 2019). Using 

time point growth-related traits, Knoch et al. (2019) found evidence of temporal QTLs in canola. 

Although useful, these static examinations provide a simplified view of genetic control, neglecting 

temporal changes and developmental features of trait formation (Wu and Lin, 2006). In addition, 

in animals, it has been shown that neither the phenotypic nor additive polygenic effects of 

longitudinal traits are constant throughout the entire phenotypic expression (Szyda et al., 2014; 

Brito et al., 2018; Oliveira et al., 2019a).  

As an alternative, Ma et al. (2002) proposed a dynamic model, called functional mapping, 

to map QTLs associated with the whole developmental process of longitudinal traits. As mentioned 

earlier, longitudinal traits can be represented as curves, described by a few parameters from a linear 

or non-linear function over a given time. The idea behind functional mapping is that the difference 

in curve parameters among genotypes may suggest temporal patterns of genetic control over the 

phenotypic trajectory (Ma et al., 2002). Thus, functional mapping allows testing of timing and the 
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duration of QTL expression (Wu et al., 2004). Several modeling strategies for functional mapping 

have been proposed and have been reviewed by Li and Sillanpää (2015). One of the approaches 

(the two-stage method) consists of modeling the whole phenotypic trajectory using linear and 

nonlinear models and using these parameters as latent-trait phenotypes for QTL detection (Li and 

Sillanpää, 2015). Often, researchers perform analyses for individual time points followed by this 

two-stage method to derive the curve parameters. Busemeyer et al. (2013) used a logistic function 

to fit high-throughput-derived biomass from different development stages of a large mapping 

population of 647 double-haploid triticale lines. In addition to GWAS for the individual days, they 

performed a multiple-trait functional GWAS using the parameters from the logistic curve to reveal 

temporal genetic patterns of biomass regulation. A similar approach was used to assess image‐

derived biovolume in maize lines (Muraya et al., 2017); digital biomass accumulation in spring 

barley (Neumann et al., 2017); and area, height, and senescence in wheat (Camargo et al., 2018). 

Campbell et al. (2017) calculated the projected shoot area in 360 rice accessions from 19 to 41 

days after transplanting. They modeled the longitudinal phenotypes using a power function (Paine 

et al., 2012) and used the parameters as the pseudo-phenotypes in a multiple-trait GWAS. In order 

to reveal the temporal dynamics of senescence in potato, Hurtado et al. (2012) employed P-splines 

as a smoothing curve and used the curve parameters for identifying QTLs. 

 Kwak et al. (2014) proposed two simple regression-based methods to map QTL by 

analyzing each time point separately and then combining test statistics across time points to 

determine the overall significance. Later, Kwak et al. (2016) proposed an improved approach 

where the observed longitudinal traits were replaced by a smoothing approximation, followed by 

dimensional reduction via PCA. Multiple-trait QTL analysis was then performed on the reduced 

data (using principal components). Muraya et al. (2017) implemented the approach suggested by 

Kwak et al. (2016). They used B-splines to smooth the phenotype followed by PCA for variable 

reduction and performed a multiple‐QTL analysis following the methods of Kwak et al. (2014) to 

reveal the underlying genetic variation of growth dynamics in maize. Temporal height QTLs in 

the model C4 grass Setaria were also revealed using this approach (Feldman et al., 2017). Animal 

breeders have been using PCA for longitudinal trait analysis for a long time to synthesize complex 

patterns and reduce computationally demanding multiple-trait QTL detection (Macciotta et al., 

2006, 2015, 2017; Zhang et al., 2018b). 
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RRMs offer a better option to fit longitudinal traits and have been widely used in genetic 

evaluation of animals (Ning et al., 2017; Oliveira et al., 2019a). The random regression approach 

uncovers SNP effects over time because it is able to identify persistent and time-specific transient 

QTLs. Moreover, RRMs have increased statistical power to detect QTLs over other approaches 

because they leverage the full set of raw longitudinal phenotypes (Ning et al., 2017) and can 

capture QTLs with significant effects in specific regions of the development curve, though the 

effects of these QTLs may be small overall. RRMs are also useful for detecting QTL in gene-by-

environment interactions (Lillehammer et al., 2007; Carvalheiro et al., 2019). 

 Das et al. (2011) proposed a method called functional GWAS (fGWAS), based on RRMs, 

which integrates GWAS and mathematical models describing biological processes. In summary, 

fGWAS estimates the mean for different SNP effects for each genotype and time point and then 

performs hypothesis testing to determine whether the SNP has any additive or dominant effect 

during the time course. The main drawback of this method is that it only performs a single-locus 

analysis. Later, Ning et al. (2017) proposed a modification of fGWAS by estimating the time-

dependent population mean and the SNP effects separately, instead of fitting them directly. They 

also extended the model to capture the time-varying polygenic effect of complex traits by treating 

SNPs as covariates (fGWAS-C) or factors (fGWAS-F). However, their method was shown to be 

computationally inefficient due to the high dimensionality of the mixed model equations compared 

to other models. Subsequently, Ning et al. (2018) proposed a rapid longitudinal GWAS method, 

transforming the covariance matrices to diagonal matrices using eigen-decomposition. This way 

the model can be solved by a weighted least squares model for each SNP test. 

To the best of our knowledge, Campbell et al. (2019) were the first to use RRM GWAS in a 

major row crop. They took the genomic breeding values derived from RRMs using Legendre 

orthogonal polynomials to assess the genetic architecture of rice shoot growth over a period of 20 

days during early vegetative growth. They found both transient and persistent effects associated 

with shoot growth and more associations with the RRM when compared to single-time-point 

analysis. 

3.8 Challenges and Future Developments 

To capitalize on advances in phenotyping and molecular technologies, greater progress is 

needed in developing ways in which breeders can manipulate systems to understand the 
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relationships between genotype and phenotype. The underlying biological changes due to 

environmental systems and/or over time can be captured with longitudinal data. The major 

challenge is synthesizing the various layers of information together in a meaningful manner to 

understand the downstream effects of developmental stress and implications for breeding 

(Harfouche et al., 2019). 

3.8.1 Non-Additive Effects and GxE 

Non-additive genetic effects may significantly contribute to the total genetic variation of 

complex traits. Prediction models that include dominance effects represent an important 

component of breeding programs that focus on crossbred populations, hybrid production, and 

vegetatively-propagated species (Almeida Filho et al., 2019). There is also ample evidence of the 

importance of epistasis in the genetic architecture of complex traits in various crops (Guo et al., 

2014b; Monir and Zhu, 2018). Integrating non-additive effects into statistical models may improve 

prediction accuracy and detect more QTLs than simple additive models, especially when the non-

additive variance contributes to a large proportion of the genetic variance (Bouvet et al., 2016; 

Bonnafous et al., 2018; Liu et al., 2018b, 2019; Monir and Zhu, 2018; Varona et al., 2018). 

However, these studies are restricted to single-time-point traits. For longitudinal traits, it may be 

challenging to have a full genetic model (including both additive and non-additive effects), 

requiring dense marker panels to estimate the time-dependent (co)variances, as well as partitioning 

of the genetic variance components. Nevertheless, full genetic models of longitudinal traits may 

have the potential to impact future design and implementation of breeding strategies. 

The temporal dynamics of longitudinal traits lead to interactions that change the phenotype 

over time. This may be because the gene-gene and gene-environment interactions (GxE) are time- 

or age-dependent and need to be properly modeled (Fan et al., 2012). In this case, environmental 

descriptors should be measured several times as the trait phenotypes. The resulting model is a 

multiple-trait, multiple-environment model with a variety of interactions, in which computational 

issues may arise due to the increase in the number of parameters being estimated. It has been shown 

that RRMs can account simultaneously for the additive genetic effect and some degree of GxE in 

longitudinal traits in animal breeding by allowing for the estimation of genetic (co)variance 

components and breeding values over the whole trajectory of a time-dependent trait and 

environment-dependent covariate (Brügemann et al., 2011; Santana et al., 2016; Bohlouli et al., 
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2019). In plant breeding, therefore, this model may provide considerable biological insights into 

the mechanisms determining performance in specific environments, making it a worthwhile 

method for study in future research. 

3.8.2 Complementary “-omics” Technologies 

The rapid advances in “-omics” technologies enable the generation of large-scale “-omics” 

datasets for many crop species, providing new opportunities to investigate and improve complex 

traits. The different approaches described in this review offer valuable tools to combine phenomics 

and genomics data to reveal the underlying genetic basis of longitudinal traits. However, one 

current challenge is integrating additional “-omics” technologies (e.g. transcriptomics, 

metagenomics, proteomics, metabolomics, epigenomics) to provide a holistic multi-omics 

approach to study biological mechanisms and their response to environmental stresses for 

important agronomic traits.  

Recently, methods that combine “-omics” information have been used in some crops to 

study phenotypic networks for single-point traits, for example, to pinpoint candidate genes and/or 

loci and predict phenotypic variation (Acharjee et al., 2016; Li et al., 2016; Das et al., 2017; Sheng 

et al., 2017; Pandey et al., 2018; Jiang et al., 2019). A meta-analysis of the detailed “-omics” 

datasets regarding longitudinal traits in crops has been limited so far. Baker et al. (2019) 

characterized the mechanistic connections between the genomic architecture, transcriptomic 

expression networks, and phenotypic variation of growth curves that underlie the developmental 

dynamics of plant height in Brassica rapa. The combination of multi-omics approaches also seems 

promising to elucidate senescence processes in model and crop plants (Großkinsky et al., 2018). 

When joint modelling longitudinal “-omics” data (one or more type of “-omics” data measured 

over time) the statistical analysis becomes more challenging. Some key points can be found in 

Sperisen et al. (2015). In general, there is a need to adapt methodologies and experimental designs 

to explore processes related to the global evolution of biological processes such as growth and 

development. Despite all these challenges, integrative methods can increase analysis power to find 

true causal variants, regulatory networks, and pathways. These, in turn, could be incorporated into 

GS and breeding programs to speed up genetic gains (Suravajhala et al., 2016).  
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3.8.3 Deep Learning 

Deep learning (DL) is a powerful and highly flexible class of machine learning algorithms 

based on representation-learning methods that incorporates multiple levels in a non-linear 

hierarchical learner (Lecun et al., 2015). Essentially, DL is an advanced version of artificial neural 

networks (ANN) with multiple hidden layers that aims to mimic the human brain functioning 

(Patterson and Gibson, 2017). 

Deep learning has demonstrated its utility in different fields of biological sciences, such as 

disease diagnosis (Gao et al., 2018), multi-omics data integration (Chaudhary et al., 2018), 

predicting DNA- and RNA-binding specificity (Trabelsi et al., 2019), and, recently, in plant 

breeding genomic prediction (Ma et al., 2018; Montesinos-López et al., 2018a, 2018b, 2019). Zou 

et al. (2019) and Pérez-Enciso and Zingaretti (2019) provide a primer on DL in genomics. The 

growing interest in DL methods in plant breeding, especially for prediction, may arise from its 

powerful capability of learning complex non-linear relationships between predictors and responses 

hidden in big data, usually resulting in higher accuracy when compared with other methods 

(Montesinos-López et al., 2018a; Pérez-Enciso and Zingaretti, 2019; Zou et al., 2019). It is 

important to point out that even though DL can deal with complex scenarios and achieve state-of-

the-art accuracy, it requires domain knowledge and large-scale datasets, while the interpretation 

of the underlying biology is more challenging than for standard statistical models (Zou et al., 2019). 

Within the classes of DL, recurrent neural networks (RNN) are designed for sequential or 

time-series data (Lecun et al., 2015) and may be the most appropriate architecture to model 

longitudinal traits. An RNN can be thought of as a memory state that retains information on 

previous data the network has seen and updates its predictions in the light of new information. 

Thus, besides prediction, RNN has the ability to capture long-term temporal dependencies (Che et 

al., 2018). Recently, RNNs have achieved astonishing results in many applications with time series 

or sequential data, particularly in human sciences (Azizi et al., 2018; Che et al., 2018; Lee et al., 

2019; Sung et al., 2019; Zhong et al., 2019). Despite its advantages, to our best knowledge RNNs 

have not been employed in genomic prediction or mapping QTL for longitudinal traits in plant 

breeding. In the context, versatile DL models for multiple-trait analysis (Montesinos-López et al., 

2018b), multiple-environment analysis (Montesinos-López et al., 2018a), and performing 

simultaneous predictions of mixed phenotypes (binary, ordinal and continuous; Montesinos-López 

et al., 2019) have been successfully implemented. Such cases are not only encouraging but may 
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lead to future integration of DL and RNNs into the analysis of longitudinal traits in crops. DL is a 

powerful approach and is likely to transform many domains in plant breeding because it has the 

potential to handle all the complexities highlighted in this review. Needless to say, further 

innovation and technology assessment are required to fully enable DL to deal with the unique 

properties of planting breeding data. 
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4.1 Abstract 

Improving the temporal accumulation of above-ground biomass (AGB) has the potential to 

increase soybean yield. High-throughput phenotyping platforms allow plant breeders to measure 

phenotypic variability on the same genotype multiple times during a season, monitoring the 

development of a crop through its life stages, and how it responds to the environment. Random 

regression models (RRM) are routinely used in animal breeding for the genetic analysis of 

longitudinal traits and can provide insights about the temporal genetic variation of the studied traits. 

The main objectives of this study were: to develop a high-throughput phenotyping method to 

predict soybean AGB over time, and to reveal the quantitative genomic properties of temporal 

AGB, by using genomic prediction of breeding values and genome-wide association studies 

(GWAS) based on RRM. A random subset of 32 families from the SoyNAM population (n=383) 

was grown in field trials in three environments. Destructive AGB measurements were collected 
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along with multispectral and Red, Green and Blue (RGB) imaging with an unmanned aerial system 

from 27 to 83 days after planting (DAP). Two machine-learning methods were used to predict 

soybean AGB: Least Absolute Shrinkage and Selection Operator (LASSO) Regression and Partial 

Least Squares Regression (PLSR). Both methods performed similarly and resulted in AGB 

predictions with high R2 values (0.92-0.94). When investigating different RRM, the most suitable 

to fit the data was the model using linear B-spline with 2 knots and heterogeneous residual variance. 

Narrow-sense heritabilities estimated over time using the mentioned RRM ranged from low to 

moderate (from 0.02 at 44 DAP to 0.28 at 33 DAP). In addition, adjacent DAP had the highest 

genetic correlations compared to those DAP further apart. The high accuracies and low biases of 

prediction suggest that genomic breeding values for AGB can be predicted over time using RRM. 

Different genomic regions associated with AGB were also found over time, and no genetic markers 

were significant in all time points. Thus, RRM seems a powerful tool for modeling the temporal 

genetic architecture of soybean AGB and can provide useful information for variety improvement. 

This study is the first application of RRM for genomic evaluation of a longitudinal trait in soybeans. 

4.2 Introduction 

Soybean [Glycine max (L.) Merr.] is one of the most economically important crops 

worldwide, being the primary source of plant-based protein, and the second largest source of 

vegetable oil available (USDA, 2018). Advances in plant breeding and enhanced agronomic 

methods have substantially improved soybean yield over time (Anderson et al., 2019). Yield 

potential in any environment or cropping system can be expressed as a function of biomass 

produced, and the partitioning of biomass to the seeds, or harvest index (Monteith, 1972, 1977). 

Assessments of historical soybean germplasm have shown that increases in soybean yield over the 

last several decades are associated with increases in biomass production (Cregan and Yaklich, 

1986; Frederick et al., 1991; Kumudini et al., 2001; De Bruin and Pedersen, 2009; Koester et al., 

2014; Balboa et al., 2018). For instance, using cultivars released between 1923 and 2007 and 

measuring above-ground biomass (AGB) every two weeks,  Koester et al. (2014) found greater 

biomass production per unit of absorbed light with the release year. Additionally, information on 

temporal biomass production can give insights about crop development and response to multiple 

abiotic and biotic stressors (e.g., Bajgain et al., 2015; Jumrani and Bhatia, 2018). Increased 

temperatures and water stress imposed vegetative and reproductive stage reduced AGB 
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significantly and resulted in 28 and 74% reduction in soybean yield, respectively (Jumrani and 

Bhatia, 2018). Hence, understanding the genetic factors controlling the temporal dynamics of 

biomass accumulation may contribute to future soybean yield gains and the development of stress-

resilient cultivars.  

Measuring AGB at multiple developmental stages is laborious, involving cutting, drying, 

and weighing plants from a target area, and is subject to errors resulting from i) unrepresentative 

samples; ii) destructive sampling, which limits the number of samples that can be collected from 

a plot, and prevents longitudinal tracking of the same target area; and, iii) sampling and subsequent 

processing involves extensive manual handling, which may lead to sample loss, and can be 

restrictive in large experiments (Jimenez-Berni et al., 2018). High-throughput phenotyping 

platforms (HTPP) offer alternatives to ground-based AGB sampling, enabling collection of non-

destructive data in large populations and experiments throughout the growing season under actual 

field conditions (van Eeuwijk et al., 2018; Zhao et al., 2019). In other crops, such as wheat, barley, 

rice, and dry beans, AGB accumulation has been recognized as a potential target to increase yield 

gain, and the success of image-based AGB phenotyping has been demonstrated (Serrano et al., 

2000; Babar et al., 2006; Tilly et al., 2014; Cheng et al., 2017; Neumann et al., 2017; Yue et al., 

2017; Sankaran et al., 2018). Using information from multiple sensors is a common practice to 

predict AGB because it improves trait estimation by combining the advantages of the spectral, 

spatial and structural metrics derived from different sensors (Bendig et al., 2015; Chen et al., 2016; 

Wang et al., 2017; Maimaitijiang et al., 2019; Li et al., 2020). For instance, spectral indices and 

plant height were used to predict barley, wheat, and potato AGB (Bendig et al., 2015; Yue et al., 

2017; Li et al., 2020); and spectral and structural data fusion was applied for AGB estimation in 

maize (Wang et al., 2017). In soybean, Maimaitijiang et al. (2019) used Red, Green and Blue (RGB) 

imagery-derived metrics to predict AGB in agricultural fields; however, there are limited studies 

on the use of different HTPP to estimate soybean AGB in a plant breeding scenario. 

High-throughput phenotyping (HTP) allows time-series measurements that monitor the 

development of a crop through its life stages, and how it responds to the environment. These 

measurements represent the crop in different “ages” or stages of development, with the mean and 

variance between measurements usually changing over time, characterizing the trait as 

longitudinal (Falconer and Mackay, 1996; Yang et al., 2006; Oliveira et al., 2019a). Different 

approaches can be utilized for genomic evaluation of longitudinal traits. A simple repeatability 
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(SR) model treats the individual measurements recorded over time as repeated records of the same 

trait (Meyer and Hill, 1997). This model assumes that the variances of different measurements are 

equal and the genetic correlations between all measurements are equal to one, which is unrealistic 

for most crop datasets (Falconer and Mackay, 1996; Meyer and Hill, 1997; Littell et al., 1998). An 

alternative method that overcomes these restrictions is a multiple-trait model (MTM), that 

considers each time point as a different trait. However, high-dimensional longitudinal data can 

lead to high correlations between consecutive measurements and over-parameterized models with 

high computational requirements, restricting the application of MTM (Foster et al., 2006; Speidel, 

2011). Also, it has been shown that the phenotypic or additive polygenic effects of longitudinal 

traits are not constant during the entire trait expression in animals (Szyda et al., 2014; Brito et al., 

2018; Oliveira et al., 2019a). Consequently, breeders need to adopt an amenable statistical 

framework for genetic and genomic analysis that accounts for the time-dependent genetic 

contribution to the phenotype.  

Random regression models (RRM) provide a robust framework for estimating breeding 

values and identifying quantitative trait locus (QTL) with time-specific effects for longitudinal 

traits (Oliveira et al., 2019a). In summary, RRM use a given covariance function to describe the 

trajectory of the trait as a function of time (or environmental gradient), with no assumptions for 

constant variances and correlations (Kirkpatrick et al., 1990; Meyer and Hill, 1997; Schaeffer, 

2016). When comparing with other models, RRM have some key advantages, such as 1) they are 

more computationally efficient, 2) enable prediction of breeding values for any time point within 

the range of data collection, and 3) provide more accurate breeding values (Oliveira et al., 2019a). 

The RRM were originally proposed for use in livestock breeding programs in order to overcome 

the problem of over-parameterization faced in MTM, and it has been successfully used for genetic 

evaluation of longitudinal traits since then (Jamrozik and Schaeffer, 1997; Schaeffer, 2004; van 

Pelt et al., 2015; Englishby et al., 2016; Oliveira et al., 2019a). However, just recently it started to 

be implemented in plant breeding (Sun et al., 2017; Campbell et al., 2018, 2019). Therefore, there 

is a great opportunity to extend the use of RRM to temporal measurements of complex polygenic 

phenotypes in major crops.  

In this context, this study aimed to: (1) develop an HTTP methodology to estimate soybean 

AGB throughout the growing season; (2) reveal the genetic architecture and estimate time-

dependent effects of single nucleotide polymorphisms (SNPs) associated with this longitudinal 
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trait using RRM, and; (3) investigate the feasibility of implementing genomic selection for 

longitudinal traits in soybean using RRM. 

4.3 Material and Methods 

4.3.1 Plant Materials, Field Experiments, and Genotypic Data 

In this study, we used a set of 383 recombinant inbred lines (RILs) representing 32 families 

from the Nested Association Mapping (SoyNAM) population (~12 RILs per family) (Diers et al., 

2018). The lines comprising the set were selected using breeding values for full maturity (R8) 

(Fehr and Caviness, 1977) and grain yield, calculated from experiments performed in Indiana and 

Illinois from 2011 to 2014, in order to have a maturity-controlled panel (Xavier et al., 2016; Lopez 

et al., 2019). More details about RIL panel selection and the full list of traits’ collection and 

distribution are described in Lopez et al. (2019). Yield (kg/ha) phenotypic distribution by 

environment is presented in Appendix B Figure B.1. 

The RILs were grown under a randomized complete block design with two replications at 

the Purdue University Agronomy Center for Research and Education (ACRE), West Lafayette, IN 

(40°28'20.5"N 86°59'32.3"W), and at Romney, IN (40°14′59.1″N 86°52′49.4″W). Planting 

occurred on May 31, 2017, and May 22, 2018 at ACRE, and May 17, 2018 at Romney. The 

combination of year and location where the experiment was grown was considered as an 

environment, resulting in three environments in this study (i.e., 2017_ACRE, 2018_ACRE, and 

2018_Romney). Experimental units consisted of a six-row plot (3.35 m with 0.76 m) with a 

targeted seeding rate of 35 seeds m-2. A total of 66 and 16 RILs were discarded in 2017 and 2018, 

respectively, as a consequence of poor emergence. In addition to the two full replications, we 

randomly selected 62 RILs in 2017 and 108 RILs in 2018 (the same 62 RILs in 2017 plus 46 others) 

to grow in a trail of eight-row plots (0.76m x 3.35m). This trail was defined as the biomass 

sampling panel and it was used as sampling plots for destructive AGB measurements throughout 

the growing season.  

In the biomass sampling panel, AGB was collected approximately every 10 days during 

the growing season between 27 to 83 days after planting (DAP), from a linear section of 0.56 m in 

a row with borders. In 2017, we randomly picked plots to measure AGB in replication 1 for every 

sampling date, while in 2018 three full AGB sampling (~38, 58, and 84 DAP) were performed for 
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both locations in the two full replications. The fresh AGB was dried at 80°C using a dry-air system 

until achieving constant weight. Finally, we obtained the dry AGB weight and rescaled it to g/m2. 

Figure 4.1 shows the data collection timeline for each environment, along with the planting date 

and the respective phenological stage periods.  

 

 

Figure 4.1 Data collection timeline by environment (2017_ACRE, 2018_ACRE, and 2018_Romney). 

Planting date in parentheses below environment. UAV: unmanned aerial vehicle. Phenological stages 

(Fehr and Caviness, 1977): R1: beginning bloom; R5: beginning seed; R7: beginning maturity; R8: full 

maturity. 

 

The SoyNAM founder parents were genotyped by Song et al. (2013) using the SoySNP50K 

BeadChip resulting in 42,509 segregating SNP markers that were imputed into the SoyNAM RILS 

using the Williams 82 reference genome (Wm82.a2.v1) bp positions by Diers et al. (2018). For 

genotypic quality control, we excluded SNPs with minor allele frequency lower than 0.05 and call 

rate lower than 0.90, resulting in 40,110 SNPs for genome-wide analyses. 

4.3.2 High-Throughput Phenotyping 

Red, Green and Blue (RGB) and multispectral imagery were collected with fixed-wing 

SenseFly eBee unmanned aerial vehicle (UAV) equipped with two cameras. RGB imagery was 

collected by using a S.O.D.A. camera (senseFly Parrot Group, Switzerland). Multispectral imagery 

was collected with a 1.2 MP Parrot Sequoia camera (MicaSense Inc., Seattle, USA), which 
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captures four discrete spectral bands: green (wavelength = 550 nm, bandwidth = 40 nm), red (660 

nm, 40 nm), red-edge (735 nm, 10 nm), and near-infrared (790 nm, 40 nm). Flights were performed 

close to solar noon at an altitude of approximately 120 m with both RGB and multispectral cameras. 

The forward and side overlap for flights were set to at least 85% and 70%, respectively. Ground 

control points (GCPs) were installed at the corners of the trials and their GPS coordinates were 

recorded using the TOPCON RTK (Topcon, Tokyo, Japan). 

To process the multispectral imagery from this experiment, two pipelines were built in 

MATLAB: Crop Image Extraction version 2 (CIE 2.0) and Vegetation Indices Derivation version 

1 (VID 1.0) (Lyu et al., 2019). The multispectral images were stitched using Pix4Dmapper (Pix4D 

SA, 2018) to produce a full ortho-mosaic of the experimental area. Individual plots were extracted 

from the ortho-mosaic using the CIE 2.0. Segmentation was performed to highlight the canopy of 

the vegetation using Otsu’s method (Otsu, 1979). Radiometric calibration was done for every 

sampling date to remove atmospheric effects and potentially correct for any sensor sensitivity 

issues (Iqbal et al., 2018). During flight operations, we laid out four reflectance panels reflecting 

at a specific and consistent percentage of light (12%, 22%, 36%, and 48% reflectance) across the 

visible and near infra-red spectrum panels, spanning values expected for field crops. A handheld 

spectrometer ASD FieldSpec® 4 (ASD, Boulder, CO, USA) was used to measure the true 

reflectance of the panels while the multispectral images were collected. We used the reflectance 

values from the panels, along with radiance values of the panels, extracted from the generated 

ortho-mosaics, to generate an empirical line using the empirical line method (Smith and Milton, 

1999). The empirical line fits the reflectance values measured using the spectrometer, over the 

reflectance panels, on the y-axis and the digital number values, for the reflectance panels, extracted 

from the ortho-mosaic on the x-axis for each color band separately. For dates where spectrometer 

data was unavailable, the expected reflectance values of the reflectance panels, mentioned earlier, 

were used instead. If saturation was captured in a specific band, the saturated points were removed 

and were not considered when calculating the slope and offset values. The offset and slope 

generated by the empirical line are the correction factors needed to correct the radiance values for 

the plots in the ortho-mosaics and are crucial in producing reflectance data over the plots. 

Generated values were used to calibrate the images for accurate reflectance and vegetation indices 

output for the designated rows in the plot experiment.  
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The reflectance from the calibrated images was used to calculate vegetation indices (VI) 

using the VID 1.0 pipeline. Several VI can be derived from the four bands of the multispectral 

images, such as the normalized difference vegetation index (NDVI). Vegetation indices are 

typically used to estimate crop biomass, and for this study, we selected fourteen VIs (Table 4.1) 

previously reported in the literature to correlate with crop biomass (Babar et al., 2006; Bendig et 

al., 2015; Wang et al., 2016; Yue et al., 2017; Sankaran et al., 2018).  

From the RGB imagery, we calculated canopy coverage (CC) using the software Progeny® 

(Progeny Drone Inc., West Lafayette, IN) and the multilayer mosaic approach as described by 

Hearst (2019). As a result of image analysis, each plot was represented by a list of imagery features, 

resulting in a matrix 𝑋𝑛𝑥𝑚, where n is the number of plants and m is the number of features. The 

list of the imagery features used in this study is in Table 4.1. All imagery features were calculated 

in intact and bordered plot rows not used for destructive biomass sampling.  

 

Table 4.1 Descriptions and formulas of imagery features investigated in this study. 

Acronym Feature Definition Sensor Citation 

Rred 
Reflectance of Red 

band 
R660 MSP -- 

Rgreen 
Reflectance of Green 

band 
R550 MSP -- 

Rrededge 
Reflectance of Red 

Edge band 
R735 MSP -- 

RNIR 
Reflectance of Near 

Infra-Red band 
R790 MSP -- 

NDVI 

Normalized 

Difference Vegetation 

Index 

(RNIR − Rred)/ (RNIR + Rred) MSP 
(Rouse Jr. et 

al., 1974) 

SAVI 
Soil-Adjusted 

Vegetation Index 
(RNIR − Rred)/ (RNIR + Rred + 0.5) * 1.5 MSP (Huete, 1988) 

MSAVI 

Modified Soil-

adjusted Vegetation 

Index 

(2* RNIR + 1-(((2*RNIR +1) ^2)-8*(RNIR 

- Rred)) ^0.5)/2 
MSP 

(Qi et al., 

1994) 
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Table 4.1 continued. 

GESAVI 

Generalized Soil-

adjusted Vegetation 

Index 

((RNIR-1.18) * (Rred-0.012))/(Rred+0.35) MSP 
(Gilabert et al., 

1998) 

GNDVI Green-NDVI (RNIR − Rgreen)/ (RNIR + Rgreen) MSP 
(Gitelson et al., 

1996) 

RVI 
Ratio Vegetation 

Index 
(RNIR / Rred) MSP (Jordan, 1969) 

MSR 
Modified Simple Ratio 

Index 
((RNIR − Rred) - 1)/ √ (RNIR / Rred +1) MSP (Chen, 1996) 

RDVI 

Re-normalized 

Difference Vegetation 

Index 

(RNIR − Rred) / √ (RNIR + Rred) MSP 
(Roujean and 

Breon, 1995) 

TVI 
Transformational 

Vegetation Index 
√ (NDVI + 0.5) MSP 

(Deering et al., 

1975) 

GRVI 
Green Ratio 

Vegetation Index 
(RNIR / Rgreen) MSP (Inada, 1985) 

EVI2 
Enhanced Vegetation 

Index 2 
2.5*((RNIR - Rred)/(RNIR+2.4*Rred+1)) MSP 

(Jiang et al., 

2008) 

VARIgreen 

Modified Visible 

Atmospherically 

Resistant Index- green 

(Rgreen − Rred)/ (Rgreen + Rred) MSP 
(Gitelson et al., 

2002) 

VARIrededge 

Modified Visible 

Atmospherically 

Resistant Index- red 

edge 

(Rrededge − Rred)/ (Rrededge + Rred) MSP 
(Gitelson et al., 

2002) 

REDEDGER Red edge/green ratio (Rrededge / Rgreen) MSP -- 

CC Canopy Coverage Percentage of Green pixels/Total pixels RGB (Hearst, 2019) 

RGB: Red, green, blue. MSP: multispectral. Ri: reflectance at band i (nanometer). 

 

4.3.3 Predicting Above-Ground Biomass 

In order to predict the AGB for all DAP, including days when ground truth data were not 

available, we considered a linear model using the imagery features as the predictor variables within 

each environment across all observed DAP. We observed that the distribution of the residuals was 
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highly asymmetric, suggesting that a linear model was not suitable to fit the data (Thoni et al., 

1990). To correct the asymmetry we considered a Box-Cox transformation on the AGB, which led 

to the log-transformed values (data not shown, Box and Cox, 1964). The prediction of AGB was 

carried-out using two different machine-learning methods: Least Absolute Shrinkage and 

Selection Operator (LASSO) Regression (Tibshirani, 1996), and Partial Least Squares Regression 

(PLSR) (Wold et al., 2001). For the PLSR, 10 principal components were selected so that the root 

mean squared error (RMSE) was minimized.  

The performance of the predictive models was evaluated using a 10-fold cross-validation 

strategy, in which the dataset was randomly divided into a training set (90% of the plots) and 

validation set (10% of the plots). The predictive accuracy of the model was measured by the 

coefficient of determination (R2), which is equal to the fraction of AGB variance explained by the 

model, and by the RMSE, which measures the average error magnitude. Pearson’s correlation 

coefficient (r) was also considered to quantify the linear correlation between the observations and 

their estimates, being an indication of model prediction ability. Both models were implemented in 

the R software (R Core Team, 2019), using the package caret (Kuhn, 2008). 

4.3.4 Random Regression Models 

Random regression models were used to model AGB across 27 to 83 DAPs. Seven different 

models were tested: third-, fourth- and fifth-order Legendre orthogonal polynomials (Kirkpatrick 

et al., 1990), and linear and quadratic B-splines (de Boor, 1980; Meyer, 2005b) with one (at 55 

DAP) or two knots (at 44 and 66 DAPs). The general RRM can be described as: 

𝑦𝑖𝑗𝑘 = 𝐸𝑛𝑣𝑘 +  ∑ 𝑏𝑚∅𝑚(𝑡𝑖𝑗)

𝑚

𝑚=1

+ ∑ 𝑎𝑖𝑚∅𝑚(𝑡𝑖𝑗)

𝑚

𝑚=1

+ 𝑒𝑖𝑗𝑘, 

where yijk is the predicted AGB of the ith RIL on DAP j within environment and replication 

combination k; Envk is the fixed effect of environment and replication combination; bm is the m 

fixed regression coefficient for modeling the average curve of the population; aim is the m random 

regression coefficient that describes the additive genetic effects for the ith RIL; tij is the time of 

data collection (DAP j) for the ith line; ∅𝑚(𝑡𝑖𝑗) is a regression function according to DAP j (using 

Legendre or B-spline polynomials); eijk is the random residual effect. The number of regression 

coefficients m varies according to the functions used for random regressions. For the Legendre 
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orthogonal polynomials, ∅𝑚(𝑡𝑖𝑗) is the mth Legendre orthogonal polynomial coefficient for DAP j 

(standardized for the −1 to 1 interval) from RIL i. In the case of B-splines, ∅𝑚(𝑡𝑖𝑗) is the mth 

interval given the previously mentioned knots associated with DAP from RIL i. According to 

Meyer (2005b), the basis function of degree p=0 have values of unity for all points in a given 

interval (t) and zero otherwise. For the mth interval given by knots 𝑇𝑚 and 𝑇𝑚+1, with 𝑇𝑚 ≤ 𝑡 <

𝑇𝑚+1 ,  ∅𝑚(𝑡𝑖𝑗) =  {
1, 𝑖𝑓 𝑇𝑚 ≤ 𝑡 < 𝑇𝑚+1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒             
. Basis function for 𝑝 > 0 , can be represented by 

∅𝑚,𝑝(𝑡𝑖𝑗) = (
t−𝑇𝑚

𝑇𝑚+𝑝−𝑇𝑚
 ) ∅𝑚,𝑝−1(𝑡𝑖𝑗) + (

𝑇𝑚+𝑝+1−𝑡

𝑇𝑚+𝑝+1−𝑇𝑚+1
 ) ∅𝑚+1,𝑝−1(𝑡𝑖𝑗). The individual segments 

were either linear or quadratic, with degree p = 1 or 2, respectively. The joined knots allow the 

function to become continuous. 

The models’ assumptions are: 

𝑣𝑎𝑟 [
𝒂
𝒆

] = [
𝑮 ⊗ 𝑮𝟎 0

0 𝑰 ⊗ 𝑹
], 

where G0 is the (co)variance matrix of the genomic random regression coefficients, G is a genomic 

relationship matrix, I is an identity matrix, R represents a matrix containing residual variances, 

and ⊗ is the Kronecker product between matrices. The G matrix was calculated using the method 

presented by VanRaden (2008). The residual variances were allowed to be either homogeneous or 

heterogeneous. We defined a different residual variance for each of the eighteen DAP with AGB 

phenotypic data and grouped the remaining days based on their proximity to those DAP. The 

eighteen heterogeneous residual variances classes are as follow: 27-33, 34-36, 37, 38-41, 42-43, 

44-45, 46, 47-49, 50-53, 54-58, 59-61, 62, 63-65, 66-71, 72-74, 75-76, 77-80, 81-82, and 83. 

The AIREMLF90 and BLUPF90 software from the BLUPF90 family (Misztal et al., 2002) 

were used to estimate the variance components and the solutions of the mixed model equations, 

respectively. The BLUPF90 family programs perform by default the single-step GBLUP (Misztal 

et al., 2009; Aguilar et al., 2010; Christensen and Lund, 2010); however, as all RILs were 

genotyped, the program was adapted to perform the traditional GBLUP (VanRaden, 2008), by 

using a dummy pedigree file. Akaike’s information criterion (AIC; Akaike, 1974) was used to 

compare the models’ performance, in which models with lower AIC values were preferred. 
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4.3.5 Genetic Parameters 

The genetic (co)variance matrix () for all DAP within the interval of AGB collection was 

obtained as (Oliveira et al., 2019a): 

 = 𝑻𝑮𝑻′, 

where T is a matrix of covariates associated with the function assumed for RIL i, and G is the 

genetic (co)variance matrix for the coefficients. The narrow-sense heritability for each DAP (ℎ𝑗
2) 

was obtained as: 

ℎ𝑗
2 =

𝜎̂𝑎𝑗

2

𝜎̂𝑎𝑗
2 +  𝜎̂𝑒

2
, 

where 𝜎̂𝑎𝑗

2  is the additive genetic variance for DAP 𝑗 , and 𝜎̂𝑒
2  is the residual variance, which 

depends on the residual variance classes previously mentioned (when using the heterogeneity of 

residual variance). The genetic correlation between different DAP (𝑟𝑗,𝑗) was obtained as: 

𝑟𝑗,𝑗′=

𝜎̂𝑎𝑗,𝑗′

√(𝜎̂𝑎𝑗
2 +  𝜎̂𝑎𝑗′

2 )
, 

where 𝜎̂𝑎𝑗,𝑗
is the genetic covariance between the DAP 𝑗 and 𝑗′, and 𝜎̂𝑎𝑗

2  and 𝜎̂𝑎𝑗′

2  are the additive 

genetic variances for DAP j and  𝑗′, respectively. The vector of genomic estimated breeding values 

(𝑮𝑬𝑩𝑽𝒊) for all DAP of RIL 𝑖 was obtained as (Oliveira et al., 2019a): 

𝑮𝑬𝑩𝑽𝒊
̂ = 𝑻𝒈̂𝒊, 

where 𝒈̂𝒊 is the vector of predicted genomic values for the coefficients, for each RIL 𝑖, and T is a 

matrix of covariates associated with the assumed function. 

4.3.6 Genomic Prediction of Breeding Values 

The performance of the genomic prediction of breeding values for AGB was investigated 

using a five-fold cross-validation (CV) scheme. Briefly, all RILs were randomly separated into 

five equal-sized groups, where one group was retained as validation, and four groups were used as 

training. This procedure was repeated five times, with a unique group used exactly once as the 

validation set. Variance components and SNP marker effects were estimated based on the training 

set and used to predict GEBV in the validation set (reduced data). The prediction accuracy was 

measured using the Pearson's correlation coefficient (r) estimated between the GEBV predicted 

using the full data (i.e., data including all training and validation RIL) and the reduced data, only 
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for the validation RIL. To evaluate the genomic prediction bias, regression coefficients (b1) were 

estimated using linear regression of the GEBV estimated based on the full dataset on the GEBV 

estimated based on the reduced dataset from each CV fold (𝐺𝐸𝐵𝑉𝑓𝑢𝑙𝑙 = 𝑏0 + 𝑏1 ∗ 𝐺𝐸𝐵𝑉𝑟𝑒𝑑𝑢𝑐𝑒𝑑). 

Finally, prediction bias (b1) was calculated as the average of CV folds for each DAP. 

4.3.7 Genome-Wide Association Study 

For the genome-wide association study (GWAS), SNP effects were derived from GEBVs 

for each additive random regression coefficient using the POSTGSF90 software (Aguilar et al., 

2014). The prediction of SNP effects ( 𝒖̂𝒎 ) for the 𝑚𝑡ℎ  random regression coefficient was 

calculated as (Wang et al., 2012): 

𝒖̂𝒎 = 𝑫𝒁′(𝒁𝑫𝒁)−𝟏𝑮𝑬𝑩𝑽̂𝒎 

where D is a diagonal matrix of weights accounting for variances of SNPs markers (assumed as 

an identity matrix in this study), Z is a matrix relating genotypes of each locus, and 𝑮𝑬𝑩𝑽̂𝒎 is the 

vector of GEBV for the 𝑚𝑡ℎ random regression coefficient. Finally, the SNP effects for all DAP 

were obtained as (Oliveira et al., 2019c): 

𝑺𝑵𝑷̂𝒔 = 𝑻𝒖̂𝒔, 

where 𝑺𝑵𝑷̂𝒔 is the vector that contains the SNP effects estimated for each DAP of the 𝑠𝑡ℎ SNP, 

𝒖̂𝒔 is the vector of SNP solutions for all random regression coefficients related to the 𝑠𝑡ℎ SNP, and 

T is a matrix of covariates associated with the assumed function. 

The SNPs were selected to be further investigated based on the magnitude of their effects, 

as suggested by Oliveira et al. (2019d). In this context, the top 10 SNPs that showed the highest 

magnitude of SNP effect in each DAP were selected as relevant SNPs. The exploration of 

candidate genes was carried out in the range of ±25 kb from the location of the selected SNP. 

Potential candidate genes and their associated functional annotation were determined using the 

genomic position and gene models based on Glyma.Wm82.a2.v1 genome in the soybean database 

SoyBase (SoyBase.org).  
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4.4 Results 

4.4.1 Predicting Above-Ground Biomass 

We used two methods to quantify the ability of image-based features to statistically predict 

the AGB in soybean: LASSO regression and PLSR. Both methods were evaluated using a 10-fold 

CV method. Figure 4.2 shows the statistical distributions of R2 and RMSE values for each CV 

fold, in each environment. In general, similar performance was observed for both methods, in all 

environments. It was found that LASSO and PLSR had the same R2 averages for 2017_ACRE 

(0.94), 2018_ACRE (0.92), and 2018_Romney (0.94). However, the PLSR presented a smaller 

RMSE average for 2017_ACRE (0.23 vs 0.24 for PLSR and LASSO, respectively), and LASSO 

presented a smaller RMSE average for 2018_ACRE (0.28 and 0.29 for LASSO and PLSR, 

respectively). Both models presented the same RMSE average for 2018_ACRE (0.24). 

 

 

Figure 4.2 Performance of above-ground biomass prediction for each environment. Predictions were 

performed using the least absolute shrinkage and selection operator (LASSO) regression, and the partial 

least squares regression (PLSR) methods. The performance of predictions was evaluated using the root 

mean squared error (RMSE) and coefficient of determination (R2), using a 10-fold cross-validation set. 
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The correlation between AGB predicted from UAV-based imagery and observed from 

ground samples was high (r ≥ 0.91) in all environments for both methods, implying that the 

methods captured the relationship among image-based features and AGB (Appendix B Fig. B.2). 

Based on these findings, and because it makes a simpler and more direct connection between the 

response and predictor variables, the LASSO method was chosen to predict AGB for all plots of 

the two full replications on all flight dates in this study. Figure B.2 shows the relative importance 

of each predictor variable for the LASSO method, which indicates that the model utilized 

information from different predictor variables for each environment. In addition, we performed a 

CV leaving one environment out to assess the models' ability to predict AGB for a new 

environment. In this scenario, the performance of both methods declined greatly (Appendix B Fig. 

B.4). The phenotypic distribution of the predicted AGB across environments, by DAP, is presented 

in Figure 4.3. Figure B.5 (Appendix B) shows the distributions within each environment. 

 

 

 

Figure 4.3 Phenotypic distributions of predicted above-ground biomass (g/m2) across environments by 

days after planting using the Least Absolute Shrinkage and Selection Operator (LASSO) Regression. 

Horizontal lines in the box indicate the median. 

 



 

 

81 

 

4.4.2 Random Regression Models  

Table 4.2 shows the AIC values calculated for all seven RRM using both homogeneous 

and heterogeneous residual variance. All models with homogeneity of residual variance showed 

worse fit compared to models with the heterogeneity of residual variance. The models using 

quadratic B-spline with 1 knot and homogeneous residual, fifth-order Legendre polynomial and 

quadratic B-spline with 2 knots and heterogeneous residual variance failed to converge. The third-

order Legendre polynomial considering homogeneity of residual variance had the highest AIC, 

which suggests that this model is worse than the others to fit the analyzed data. The best model 

was using linear B-spline with 2 knots and heterogeneous residual variance and it was selected for 

subsequent genome-wide analyses. 

 

Table 4.2 Akaike’s information criterion (AIC) values calculated for the random regression models tested 

using homogenous and heterogeneous residual variances. 

Model a 

AIC 

Homogeneous residual 

variance 

Heterogeneous residual 

variance 

Third-order Legendre Polynomial 165,795.94 149,108.17 

Fourth-order Legendre Polynomial 164,767.63 148,437.23 

Fifth-order Legendre Polynomial 163,865.17 - 

Linear B-spline 1 knot 165,461.99 148,468.87 

Linear B-spline 2 knots 164,922.42 147,386.23 

Quadratic B-spline 1 knot - 148,803.59 

Quadratic B-spline 2 knots 163,851.66 - 

a Random regression models with respective Legendre Polynomial or B-spline for the fixed curve and for the 

additive genetic effect. - Model did not achieve the convergence criterium of 10−12. 

 

4.4.3 Genetic Parameters 

The genetic architecture of AGB was assessed by estimating the narrow-sense heritabilities 

(h2) across the 57 analyzed days (from 27 to 83 DAP; Fig. 4.4). Narrow-sense heritability estimates 

for AGB were low to moderate and varied over time (ranging from 0.02 at 44 DAP to 0.28 at 33 

DAP). The genetic correlation between AGB on different DAP was also estimated, and it is 



 

 

82 

 

showed in Figure 4.5. Adjacent DAP showed the highest genetic correlations, while those further 

apart exhibited lower correlations. For instance, the lowest genetic correlation between 27 and 83 

DAP was 0.16 and the highest genetic correlation between 48 to 50 DAP was 1.00.  

 

 

Figure 4.4 Narrow-sense heritability estimated for each day after planting. 

 

 

Figure 4.5 Estimated genetic correlations of above-ground biomass between different days after planting. 
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4.4.4 Genomic Prediction of Breeding Values 

The genomic prediction accuracy for AGB over time is presented in Figure 4.6. Overall, 

the prediction accuracies were high considering the heritabilities estimated across all DAP, ranging 

from 0.21 at 83 DAP to 0.55 at 27 DAP. A decreasing trend was observed in prediction accuracy 

over time, indicating that it is more difficult to predict AGB for latter DAPs compared to early 

DAPs. From 27 DAP to 44 DAP the prediction accuracy steadily decreased, reaching a slight 

plateau between 44 to 66 DAP, and decreased again until the end of the surveyed time. These 

findings suggest that longitudinal phenotypes can be accurately predicted using RRM. 

 

 

 

Figure 4.6 Genomic prediction accuracy based on Pearson's correlation coefficient (r) for each day after 

planting. 

 

Regression coefficients’ patterns were used to access the bias of GEBV over DAP (Fig. 

4.7). Overall, regression coefficients closer to 1.0 were found in earlier DAP. The most biased 

estimates with regression coefficients deviating from 1.0 were observed towards the end of the 

surveyed time. 

 



 

 

84 

 

 

Figure 4.7 Regression coefficients’ patterns of genomic estimated breeding values for each day after 

planting. 

 

4.4.5 Genome-Wide Association Study 

Thirty unique SNPs (i.e., 10 top SNPs for each DAP) were selected as the most relevant 

SNPs for AGB. Figure 4.8 shows the chromosome number, position, period of occurrence, and the 

SNP effects for selected SNPs. None of the SNPs selected were significant across all time points. 

In general, the magnitude of effects over time increased for most of the selected SNPs. According 

to the duration of the SNP effect across all 57 predicted days, the selected SNPs were classified as 

long-duration (they were considered as important SNPs for more than 30 consecutive days), mid-

duration (they were considered as important SNPs for more than 10 consecutive days but less than 

30), short-duration (they were considered as important SNPs for less than 10 consecutive days), 

and intermittent (they were considered as important SNPs on non-consecutive days) (Fig. 4.8). 

These SNP classes were nearly evenly distributed as long- (9 SNPs), mid- (8 SNPs) and short-

duration (9 SNPs). The intermittent category had the lowest number of relevant SNPs (4 SNPs). 

The majority of mid-duration SNPs were detected towards the beginning of the DAP. Interestingly, 

the SNPs classified in the short- and mid-duration categories were found either towards the 

beginning or end of the studied time period. 
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Figure 4.8 Effects for the selected single nucleotide polymorphisms (SNPs) across days after planting, in 

each duration category. Duration categories were defined as long-duration (SNPs present for more than 

30 consecutive days), mid-duration (SNPs present for more than 10 consecutive days but less than 30), 

short-duration (SNPs present for less than 10 consecutive days), and intermittent (SNPs at non-

consecutive days). The grey color indicates a zero effect. 

 

A comprehensive list of positional candidate genes related to the selected SNPs can be 

found in Table B.1 (Appendix B). As expected, due to the high number of SNPs selected, the 

number of candidate genes identified was also high. No positional candidate genes within 25 kb 

were found for five selected SNPs: 3:14985662, 4:10352467, 4:14549891, 7:27576963, and 

15:36870472. Among the selected SNPs, eight fell within potential candidate genes in the soybean 

genome (Table 4.3). 
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Table 4.3 Selected single nucleotide polymorphisms (SNPs) associated with above-ground biomass 

mapped inside potential candidate genes in the soybean genome. 

Duration 

Category 
SNP Chr. Pos. (bp) 

Selected 

candidate genes 
Annotation Description 

Long 2:5777782 2 5,777,782 
Glyma.02g064500 rhomboid protein-related 

Glyma.02g064600 agenet domain-containing protein 

Short 3:5150181 3 5,150,181 Glyma.03g040800 

regulator of chromosome 

condensation (RCC1) family with 

FYVE zinc finger domain 

Long 7:6108702 7 6,108,702 Glyma.07g067900 
disease resistance protein (TIR-NBS-

LRR class), putative 

Mid 7:6523718 7 6,523,718 Glyma.07g071800 
cytidine/deoxycytidylate deaminase 

family protein 

Short 7:15340513 7 15,340,513 Glyma.07g128300 - 

Long 13:24980935 13 24,980,935 Glyma.13g137200 ROP interactive partner 3 

Short 15:36306421 15 36,306,421 Glyma.15g217500 CTP synthase family protein 

Long 16:4353954 16 4,353,954 Glyma.16g046000 DEAD/DEAH box helicase, putative 

Chr: Chromosome, Pos (bp): position in base pair. - Annotation not available.  

 

4.5 Discussion 

4.5.1 High-Throughput Phenotyping of Soybean Above-Ground Biomass 

Besides being an important yield component, plant biomass is a foundation for unraveling 

several complex processes of plant growth, development and environmental response (De Bruin 

and Pedersen, 2009; Koester et al., 2014; Balboa et al., 2018; Jumrani and Bhatia, 2018). The 

capacity to non-destructively estimate soybean AGB enables capturing these data in a temporal 

fashion leading to insights about AGB dynamics. Many different techniques and HTPP have been 

used to estimate AGB in different crops (Bendig et al., 2015; Wang et al., 2016; Zhang et al., 2017; 

Jimenez-Berni et al., 2018; Maimaitijiang et al., 2019). In this study, we compared two methods, 

LASSO regression and PLSR, combining nineteen imagery features (Table 4.1) captured with 

UAV to predict soybean AGB. Both approaches have been used extensively to generate predictive 
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models for HTP data (Montes et al., 2011; Bratsch et al., 2017; Wang et al., 2017; Vasseur et al., 

2018; Fu et al., 2019).  Our results showed that both methods presented similar performances in 

all environments (Fig. 4.2). 

The LASSO regression is especially attractive because it shrinks regression coefficients, 

i.e., some coefficients can become zero and, therefore, some variables are eliminated from the 

model (Tibshirani, 1996). Such approach reduces overfitting and thus improves the prediction 

efficiency. The main reason to choose the LASSO regression over the PLSR for further analyses 

in this study is that it makes a simpler and more direct connection between the response and 

predictor variables (Cui and Wang, 2016). This advantage is important because it allows the direct 

inspection of the variables used to predict AGB, offering insights into the underlying processes 

that give rise to the observed AGB. When assessing the importance of the individual variables 

from the LASSO regression (Appendix B Fig. B3), we observed that this method used information 

from different predictor variables for each environment. For example, the relative importance of 

CC was higher for 2018_ACRE and 2018_Romney than 2017_ACRE. On the other hand, NDVI 

was only included in the model to predict AGB at 2017-ACRE. This is also supported by the 

results of the CV leaving one environment out which indicates that new environments could not 

be predicted accurately (Appendix B Fig. B4). These results provided a solid basis for constructing 

different models for each environment to enhance the strengths of each imagery feature by the 

environment. 

To our best knowledge, this is the first study estimating soybean AGB in a plant breeding 

program, using experimental plots and diverse genotypes. Satellite-derived vegetation indices 

were used separately to predict soybean AGB reaching good predictive abilities (Kross et al., 2015; 

Richetti et al., 2019). However, both studies were performed in agricultural fields with no genetic 

variation. Recently, Maimaitijiang et al. (2019) used UAV-based RGB imagery-derived spectral, 

structural, volumetric information, and their combination in several methods to predict AGB in 

agriculture fields with three cultivars. Their best method yielded an R2 of 0.91 and a relative RMSE 

of 14.1% using PLSR with several spectral indices and structural metrics combined. While they 

included different cultivars compared to the previous studies, it still might not represent the 

expected genetic diversity found in breeding programs. Also, the mentioned studies used extensive 

agronomic areas, which can lead to limitations of their results in small experimental plots 

equivalent to breeding programs.  
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In agreement with previous studies (Bendig et al., 2015; Chen et al., 2016; Wang et al., 

2017; Maimaitijiang et al., 2019; Li et al., 2020), combining different image metrics resulted in 

models with high prediction performance for AGB estimation. The individual and yet 

complementary information between spectral and structural metrics can be key to enhance 

prediction methods and optimize the use of information from HTPP. We anticipate that our method 

could be further improved when new types of image metrics become available. 

4.5.2 Genetic Architecture of Soybean Temporal Above-Ground Biomass 

The identification of the genetic causes underlying phenotypic variation is a major step 

towards crop improvement. By implementing an HTPP that is capable of collecting non-

destructive data in large populations throughout the season under actual field conditions, 

researchers and plant breeders are able to quantify and understand more thoroughly the dynamics 

of temporal variation of traits and thereby better optimize genotypes through selection in breeding 

programs (Pauli et al., 2016a). It is important to note that the effort and investment in HTTP 

demand equal effort to analyze the data properly. Nevertheless, the improvement of statistical 

methodologies to analyze image-based longitudinal phenotypes has not kept pace with the ability 

to generate high-throughput phenotypic data (Momen et al., 2019). Most of the studies using 

longitudinal traits mainly performed statistical genetic or genomic analysis for each time point 

independently (Würschum et al., 2014; Pauli et al., 2016a; Xavier et al., 2017; Zhang et al., 2017; 

Wang et al., 2019; Knoch et al., 2020), ignoring the existing temporal genetic correlation and 

dependency during trait development. RRM are deemed the most effective alternative to 

genetically evaluate longitudinal traits in numerous livestock breeding programs (Oliveira et al., 

2019a). This approach uses the covariance between each time point with no assumptions of 

constant variances or correlations, resulting in more accurate breeding values compared to other 

methods (Sun et al., 2017a; Oliveira et al., 2019a). We combined HTP data, high-density genomic 

information and RRM to carry out longitudinal analysis and understand the genetics of the 

development of AGB in soybean. In this context, this study provides the first application of RRM 

for genomic analysis of longitudinal traits in soybean, as well as the first genetic study on soybean 

AGB.  

Among the RRM tested here, the model using quadratic B-spline with 1 knot and 

homogeneous residual variance failed to converge, which indicates that this model did not fit the 
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data well. The models using fifth-order Legendre polynomial and quadratic B-spline with 2 knots 

also did not achieve the convergence when heterogeneous residual variance was used, probably 

because of the higher complexity of the models (i.e., they are more parameterized) and the data set 

size. Usually, more parametrized models require a higher number of observations to accurately 

estimate their parameters (Thoni et al., 1990). As the number of parameters increases, problems 

with convergence and estimation, as well as an increase in computational demand, can be expected. 

The model that seemed to be the most suitable to fit the data was the model using linear B-spline 

with 2 knots and heterogeneous residual variance. Hence, this model was selected to describe the 

genetic architecture of AGB over time in subsequent analyses. 

As shown in Figure 4.4, heritability for AGB fluctuates over different DAP. Some of this 

variation is expected due to differential growth patterns across development, and it indicates that 

the proportion of genetic variation also changes across different DAP. Similar temporal variability 

has been reported for water usage heritabilities in rice using RRM (Baba et al., 2020). The residual 

variance structure applied in this study can also play a role in the heritability fluctuations. Days 

without phenotypic data were grouped with the closest DAP with phenotypic data, which may not 

reflect their true residual variance. However, all models with the heterogeneity of residual variance 

structure outperformed the models with homogeneous residual variance, agreeing with other 

studies (Brito et al., 2017a; Campbell et al., 2018). The residual variance is affected by many 

factors that can vary over DAP. For instance, as the plants grow, the scale of AGB phenotypes 

increases dramatically. Thus, it is crucial to assess the need of a heterogeneous residual variances 

structure over time points, since there can be improvements in the partition of the total variation, 

yielding better estimates of genetic parameters (Brito et al., 2017a). In this context, it is important 

to emphasize that this approach is often performed in studies using RRM (Brito et al., 2017a; 

Campbell et al., 2018).  

 Campbell et al. (2018) found heritabilities ranging from 0.60 to 0.77 for high-throughput 

phenotyped shoot biomass (projected shoot area, PSA) in rice using RRM. However, their study 

was performed in a greenhouse, with controlled environmental conditions across the entire 

phenotypic recording period. Additional studies in controlled-environments that carried out an 

independent analysis for each time point also found high broad-sense heritabilities for AGB in 

barley (Neumann et al., 2017), maize (Muraya et al., 2017), and canola (Knoch et al., 2020). This 

is probably a result of strict environmental control over the entire growing period. In the field, 
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environmental conditions are constantly fluctuating during the growing season, therefore, highly 

impacting the observed trait. Regarding the genetic correlation across days, Campbell et al. (2018) 

and Baba et al. (2020) found a similar trend, where the highest correlations were observed between 

adjacent time points.  

For longitudinal traits, such as AGB, genetic effects are expected to vary over time. In fact, 

several studies have shown that the additive polygenic effects of longitudinal traits are not constant 

across the entire period (Brito et al., 2017b; Oliveira et al., 2019a). The analysis of longitudinal 

traits as a function of time enables the detection of time-specific significant SNPs. The RRM 

approach has improved statistical power to detect loci associated with longitudinal traits over other 

methods, as they exploit the entire collection of experimental raw phenotypes capturing the genetic 

differences that happened throughout the analyzed time (Ning et al., 2017; Oliveira et al., 2019a).  

In this study, time was introduced as an additional dimension to association studies enabling the 

observation of the effects of individual markers over 57 days of soybean AGB development from 

late vegetative up to mid reproductive stages between 27 and 83 DAP.  Based on the top SNPs for 

each DAP, 30 unique SNPs were selected as most important for AGB across DAP and divided 

into four categories according to the length of the period they were detected (Fig. 4.8). The SNP 

effects were generally small and time-specific, and no SNPs were constant or continuous over 

time. These findings suggest a temporal pattern and that AGB is regulated mainly by small effect 

loci and their potential interactions. This highlights the importance of the temporal assessment of 

traits, as many associations could not have been discovered if AGB had been evaluated at the end 

of the experiment or at one time. Previous studies have explored the dynamic genetic architecture 

of AGB in other crops (Campbell et al., 2017, 2019; Muraya et al., 2017; Knoch et al., 2020), but 

none in field scale and with such high temporal resolution. Campbell et al. (2017) used power 

function parameters as the pseudo-phenotypes in a multiple-trait GWAS to study AGB in rice 

during early and active tillering stages. Using RRM, several loci with both transient and persistent 

effects were found controlling rice AGB during early vegetative development in a green-house 

(Campbell et al., 2019). Knoch et al. (2020) used time point data and relative growth rates for AGB 

GWAS of canola under controlled environmental conditions. The authors found that canola AGB 

is controlled by several medium and many small effect loci, most of which act only during short 

periods.  
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Among the selected SNPs positioned within candidate genes in soybean (Table 4.3), some 

may have a direct impact on AGB. The Glyma.02g064600 candidate gene potentially codes a 

protein belonging to the Agenet domain family, which is known as chromatin remodeling proteins 

(Brasil et al., 2015). In Arabidopsis thaliana, Agenet/Tudor domain family proteins were associate 

with regulating gene expression by DNA methylation (Brasil et al., 2015; Zhang et al., 2018a). 

Interestingly, an Agenet domain-containing protein in Arabidopsis was highly expressed in 

reproductive tissues and its down-regulation delayed flower development timing (Brasil et al., 

2015). In our study, the effect of the SNP associate with Glyma.02g064600 started to be present 

at 43 DAP, which overlaps with the average beginning of the blooming (R1) period, and the 

magnitude of its effects increase with time. Also, in chromosome two, Glyma.02g064500 possibly 

corresponds to rhomboid protein-related that in Arabidopsis is a putative cellular component in 

the Golgi apparatus with unknown function. Ban et al. (2019) reported that Glyma.07g067900, 

which codes a disease resistance protein, was upregulated when studying the regulation of genes 

in mutant dwarf soybeans related to plant growth. It is known that the over-expression of disease 

resistance and other immune-responsive genes tend to divert resources to generate protection 

metabolites, thus reducing overall growth (Ban et al., 2019). Glyma.07g071800 is predicted to 

have biological functions involved in the riboflavin biosynthetic process. In plants, Riboflavin is 

known to be involved in disease defense (Nie and Xu, 2016), therefore Glyma.07g071800 may be 

associated with the tradeoff between the defense response and plant growth as mentioned before. 

Glyma.16g046000 is a putative DEAD/DEAH box helicase. Some proteins of this family are 

known to play a role in plant growth and development, and in response to stresses in plants (Wang 

et al., 2000; Zhu et al., 2015). 

4.5.3 Potential of Genomic Selection to Improve Soybean Temporal Above-Ground 

Biomass 

Genomic selection has been proved to be a powerful tool in plant and livestock breeding 

(Meuwissen et al., 2016; Crossa et al., 2017). It enables the rapid, cost-effective and more accurate 

selection of superior genotypes without phenotypes, accelerating breeding cycles and optimizing 

genetic gain over traditional approaches. Genomic selection requires accurate phenotyping to train 

prediction models that can predict the performance of new unphenotyped individuals based on 

their SNP markers (Meuwissen et al., 2001). HTPP allow crop scientists to generate high-quality 
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quantitative data and effectively characterize large training populations throughout the growing 

season. Thus, the combination of GS and HTPP have the potential to increase accuracy and 

throughput, while reducing costs and minimizing labor (Araus et al., 2018). Although several 

studies have already proven that RRM improved genomic prediction accuracy of longitudinal traits 

compared to single-time point and MTM in animals (Oliveira et al., 2019a), it was only 

demonstrated in plants more recently (Campbell et al., 2018; Momen et al., 2019). Here, the utility 

of RRM-based genomic selection for longitudinal soybean AGB was evaluated. 

Using CV, we found that it was possible to model longitudinal AGB under a RRM 

approach (Fig. 4.6). As expected, prediction accuracy varied across DAP, with a decreasing trend 

over time. Accuracy of GS is dependent on many factors, such as the level of linkage 

disequilibrium (LD) in the population, effective population size, the number of markers, trait 

heritability, and the number of QTL influencing the trait (Lin et al., 2014; Wang et al., 2018). Since 

the LD, population size and number of markers were held constant in our study, the difference in 

prediction accuracy across DAP can be largely attributed to the differences in heritability. 

Considering the heritability values, in general, we obtained better prediction accuracy than 

predicted AGB in rice using RRM (Campbell et al., 2018). As well as the prediction accuracy, 

prediction bias for the GEBVs varied over DAP, suggesting that selection based on different days 

may have different results and usefulness (Fig. 4.7). This is in agreement with our GWAS results 

because it implies that different genes can be expressed by DAP and that selection based on 

different days can have distinct genetic implications on AGB (Oliveira et al., 2019b). One possible 

reason for the decreasing trend over time of prediction accuracy and bias can be the quality of the 

phenotypes as the season progress, because as the plot canopy closes it is harder to detect 

differences among plots. Enhancing imagery resolution, decreasing flight altitude, and adding 

volume and height metrics can potentially help eliminate this problem. Another reason may be our 

limited population size (383 genotypes). Increasing population and training set size can improve 

the accuracy of prediction, especially for traits with low heritability, because more samples with 

phenotypic and genotypic information will be used to estimate genetic effects (Goddard, 2009; 

Wang et al., 2018). Xavier et al. (2016) found that training population size was the most relevant 

factor in improving prediction accuracy in the SoyNAM population, with optimal populations size 

between 1000 and 2000 individuals. The rate of accuracy improvement decreased rapidly for 
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training populations above 2000 individuals. Thus, probably the accuracy and bias of our 

predictions would improve as we increase the training set size. 

Even though we used a dummy pedigree matrix in the current study because all RILs were 

genotyped, the BLUPF90 family programs perform the ssGBLUP random regression. The 

ssGBLUP simultaneously combines phenotypic records, pedigree, and genomic information in the 

single-step genomic evaluation (Misztal et al., 2009; Aguilar et al., 2010; Christensen and Lund, 

2010). Although genomic information became more accessible over the years, in practice high 

density genotyping for all genotypes in a breeding program is not always feasible due to genotype 

costs, logistics or both. An alternative to improve genomic prediction performance is to construct 

a joint matrix based on pedigree and genomic relationships to predict BLUPs for genotyped and 

non-genotyped material (Legarra et al., 2009). Thus, the use of ssGBLUP based on RRM can lead 

to more accurate and less biased GEBV and increased the reliability of genomic predictions 

(Koivula et al., 2015; Kang et al., 2018; Oliveira et al., 2019d). Considering the benefits of 

ssGBLUP and RRM, incorporating both approaches is an effective strategy to enhance the 

genomic prediction of longitudinal traits in crops. Future research using genomic and pedigree 

information is necessary to assess the value of random regression ssGBLUP for predicting 

breeding values in soybean.  

In summary, our results suggest that AGB is a potential candidate for genomic selection in 

soybeans. The ability to predict temporal-based GEBV allows targeting important periods in the 

growing season for selection. For example, using genomic selection to increase AGB during 

vegetative stages may lead to yield boosts or improved stress resilience. A second point of interest 

can be modifying the AGB trajectory along the growing season by selecting plants with a specific 

growth pattern. Moreover, even if the temporal characteristic itself may not be a target of selection, 

such data can be used to enhance the genomic selection of economical endpoint traits such as yield. 

Given HTPP's power to simultaneously collect multiple temporal traits, multiple-trait RRM may 

be powerful tools for joint genomic prediction of multiple longitudinal traits (Oliveira et al., 2016; 

Baba et al., 2020). 

4.6 Conclusions 

This study demonstrates the potential of HTPP to replace destructive ground measurements 

of soybean AGB overt time. With these temporal phenotypes, RRM were used to leverage the 
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covariance across time points and to uncover the quantitative properties of AGB. Our results 

suggest evidence of differential sets of SNPs and respective candidate genes underlying the 

phenotypic variation of AGB over time. These findings highlight the importance of comprehensive 

time-resolved analyses to effectively unravel the dynamic contribution of genes influencing 

growth and developmental process. As in other association studies, additional experimental 

validation will be required to confirm if the identified loci are truly associated with AGB and to 

identify functional linked variants. Moreover, additional research on temporal growth and gene 

expression is needed to determine whether the candidate genes play a time-specific or a general 

role in soybean AGB regulation. Moreover, we demonstrated that AGB in soybeans is a good 

potential candidate for genomic selection. This research illustrated the promise of new emerging 

technologies and offer a basis for future studies to combine phenotyping and genomic analysis in 

order to understand the genetic architecture of complex longitudinal traits. 

 

 

 



 

 

95 

 

 GENERAL CONCLUSIONS 

The main objective of plant breeding is to genetically improve the performance of cultivars in 

the most efficient way possible. One of the most important tasks of a plant breeder is to evaluate 

investment goals that can promote the desirable genetic gain for the traits of interest within their 

breeding program. The rapid development of remote sensing in agronomic research has 

contributed to a significant shift in plant sciences towards time-series phenotyping that can track 

the development of plants through their life stages, generating an opportunity to better understand 

the genetic basis underlying important traits over time. However, these new technologies also bring 

new challenges to adequately use high-dimensional phenomic data, through the integration of 

quantitative genetics, physiology, breeding, modeling, and engineering disciplines. The major 

challenge is synthesizing the various layers of information together in a meaningful manner to 

understand the many complexities of plant growth and developmental and implications for 

breeding. In this dissertation, we explored interdisciplinary frameworks to assess different 

applications of high-throughput phenotyping for longitudinal traits in plant breeding. 

In chapter 2, we have shown that ACC measured using an aerial HTPP several times during 

the growing season can be used for selection, alone or in combination with yield, in the early stages 

of soybean breeding pipelines. Soybean progeny rows selection using yield given ACC 

(Yield|ACC) selected the most top-ranking lines in advanced yield trials. We observed 

considerable differences in canopy coverage development of the checks in 2015 and 2016 among 

which may have impacted some of our results. Thus, in order to provide tailored recommendations 

on the use of ACC for selecting high yielding lines in different scenarios, further studies are 

required to determine environmental effects on canopy coverage phenotypic variations. 

Furthermore, we suggest evaluating various scenarios to confirm that the greater response is either 

using the ACC alone or in combination with yield. 

Chapter 3 is a review paper, where we outlined the current analytical approaches in 

phenotyping platforms, modeling and quantitative genetics that can be applied to high-throughput 

phenotyping quantified over time. We explore interdisciplinary frameworks, such as cutting-edge 

animal breeding models, that have important applications to crops longitudinal traits. Also, we 

described the advantages and pitfalls of each method and indicate future research directions and 

opportunities. We provided a comprehensive framework for researches to study how genetic 
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variability changes over time and impact the selection of crops with adaptation to future climate 

change environments as well as increased production efficiency. 

Finally, we developed a whole framework to study soybean AGB in chapter 4. We used 

imagery features from RGB and multispectral cameras mounted on a UAS platform to predict 

AGB over time. Although this research obtained good prediction for AGB in soybean, additional 

research evaluating other sensors and metrics, including but not limited to volume, height, and 

reflectance of blue band, need to be considered to create a robust model that can be used in any 

environment. In addition, our research determined AGB during the vegetative and early 

reproductive stages, but phenotyping needs to be extended to phenological events occurring late 

in the season to better understand the contribution of AGB to the final yield. 

With the remote estimate AGB we implemented RRMs to study the genetic architecture of 

the trait. Genomic evaluations for various points in time can be simultaneously done using RRM, 

which enables the understanding of the complete pattern of AGB accumulation during the growing 

season. Here we tested several covariance structures to obtain adequate and parsimonious models 

for the estimation of genetic parameters for AGB. Although we tested the models with 

homogenous and heterogeneous residual variances, it would be of interest to further evaluated 

different numbers of classes of residual variances. Moreover, determining AGB on a daily bases 

under field conditions might help to estimate the ideal residual variance structure, improving the 

accuracy of genetic parameters.  

Here we revealed the genetic architecture of AGB over time. Our results indicate that a set of 

different genomic regions is associate with AGB through the studied period. Evidence of a pattern 

of the SNP effects and different set of candidate genes were found across DAP. Further work is 

necessary to validate the associations found using independent populations and to explore 

differential gene expression over time. Potentially, some candidate genes can be found to be 

constant or transient expressed during AGB development in soybean. Our research also suggests 

that AGB is a good candidate for GS. Estimating GEBV using RRM has the potential to select 

lines for increased AGB in specific time points or to change the overall accumulation of the trait. 

However, this work needs to be complemented with validation to implement the GS model in new 

populations and to evaluate different factors influencing prediction accuracy over time, such as 

different training population size or the number of markers.  
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Although AGB has been associated with yield increases in soybean and other crops, the 

relationship between AGB and yield needs to be studied. We believe that AGB is genetically 

correlated to yield and can be used as a secondary trait to improve yield genomic prediction in a 

multivariate random regression model. Furthermore, soybean phenology plays a key role in 

determining the crop adaptation region and may contribute to the phenotypic variation of AGB 

development. Thus, future studies combining phenology models with AGB are necessary to 

understand their relationship over time.  
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APPENDIX A. CHAPTER 2 

 

Table A.1 Adjusted mean and standard deviation for yield (Kg/ha) and R8 (days to maturity) by selection 

criteria for preliminary yield trials (PYT) early and late in 2016 and 2017. 

  ------- PYT 2016 ------- ------- PYT 2017 ------- 

Selection 

Criteria 
Trial. Yield R8 Yield R8 

ACC Early 4,121.1±361 117.5±3 3,954.9±486 115.5±2.2 

Yield Early 4,213.5±364 118.1±3 4,215.5±293 115.7±2 

Yield|ACC Early 4,141.2±390 117.9±3.1 4,099.2±422 117±2.9 

Check Early 3,843.2±576 114.2±2.9 4,310.5±512 113.6±2.8 

ACC Late 4,704.4±397 127.3±4 4,170.7±542 120.9±3.6 

Yield Late 4,825.4±409 128.2±3.6 4,697±280 123.8±4.1 

Yield|ACC Late 4,664.2±481 129.1±3.2 4,539.4±409 123.2±3.1 

Check Late 4,444.7±808 121.3±2.1 4,397.6±311 113.4±2.1 
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Figure A.1 Box plot of adjusted R8 (days to maturity) distribution for lines selected by each selection 

categories (Yield, ACC and Yield|ACC) for preliminary yield trials (PYT) early and late in 2016 and 

2017. Diamond indicates mean for each selection categories. The line crossing the box plots are 

representing the median for each class. No significative (ns): p > 0.05; *: p <= 0.05; **: p <= 0.01; ***: p 

<= 0.001; ****: p <= 0.0001. 

 

 

 

Figure A.2 Distribution of average canopy coverage of the checks by days after planting for progeny rows 

2015 and 2016.  
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APPENDIX B. CHAPTER 4 

 

Figure B.1 Yield (Kg/ha) phenotypic distribution by environment. 

 

 

 

Figure B.2 Correlation (R) plots between observed and predicted above-ground biomass (g/m2) for each 

environment for the least absolute shrinkage and selection operator (LASSO) regression and partial least 

squares regression (PLSR). 
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Figure B.3 Variable importance for each environment for the least absolute shrinkage and selection 

operator (LASSO) regression. 

 

 

Figure B.4 Performance of above-ground biomass prediction leaving one environment out. Predictions 

were performed using the least absolute shrinkage and selection operator (LASSO) regression, and the 

partial least squares regression (PLSR) methods. The performance of predictions was evaluated using the 

root mean squared error (RMSE) and coefficient of determination (R2). 
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Figure B.5 Phenotypic distribution of predicted above-ground biomass (g/m2) using the Least Absolute 

Shrinkage and Selection Operator (LASSO) Regression by days after planting for each environment. 

 

 

 

  



 

 

 

Table B.1 List of candidate genes for all selected SNP associated with above-ground biomass in soybean according to SoyBase (SoyBase.org). 

Duration 

Category 
SNP Chr. Pos. (bp) 

Selected 

candidate genes 
Database ID Annotation Description 

Long 2:5777782 2 5,777,782 

Glyma.02g064300 AT2G02990.1 ribonuclease 1 

Glyma.02g064400 AT2G02990.1 ribonuclease 1 

Glyma.02g064500 AT3G07950.1 rhomboid protein-related 

Glyma.02g064600 AT1G09320.1 agenet domain-containing protein 

Glyma.02g064700 AT3G54890.1 photosystem I light harvesting complex gene 1 

Glyma.02g064800 AT3G26935.1 DHHC-type zinc finger family protein 

Glyma.02g064900 AT1G48160.1 
signal recognition particle 19 kDa protein, putative / SRP19, 

putative 

Short 3:5150181 3 5,150,181 
Glyma.03g040800 AT3G23270.1 

regulator of chromosome condensation (RCC1) family with 

FYVE zinc finger domain 

Glyma.03g040900 AT5G01750.2 protein of unknown function (DUF567) 

Long 3:10014176 3 10,014,176 Glyma.03g063400 AT3G60470.1 plant protein of unknown function (DUF247) 

Intermittent 3:14985662 3 14,985,662 NA - - 

Short 4:10352467 4 10,352,467 NA - - 

Mid 4:13022455 4 13,022,455 

Glyma.04g114400 GO:0016021 integral component of membrane 

Glyma.04g114500 - - 

Glyma.04g114600 - - 

Glyma.04g114700 - - 

Short 4:14549891 4 14,549,891 NA - - 

Short 5:3808314 5 3,808,314 

Glyma.05g042400 AT5G50210.1 quinolinate synthase 

Glyma.05g042500 AT4G13310.1 cytochrome P450, family 71, subfamily A, polypeptide 20 

Glyma.05g042600 AT4G13310.1 cytochrome P450, family 71, subfamily A, polypeptide 20 

Glyma.05g042700 AT4G24740.1 FUS3-complementing gene 2 

Long 7:6108702 7 6,108,702 

Glyma.07g067500 AT5G41460.1 protein of unknown function (DUF604) 

Glyma.07g067600 AT3G30280.1 HXXXD-type acyl-transferase family protein 

Glyma.07g067700 AT1G01580.1 ferric reduction oxidase 2 

Glyma.07g067800 AT4G12010.1 disease resistance protein (TIR-NBS-LRR class) family 

Glyma.07g067900 AT5G17680.1 disease resistance protein (TIR-NBS-LRR class), putative 

Glyma.07g068000 AT3G61460.1 brassinosteroid-responsive RING-H2 

Mid 7:6523718 7 6,523,718 
Glyma.07g071500 AT3G61350.1 SKP1 interacting partner 4 

Glyma.07g071600 AT3G61350.1 SKP1 interacting partner 4 
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Table B.1 continued. 

    

Glyma.07g071700 - - 

Glyma.07g071800 AT4G20960.1 cytidine/deoxycytidylate deaminase family protein 

Glyma.07g071900 AT3G61320.1 bestrophin-like protein 

Glyma.07g072100 AT4G00710.1 BR-signaling kinase 3 

Long 7:13739807 7 13,739,807 

Glyma.07g119600 PF01107 viral movement protein (MP) 

Glyma.07g119700 AT5G59540.1 
2-oxoglutarate (2OG) and Fe(II)-dependent oxygenase 

superfamily protein 

Glyma.07g119800 AT1G02180.1 ferredoxin-related 

Glyma.07g119900 AT1G22860.1 vacuolar sorting protein 39 

Glyma.07g120000 AT3G31430.1  

Short 

7:15340513 7 15,340,513 

Glyma.07g128000 AT4G26200.1 1-amino-cyclopropane-1-carboxylate synthase 7 

Glyma.07g128100 AT4G29510.1 arginine methyltransferase 11 

Glyma.07g128200 AT4G29520.1 - 

Glyma.07g128300 AT5G11780.1 - 

Glyma.07g128400 AT5G56750.1 N-MYC downregulated-like 1 

Glyma.07g128500 AT4G26180.1 mitochondrial substrate carrier family protein 

Glyma.07g128600 AT2G15690.1 tetratricopeptide repeat (TPR)-like superfamily protein 

Glyma.07g128700 AT5G56780.1 effector of transcription2 

Long 7:27576963 7 27,576,963 NA - - 

Mid 8:21488582 8 21,488,582 

Glyma.08g247700 AT3G29770.1 methyl esterase 11 

Glyma.08g247600 AT4G26190.1 
haloacid dehalogenase-like hydrolase (HAD) superfamily 

protein 

Mid 8:21970879 8 21,970,879 

Glyma.08g250700 AT3G02310.1 
K-box region and MADS-box transcription factor family 

protein 

Glyma.08g250800 AT5G60910.1 AGAMOUS-like 8 

Glyma.08g250900 AT3G02300.1 
regulator of chromosome condensation (RCC1) family 

protein 

Short 11:5076944 11 5,076,944 

Glyma.11g067500 AT5G66750.1 chromatin remodeling 1 

Glyma.11g067700 AT3G50660.1 cytochrome P450 superfamily protein 

Glyma.11g067800 AT5G66760.1 succinate dehydrogenase 1-1 

Mid 11:6004142 11 6,004,142 

Glyma.11g079500 AT4G35920.1 PLAC8 family protein 

Glyma.11g079600 AT1G75950.1 S phase kinase-associated protein 1 

Glyma.11g079700 AT3G51320.1 pentatricopeptide repeat (PPR) superfamily protein 

Glyma.11g079800 PF03966 Trm112p-like protein 

Glyma.11g079900 AT3G51325.1 RING/U-box superfamily protein 
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Table B.1 continued. 

Glyma.11g080000 AT4G35900.1 basic-leucine zipper (bZIP) transcription factor family protein 

Glyma.11g080100 AT4G35890.1 
winged-helix DNA-binding transcription factor family 

protein 

Mid 12:3072635 12 3,072,635 

Glyma.12g042300 AT2G17080.1 Arabidopsis protein of unknown function (DUF241) 

Glyma.12g042400 AT4G39210.1 glucose-1-phosphate adenylyltransferase family protein 

Glyma.12g042500 AT2G16365.1 F-box family protein 

Glyma.12g042600 AT4G25730.1 FtsJ-like methyltransferase family protein 

Glyma.12g042700 AT4G34540.1 NmrA-like negative transcriptional regulator family protein 

Glyma.12g042800 AT2G18300.2 
basic helix-loop-helix (bHLH) DNA-binding superfamily 

protein 

Intermittent 13:2112345 13 2,112,345 

Glyma.13g007700 AT3G51690.1 PIF1 helicase 

Glyma.13g007800 AT1G02960.2 - 

Glyma.13g007900 AT4G12680.1 integral component of membrane 

Long 

13:24980935 13 24,980,935 

Glyma.13g137000 AT3G09670.1 tudor/PWWP/MBT superfamily protein 

Glyma.13g137100 AT5G02960.1 ribosomal protein S12/S23 family protein 

Glyma.13g137200 AT2G37080.1 ROP interactive partner 3 

Short 13:37339900 13 37,339,900 

Glyma.13g271100 AT3G14980.1 
acyl-CoA N-acyltransferase with RING/FYVE/PHD-type 

zinc finger protein 

Glyma.13g271200 AT1G53280.1 class I glutamine amidotransferase-like superfamily protein 

Glyma.13g271300 AT1G53270.1 ABC-2 type transporter family protein 

Glyma.13g271400 AT3G15000.1 cobalt ion binding 

Glyma.13g271500 AT5G20040.1 isopentenyltransferase 9 

Long 14:47457673 14 47,457,673 

Glyma.14g208600 AT2G40510.1 ribosomal protein S26e family protein 

Glyma.14g208700 AT5G37150.1 
P-loop containing nucleoside triphosphate hydrolases 

superfamily protein 

Glyma.14g208800 - - 

Glyma.14g208900 AT1G17200.1 uncharacterised protein family (UPF0497) 

Glyma.14g209000 AT5G56550.1 oxidative stress 3 

Glyma.14g209100 GO:0015979 photosynthesis 

Glyma.14g209200 AT1G31240.1 bromodomain transcription factor 

Intermittent 15:10511120 15 10,511,120 

Glyma.15g130600 AT2G34730.1 myosin heavy chain-related 

Glyma.15g130700 GO:0016020 membrane 

Glyma.15g130800 AT1G30580.1 GTP binding 

Glyma.15g130900 AT4G20940.1 leucine-rich receptor-like protein kinase family protein 

Long 15:13201754 15 13,201,754 Glyma.15g157100 AT5G44030.1 cellulose synthase A4 
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Table B.1 continued. 

Glyma.15g157200 AT3G27160.1 ribosomal protein S21 family protein 

Glyma.15g157300 AT4G20040.1 pectin lyase-like superfamily protein 

Glyma.15g157400 AT5G05280.1 RING/U-box superfamily protein 

Glyma.15g157500 AT2G32260.1 phosphorylcholine cytidylyltransferase 

Glyma.15g157700 AT3G17365.1 
S-adenosyl-L-methionine-dependent methyltransferases 

superfamily protein 

Short 15:36306421 15 36,306,421 Glyma.15g217500 AT1G30820.1 CTP synthase family protein 

Mid 15:36870472 15 36,870,472 NA - - 

Long 16:4353954 16 4,353,954 

Glyma.16g045700 AT3G26680.1 DNA repair metallo-beta-lactamase family protein 

Glyma.16g045800 AT5G13890.1 family of unknown function (DUF716) 

Glyma.16g045900 AT5G46860.1 syntaxin/t-SNARE family protein 

Glyma.16g046000 AT3G02060.2 DEAD/DEAH box helicase, putative 

Glyma.16g046200 AT3G02050.1 K+ uptake transporter 3 

Mid 16:29044334 16 29,044,334 

Glyma.16g133600 AT3G50930.1 cytochrome BC1 synthesis 

Glyma.16g133700 ATMG01170.1 ATPase, F0 complex, subunit A protein 

Glyma.16g133800 AT1G19630.1 cytochrome P450, family 722, subfamily A, polypeptide 1 

Short 18:6899324 18 6,899,324 

Glyma.18g072800 AT1G55760.1 BTB/POZ domain-containing protein 

Glyma.18g073100 AT1G55790.1 domain of unknown function (DUF2431) 

Glyma.18g073200 AT4G26490.1 
late embryogenesis abundant (LEA) hydroxyproline-rich 

glycoprotein family 

Glyma.18g073300 AT5G08520.1 duplicated homeodomain-like superfamily protein 

Glyma.18g073400 AT4G26510.1 uridine kinase-like 4 

Intermittent 18:59148882 18 59,148,882 

Glyma.18g302000 AT2G33510.1 - 

Glyma.18g302100 AT2G39290.1 phosphatidylglycerolphosphate synthase 1 

Glyma.18g302200 AT4G30860.1 SET domain group 4 

Glyma.18g302300 AT2G01910.2 
microtubule associated protein (MAP65/ASE1) family 

protein 

Chr: Chromosome, Pos (bp): position in base pair. NA: no positional candidate gene found within ± 25kb. - Annotation not available. 
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