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ABSTRACT

Li, Yiru Ph.D., Purdue University, May 2020. Energy System Modeling towards a
Sustainable Future. Major Professor: Rakesh Agrawal.

As the global population approaches 10 billion by the mid-century, supplying all

the needs of the human race from the Earth’s limited land area and resources with

minimized greenhouse gas emission will be the essential challenge of sustainability. In

a sustainable economy, all renewable energy, in combination with carbon sources and

other elements from the nature, such as water, air and land, will be used synergisti-

cally to produce building blocks for human beings. These building blocks, including

electricity, heat, fuels, hydrogen, etc., will enable the production of all the end uses

for human beings. The challenge for chemical engineers is to come up with processes

and synergistic strategies to enable such a sustainable future.

Shale gas can serve as both energy resource and chemical feedstock for the tran-

sition period towards a sustainable economy, and has the potential to be a carbon

source for the long term. Natural gas liquids contained in shale gas provide abundant

feedstock for chemical and fuel production and could bring extra value for remote

shale gas basins. Unlike current shale gas processing where large scales are preferred,

simple and intensified processes with least processing steps and least pieces of equip-

ment are favored for remote shale plays. While conventional shale gas processing

usually follows a four-section hierarchy of “gas treatment - NGL recovery - NGL frac-

tionation - NGL activation”, four innovative configurations are proposed for simpler

and intensified process design, including NGL co-processing, integrated NGL recovery

and activation, switched NGL recovery and activation, and eliminated NGL recovery.

A two-step conversion of NGLs to liquid hydrocarbons via dehydrogenation followed

by oligomerization is used as an example to show how these innovative process de-
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signs evolve. Simulation results show that the loss of ethane, the NGL component

with the highest concentration, could be largely reduced by the innovative process

configurations. At the same time, higher yield of liquid products, fewer processing

steps, reduced pieces of equipment and elimination of energy and capital-intensive

units can be achieved. The intensification of process here would benefit the modular-

ization of shale gas plants, and make it possible for distributed production of liquid

hydrocarbons onsite for remote shale locations.

While shale gas being the carbon source for a sustainable future, renewable en-

ergy, especially solar and wind energy, will become the dominant energy resources

for a sustainable economy. However, both solar and wind energy are dilute resources

and harvesting them requires vast tracts of land, which could potentially compete

with agricultural production for food. As a bookend case study, we investigate the

land requirement for a 100% solar economy. The contiguous United States is used

as an example and our analysis takes into account several issues that are usually ig-

nored, such as the intermittent solar availability, estimation of future energy demand,

actual power production from solar farms and available land types. Results show

that it will be difficult for currently available land to meet the energy needs using

current solar park designs for the entire contiguous United States and for nearly half

of the individual states, which include well over half of the total US population. Bar-

ring radical improvements in agricultural output that could greatly reduce the land

devoted to agriculture, the competition for land between energy and food seems in-

evitable, posing a major challenge to a future solar economy. If we extend the study

to Germany, the United Kingdom and China, we could see that the challenge exists

for both developed and developing countries.

To resolve the issue, a concept of “Aglectric” farming is proposed, where agricul-

tural land produces electricity without diminishing existing agricultural output. Both

wind turbines and photovoltaic (PV) panels can be used to generate electricity on

agricultural land. While the use of the current PV panels is known to have a negative

impact on crop growth, we propose several innovative PV systems using existing and
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new materials, innovative installation paradigms and module designs. Through ex-

tensive modeling of PV shadows throughout a day, we show that some of our designed

PV systems could mitigate the loss of solar radiation while still maintaining substan-

tial power output. Thus, it should be possible to design and install these PV systems

on agricultural land to have significant power output without potentially diminish-

ing agricultural production. We also show that PV aglectric farms alone will have

the potential of realizing a 100% solar economy without land constraint. Together

with regular PV parks and wind aglectric farms, PV aglectric farms will serve as an

important option for a renewable future.

With its high energy density and zero greenhouse gas emission, hydrogen is the

key energy carrier in a sustainable future. We introduce a process design strategy for

the production of hydrogen by high temperature water electrolysis using concentrated

solar thermal energy. At the same time, co-production of hydrogen and electricity is

investigated where hydrogen can be produced by both thermochemical cycles and high

temperature electrolysis. The process design features the process integration between

hydrogen production and power generation. Process simulation is performed in an

integrated Matlab and Aspen Plus platform. Efficiencies are analyzed for various

processes.

Synergy is the key feature of all the studies in the dissertation. Process intensifi-

cation for shale gas conversion and process integration for solar hydrogen production

are examples of synergy at the process level. Coproduction of hydrogen and electric-

ity and coproduction of electricity and food are examples of synergy at the building

block level. Potential synergistic use of solar, wind and shale resources is an example

of synergy at the resource level. Synergy is the keyword of the sustainable future we

are pursuing.



1

1. INTRODUCTION

To enable a sustainable future that can support the large population on the earth,

chemical engineers need to contribute by providing systematic analysis of energy and

resource usage, creating innovative processes for chemical and fuel production, and

looking for efficient energy storage methods.

1.1 Motivation

The world population is expected to reach 8.5 billion by 2030 and even over 10

billion by the end of this century [1]. Together with the rapid growth in population,

every aspect of human needs, including residential and commercial needs, power pro-

duction, industrial production and transportation, exerts much stress on our global

energy resources. The global energy demand will have a 20% growth from 2017 to

2040 [2], which indicates the immense energy supply pressure we human beings are

facing.

Nowadays, even with the fast progress in renewable energy application, the world

energy consumption still largely depends on fossil fuels. In 2018, oil, natural gas

and coal constitute ∼85% of total energy consumption of the world [3]. However, at

current production rate, both natural gas and oil reserves are only sufficient for about

50 years [3]. Furthermore, the greenhouse gases (GHG) emission caused by excessive

use of fossil fuels has brought about global environmental concerns towards pollution

and climate change.

In the light of all these factor, the grand challenge before us is to insure human

beings’ living quality by meeting all the energy needs from limited resources on the

earth. Obviously, renewable energy will replace fossil fuels to become the major

primary energy resources [4]. However, there is still a long way to go. In 2018, the
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renewable energy share in both the US’ and the world’s primary energy consumption

portfolio is about 4% [3]. Obstacles exist for widespread implementations of renewable

energy [5]:

• Land restriction. Renewable energy often has much lower power density, or rate

of supplied energy per unit land area, than fossil fuels [6]. It indicates that large

tracts of land must be dedicated to renewable energy harnessing, which might

result in land competition with agricultural production.

• Intermittent availability. Renewable resources such as solar and wind energy

are not available at a steady rate round the clock; instead, the accessibility of

these energy resources are subject to season, weather, time, etc., which results

in difficulty in transmission and demand of large-scale energy storage.

• Uneven distribution. Similar to fossil fuels, the distribution of renewable energy

resources is uneven across the world and varies from location to location. How-

ever, different from fossil fuels, long-distance transportation of renewable energy

resources and the transmission of secondary energy generated from renewable

energy (electricity) are both difficult.

• Carbon resources are still needed. As a energy resource, fossil fuels can be

replaced by renewable energy. However, production of commodity chemicals

and some fuels, such as aviation kerosene, still requires resources containing

carbon. Sustainable biomass could be a solution, but the total availability and

associated land usage remain issues of concern.

Therefore, to realize a sustainable future, systematic analysis is imperative to iden-

tify the challenges. To resolve the identified challenges, efficient processes for power,

fuel and chemical production are needed. Process system engineering methodology is

the key of synthesizing, designing, modeling and optimizing such processes [7].
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1.2 Potential Strategic Role of Shale Gas towards a Sustainable Future

Apart from the challenges discussed in section 1.1, the transition towards a renew-

able energy powered future is likely to be gradual because of the technology barriers

and extensive infrastructure and policy changes [8]. During this transition period,

fossil fuels will still share significant percentages in the world’s energy consumption

portfolio. It is imperative that fossil resources be properly and efficiently utilized both

as energy resources and chemical feedstocks. Among all the available fossil resources,

natural gas has the potential to play a strategic role in both the transition period and

the renewable future.

Firstly, natural gas, together with the related combined-cycle technology, is seen

as a more efficient alternative to coal for electric power generation [9]. Meanwhile, the

carbon footprint is lower, which could mitigate the GHG emission [10]. Therefore,

natural gas could serve as a relatively ”cleaner” energy resource.

Secondly, recent development of shale gas has brought natural gas condensates to

the fuel and chemical feedstock market [11]. In addition, methane as the major com-

ponent in natural gas, can also be an important chemical feedstock through various

conversion technologies such as steam methane reforming [9].

Therefore, triggered by the shale gas boom in the recent decade, natural gas,

especially shale gas has the potential to be a strategic resource:

• During the transition period from a fossil fuel powered era to a renewable future,

natural gas can be the energy resource, or the ”bridge fuel”, considering its high

energy conversion efficiency and low carbon footprint [12].

• In a sustainable future, if available, methane and natural gas condensates can

serve as feedstocks for the production commodity chemicals and fuels that are

difficult to be replaced by renewable resources.
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1.3 Multi-level Synergies in a Renewable Economy

In a sustainable future where all the need of the human race will be supplied from

the earth’s limited resources, all the available resources must be used synergistically

[7]. Figure 1.1 shows a viable pathway towards a renewable economy. In such a

vision, renewable energy resources, such as solar and wind energy, together with other

elements of nature such as soil, CO2, air, and water will be able to provide most of

the human needs that are currently provided through the use of fossil resources. For

energy uses, renewable energy can be first harnessed as electricity, heat and hydrogen

that can then be directly for end-uses or used for creating other products. As carbon

resources, sustainable biomass which ultimately comes from solar energy and shale

gas can complement each other to mitigate possible environmental footprint or land

restriction. With these energy and carbon sources available as building blocks, every

aspect of human needs can be satisfied, including fertilizer production for food growth,

chemical/fuel production for everyday and industrial uses, transportation powered by

either fuels or electricity, as well as water, electricity and heat demands [5].

Biomass Electricity HeatHydrogen

Harness and Transformation Processes

Fertilizers Chemicals
Fuels

Energy 
Storage Transportation Heat

Urea
NH4NO3

etc.

Benzene
Xylenes
Alcohols
Olefins

Alkanes/Alkenes
Diesel

…

Internal combustion engine
Plug-in hybrid electric vehicle

H2 fuel cell vehicle
…

Cooking
Lighting

Electrical Appliances
Electronic Gadgets

…

Residential
Needs

Water
Purification

Fresh
Water

Other Renewable 
Resources

Other
Elements of Nature
(H2O, CO2, soil, etc.)

Shale Gas
(as carbon source)

Fig. 1.1. Vision of a renewable economy [7]
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Considering all the challenges discussed in Section 1.1, efficient employment of all

the resources require highly synergistic systems. In Figure 1.1, there are three levels

of synergy that worth our attention.

1.3.1 Synergy at resource level

Among all the renewable resources, solar energy is the most promising because

of its abundance and vast accessibility in most of the populated regions in the world

[13]. Wind energy is one of the most fastest growing energy resources today [14].

Sustainable biomass is a promising carbon resource for chemical and fuel production

[15]. The recent shale gas boom has brought opportunities for converting shale gas

components to liquid products [16].

With all these energy and carbon resources available, usage of multiple resources

needs to be synchronized. For energy resources, solar, wind and other renewable

energy resources show drastically different availability around the world depending

on locations, seasons, times, weathers, etc. If properly synchronized, the utiliza-

tion of these renewable energy resources can complement one another to reduce the

energy storage demand and grid instability resulted from their intermittent availabil-

ity [17]. For carbon resources, sustainable biomass growth requires large land area

dedicated [18] and shale gas exploitation will cause GHG emission [19]. Integrated

utilization of sustainable biomass and shale gas can relax the land constraint and

mitigate the GHG emission. In addition, carbon resource exploitation is also con-

nected to energy resource availability; likely competition in land might exist between

biomass cultivation and renewable energy harvesting.

1.3.2 Synergy at building block level

Water, food, carbon sources, hydrogen, electricity and heat are building blocks to

meet daily human needs [20]. These demand driven building blocks are inherently

interconnected [4]. Examples are: power production could be accompanied by heat;
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hydrogen production requires electricity and/or heat; sustainable biomass is a co-

product of agricultural cultivation aiming at food. And more importantly, all these

building blocks are often needed simultaneously for end-use production. Therefore,

looking for synergy at the building block level will help identify the most efficient

method for resource utilization.

1.3.3 Synergy at process level

Because of the synergy of building blocks discussed in the previous section, the

processes for various end-use production all share common elements, such as equip-

ment and mass/energy streams. In existing research, these processes are often studied

alone. If these common elements can be identified at early design stage, the synergis-

tic process design and integration would help maximize the inherent complementary

aspects of energy conversion [20]. Meanwhile, for a single process, it is crucial to find

internal synergy within the process, which will potentially lead to more efficient, more

intensified or simpler processes.

1.4 Methodology: Systematic Energy Demand and Land Requirement

Analysis

In order to construct a roadmap towards a sustainable future as a chemical engi-

neer, two fundamental questions need to be answered:

• How much energy is needed in a sustainable future?

• Is currently available land sufficient to supply the energy needed?

Systematic energy demand and land requirement analysis is imperative to answered

these questions.
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1.4.1 Systematic energy demand analysis

To predict the primary energy demand in a sustainable future dominantly pow-

ered by renewable energy, factors taken into consideration include energy harvesting,

generation, transmission, conversion and storage [21]. A systematic method that

counting all these factors is shown in Figure 1.2. Primary energy consumption data

Current
Future

Primary Energy
(data available)

Energy Carrier

End Uses

End Uses

Energy Carrier

Primary Energy

Fossil fuels Nuclear, biomass, 
renewable, hydro…

Generation: power, heat, fuel…

Transmission: grid, pipeline…

End use conversion

Energy
Loss

Energy services: actually consumed energy at end uses

Energy services: actually consumed energy at end uses

End use conversion

Transmission: grid, pipeline…

Generation: power, heat, fuel…

Energy
Loss

Renewable resources

Population growth
Life quality enhancement …

Storage: hydrogen, chemicals…

Fig. 1.2. Flowchart for a systematic methodology of predicting energy
demand in a renewable economy

can be acquired from multiple sources, such as the US Energy Information Adminis-

tration (EIA) [22], the International Energy Agency (IEA) [23], and many company

reports. Currently, since fossil fuels still dominants the primary energy consumption

share, there are three major steps from primary energy to end uses:

• Generation of secondary energy, or conversion to energy carriers. This include

power generation, heat production, fuel production, etc.
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• Energy transmission. This include electricity transmission through grid, pipeline

transportation for fuels, etc.

• End use conversion. It is the final step of energy conversion that produces

the energy actually consumed at end uses. For example, the inner combustion

engine provides the power for vehicles; electronic supplies consumes electricity

for their operation.

Though these steps can be interconnected and not all energy flows through every

step, it provides the basic flowchart for us to track the energy flow via each step. If

we know the efficiency of each step, we can calculate the energy loss of every step as

well as the energy flowing into the next step. By this method, we could know how

much energy is actually consumed by the end uses.

To predict the energy demand in the future, the basis for the prediction is the

demand from the end uses. Because of population growth, economic advances and

increased living quality of human beings, the end use demand will drastically in-

crease [2]. From the predicted end use demand, we can back-calculate the primary

energy requirement in the future. However, since renewable energy will be the major

primary energy, energy storage efficiency should be taken into consideration due to its

intermittent availability. Meanwhile, due to the changed means of energy generation,

transmission and utilization, the efficiency of each step will be different from that

in current times. Correctly identifying the efficiencies and energy flow is the key to

systematically estimate the energy demand in a sustainable future [21].

1.4.2 Systematic land requirement analysis

Since renewable energy is usually quite dilute with power density several orders

of magnitude lower than fossil fuels [6], correctly calculate the land requirement is

crucial for determining the synergy needed for a sustainable economy. Two aspects

must be correctly identified for a systematic land requirement analysis.
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First, true power density must be used. Power density is defined as the rate of

energy supply per unit land area. On one hand, given the intermittent availability

of most renewable energy resources, the rate of energy supply (or power generation)

should not be defined only based on the period when the energy is available. In-

stead, the rate of energy supply should be calculated as the energy available average

through 24-hour. On the other hand, the land area needed for energy harvesting and

conversion should be carefully defined. Taking wind energy for example, the land

area a wind plant needed is classified into two categories: direct impact area and

total area [24]. Similar circumstance applied to solar energy. For the overall land

requirement analysis, total land area should be used to calculate the power density;

while when looking for possible synergy between energy harvesting and other activ-

ities such as agricultural production, direct impact area is important. In summary,

to calculate the power density of renewable energy resources, total area needed for

energy harvesting must be used with averaging through 24-hour.

Second, available land area that could be used for energy harvesting must be

correctly identified. Land uses are categorized into six types: cropland, grassland

pasture and range, forest-use land, special use area, urban use area and other or

miscellaneous land [25]. For example, currently available land for solar photovoltaic

(PV) installation only includes urban land and miscellaneous land; for wind plants,

cropland and grassland are also available. Furthermore, the percentage of each land

type’s availability must be taken into account. Only when we correctly identify the

land area that is available can we have a reasonable estimation on if the currently

available land is sufficient for each region or country.

1.5 Methodology: Process Synthesis, Integration and Intensification

Although processes targeted for fossil fuels and renewable energy can be quit

different in desired products and energy supply methods, they share the same basic

philosophy in process synthesis, design, integration and intensification. The similarity
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lies in the common units inevitable in processes, such as reactors, heat exchangers,

pumps, and turbines. What is more, the synergy at process level, as discussed in

section 1.3.3, could help enhance the performance of processes for either fossil fuels

or renewable energy.

The methodology in process synthesis, integration and intensification is summa-

rized in Figure 1.3 [20]. The method starts with the determination of process synthesis

High yield of products/least pieces of 
equipment/minimized exergy loss…Objective:

Examine existing technology options
Align with the objective?

Identify potential synergy at process level

Synthesize integrated/intensified processes

Synthesize new processes

Optimize the process according to the objective

Optimized process design option

Yes No

Fig. 1.3. Methodology for process synthesis, integration and intensification

objective. The objective can be versatile: if targeting at efficient utilization of feed-

stocks, the objective could be high yield of products; if targeting at simple process

amendable to process modularization and distributed manufacturing, the objective

can be least pieces of equipment; the objective can also be minimized exergy loss,
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high thermal efficiency, etc. After the objective is determined, existing technology

options should be examined to check if existing processes align with the objective. If

not, new processes need to be synthesized. Here, process synthesis could follow the

heuristic design, take new methods such as switching the order of unit operations in

conventional processes, or use computer-aided methods. Then the existing processes

or newly synthesized processes should be analysed to identify potential synergy with

the processes. The synergy could lie in multiple units within a single process across

multiple processes. The observed synergy is the start point of process integration or

intensification. The next step is to further optimize the integrated/intensified process

or screen the integrated/intensified processes with regard to the determined objec-

tive. The acquired optimized process should be re-examined and finally put into the

database as a process option.

1.6 Thesis Overview

This thesis first focuses on the shale gas, as a bridge energy resource towards a

sustainable future and a potential carbon source for all the time. Innovative process

synthesis and intensification for converting shale gas to liquid products are discussed.

Then we look at the overall energy supply and land availability of a renewable economy

and a promising solution is proposed for possible land constraint. The last part of

the thesis discusses the electricity and hydrogen co-production processes in a solar

economy.

1.6.1 Process synthesis and intensification for upgrading natural gas liq-

uids in shale gas

Upgrading the natural gas liquids (NGLs) contained in shale gas can bring extra

value for remote shale gas basins. Current shale gas processing usually separates each

individual alkane component and delivers them for further processing. Moreover, ex-

isting processes in industrial practice and research all strictly follow a four-section
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hierarchy including gas treatment, NGL recovery, NGL fractionation and NGL acti-

vation. At remote shale plays lack in transportation infrastructure, it is important to

have intensified processes to produce value-added products from shale gas on site. In

Chapter 2, we propose innovative processes by using a design strategy where possible

synergistic interaction within sections is investigated and the four-section design hi-

erarchy is abandoned. Meanwhile, process intensification is employed to simplify the

process and make it amendable for process modularization. This chapter works with

the synergy at process level.

1.6.2 Systematic land requirement analysis for a solar economy

Solar energy, though promising as the energy source for a fossil fuel-deprived

future, is a dilute resource and harvesting it requires vast tracts of land. In Chapter

3, we demonstrate the methodology discussed in section 1.4 in a case study where

the land requirement is analysed in each of the 48 contiguous states of the United

States for a 100% solar powered economy to address the likely land competition. In

addition, cases for the United Kingdom, Germany and China are also studied. UK and

Germany are used as representatives for densely populated developed countries while

China represents developing countries. In this chapter, we prefer local photons for

local use for consideration of minimizing transmission loss and energy security. Under

this preferred scenario, our land requirement analysis shows that land is constrained

for a 100% solar economy and that the land competition for energy and food will be

intense. Thus, in a solar economy, land use intensification will be required to avoid

conflict between our competing land use needs.

1.6.3 Sustainable co-production of food and solar power to relax land-use

constraints

Renewable energy could often be land constrained by the diffuse nature of re-

newable resources. To relax land constraints, Chapter 4 proposes the concept of
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‘aglectric’ farming, where agricultural land will be sustainably shared for food and

energy co-production. While wind turbines on agricultural land are already put into

practice, solar power production on agricultural land is still under research. Here, we

propose photovoltaic systems that are suitable for installation on agricultural land.

Adjusting the intensity, spectral distribution and duration of shading allows innova-

tive photovoltaic systems to achieve significant power generation without potentially

diminishing agricultural output. The feasibility of solar aglectric farms has been

proven through shadow modelling. The proposed solar aglectric farms—used alone

or in combination with regular solar parks or wind plants—could be a solution for a

sustainable renewable economy that supports the ‘full Earth’ of over 10 billion people.

This chapter works with the synergy at resource level.

1.6.4 Efficient hydrogen production from solar thermal energy via high

temperature water electrolysis

With its high energy density and zero greenhouse gas emission, hydrogen is the

key energy carrier in a sustainable future. Hydrogen production from solar energy has

been studied by many researchers by either thermochemical or electrolysis method.

Chapter 5 introduces a process design strategy for the production of hydrogen by

high temperature water electrolysis using concentrated solar thermal energy. High

temperature water electrolysis is realized by using solid oxide electrolysis cell (SOEC).

SOEC requires both electricity and heat input to enable the energy balance of the

water splitting process. We utilize solar thermal power production cycle to supply

the electricity the SOEC requires. Meanwhile, water is heated by concentrated solar

energy to reach the SOEC operation temperature before electrolysis. The power gen-

erating and hydrogen production processes are integrated, allowing electricity flow

and heat transfer between the two cycles. Process simulations for the proposed inte-

gration are performed in an integrated Matlab and Aspen Plus platform. Considering

the electricity and power input as well as the overpotential of the SOEC, different
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operation modes of SOEC, including thermoneutral, endothermic and exothermic

operations, could largely affect the efficiency of hydrogen production. Therefore, dif-

ferent operation modes of SOEC are investigated and various process designs are

examined accordingly to figure out the most efficient process under various circum-

stances. In this way the most promising solar thermal hydrogen production process

could be designed and flexibility of operation conditions could also be identified. This

chapter involves synergy at both building block and process level.

1.6.5 Co-production of solar thermal power and hydrogen

The concept of ”hydricity” is proposed by Gençer et al, which involves the copro-

duction of hydrogen and electricity from solar thermal energy and their judicious use

to enable a sustainable economy [5]. However, the system has not screened all the

potential hydrogen production technologies to reach the optimum within the tech-

nology limitations. In previous work, hydrogen production in hydricity adopts two

methods: direct thermal water splitting and two-step thermochemical cycle based on

FeO/Fe3O4. However, with advanced research on solar hydrogen production, there are

many possible methods such as thermochemical cycles based on other metals/metal

oxides and water electrolysis yet to investigate. Chapter 6 discusses hydricity pro-

cesses with hydrogen production by various thermochemical cycles and high tem-

perature eletrolysis. The efficiencies of all the hydricity processes are analyzed and

compared. This chapter involves synergy at both building block and process level.

1.6.6 Conclusions and outlook

Chapter 7 presents key findings from this dissertation along with directions and

visions for future research advances.
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2. PROCESS SYNTHESIS AND INTENSIFICATION FOR

UPGRADING NATURAL GAS LIQUIDS IN SHALE GAS

2.1 Introduction

Triggered by the technology advances in hydraulic fracturing and horizontal drilling

in recent years, shale gas has become an increasingly important source of natural gas

in the United States (US). As predicted by the US government’s Energy Information

Administration (EIA), nearly 90% of natural gas production in the US will come

from tight and shale resources by 2050 [26]. The expanding shale gas production has

significantly prompted the availability of natural gas liquids (NGLs) in the US, since

most of the shale gas resources in the US are reported to contain substantial NGLs [9].

NGL is a mixture of hydrocarbons constituting primarily ethane, propane, butane,

and pentane. From 2013 to 2018, the NGL production in the US has increased by

68%, from 951 million barrels to 1595 million barrels [27], and another 32% increase is

predicted towards 2050 [26]. Since most of NGLs are currently serving as feedstocks

to the bulk chemical industry, the elevated level of NGL production has significantly

impacted the entire petrochemical landscape in the US [26] [28].

Development in shale resources has brought challenges in processing shale gas

produced in several major shale plays, such as Marcellus and Bakken, which are lo-

cated far away from historically gas producing and processing region. Construction

of pipelines to transport pipeline gas and NGLs from these regions to large existing

processing plant complexes, such as the Gulf Coast, can be capital intensive. As a

result, shale gas and associated NGLs at remote shale plays are often flared, which

would increase the environmental burden of shale exploitation and lead to a resource

loss. The issue creates an opportunity to develop small-scale, intensified onsite facil-
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ities to further process NGLs for value-added products. Upgrading NGLs to liquids

is one of the promising technologies to monetize stranded shale associates [29] [30].

However, these existing process intensification or modularization efforts all sticks

to the conventional shale gas processing scheme; the structure of the processes have

not been adapted to meet the goal of smaller scale onsite production. Therefore,

innovative process synthesis is needed to better intensify the processes.

Currently, most existing research and industrial practices stick to the conventional

process design hierarchy for gas processing and upgrading. By this hierarchy, shale gas

processing followed by NGL upgrading employs a four-section process design of “gas

treatment - NGL recovery - NGL fractionation - NGL activation” [31] [32] [33] [34], as

shown in Figure 2.1. It involves rather complicated systems and requires centralized

large-scale operation. At remote shale plays, the distributed nature of production

sites, the shortage of transportation infrastructure and the temporal variation in shale

well production impede the development of such processing facilities. Instead, NGL

upgrading at remote shale plays requires process simplification and intensification.

Acid Gas 

Removal

NGL 

Recovery

Flare

CH4-Rich Gas
to Pipeline

NGL 

Fractionation

Shale Gas 

Dehydration

H2S & CO2
H2O

Propane

Butane

C5+

Ethane 

Dehydrogenation

Ethane

Propane 

Dehydrogenation

Butane 

Dehydrogenation

…

…

…

Gas Treatment NGL Recovery NGL Fractionation NGL Activation

Fig. 2.1. Conventional shale gas processing (CSP), which follows the
four-section design hierarchy
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Only limited research or industrial advances are investigating processing intensi-

fication in shale gas processing. Gong et al proposed a systematic simulation-based

process intensification method hedged against uncertain feedstock composition [35].

Yang and You compared conventional large-scale shale gas processing, large-scale

methanol production from shale gas and modular methanol manufacturing with shale

gas and found that modular methanol manufacturing is more economically compet-

itive [36]. Gao and You illustrated that modular manufacturing could improve the

economic performance of shale gas supply chain by formulating detailed optimiza-

tion model to consider design and operational decisions [37]. However, these existing

process intensification or modularization efforts all follow the conventional shale gas

processing hierarchy; the structure of the processes have not been adapted to meet

the goal of smaller scale onsite production. Therefore, innovative process synthesis is

needed to better intensify the processes. In this chapter, we introduce four types of in-

novatively synthesized process configurations, which simplify and intensify the shale

gas processing with the hierarchy broken. These process configurations are: NGL

co-processing (NCP), integrated NGL recovery and activation (IRA), switched NGL

recovery and activation (SRA) and eliminated NGL recovery (ENR). These process

design strategies include co-processing multiple streams, eliminating or integrating

certain aforementioned sections, shifting the order of the conventional processing

steps and employing less complicated separation methods. The four configurations

are not proposed independently, but one is evolved from another for higher product

yield and better intensified processes. Pieces of equipment will be reduced through

the process synthesis and intensification, which will ultimately make our proposed

processes potentially feasible for remote shale plays. Then a process upgrading NGLs

to liquid hydrocarbon products via dehydrogenation and oligomerization is used as an

example to show how the process design evolves and how the aforementioned process

configurations benefit the product yield and process intensification.
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2.2 Process Synthesis and Intensification Overview

2.2.1 Process synthesis and intensification principles

Here we list principles that provide guidelines for our process synthesis and in-

tensification, and for each process configuration mentioned in section 2.2.3 and each

example process in section 2.3, we explain how these principles are utilized in our

NGLs upgrading processes.

• Principle 1: Break the heuristic process design hierarchy wherever needed.

Paradigm shift should be considered for improvement of the process.

• Principle 2: Minimize the number of unit operations. In other words, try to

create process flowsheets with least number of equipment.

• Principle 3: Keep unit operations in the flowsheet simple and easy to operate.

A corollary would be avoiding complex heat and mass integrations unless they

are low-cost and easy to operate.

2.2.2 Conventional shale gas processing (CSP)

As mentioned in the previous section, conventional shale gas processing followed

by NGL upgrading employs a four-section process design of “gas treatment - NGL

recovery - NGL fractionation - NGL activation”, as shown in Figure 2.1.

• Gas treatment. Raw shale gas pipelined from reservoir or wellheads first passes

through acid gas removal units where the acid components in the shale gas, such

as CO2 and H2S are removed [38]. The gas coming out of acid gas removal is sent

to a dehydration unit to get rid of water vapor contained in the shale gas [39].

These two steps constitute the “gas treatment” section in the four-section design

hierarchy. The purpose of gas treatment is to prevent corrosion in equipment

and pipeline and potential freezing problems in downstream cryogenic units.
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• NGL recovery. In this section, NGLs are separated from sweetened and dried

shale gas, usually by cryogenic separation [40]. If the separated methane con-

tains too much nitrogen that exceeds the pipeline standard, a nitrogen rejection

unit is needed to acquire the sales gas that meets the specification.

• NGL fractionation. To further obtain each component in the NGL stream from

the NGL recovery, a series of distillation columns sequentially separates ethane,

propane, butanes and higher hydrocarbons. Each of the separated alkane com-

ponent can be sent to corresponding downstream facilities for further processing.

• NGL activation. Any further conversion of the NGL components from NGL

fractionation is included in this section. Ethane is almost exclusively sent to

ethane crackers for ethylene production, which ultimately turns into plastics.

Propane and butanes are partially served as chemical feedstocks and converted

to propylene, butadiene, etc. As NGL components are usually converted to

corresponding olefins before further processing, ethane/propane/butane dehy-

drogenation is shown in Figure 2.1 as the first step of NGL activation. Dehy-

drogenation can be implemented by various pathways, such as steam cracking,

partial oxidation, direct catalytic conversion, etc.

The conventional shale gas processing typically treats NGLs as chemical feed-

stocks. However, at remote shale plays where complicated chemical production does

not show economic potential, the goal of NGL processing would be adjusted to max-

imizing the use of shale resources and mitigating light alkane losses by flaring [41].

For example, liquid hydrocarbons that are easier to transport than NGLs, such as

gasoline blends or transportation fuel, could be legitimate target products of onsite

processing at remote shale plays. With the new target of NGL processing and the

demand of intensified processes, we propose four new configurations [42].
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2.2.3 Innovative process configurations

NGL co-processing (NCP)

Acid Gas 
Removal

NGL 
Recovery

CH4-Rich Gas
to Pipeline

Shale Gas Dehydration

H2S & CO2 H2O NGL
Dehydrogenation

Gas Treatment NGL Recovery NGL Activation

Product
Recovery

…

…

Fig. 2.2. NGL co-processing (NCP) design, where the NGL fraction-
ation section is eliminated and all NGL components are co-processes
together

Since the target products are no longer specialized chemicals from individual NGL

components, ethane, propane, butane and heavier alkanes might not be necessarily

separated before conversion. Therefore, the four-section CSP could be simplified,

thus intensified by eliminating the NGL fraction section. By this design (NGL co-

processing, referred as NCP), the recovered NGL stream is directly sent to the NGL

activation section as a mixture, as shown in Figure 2.2. By this way, the NGL frac-

tionation section is eliminated. In CSP design, an NGL fractionation train typically

constitutes of three distillation columns, a deethanizer, a depropanizer and a debu-

tanizer, and accompanied heat exchangers (condensers and reboilers) and pressure

changers (valves). The elimination of the NGL fractionation section largely simplifies

the process, reduces the number of pieces of equipment and saves the energy cost for

the distillation columns.

As for the NGL activation section, the activation of each NGL component is

integrated into one single intensified step of co-processing. The parallel reactors of

ethane, propane, butanes dehydrogenation now become one dehydrogenation reactor
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which processes the NGL mixture. Further conversion and processing steps for each

NGL component are also integrated into one set of equipment. In this way, the

complexity of the system is largely reduced, and less equipment is needed, which

complying with principle 1 and 2 in section 2.2.1.

Integrated NGL recovery and activation (IRA)

In both CSP and NCP design, sections are independent of each other. Apart

from getting the feed stream from the immediate upstream section and delivering

the product stream to the immediate downstream section, there is no other mass

interaction between sections. For example, Figure 2.2 shows a recycle stream from the

product recovery back to the NGL dehydrogenation, which is within the boundary of

the NGL activation section. However, if synergy between sections could be identified,

integration between sections might be able to improve the process.

Acid Gas 
Removal

NGL 
RecoveryShale Gas Dehydration

H2S & CO2 H2O NGL
Dehydrogenation

Gas Treatment NGL Recovery NGL Activation

Product
Recovery

…

…
…

Fig. 2.3. Integrated NGL recovery and activation (IRA) design, where
the NGL recovery and activation section are integrated by recycling
the unreacted components from the NGL activation section to the
NGL recovery section

One example of the integration is shown in Figure 2.3, which integrates the NGL

recovery and activation section by recycling the unreacted components in the NGL

activation section back to the NGL recovery section. By this integrated NGL recovery
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and activation (IRA) design, the two sections are not independent as in the CSP or

NCP design.

One of the benefits of this integration is that it could lead to process intensification

by eliminating methane build-up and reducing the size of the equipment in the NGL

activation section. In NCP design, considering that the NGL recovery cannot recover

100% of the methane in the shale gas, the NGL stream entering the NGL activation

section contains certain amount of methane. Thus, some processing steps would be

required within the NGL activation section to prevent methane build-up in the recycle

loop, such as methane separation or simply taking a purge. In the IRA design, the

NGL recovery section, which separates methane out, is contained in the recycle loop

and the issue of methane build-up is resolved. The required methane-removing step

is now integrated with the NGL recovery section. No methane separation steps are

needed in the NGL activation section and potential flowrate increase due to methane

accumulation is also eliminated. Therefore, the IRA design is an effective step towards

process intensification.

Switched NGL recovery and activation (SRA)

Acid Gas 
Removal

NGL 
RecoveryShale Gas Dehydration

H2S & CO2 H2O

NGL
Dehydrogenation

Gas Treatment NGL RecoveryNGL Activation

… …

…

NGL Activation
(if needed)

Fig. 2.4. Switched NGL recovery and activation (SRA) design, where
the order of the NGL recovery and the NGL activation section are
switched
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Dehydrogenation reactions of NGLs are equilibrium controlled endothermic re-

actions with added molecules. Increasing the single-pass conversion of NGL dehy-

drogenation is critical to increasing the overall yield of the process and reducing the

recycle. One of the possible solutions to increasing the single-pass conversion of de-

hydrogenation is to lower the partial pressure of the reactants by adding diluents. To

maximize the utilization of the shale resources and not to add complexity or external

stream to the NGL processing, we look for synergy within the process and observe

that methane, as an inert at the dehydrogenation temperature, can serve as the dilu-

ent. Here we propose a design by switching the NGL recovery and activation sections

(SRA) as shown in Figure 2.4. In this SRA design, sweet and dry shale gas coming

out of the gas treatment section is directly sent to the NGL activation section, with-

out passing through the NGL recovery section. After NGL components are partially

or fully converted, methane is then separated in the NGL recovery section. If the

NGL activation is not completed, reactors could follow the NGL recovery.

Apart from favoring the equilibrium in the dehydrogenation by adding methane

as a diluent, one additional benefit is that catalytic dehydrogenation might not be

needed. Instead, a thermal cracker for producing olefins could be employed. Similar

to a steam cracker, methane can be used to substitute steam in the cracker and

serve as a thermal mass. In this way, not only the equipment for steam generation

is eliminated, catalyst regeneration is eliminated. The complexity of the process is

reduced and pieces of equipment can be minimized.

Eliminated NGL recovery (ENR)

The NGL recovery section, which separates methane and NGLs usually by cryo-

genic distillation, requires high pressure and low temperature. The capital and energy-

intensive unit could be eliminated to enable a further simplified process. Here we

propose a design strategy with eliminated NGL recovery (ENR). As shown in Figure

2.5, there is only gas treatment and NGL activation section within this process. After
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Acid Gas 
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H2S & CO2 H2O

NGL
Dehydrogenation
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Product
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…
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…

Fig. 2.5. Eliminated NGL recovery (ENR) design, where there is no
cryogenic distillation for the separation of methane and NGLs

directly co-processing NGLs in the NGL activation section subsequent to gas treat-

ment, various product recovery methods could be used to separate liquid product,

unreacted NGLs and methane, including multi-stage condensation/flash, absorption,

etc. By removing the complicated and energy intensive cryogenic NGL recovery, the

ENR design further simplifies the process compared with IRA or SRA design.

2.3 Example Processes Description

Since gas treatment is the common section of all configurations discussed in this

study, all our process described and/or modeled below will start with a treated gas

with acid gases and water removed. The selection of acid gas removal and dehydration

technology depends on the concentration of acid gases and water in the shale gas

stream, and we assume that no acid gases or water are left within the dry and sweet

gas entering subsequent sections.

In this work, we use a two-step conversion of NGL, dehydrogenation and oligomer-

ization, as an example of NGL activation and propose conceptual process designs for

each of the four configurations described in the previous section.
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Dry & Sweet 
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Fig. 2.6. An example of the NGL co-processing (NCP) design, referred as NCP-1

2.3.1 NGL co-processing (NCP) design

Ridha et al [43] proposed a process where NGLs can be converted to liquid prod-

ucts via catalytic dehydrogenation of NGLs followed by catalytic oligomerization. As

shown in Figure 2.6, this process (NCP-1) can serve as an example of the NCP de-

sign where NGLs are co-processed in a single dehydrogenation reactor followed by

further processing steps. In the NGL recovery section, a turboexpander is employed

to provide the refrigeration of −96 ◦C, which is the temperature at the top of the

demethanizer. The NGL recovery sections for all the processes described in this work,

if there is one, employ the same demethanizer to which the refrigeration is provided by

a turboexpander. The methane stream separated from the NGL recovery section can

be pipelined as sales gas. Nitrogen contained in the shale gas is separated together

with methane, and a further nitrogen rejection unit might be needed depending on

the nitrogen concentration in the shale gas [38]. If pipeline is not available at the

processing site, the methane can be used as fuel gas to supply heat for other units

such as the dehydrogenation reactor.
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From the NGL recovery section, the recovered NGL stream is expanded to 7

bar and then enters the NGL activation section without NGL fractionation. The

NGL activation section in this work includes dehydrogenation of NGL components to

olefins followed by catalytic oligomerization of olefins to liquid hydrocarbons. In the

dehydrogenation reactor, ethane, propane and butane undergo dehydrogenation with

or without catalyst to corresponding olefins. As dehydrogenation of ethane, which

is the major component within NGL, is an endothermic reaction, the reactor must

be operated at moderately high temperature (750 - 900 ◦C) to achieve reasonably

high conversion. Hydrogen generated during dehydrogenation is then removed prior

to the oligomerization reactor by a membrane, and a 15% hydrogen concentration is

remained in the stream entering the oligomerization reactor to prevent catalyst coking.

The olefins produced in the dehydrogenation reactor are sent to an oligomerization

reactor to be catalytically converted to higher molecular weight hydrocarbons [44].

The product from the oligomerization reactor is a mixture of high molecular weight

liquid hydrocarbons and unconverted light alkanes/alkenes. Due to a large difference

in their boiling points, high molecular weight hydrocarbons can be recovered through

a two-step condensation. The stream is cooled to 2 ◦C before the first condenser,

and the liquid phase from the first condenser is adjusted to ambient pressure and

temperature to release the dissolved light hydrocarbons. The vapor from the two

condensers which contains unconverted light alkenes, is recycled to the inlet of the

dehydrogenation reactor. To reduce the accumulation of methane and hydrogen in

the recycle loop, a purge stream is taken.

2.3.2 Integrated NGL recovery and activation (IRA) design

An example of the IRA design (IRA-1) is shown in Figure 2.7. Compared with

the NCP design, the vapor stream coming out of liquid hydrocarbon recovery units

is not recycled to the dehydrogenation reactor; instead, it is recycled to the NGL

recovery section to take advantage of the methane separation section. By this recycle
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Fig. 2.7. An example of the integrated NGL recovery and activation
(IRA) design, referred as IRA-1

strategy, the methane build-up issue in the NCP design is resolved and no purge

stream is needed in the recycle loop. Furthermore, according to oligomerization cat-

alyst research, there are certain zeolite catalysts that can tolerant hydrogen within

oligomerization reaction. Since the demethanizer can separate hydrogen out together

with methane, the hydrogen separation unit subsequent to the dehydrogenation re-

actor can also be eliminated without causing H2 build-up within the recycle loop.

2.3.3 Switched NGL recovery and activation (SRA) design

Two examples of SRA design are shown in Figure 2.8 and 2.9 and are label as

SRA-1 and SRA-2, respectively. In SRA-1, shale gas coming out of the gas treatment

section, including methane and NGLs, are delivered to the dehydrogenation reactor.

Since methane is the major component in the stream, NGLs shares lower partial pres-

sure, compared to process flowsheets of design NCP and IRA, and thus convert to

olefins in a higher conversion. After the dehydrogenation, produced olefins, hydrogen

and unconverted alkanes enters the NGL recovery section. Here methane and hydro-
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Dry & Sweet 
Shale Gas Separation

Liquid 
Hydrocarbons

H2, CH4, N2

Fig. 2.8. An example of the switched NGL recovery and activation
(SRA) design, referred as SRA-1, where the NGL recovery section is
placed after the dehydrogenation reactor

gen are separated by a demethanizer and the remaining C2+, including olefins and

unreacted C2+ alkanes are sent to the oligomerization reactor for further conversion

to liquid hydrocarbons.

Dry & Sweet 
Shale Gas

Separation

Liquid 
Hydrocarbons

H2, CH4, N2

Dehydrogenation Oligomerization

Fig. 2.9. An example of the switched NGL recovery and activation
(SRA) design, referred as SRA-2, where the NGL recovery section is
placed after the entire NGL activation section
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However, the NGL recovery section needs to be operated at high pressure (with

original compressor at 60 bar and demethanizer at 14 bar) and low temperature (−96

◦C at the top of the demethanizer column), which is not preferred especially when

between the two reactors. Therefore, flowsheet SRA-2, as shown in Figure 2.9 is

proposed. Here, the sweet and dry shale gas acquired from the gas treatment section

is directly sent to the NGL activation section and converted to higher molecular

liquid hydrocarbons through dehydrogenation and oligomerization. Note that for the

simplicity of the process, these is no H2 separation after the dehydrogenation. After

the liquid product is recovered by a two-step condensation, the remaining gas stream,

containing unconverted light alkanes and alkenes, is sent to the NGL recovery section

to separate methane and hydrogen before recycled to the dehydrogenation reactor.

2.3.4 Eliminated NGL recovery (ENR) design

As shown in Figure 2.5, there are only gas treatment and NGL activation section

within this process. A simple flowsheet (ENR-1) is shown in Figure 2.10 to present

the simplest process design and two improved flowsheets (ENR-2 and ENR-3) are

shown in Figure 2.11 and 2.12.

In process ENR-1, similar as in flowsheet SRA-2 (Figure 2.9), sweet and dry shale

gas directly enters the NGL activation section after gas treatment, and the NGL com-

ponents are converted into liquid hydrocarbons via dehydrogenation and oligomer-

ization. The product from oligomerization reactor is then sent to two condensers

for liquid hydrocarbon recovery. Here, in the first condenser, the temperature is at

−20 ◦C and at this temperature, the separated gas stream mainly contains methane,

hydrogen produced from the dehydrogenation reactor, and a small part of the uncon-

verted ethane. This gas stream can be post-processed to produce pipeline gas or used

as fuel gas for heat or electricity production. The second condenser is operated at am-

bient pressure and temperature. The liquid phase is collected as liquid hydrocarbon

products and the gas phase is recycled to the dehydrogenation reactor.
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Dehydrogenation Oligomerization

Dry & Sweet 
Shale Gas

Liquid 
Hydrocarbons

H2, CH4, C2+, N2

Fig. 2.10. An example of the Eliminated NGL recovery (ENR) design,
referred as ENR-1, which is the simplest process

Dehydrogenation Oligomerization

Dry & Sweet 
Shale Gas

Liquid 
Hydrocarbons

H2, CH4, N2

Fig. 2.11. An example of the Eliminated NGL recovery (ENR) design,
referred as ENR-2, where part of the liquid hydrocarbon stream is
used as absorbent to absorb unreacted light hydrocarbons, especially
ethane

One of the drawbacks of this process is that significant amount of ethane is lost

at the first-stage condenser. In processes shown ENR-2 and ENR-3, absorption is



31

used improve the separation and reduce the loss of ethane. A part of the recovered

liquid hydrocarbon is used as absorbent to absorb C2+ components in the products

coming out of the oligomerization reactor. The remaining gas phase only contains

methane and hydrogen produced from dehydrogenation. It is then directed for further

processing to get hydrogen and sales gas or used as fuel gas for heat and electricity.

The liquid, including the liquid hydrocarbon products and absorbed light alkanes

and olefins, is expanded and heated to ambient temperature before the subsequent

condenser. Liquid products are collected, and unreacted light hydrocarbons are recy-

cled from there. The absorption unit is operated at high pressure. Therefore, in the

process in ENR-2, the stream is compresses before the oligomerization reactor since

the oligomerization reaction also favors high pressure. In the process in ENR-3, the

entire process is operated at high pressure. No expander is used before the dehydro-

genation and thus no compressor is needed before oligomerization or absorption. By

this way, the process is further intensified and simplified by eliminating an expander

and a compressor.

Dehydrogenation Oligomerization

Dry & Sweet 
Shale Gas

Liquid 
Hydrocarbons

H2, CH4, N2

Fig. 2.12. An example of the Eliminated NGL recovery (ENR) design,
referred as ENR-3, where absorption is employed and the process is
operated at high pressure
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2.4 Process Modeling

All the processes described in the previous section, except process SRA-1 in Fig-

ure 2.8, are simulated to evaluate their performance regarding product yields, loss of

NGLs in the feed and intensification potential. We do not model the SRA-1 process

because the structure that NGL recovery operated at high pressure and low temper-

ature is between the two reactors at much lower pressure and higher temperature is

not favored in process design.

2.4.1 Assumptions and modeling details

General simulation settings and assumptions

Process simulation is performed in Aspne Plus, and Peng-Robinson method is

selected as the property method. The simulation is based on the shale composition

from Bakken field [43], which contains 57.6% methane, 19.9% ethane, 11.3% propane,

3.8% butanes, 1.3% C5+ and 5.2% nitrogen (molar fraction). Usually, gas treatment

is implemented at gas gather station, which usually contains shale gas from ∼10 to

∼100 wells and at the scale of 10 MMSCFD (million standard cubic feet per day)

flowrate. Treated gas from gas gathering stations is delivered to centralized large-

scale processing plants, usually at the scale of 100 MMSCFD, for further processing.

As we focus on small-scale plants which facilitate onsite gas processing, 10 MMSCFD

raw shale gas flowrate is set for our simulation, which is roughly the scale of gas

gathering stations. The feedstream (raw shale gas) is assumed to be at 30 ◦C and 30

bar.

NGL recovery: demethanizer

In the NGL recovery, a industrial standard turbo expander scheme followed by a

distillation collumn is used, as shown in Figure 2.13(a). The feed is first compressed

to ∼65 bar, and then enters a cold box after pre-cooling. After exiting the cold
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box, the stream enters flash vessel and generates two streams. The overhead gas

stream is expanded through a turboexpander to generate refrigeration at -96◦ and

enters the demethanizer operated at 14 bar. The liquid phase from the falsh vessel

passes through a J-T valve and goes to the distillation column. Multiple streams are

extracted from the column to provide cold streams to the cold box. For the processes

in IRA and SRA design, the so-called NGL recovery section does not only recover

NLGs, but all the C2+ components, including alkanes and olefins, come out of the

bottom of the demethanizer. For the top product, N2 and H2 come out together with

methane if the inlet stream contains them.

C2+

CH4, N2 (H2)

H2
CH4
C2+

yp

ph

xo

pl

H2
CH4
C2+

C1+

C1+

CH4
C2+
H2

C1+

(b)(a)

Fig. 2.13. (a) Turboexpander demethanizer for the NGL recovery
section; (b) Well-mix binary membrane system for the hydrogen sep-
aration unit in NGL activation section

Dehydrogenation reactor

Dehydrogenation is the first step of NGL activation and the dehydrogenation

reactor is the key reactor of the process. Although catalytic propane and butane

dehydrogenation has been put into industrial practice [45] and steam cracking is

widely used for ethane dehydrogenation to ethylene [46], the co-processing of NGLs

to olefin is still under investigation [34]. Considering that dehydrogenation reaction
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is equilibrium controlled, we assume two equilibrium model for the reactor. For both

models, the reactor is assumed to be operated at 7 bar and 850 ◦C. REquil model in

Aspen Plus is selected.

In Model I, only dehydrogenation of ethane, propane and butanes are considered,

and 95% of the equilibrium conversion is assumed. The reactions considered are as

following:

CnH2n+2 ⇒ CnH2n + H2 n = 2, 3, 4 (2.1)

The 95% equilibrium conversion is assumed considering the fact that the reactions

are endothermic and heat transfer might be the rate-limiting step. Only mono-olefins

are considered and no side reactions are accounted. All the assumptions are based on

the expectation that catalysis development can make these reactions highly selective

towards olefin products.

In Model II, apart from the reactions accounted in Model I, cracking of the C4+

hydrocarbons, including butenes and C5+ alkanes, are also considered. Besides reac-

tions 2.1, following reactions are also included:

C4H8 ⇒ 2C2H4 (2.2)

C2n+1H4n+4 ⇒ CnH2n+2 + Cn+1H2n+2 n = 1, 2, 3 (2.3)

C2nH4n+2 ⇒ CnH2n + CnH2n+2 n = 3, 4 (2.4)

Hydrogen separation

In process NCP-1 (Figure 2.6), a hydrogen separation unit is employed to par-

tially remove the hydrogen generated in the dehydrogenation reactor. In our process

model, a well-mixed binary model, as shown in Figure 2.13(b) is used to simulate the

hydrogen separation unit. The feed is treated as a binary component feed: hydro-

gen and pseudo C1+ component. The permeability of the pseudo C1+ component is

calculated by the following equation:

PC1+ =

∑
i x

feed
i Pi∑

i x
feed
i

(2.5)
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where i represents each component and P stands for permeability. And the equation

to calculate the hydrogen concentration in the permeate is as following:

yp
1− yp

=
α[x0 − (pl/ph)yp]

(1− x0)− (pl/ph)(1− yp)
(2.6)

where yp is the hydrogen concentration on the permeate side, x0 is the hydrogen

concentration on the retenate side, α is the relative permeability, and pl and ph are

the pressure of the permeate and the feed, respectively. The permeate side pressure is

set to be 1 bar. The binary model is inserted in Aspen Plus with a built-in calculator.

15% hydrogen is specified on the retenate stream in order to prevent coking of the

oligomerization catalyst.

Oligomerization

The oligomerization reactor is modeled by the RGibbs model in Aspen Plus. C4

through C12 mono-olefins are considered as oligomerization products and only α-

olefins are considered. All alkanes and hydrogen are set as inert in the reactor. The

reactor is operated at 300 ◦C and the operating pressure depends on the inlet stream

pressure.

Product recovery and recycle

The product recovery unit for all the processes, except the ENR designs, employs

a two-stage condensation. In NCP, IRA and SRA designs, the first condenser is at

2 ◦C and the pressure of the inlet stream. The liquid stream from the first-stage

condenser is expanded to ambient pressure and heated to ambient temperature. The

gas from the two condensers are combined and the overhead gas stream from the

second-stage condenser needs to be compressed to the same pressure as the gas from

the first-stage condenser. If there is a liquid knockout from the compressor, it is

directly delivered to the product stream. In ENR-1, temperature of the first-stage
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condenser is at -20 ◦C. Although this also requires refrigeration, it would be much

simpler than the refrigeration needed for a cryogenic demethanizer.

In process NCP-1, since the recovery of methane in the NGL recovery section

is ∼96%, there is methane entering the NGL activation section; at the same time,

hydrogen is only partially recovered in the hydrogen separation unit in the NGL

activation section. Methane and hydrogen will build up in the recycle loop. Therefore,

a 3% purge is taken to prevent the methane and hydrogen accumulation.

In process IRA-1, the recycled stream needs to be compressed to high pressure

(30 bar) in order to be sent to the NGL recovery section. Condensation from the

compressor requires liquid lockout (Figure 2.7). The lockout liquid stream mainly

contains C2 through C4 and in IRA-1, the stream is first expanded to 7 bar, the

operating pressure of the reactors, and then enters a flash vessel. The overhead gas

stream, in which the highest concentration component is ethane, is recycled to the

dehydrogenation reactor after heated to corresponding temperature, and the liquid

stream is recycled to the oligomerization reactor after heated to 300 ◦C.

2.4.2 Performance metrics

The ultimate goal of our process design is to come up with simple and intensified

processes that can be built onsite for conversion of NGLs. Therefore, regular process

performance metrics, such as energy conversion efficiencies and exergy efficiency, are

not suitable for these processes. The idea is that, as long as these processes are

simple, intensified and easy to build, energy efficiencies can be sacrificed. The most

important performance metrics are the ability to maximize the utilization of resources

and the potential for process intensification.

Maximize the utilization of resources

Our goal is to maximize the conversion of NGLs to liquid hydrocarbon product.

Two metrics are used to evaluate the ability of the process to maximize the uti-
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lization of the alkane resources in the shale gas: overall product yield and loss of

ethane/propane. For the overall product yield, two different calculation methods are

employed for two different models of dehydrogenation calculation. For Model I, as

discussed in the previous section, the only reactants from the shale gas are ethane,

propane, and butanes, and final products are C4+ olefins. For process simulated us-

ing Model I, the overall yield of product is calculated as the carbon conversion from

C2 to C4 alkanes to C4+ olefins:

Product Yield =

∑12
n=4 nF

product
CnH2n∑4

n=2 nF
feed
CnH2n+2

(2.7)

where F stands for the molar flowrate. For Model II, as all the NGL components

in the feed are considered in the dehydrogenation, the overall yield of product is

calculated as the carbon conversion from C2 to C8 alkanes to C4+ olefins:

Product yield =

∑12
n=4 nF

product
CnH2n∑8

n=2 nF
feed
CnH2n+2

(2.8)

In addition, for Model I, we also calculate the single pass conversion within the dehy-

drogenation reactor for ethane and propane. The loss of ethane/propane is calculated

as total unconverted ethane/propane that presents in all the outlet streams of the pro-

cess over the total ethane/propane in the feed stream:

Loss of ethane =

∑
F outlet streams

C2H6

F feed
C2H6

(2.9)

Loss of propane =

∑
F outlet streams

C3H8

F feed
C3H8

(2.10)

By calculate the loss of ethane and propane, which are the major components in

NGL, we can have an idea of the ability of the process to maximize the utilization of

the NGL resources.

The potential for process intensification

The potential for process intensification of each configuration or process has been

partly discussed in the previous sections. Here the major metrics for process intensi-

fication include:
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• Number of pieces of equipment. As stated in Principle 2 in section 2.2.1, least

pieces of equipment are favored for intensified processes. We could see how

equipment is eliminated during the course of process development.

• Flowrate entering each section/equipment. The flowrate entering each equip-

ment is one of the most important factors that decides the size of the equipment.

Here we use relative flowrate entering the dehydrogenation reactor to get an idea

of the size of the reactor for various processes. The basis for the relative flowrate

is the NGL flowrate in the feedstock:

Relative flowrate FDehydro−in∗ =
FDehydro−in

FFeed
NGLs

(2.11)

• Potentials for simple operation.

2.5 Results and Discussion

Detailed stream information of each process can be found in Appendix D. The

results regarding the performance metrics modeled by Model I and II are listed in

Table 2.1 and Table 2.2, respectively.

Table 2.1.
Key performance results for various flowsheets modeled by Model I

C2H6 loss C3H8 loss Product yield Relative flowrate

(%) (%) (%) entering dehydro

NCP-1 26.6 3.5 74.0 2.9

IRA-1 4.9 2.1 89.2 2.2

SRA-2 1.5 1.2 91.5 3.9

ENR-1 37.0 8.6 39.1 2.9

ENR-2 1.6 0.4 92.4 4.3

ENR-3 5.4 1.6 90.1 5.6
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Table 2.2.
Key performance results for various flowsheets modeled by Model II

C2H6 loss C3H8 loss Product yield Relative flowrate

(%) (%) (%) entering dehydro

NCP-1 63.1 2.3 15.7 1.4

IRA-1 7.3 0.1 75.1 2.0

SRA-2 2.6 0.1 76.0 3.8

ENR-1 50.4 0.6 31.2 2.8

ENR-2 3.7 0.0 80.0 3.9

ENR-3 30.2 0 68.2 4.5

2.5.1 Benefits and limits of each process

From Table 2.1 and Table 2.2 we could see that, overall, Model II gives lower prod-

uct yields than Model I, this is because Model II considers the cracking of C3+ NGLs

in the feedstocks and methane is formed. However, note that both these models are

equilibrium models and do not take all the actual reactions within dehydrogenation

reactor into account. For a more accurate simulation, kinetics [47] and heat trans-

fer [48] should all be considered in modeling the dehydrogenation reactor, which is

beyond the scope of this study. Since we only focus on the process design and in-

tensification, employment of a simple equilibrium model is sufficient to analysis these

processes. For the following analysis, we use the results from Table 2.1 as both models

show the same trend within differenct processes.

To begin with, we focus on process NCP-1, which is proposed by Ridha et al [43],

to see the limitations of this heuristic design after we eliminate the NGL fractionation

section and co-process all the NGL components. First, the 31.6% ethane is one of the

reasons for the low overall yield of liquid products. For all the ethane loss, 64% of the

loss is due to the NGL recovery section. The demethanizer cannot clearly separate

all the methane and NGLs clearly, and 20% of the ethane in the feed is not recovered
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in the NGL stream. This causes a loss of the ethane resource and accounts for the

low product yield of the process. 23% of the ethane loss is attribute to the hydrogen

separation. Since a membrane is used for separation, ethane, together with 5.5% of

the ethylene coming out of the dehydrogenation reactor, is lost with the hydrogen

stream from the hydrogen separation unit due to the limit of selectivity. What is

more, 12% of the ethane loss comes from the purge stream. As the purge is necessary

to prevent the build-up of methane and hydrogen in the recycle loop, ethane, together

with ethylene loss due to the purge is inevitable. Another drawback of the NCP-1

flowsheet is that due to the existence of hydrogen in the recycle loop, there is 14%

of hydrogen in the inlet stream of the dehydrogenation reactor, which will resist the

equilibrium conversion of NGLs to olefins. Therefore, though the NCP-1 process

eliminate the NGL fractionation section which largely reduce the equipment needed

for the process, multiple drawbacks of the flowsheet still exists, and the product yield

is not high.

To deal with the ethane loss and thus the low overall product yield, the IRA pro-

cess eliminate the need for a purge stream by including the demethanizer into the

recycle loop and getting rid of the membrane for separating hydroge. In this way, the

loss of ethane due to the hydrogen separation and the purge is avoided. Furthermore,

due to the existence of hydrogen within the stream entering the demethanizer, the

separation is easier to operate and better separation can be achieved. Here only 5% of

the ethane in the feed comes out of the demethanizer together with separated methane

and hydrogen. Higher methane recovery is also achieved and therefore reduces the

methane entering the NGL activation section. In addition, as H2 is separated together

with methane from the demethanizer, hydrogen does not present in the stream enter-

ing the dehydrogenation reactor, which is favored by the dehydrogenation reactions.

All these factors add up to the modeling result that the loss of ethane, the critical

component in the NGLs, has been reduced by ∼70% and the loss is only 6.1% in pro-

cess IRA-1. The single pass conversion of ethane within the dehydrogenation reactor

has also increased, from 34.4% in NCP-1 to 41.8% in IRA-1. The reduction in ethane
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(same for ethylene and C3) loss and increase in dehydrogenation conversion, together

lead to the increase yield of liquid products. From Table 2.1 we can see that the

overall product yield has increase from 72.0% to 87.9%, comparing IRA-1 to NCP-1.

From the perspective of process intensification, on one hand, the hydrogen separation

is eliminated, which reduces the equipment of the process; on the other hand, the

integration of the two sections is a means of intensification, where the demethanizer

takes up multiple roles: separation of methane and NGLs, and purge. In addition,

the flowrate entering the dehydrogenation reactor is reduced by ∼32%. Under the

same operation conditions, both reactors will take up smaller flowrate and requires

smaller size, which also benefits the process intensification.

As we discussed before, if we would like to further improve the single pass con-

version within the dehydrogenation reactor, a diluent stream could be introduced.

Using methane from the shale gas feed will not introduce additional equipment and

streams, and by this means the SRA configuration is proposed and SRA-2 is a promis-

ing example process. In process SRA-2, we can see from Table 2.1 that the loss is

ethane and propane is further reduced and product yield is further improved to 90.5%.

Furthermore, as stated in section 2.2.3, a cracker can be used for dehydrogenation

instead of a catalyst bed, which will be much simpler to control and operate. No cat-

alyst regeneration is needed and the heat of the cracker can be provided by burning

methane separated from the NGL recovery section. In this way, pieces of equipment

is furthered reduced. However, as the entire sweet and dry shale gas stream is pro-

cessed to the dehydrogenation reactor, the flowrate of the dehydrogenation reactor

will be huge. As we can see from our simulation result, the flowrate is ∼16% higher

than the NCP-1 process. Here it would be a trade-off between higher yield/utilization

of resources/simple operation and high flowrate. Or the reactor could be operated

at higher pressure to reduce the size, but sacrifice the high single-pass conversion of

50.2%. In general, SRA-2 is a process with high liquid product yield with little loss of

NGL resources, and is amendable to a simple design of the dehydrogenation reactor.

The process does not stick to the four-section design-hierarchy and compared to pro-
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cess IRA-1, the process intensification lies in the utilization of methane as a diluent

as well as a thermal mass.

Since the demethanizer requires high pressure and low temperature, the ENR

designs are proposed to eliminate the energy and capital-intensive unit. However,

when process ENR-1 only uses a condenser at -20 ◦C, ∼50% of the ethane in the feed

comes out of the top of the condenser, which leads to the low product yield of 16.6%.

Though the flowrate entering the dehydrogenation reactor seems low compare to that

in NCP-1 and SRA-2, it is also due to the large ethane loss in the first-stage condenser.

Therefore, although a complex demethanizer is no longer preferred under the target

of simple process, an effective separation method is still needed for the methane (and

hydrogen) separation. Absorption is a good choice, and according to our principle

to keep the process simple, no additional introduced stream is favored. Therefore,

taking part of the liquid hydrocarbon as absorbent can be a good synergy within

the process. From Table 2.1, we can see that by employing absorption into the ENR

design, the loss of ethane is reduced from 50.1% in ENR-1 to 1.5% in ENR-2. The

loss is the least among all the processes we proposed and simulated. A high product

yield up to 92.5% is achieved. Although the flowrate entering the dehydrogenation

reactor is ∼13% higher than that in the NCP-1 process, ENR-2 has eliminated most

of the complicated units, such as distillation columns and membranes. This is still

a promising process intensification in terms of the process simplicity and high yield

of production. As for the ENR-3 process, the entire process is operated at high

pressure so that expanders before the dehydrogenation and on the recycle stream are

eliminated, as well as the compressor before the oligomerization reactor. From the

modeling results shown in Table 2.1, we can see that the loss of ethane and propane

is slightly higher than that in ENR-2, but still a very low level. The overall product

yield is slightly lower than that in ENR-2, but still higher than 90%. The flowrate

entering the dehydrogenation reactor is the highest among all the processes, but as it

is operated at high pressure, the size of the reactor can still be kept small. With the

least number of pieces of equipment, ENR-3 is the simplest processes we proposed.
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2.5.2 Process intensification

The scope of process intensification has been evolved to adapt to various cir-

cumstances and goals. In the early times, process intensification focuses only on

the smaller-sized equipment. However, the definition of process intensification has

been extended to process development methods that offer substantial improvements

in manufacturing and processing [49]. Here we extend the definition of process in-

tensification to process development that generates simple and easy to operate pro-

cesses, which could potentially lead to distributed manufacturing. Considering the

distributed processing demand from remote shale locations, as well as the spacial

and temporal variation of shale gas production, onsite processing of NGLs is a per-

fect example of process intensification application. As we discussed in section 2.2.1,

breaking the design hierarchy, minimizing the number of unit operations and keeping

the unit operations simple are important principles for process intensification that

can be applied for onsite production. During the course of our progress coming up

with processes discussed in this study, those principles have been put into practive.

Starting the traditional four-section shale gas processing, we break the design

hierarchy when each new configuration is proposed, either by eliminating a certain

section or shifting the order of the sections. By adjusting these sections, improvement

in processes, such as higher product yields and easier operation, is realized, which

complies with the process intensification goal of improvement in processing.

Each of the configuration shows how to minimize the number of unit operations

and number of equipment: from CSP configuration to NCP configuration, NGL frac-

tionation train is deleted from the processing scheme; from NCP-1 to IRA-1, hydrogen

separation is no longer needed; from SRA designs to ENR designs, the entire NGL

recovery section is eliminated and a much simpler separation method takes the place;

from ENR-2 to ENR-3, even pressure changing equipment is reduced. All these prac-

tive in our process design comply with the principle of minimizing the number of
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unit operations. These also align with the definition of intensification by generating

simple processes.

Attention is also given to the unit operations. From catalytic conversion to a

cracker in the dehydrogenation unit, from cryogenic distillation to absorption, these

changes in unit operations lead to potential of simpler operation and control, which

will also benefit the varying feed at the same time. In addition, when a new stream

needs to be introduced, synergy within the process, or internal stream is consid-

ered first. Examples are methane used as diluent and liquid hydrocarbon used as

absorbent.

2.6 Conclusion

In this chapter, we propose four new configurations for NGL processing, and sev-

eral example processes are provided to show how these designs evolved. Instead of

being flared or shifting to a centralized plant, NGLs from remote shale plays can be

processed onsite by these processes to liquid hydrocarbons for extra values. Simple

processes with easy to operate unit operations and reduced pieces of equipment im-

prove the performance of processing, with higher product yield and less loss of NGLs.

Among all the processes proposed, the higher yield of product can achieve 92.5%.

The process intensification strategies in this study include eliminating unnecessary

unit operations, employing simpler separation methods, using existing streams but

not introducing new streams, shifting the order of traditional process units. The

process intensification will benefit the modularization of the plant, and is suitable for

the application of distributed manufacturing at remote shale plays where there is no

transportation infrastructure.
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3. SYSTEMATIC LAND REQUIREMENT ANALYSIS

FOR A SOLAR ECONOMY

3.1 Introduction

Solar energy is our most ubiquitous and promising renewable energy resource

that has the potential to meet our future energy demands due to its sustainable

availability and abundance [13]. Replacing fossil resources with solar power provides

an opportunity to eliminate much of the world’s pollution, greenhouse gas emissions,

and energy security challenges. However, solar energy is a dilute source with power

density several orders of magnitude lower than fossil fuels [6]. Harnessing solar energy

therefore requires vast tracts of land. A number of studies have envisioned a fossil

fuel-deprived future powered by solar energy. In most of these previous studies, land

availability is not a constraint to the feasibility of a solar powered future. For example,

Turner has estimated that no more than 1% of the land in the United States (US),

if used for photovoltaics (PV), could provide all the energy needed for the entire

country [50]. Fthenakis et al. has reported that it is “clearly feasible” to replace the

current fossil fuel infrastructure in the US with solar energy and other renewable;

moreover, 90% of the solar production can be located in the US southwest [51].

Jacobson et al. has also envisioned the scenario where no more than 2% of the land

in the US could supply the energy demand [52]. While these researchers are optimistic

about the total solar economy, several recent land requirement analyses have raised

the concern in land availability in some densely populated countries. MacKay has

suggested that transition to a total solar economy in Britain would require land area

similar to the area of the entire country and that several other high-density, high-

consuming countries, such as Japan and Germany, are facing the same challenge [53].

A recent land requirement analysis by Capellán-Pérez et al. over 40 countries around
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the world has also pointed out that it could be physically infeasible for many densely

populated countries to domestically harness renewable energy to maintain the current

energy consumption [54]. According to these recent land requirement estimations, for

countries with an overall relatively low population density, such as the US, there

seems to be sufficient land available for PV park construction and land limitation for

the country as a whole has never been a concern.

However, if we examine the distribution of energy consumption and solar radiation

in the US, we would anticipate that substantial energy demand of the populated states

in coastal and great lake regions will have to be supplied from less populated areas in

the southwest. Dispatching electricity from a remote state such as Nevada to states

such as New Jersey thousands of miles away will require construction of expensive

and risky super grids operating at extremely high voltages to minimize transmission

losses [55]. Therefore, local sustainability is greatly preferred for the solar economy.

We would like to see if solar photons could locally fulfil the energy demand. In

this chapter, an extensive systems model for detailed land requirement analysis is

developed for each of contiguous 48 states of the US for a full solar economy. We

find that it will be difficult, even in a large and relatively sparsely populated country

such as the US, to meet the energy needs using current solar park designs for the

contiguous 48 states as a whole and for nearly half of the individual states, which

include well over half of the total US population.

In addition, the land requirement analysis methodology is applied to highly popu-

lated countries such as the United Kingdom (UK) and Germany as well as developing

countries such as China. From these analysis, we find out that the solar economy

could be potentially land constrained around the world and unlikely to be realized in

the absence of innovative land intensification strategies.
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3.2 Energy Demand in a Solar Economy

3.2.1 Method for predicting power demand

To examine the land requirement for a solar economy, the energy demand will need

to be estimated first. This section introduces the estimation method employed for the

case study of the US, and the method is summarized in Figure 3.1. Two scenarios,

Fossil Fuel Scenario Solar Economy Scenario
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Industrial
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Fig. 3.1. Detailed calculation model for a fossil fuel to solar energy
transition. Diamonds indicate the splitting of energy use and ovals
indicate efficiencies for the corresponding steps.

the current fossil fuel scenario (FFS) and the projected solar economy scenario (SES),

are considered in our energy demand estimation. Energy consumption data of 2014

from the Energy Information Administration (EIA) [22] are adopted for the FFS

and the energy demand for SES is estimated based on these data. In the SES, only

photovoltaic panels (PV) are deployed for solar energy conversion for the purpose of

this study. Concentrating solar thermal power (CSP) facilities and small scale solar
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thermal heating (for residential heating, for example) are not used in our analysis. As

PV electricity will become the dominant form of energy supplied to end-use sectors,

the energy demand analysis becomes power requirement estimation. For the transition

from the FFS to the SES, fossil fuels will be completely replaced by PV, while other

energy resources used in the FFS, such as wind and hydro power, are assumed to

remain at the same utilization in the SES. To maintain the current lifestyle and life

quality, the end use demands are kept the same for the FFS and the SES.

The transition to a solar economy will reshape the current energy supply and

consumption infrastructure. In the FFS, fossil fuels as energy resources are either

used for power generation or directly supplied to end use sectors. Now that we

have assumed PV as the only method for solar harnessing and conversion, electricity

will become the form of energy ultimately supplied to end uses and nearly all the

end use facilities will be electrified in the SES [18]. Systems that might not be

feasibly electrified, such as air-transportation, are taken to be powered by synthetic

fuels synthesized from biomass [56] [15]. In addition, a small part of fossil resources

is consumed as chemical feedstocks in the FFS and these fossil resources will be

replaced with biomass in the SES. To look at the future solar electricity demand, a

detailed examination into each end use sector is performed. In our model, we treat

power generation as a separate sector and only direct primary energy consumption

is considered for the residential, commercial, industrial and transportation sectors.

Chemical and fuel production from biomass is also treated as a standalone sector.

Electricity demand in the SES to replace fossil fuels in the FFS is examined for each

sector and the total electricity demand is the sum of electricity demand in each sector

calculated by the following equation:

ESES =
∑
k

ESES
k (3.1)

where k represents electricity, residential, commercial, transportation, industrial,

chemical and fuel demands, and where ESES represents the total electricity demand
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from PV in the SES and ESES
k represents the electricity demand for sector k in the

SES.

Electricity sector

For the electricity sector (k = electricity), power generation data in the FFS are

from EIA (Net Generation by State by Type of Producer by Energy Source, 2014) [57].

We assume the electricity flow to be the same after generation, whether this is from a

fossil fuel powered plant (FFS) or PV parks (SES), including the same transmission

and distribution loss and the same end use electricity conversion efficiency. As a

result, the electric power generated from fossil fuels can be simply replaced with the

same amount of electricity generated from PV. Therefore, the total electricity from

PV needed to replace the electricity from fossil fuels in the FFS is calculated by the

following equation:

ESES
electricity = EFFS

electricity (3.2)

where EFFS
electricity represents the electricity generated from fossil fuels in the year of

2014.

Residential and commercial sector

For the residential (k = residential) and commercial (k = commercial) sector,

the SES electricity requirement is estimated by ensuring that the end-use energy

consumptions are the same for the FFS and SES under different energy conversion

efficiencies. The estimation paradigm is expressed by the following equation:

ESES
k ηSESk ηSEStransmission =

∑
i

EFFS
i,k ηFFSi,k (3.3)

where the subscript i refers to the fossil fuel (i = coal, petroleum, natural gas). In

Equation 3.3, EFFS
i,k refers to the energy consumption by fossil fuel i in the FFS in

sector k, ηFFSi,k refers to the energy conversion efficiency from fossil fuel i to the end use

in the FFS in sector k, ηSESk refers to the energy conversion efficiency from electricity
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to the end use in the SES in sector k and ηSEStransmission refers to the transmission and

distribution efficiency for the electrical grid in the SES. Fossil fuels supplied directly

to residential and commercial sectors are generally used as heat. End use efficiency for

fossil fuels is estimated as 65% for these sectors in FFS (ηFFSi,residential = ηFFSi,commercial =

65%) [58]. After switching to SES, electrical heating is much more efficient and a

95% efficiency is assumed (ηSESresidential = ηSEScommercial = 95%). The transmission and

distribution loss of electrical grid is taken to be 4.7% [59] and therefore the value of

ηSEStransmission is 95.3%.

Transportation sector

For the transportation sector, only natural gas and petroleum are consumed ac-

cording to EIA’s energy consumption data. Moreover, as most natural gas consump-

tion is attributed to the operation of pipelines, primarily in compressors, natural

gas consumption in transportation sector is negligible in a SES [22]. Therefore, only

petroleum is considered here in the transportation sector. The estimation of elec-

tricity demand for the transportation sector is also achieved by equating end-use

consumption for the FFS and the SES. However, in the transportation sector, only

part of the petroleum consumption can be directly replaced by electricity from PV.

The electricity demand is calculated by the following equations:

ESES
j,transportationη

SES
transportationη

SES
transmission = EFFS

j,transportationfjη
FFS
transportation (3.4)

ESES
transportation =

∑
j

ESES
j,transportation (3.5)

where the subscript j refers to a specific category of petroleum (motor gasoline,

liquefied petroleum gas (LPG) or diesel). For the transportation sector, only light-

duty vehicles, buses and trucks are projected to be replaced by electrical vehicles

(EV) and these means of transportation are powered by motor gasoline, LPG and

diesel in the FFS. Other means of transportation, such as air and marine vessels,

will not be easily electrified and the fuels for them are to be produced from biomass,
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which will be discussed in the chemical and fuel production sector. In Equation 3.4

and 3.5, ESES
j,transportation is the electricity demand to replace fuel j in the SES for the

transportation sector, ηSEStransportation is the efficiency of EV, EFFS
j,transportation is the energy

consumption by fuel j in the FFS for the transportation sector, fj is the fraction of

fuel j that are consumed by the means of transportation that could be electrified (for

example, 78% of the diesel are consumed by trucks [60], which can be replaced by

EV and the rest of diesel consumption by ships will not be replaced by electricity;

therefore fdiesel = 78%) and ηFFSj,transportation is the efficiency of internal combustion

engine powered by fuel j. Here in our estimation, all the motor gasoline and LPG

for transportation can be replaced by electricity, and diesel consumed by trucks can

also be replaced (fmotorgasoline = fLPG = 100%; fdiesel = 78% [60]); the grid-to-wheel

efficiency of EV is assumed to be 75% (ηSEStransportation = 75%) [61]; internal combustion

engine efficiencies average 14.8% for gasoline (LPG) engines and 20.2% for diesel

engines, respectively (that is, ηFFSmotorgasoline,transportation = ηFFSLPG,transportation = 14.8%;

and ηFFSdiesel,transportation = 20.2%) [62].

Industrial sector

For the industrial sector, fossil fuels are used as either energy sources or feedstock

in the FFS. Fossil fuels used as energy resources are to be replaced by electricity,

while those used as chemical feedstocks will be discussed later in the chemical and

fuel production sector. The ratio of energy to feedstock in each state is assumed

to be identical to the national ratio in our calculation. For the fossil fuels supplied

as energy, they can be consumed for both heat and in-house generated power. The

electricity demand in the SES for the industrial sector is estimated using the following

equations:

ESES
heat,industrialη

SES
heat,industrialη

SES
transmission =

∑
i

EFFS
i,industrialgi,energyhi,heatη

FFS
i,heat,industrial

(3.6)

ESES
power,industrialη

SES
transmission =

∑
i

EFFS
i,industrialgi,energyhi,powerη

FFS
i,power,industrial (3.7)
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ESES
industrial = ESES

heat,industrial + ESES
power,industrial (3.8)

where the subscript i refers to the fossil fuel (i = coal, petroleum or natural gas).

ESES
heat,industrial and ESES

power,industrial refers to the electricity requirement in the SES

to replace fossil fuels for industrial heat and in-house power generation, respec-

tively. ηSESheat,industrial is the electrical heating efficiency in the industrial sector in

the SES, which is assumed to be 95%. EFFS
i,industrial is the energy consumption of

fuel i for the industrial sector in the FFS; gi,energy is the fraction of fuel i con-

sumed as energy (in our study, gnaturalgas,energy = 74.8%, gpetroleum,energy = 5.4%

and gcoal,energy = 0 for every state [60]). hi,heat) and hi,power are the fraction of fuel i

consumed by industrial heat and in-house power generation, respectively. We assume

hi,heat = hi,power = 50%. ηFFSi,heat,industrial and ηFFSi,power,industrial are the energy conversion

efficiencies of fuel i to industrial heat and power, respectively (ηFFSi,heat,industrial = 80%,

ηFFSnaturalgas,power,industrial = 46% and ηFFSpetroleum,power,industrial = 35% [22].

Chemical and fuel production

For chemical and fuel production, chemical feedstocks from fossil fuels and fuels

for transportation that cannot easily by electrified is produced from biomass in the

SES [63]. The biomass required for the chemical and fuel production in the SES is

estimated to be ∼857 million tonnes. According to the US Department of Energy,

the sustainably available biomass production will have the potential of over 1 billion

tonnes by 2040 [64] [65]. Therefore, there will be sufficient biomass for chemical and

fuel production for the SES. Since biomass is easy to transport, we do not consider

the local availability of biomass here. Also, as sustainably available biomass is used,

its production will not compete with normal food and forestry production.

Since these chemicals and fuels in the FFS are mainly hydrocarbons, we assume

that these fossil fuels are purely composed of CH2 units. Typical biomass is composed

of CH2O units; thus, the oxygen needs to be removed by biorefining. In biorefining,

H2 is obtained from water electrolysis and used to remove oxygen in biomass [66]. We
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can estimate the energy requirement of biorefining to replace fossil fuel feedstocks by

determining the amount of H2 required according to the amount of biomass to be up-

graded, then calculating the electricity needed for water electrolysis. This estimation

can be expressed by the following equation:

ESES
chemical and fuel =

W FFS
chemical and fuel

MCH2

×∆Hwater electrolysis (3.9)

where W FFS
chemical and fuel is the total mass of fossil fuels used as chemical and fuels in

the FFS, MCH2 is the molar mass of the CH2 unit and ∆Hwater electrolysis is the energy

demand for producing 1 mol of hydrogen by water electrolysis.

By examining each sector, we can estimate the total electricity demand for the

SES and since our land requirement estimation is based on the power output of PV

parks, we would like to know the power demand for the SES. The total power demand

for the SES can be obtained by averaging the total electricity demand over the entire

year:

P SES =
ESES

T
(3.10)

where P SES is the total power demand in the SES and T is the total time of a year.

3.2.2 Intermittency of solar energy and storage efficiency

One of the essential challenges of a solar economy is the intermittency of solar

energy availability. In the US as a whole, solar energy is available for only 2̃0% of

a 24-hour day on average, necessitating storage [13]. We assume that the end-use

electricity during the time when solar energy is not available (80% of the day) must

be stored in our calculation. Various energy storage methods could be used to store

the generated solar power from PV and recover the energy when solar energy is not

available. For large-scale energy storage, thermal energy storage, chemical energy

storage (e.g., carbon storage cycle), pumped hydroelectric storage, compressed air

energy storage, and batteries (electrochemical) are among the alternative methods

[67] [68] [66]. The energy storage efficiencies range from 55% to 95%. Assume that
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mixed storage methods will be adopted in a solar economy and a storage efficiency of

65%, which is in the midst of various storage efficiencies, is adopted for this study. As

a result, 43% more electricity must be generated than our estimated end-use electricity

demand in the SES to offset storage losses. For state-level calculation, average solar

available time data for each state is used [69], and similarly, power generation during

the time when solar energy is not available will be stored and a storage efficiency

is considered. However, since the storage efficiency largely decides the total power

requirement, we also investigate cases where storage efficiency is assumed to be 55%

and 80%, respectively.

3.3 Land Requirement Analysis

3.3.1 Power recovered from current PV parks

Although the maximum solar cell efficiency reported to date can be up to 47% [70],

the actual PV power output per unit land area is generally lower than estimated.

Apart from the gap between research and industrial application, this is because of

many constraints under which a PV park is constructed and operated. For example,

certain distance should be kept between rows of solar panels to avoid shadow cast on

one module by another and to enable easy access for maintenance vehicles. Thus, we

use actual power density output data of PV parks in our calculation.

Figure 3.2 is adapted from reference [53], indicating PV parks’ average power per

unit land area versus the local insolation (i.e. average incident solar flux per unit of

horizontal land area). From Figure 3.2 we can see that for locations in the US with

solar insolation above 160 W/m2, the generated power from PV parks averaged over

the entire year including day and night ranges from 4.3 to 11.4 W/m2. The national

average in the US of the PV parks’ power output per unit land area is ∼7 W/m2.

At the same time, we can see that the power outputs per unit land area for UK and

Germany are between 4 to 5.3 W/m2; the land challenge for these densely populated

European countries could be more severe than the US.
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Fig. 3.2. Solar parks’ average power per unit land area versus the local insolation

3.3.2 Major land uses in the US

Major land uses in the US discussed in this study are based on the information

from USDA Economic Research Service [25]. Major land uses in the US includes six

land use types: cropland, grassland pasture and range, forest-use land, special use

area, urban use area and other or miscellaneous land. The accurate definition of each

type can be found in reference [25] or [71].

Among all land types, cropland and grassland pasture and range are collectively

referred as agricultural land in this study. For cropland, crop growth on the ground

is important for its food output. Similarly, for grassland pasture and range, plant

growth on the ground is important for livestock growth and thus important for its

food production. At the same time, if we consider PV panel installation, farming

equipment movement on cropland should not be blocked; similarly, livestock activities

on pastures and range should not be hindered. Due to these similarities, cropland
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and grassland pasture and range are combined as agricultural land in this study.

Agricultural land accounts for 53.9% of the total land area of the contiguous US.

If preservation of wildlife habitats and agricultural output remain priorities, most

open land area (forests, national and state parks, agricultural land, etc.) is not

available for existing PV panel installation. Forest-use land accounts for 30.4% of the

total land area. Special use area, which accounts for 8.9% of total land area, includes

highways, roads, railroad rights-of-way airports, Federal and State parks, wilderness

areas, wildlife refuges, national defense and industrial areas, farmsteads and farm

roads. Urban use area accounts for 3.2% of the total land area. Miscellaneous land

accounts for 3.6% of total land area and includes industrial and commercial sites in

rural areas, cemeteries, golf courses, mining areas, quarry sites, marshes, swamps,

sand dunes, bare rocks, deserts, tundra, rural residential, and other unclassified land.

[25] [71] Only part of the miscellaneous land and urban land are available for PV

installation. However, note that not all of the miscellaneous land, such as marshes,

swamps and bare rocks, can be used for large scale PV installation. In the cases

discussed in the main text, the usable area from miscellaneous land is assumed to be

50%. However, we have also investigated more cases with miscellaneous land usage

of 25% and 75%.

3.4 Case Study for the Contiguous US

3.4.1 The contiguous US as a whole

The 100% solar powered economy is studied here only as a bookend case due to

the widespread accessibility of solar energy and its relatively high power output per

unit land area compared to wind energy [72] [24]. Although we focused on the solar

end, this does not imply that wind or other renewable resources will not be used in

practice. Instead, when feasible, wind and solar energy should be used to supplement

each other.
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By the method discussed in section 3.2.1, the total power required for the con-

tiguous US in the SES is estimated to be 1164 GW. Considering the intermittency

and energy storage loss, an estimated total of 1665 GW of generation is required.

we assume that 50% of miscellaneous land is usable for PV parks. Meanwhile, some

urban areas could be dedicated to rooftop or building-integrated PV systems. Studies

have suggested that 1–12% of urban areas could be used for PV panels [73] [74] [75].

For the entire contiguous US, based on the total estimated SES power demand of

1665 GW and the average power output of ∼7 W/m2 from PV parks, besides 50% of

the miscellaneous land area, ∼41% of the urban area would be needed for PV parks.

Even if the output of PV parks can reach 11 W/m2, which is highly optimistic, the

corresponding percentage of the total urban area needed is estimated to be 5.6%, in

addition to 50% of the miscellaneous land. For the entire contiguous US, this high

urban land requirement reveals that the solar economy could be land constrained.

3.4.2 Land analysis at state level

To determine the feasibility of a local solar economy at the state level in the

contiguous United States, we calculated the power density requirement for each state

using the estimated solar power demand and the potentially usable land for each state.

From Figure 3.3(a), we see that if 50% of the miscellaneous land and 5% of the urban

land were available for PV systems, the power density requirement of 24 states would

be greater than 11 W/m2, while for nine states it would be between 7 and 11 W/m2. If

15% of the urban land could be used, which is a very optimistic assumption, 20 states

would still require a power density exceeding 11 W/m2, while ten states would require

7-11 W/m2 (Figure 3.3(b)). In either case, many of these states are relatively densely

populated, such as New York, New Jersey, Maryland, Delaware, Florida and Illinois.

Others, such as Indiana and Wyoming, will require high power densities, since most of

their land is devoted to agriculture (cropland or pasture). For these states, additional

land area besides the miscellaneous and urban land will be needed for PV installation.
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Fig. 3.3. Power density requirement of each state when 50% of its
miscellaneous land and 5% (a) and 15% of urban land (b) is used for
PV installation

We also investigated cases with different percentages of miscellaneous land usage, PV

power density output and energy storage efficiencies, and the results remain similar

(that is, a large number of states require additional land besides miscellaneous and

urban areas). The results with more cases are summarized in Table 3.1.

3.4.3 Case studies for other selected countries

Apart from the US, we are also interested in the land requirements for a solar

economy in other countries of the world. Two densely populated developed countries,

the UK and Germany, and a fast-developing country with large population, China,

are selected as examples to illustrate the land issue worldwide. Due to the limitation

of data, we only present the results for the country-level study; however, for large

countries such as China, local analysis is expected to show more severe land challenges.

The method for predicting power demand discussed in section 3.2 is applied to

these selected countries. Data of primary energy consumption are acquired from

International Energy Agency (IEA) [23]. Note that because of the location of the
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Table 3.1.
Results summary for multiple land requirement analysis cases

Miscellaneous Urban Storage PV park Number of states with

land use land use efficiency output insufficient urban

(%) (%) (%) (W/m2) + miscellaneous land

25 5 55 7 44

25 5 65 9 39

25 5 80 11 33

50 5 55 7 36

50 5 65 9 27

50 5 80 11 21

75 5 55 7 27

75 5 65 9 21

75 5 80 11 16

25 15 55 7 44

25 15 65 9 36

25 15 80 11 26

50 15 55 7 33

50 15 65 9 25

50 15 80 11 17

75 15 55 7 26

75 15 65 9 19

75 15 80 11 13

UK and Germany, the power output per unit land area from PV parks for these two

countries is assumed to be 5 W/m2, while for China it is assumed to be 7 W/m2 [53].

The results for the United Kingdom and Germany show that 10.2 and 12.1% of the

total land will be needed for PV parks, respectively. However, according to the World
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Bank, 83.8% of the land in the United Kingdom and 80.7% of the land in Germany

is devoted to agricultural or forest uses [76] [77]. Remaining land uses include urban

uses of which only a small portion can be used for PV installation and other special

land uses not suitable for PV parks. Thus using the remaining land area for power

generation is extremely challenging.

For China, 2.9% of the land will be needed based on current energy consumption

and this number might increase to 3.5% based on energy consumption projection in

China [78] [23]. China has 78.4% of agricultural and forest land [76] [77]. Though

the remaining land seems sufficient for PV installation, glacier, mountainous area,

shifting sand dessert are all included in the remaining land area, which can hardly

be used for PV. In addition, no more than 15% of urban land can be used [73] [74]

[75]. Furthermore, population, as well as energy consumption, is highly unevenly

distributed in different parts of China. Approximately 55% of the country’s land area

is in western part of China, where most of the currently unused land is distributed,

whereas, it is eastern part that accommodates over 90% of the country’s population.

If all fossil fuels are replaced by PV, long distance transmission will be required

which is not preferred. Land constraints in China can be largely expected for a solar

economy. Thus we could anticipate that the land challenge is a global issue towards

a solar economy.

3.5 Conclusion

In this chapter, a systematic method for land requirement analysis in a solar econ-

omy is presented. By this method, the energy demand in a solar economy scenario is

first estimated by considering each energy conversion step from primary energy to end

uses in both fossil fuel scenario and solar economy scenario. In addition, intermittency

of solar availability and energy storage efficiency are also taken into consideration.

For land analysis, data of power output per unit land area are acquired from actual
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PV parks. Meanwhile, land uses are classified in order to get the reasonable land area

data for currently available land.

The land requirement analysis for the contiguous US shows that there will be 24

states that requires more than 11 W/m2 power output from solar PV parks, which

exceeds the upper limit of current PV parks, if 50% of the miscellaneous land and

5% of the urban land are used. More case studies indicate similar challenge. It will

be difficult for currently available land to meet the energy needs using current solar

park designs for the entire contiguous US and for nearly half of the individual states,

which include well over half of the total US population.

Similar land requirement analysis for densely populated developed countries such

as the UK and Germany also shows the difficulty for currently available lands to sup-

port a 100% solar economy. Therefore, barring radical improvements in agricultural

output that could greatly reduce the land devoted to agriculture, the competition for

land between energy and food seems inevitable, posing a major challenge to a fu-

ture solar economy. Land use intensification is imperative to enable a solar powered

future.
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4. SUSTAINABLE CO-PRODUCTION OF FOOD AND

SOLAR POWER TO RELAX LAND USE CONSTRAINTS

4.1 Introduction

As the global population approaches 10 billion by the mid-century [79], supplying

all the needs of the human race from the Earth’s limited land area will be the essential

challenge of sustainability. In a highly populated “full Earth” [80], all available re-

newable energy resources will be used synergistically, while solar and wind energy will

be dominant [17]. However, their power density, or rate of supplied energy per unit

land area, is much more dilute than that of fossil fuels [6]. Hence, large tracts of land

are required to harness solar or wind energy [53] [54]. Since transmitting energy over

long distances will be expensive, risky and prone to significant transmission losses,

local sustainability is greatly preferred [55]. While the availability of wind energy is

highly geographically limited, solar resources are accessible in most of the populated

regions around the world, usually with a higher power density than wind [24] [72].

Therefore, in Chapter 3, we evaluate the land feasibility of a 100% solar economy

in the contiguous United States as an example, and find that it will be difficult for

currently available land to meet the energy needs using current solar park designs for

the entire contiguous United States and for nearly half of the individual states, which

include well over half of the total US population. Barring radical improvements in

agricultural output that could greatly reduce the land devoted to agriculture, the

competition for land between energy and food seems inevitable, posing a major chal-

lenge to a future solar economy [4].

To address this issue, we propose the concept of the “aglectric” farm, where agri-

cultural land (including cropland, grassland pasture and range in this study; Section

3.3.2) produces electricity without diminishing existing agricultural output. Both
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wind turbines and photovoltaic (PV) panels can be used to generate electricity on

agricultural land. While wind aglectric farming is already put into practice, the use of

the current PV panels is known to have a negative impact on crop growth [81] [82] [83],

mainly due to shadows. Previous researchers have proposed or tested several PV and

food co-production ideas, but these systems either sacrifice agricultural production or

are limited to several types of shadow-tolerant crops [84] [85] [86] [87]. For example,

Fraunhofer ISE installed elevated south-facing bifacial solar panels and found yield

losses of 18–19% for crops such as wheat, potatoes and celeriac growing underneath

the PV array [88]. Since maintaining agricultural output (especially of major crops

such as wheat, rice, soybean, and so on) is of high priority, existing PV modules and

their installation practice will not enable the envisioned PV aglectric farm due to

shadows. Meanwhile, wind plants require larger land area than PV parks [24] [72].

Exploring the feasibility of PV aglectric farms is essential towards a post-carbon

era. Therefore, we propose several innovative PV systems using existing and new

materials, innovative installation paradigms and module designs. Through extensive

modelling of PV shadows throughout a day, we show that some of our designed PV

systems could mitigate the loss of solar radiation while still maintaining substantial

power output. Thus, it should be possible to design and install these PV systems

on agricultural land to have significant power output without potentially diminish-

ing agricultural production. We also show that PV aglectric farms alone will have

the potential of realizing a 100% solar economy without land constraint. Together

with regular PV parks and wind aglectric farms, PV aglectric farms will serve as an

important option for a renewable future.

4.2 PV Systems for PV Aglectric Farms

The purpose of PV aglectric farming is engineered shadow management such that

sufficient light is transmitted for equivalent crop yield while directing the remaining

light for PV conversion. Shadows can be manipulated and managed through two
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distinct strategies: (1) current PV materials such as polysilicon, cadmium telluride

and so on, plus new panel installation methods and module designs; and (2) new PV

materials and module designs for optimum PV aglectric farm performance. To allow

the space for crop growth, farming equipment movement on croplands and livestock

activities on pastures, these PV systems will generally have to be installed at an

elevated height (4 m or higher) and possibly with increased row spaces compared

with ground-mounted panels in regular PV parks. The installation might also help

with reducing the shadow intensity on the ground.
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4.2.1 PV systems with current PV materials and technologies

First, we considered innovative module installation and designs for commercially

available materials/PV modules. In Figure 4.1(a), we propose a PV module design

with transparent areas between solar cells for possible fixed installation. The pattern

can be easily accomplished with traditional “tiled” single-junction silicon panels. A

light diffuser in the empty tiles helps distribute light beneath the panels. While

various patterns could be used, a chequered pattern ensures that all crops affected by

the panels’ shadow receive essentially the same average illumination, and no individual

plant is in intense shade for long. The percentage of filled (solar cells) versus unfilled

(transparent) area could also be adjusted. In Figure 4.1(b), the use of a patterned

PV module is applied to an east–west single-axis tracking configuration to further

reduce the impact of shading. It can also be modified to become a dual-axis tracking

configuration. Figure 4.1(c) utilizes vertical bifacial solar panels to capture sunlight

[89]. North–south facing panels mainly capture diffuse light; however, they have

the distinct advantage of allowing all direct radiation to be transmitted to the plants

except for a thin line-shadow that moves throughout the day. These modules could be

installed on axes that rotate slightly throughout the year, to keep the panels aligned

with the Sun’s path to minimize shading. A major benefit of this system is that

during non-growing seasons, the panels could transition to a standard south-facing

bifacial panel for increased power production during the winter months. Bifacial

panels can increase power output by capturing albedo light from the rear side [90] [91].

Alternatively, when the bifacial panels are installed to face east–west, as shown to

the right of Figure 4.1(c), a peak in electricity generation is realized in the morning

and evening, capturing only diffuse light at noon. When facing east–west, these

panels could also be patterned as shown in Figure 4.1(a) to further diffuse the shadow

intensity.
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4.2.2 New PV materials and module designs

Gençer et al [4] identified several solar spectrum-splitting systems to direct pho-

tosynthetically active region (PAR) photons to food production and long-wavelength

photons to solar cells for electricity generation. These structures rely on concen-

trating troughs that are coated with well-studied dichroic materials or commercially

available polymeric dichroic mirrors, to split the spectrum into the PAR and the in-

frared region [92] [93] [94] [95]. In the system in Figure 4.1(d), a parabolic trough

with a short-pass dichroic film allows the PAR to transmit to the crops below, while

concentrating the infrared light on a solar cell [4]. The system in Figure 4.1(e) uses a

compound parabolic concentrator (CPC) with a short-pass dichroic film that allows

the PAR through to the crops while directing a significant fraction of the incident

direct infrared region to vertical bifacial cells at the centre of the CPC [92]. The

CPC could have a transparent cover to keep dirt out, as well as a built-in, gravity-

fed rain redistribution system. In the system shown in Figure 4.1(f), the PAR is

reflected by a long-pass dichroic mirror attached to a fibre optic bundle, which allows

for redistribution of light to the plants underneath, and potentially to vertical farms

during winter months. Alternatively, during winter months when no food crops are

grown, PV cells could replace the fibre optic bundles so that the light is still utilized.

Figure 4.1(g) presents a system where a long-pass CPC is used to redirect the PAR

to a central waveguide to redistribute light underneath, while the infrared spectrum

transmits to the PV support underneath. Although they are not shown in Figure 4.1,

heliostats with a short-pass dichroic mirror can also be used, and the reflected long-

wavelength portion could be focused on appropriate solar cells or a thermal system

for concentrating solar thermal power generation.

4.2.3 Impact of depriving plant of infrared radiation

The PAR of the solar spectrum is typically understood to be light in approximately

the 350-750 nm range [96]. However, light outside this range also can have important
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implications for crop growth. In our proposed PV systems in Figure 4.1(d)-(g) in

section 4.2.2, infrared radiation (IR) has been deprived from plant underneath. IR

has been shown to affect the growth of certain species of plants [97]. However, it is

also clear that many plants can be grown with high success under illumination that

is quite different than the natural solar spectrum. Recent vertical and urban farming

techniques have shown excellent crop production in blue and red LED lighting [98],

which suggests that it may be possible to deprive plant of significant portions of the

solar spectrum with minimal impact to yields.

In addition, the PV systems in Figure 4.1(d)-(g) in the main text do not deprive

all the IR from plant. These configurations only split the solar spectrum within

the direct sunlight. Plant can still receive the IR in the diffuse radiation. On the

other hand, the spacing between the PV installation also allows IR to reach the plant

underneath.

4.3 Feasibility of PV Systems Based on Shadow Modelling

To understand the effects that solar panel array geometries have on nearby crop

growth, and to check the feasibility of our selected PV systems (configurations in

4.1(a), (b)), we developed a simulation that predicts the loss in incident solar energy

on the underlying crops due to shading by the panels. We define the variable “shadow

depth” as the loss of incident solar energy compared with an open field; for example,

if the solar irradiation at a location on a PV aglectric farm is 90% of that on an

open field, the shadow depth is 10%. All configurations are elevated to 5 m to allow

for navigation of agricultural equipment and to suppress the blocking of diffuse light.

Both high row-spacing configurations (7.62 m) and lower row-spacing configurations

(3.81 m) are simulated—the latter being representative of some existing regular PV

parks [72].

Established crop growth models indicate that photosynthesis scales with the solar

intensity I according to aI/(1+ bI), all other factors being equal. As a result, growth
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is linearly proportional to intensity in low-light conditions but saturates under intense

light. The intensity at which crossover between these two regimes occurs varies with

the crop [99]. For instance, the photosynthetic rates of cotton and rice typically

saturate at approximately 650 W/m2 of solar irradiance, which is well below the

average midday irradiance during the growing season for high-irradiance agricultural

regions such as Texas and California [100] [101]. Based on this model, we predict that

for many commercially relevant crops, regions of high shadow depth will have low crop

yield, but low levels of homogeneous shadowing may have a negligible effect on certain

crop yields. This is also consistent with experience, in that annual variations of solar

energy delivered over the growing season generally do not cause crop failures.

Table 4.1 lists the average shadow depth, its standard deviation and the percentage

of land with less than 25% of shadow depth for five different PV configurations we

have simulated (simulation method in Appendix B). The standard deviation indicates

the spatial homogeneity of the shadow on the ground. Figure 4.2 shows the spatially

mapped shadow depth for selected cases in Table 4.1. The results in Table 4.1 and

Figure 4.2 are based on the solar radiation in the South Plains region of Texas—a

region with intermediate levels of diffuse light. Simulation results for other locations

with low and high levels of diffuse light are listed in Appendix A. In Table 4.1, cases

A and C represent current fixed south-facing and east–west tracking configurations

in regular PV parks with low row spacing, respectively. Cases B and E utilize the

proposed design in Figure 4.1(a), (b), respectively. An additional case D represents

a continuous tracking panel with high row spacing.

The simulation result for case A shows that the average shadow depth is 35.2%

and homogeneity is low (15% s.d.), and that only 41% of the land will be under <25%

shadow depth (Table 4.1), which indicates that more than half of the land will be

under intense shadow if a regular south-facing PV installation scheme is applied. In

addition, “trenches” of high shadow depth (>40%) exist during the entire growing

season in >20% of the plot area (case A; Figure 4.2). We expect that such deeply

shadowed regions will experience minimal growth of many commercially relevant crops
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S S S 

Fig. 4.2. Spatially mapped shadow depth for cases A, D and E
from Table 4.1. Case A, representing an elevated south-facing fixed
latitude-tilt PV park, shows regions of high shadow depth. Case D
shows the advantage of using an east–west tracking system. Case E
shows the advantages gained from implementing a chequered pattern
on the panels.

(such as soybeans). The trenches of high shadow could be one potential explanation

for the observed decline in crop yield reported by Fraunhofer ISE [88]. Case C, which

represents continuous tracking panels with low row spacing, shows worse results,

where no land will have shadow depth lower than 25% (Table 4.1). Cases A and C

both illustrate that regular PV parks should not be directly applied for PV aglectric

farms.

In case B, which is representative of the configuration in Figure 4.1(a), the land

area with <25% shadow depth has increased to 74.7% and the average shadow depth

has reduced to 17.6%, with a reduced standard deviation of 7.6% compared with case

A. This shows the effect of the reducing shadow intensity and increasing homogeneity

of the chequered design. Here, we do not consider the deployment of light diffusers

in the empty tiles as stated in section 4.2.1; the checkered pattern with light diffusers

will further improve the shadow distribution on the ground. From cases D and E, we

can see that both continuous and checkered east–west tracking configurations with

high row spacing (7.62 m) ensure that all land experiences a shadow depth <25%.
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The average shadow depth is low and shadow homogeneity is high in both cases.

Furthermore, Figure 4.2 cases D and E show that no “trenches” of high shadow

depth exist. Therefore, the potential feasibility of our newly designed systems in

Figure 4.1(a)(b) is proven.

4.4 Power Output of PV Aglectric Farms

First, we estimated the power density output from PV aglectric farms (Table 4.1),

and from there we obtained the power output estimation for the systems in Figure

4.1(a)(b). For all of the cases in Table 4.1, the power output was calculated together

with the shadow simulation. The simulation methods and parameters are explained

in Appendix B. The simulation results are listed in Table 4.2. In Table 4.2, the

power output numbers in the column “Simulated power output” are based on the

solar irradiation data for the South Plains region of Texas on 1 June 2018, which

are not the required yearly averages. However, we assume that the simulated power

output ratio between various cases in Table 4.1 remains valid after averaging. From

the cases for other locations (Indiana and California) shown in Appendix A Table

A.1 and Table A.3, we can see that the simulated power output ratio between various

cases in Table 4.1 remain valid for different locations. This is reasonable because

the different power output for different cases at one location is only caused by the

spatial arrangement of panels. A correction was made for these simulated results,

and the correct power output numbers are listed in the column “Corrected power

output”. Case A is the most representative case of regular PV parks, and has a

power output of 7-11 W/m2. Therefore, the simulated power output of 11.8 W/m2

should be corrected to 7-11 W/m2 (where 7 and 11 W/m2 are the lower and upper

estimates, respectively). The simulated power output in case B through case E can

be corrected by the same lower and upper estimate factors: 0.59 (7/11.8) and 0.93

(11/11.8), respectively.
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Table 4.2.
Simulated and corrected power output for cases in Table 4.1

Configuration Panel design Row Simulated Corrected

spacing power output power output

(m) (W/m2) (W/m2)

A South facing Continuous 3.81 11.8 7.00 - 11.00

B South facing Checkered 3.81 5.9 3.50 - 5.50

C EW tracking Continuous 3.81 15.1 8.96 - 14.08

D EW tracking Continuous 7.62 7.6 4.51 - 7.08

E EW tracking Checkered 7.62 3.8 2.25 - 3.54

Since cases B and E in Table 4.1 (and Appendix A Table A.1 through Table A.3)

represent the PV configurations in Figure 4.1(a)(b), we obtain estimations of power

output for Figure 4.1(a),(b) of 3.5–5.5 and 2.3–3.5 W/m2, respectively.

For the PV system shown in Figure 4.1(c) that uses vertical bifacial panels fac-

ing east–west, the output is estimated using the model of Sun et al. and the Purdue

University Bifacial Module Calculator [89] [90]. Using this model for several represen-

tative meteorological conditions yields estimates in the range of 4.1–6.0 W/m2. The

north–south-facing, non-checkered vertical bifacial configuration of Figure 4.1(c) uses

the diffusive part of the solar insolation only. We assume the panels are orientated at

all times such that they receive no direct insolation. In this scenario, we can use the

model of Khan et al. [91] to estimate the power output, except that direct insolation

is only absorbed indirectly via albedo light. Depending on meteorological conditions,

we estimate a power output of 4.9–6.7 W/m2. Further details on the power modelling

for bifacial PV systems can be found in Appendix C.

Now, we consider the PV systems from Figure 4.1(d)(e) that require new PV ma-

terials for optimum performance. For example, Gençer et al. [4] calculated maximum

recoverable power from a single-junction solar cell to be 161 W/m2 (note that this
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number is based on cell area instead of land area) for a direct solar insolation of 1000

W/m2 in the short-pass tracking configuration shown in Figure 4.1(d), with the PAR

portion terminating at a wavelength of 750 nm and a concentration factor of 20. The

corresponding maximum recoverable power from a conventional single-junction solar

cell with the entire incident solar spectrum is ∼310 W/m2. If we assume a PV instal-

lation of Figure 4.1(d) on a PV aglectric farm with an actual to maximum theoretical

power output ratio of 0.52 (160/310), we would expect a power output of ∼3.6–5.7

W/m2 (based on 7–11 W/m2). The power output estimation for the PV system in

Figure 4.1(e) follows the same method.

Results for estimated power density output from PV aglectric farms with the

configurations shown in Figure 4.1(a)-(e) are summarized in Table 4.3. Note that

for the systems in Figure 4.1(a)(b), which use currently available PV materials with

a new panel design or installation method, the power output based on the active

PV cell area is similar to that from the conventional PV panels, and the reduced

power output based on unit land area, as shown in Table 4.3, is not due to the lower

efficiencies of the PV cell itself. Instead, the reduction in power output density should

be attributed to the “sparse” installation (checkered design, higher row spacing, and

so on).

4.5 Land Requirement for PV Aglectric Farms

Based on the power output numbers in Table 4.3, agricultural land requirement

for PV aglectric farms can be calculated for the states where miscellaneous and urban

land are insufficient (Table 3.1). In one case, the power output from regular PV parks

is assumed to be 7 W/m2 and the power output from PV aglectric farms is 3.7 W/m2,

which is the average of the lower estimated values shown in Table 4.3. In a more

optimistic case, the power output from regular PV parks is assumed to be 11 W/m2

and the power output from PV aglectric farms is 5.5 W/m2. For both cases, 50% of

the miscellaneous land and 15% of the urban land would be used for regular PV parks,
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and the remaining power requirement would be fulfilled by PV aglectric farms. Figure

4.3(a) and (b), respectively, shows the percentage of agricultural land required to be

converted to PV aglectric farms under these two cases. We observe that the majority

(a) (b)

Fig. 4.3. Percentages of agricultural land required to meet states’
energy needs. Cases shown are for a PV power output of 7 W/m2 on
regular PV parks (the current average PV park output) and 3.7 W/m2

over agricultural land (a), and for a PV power output of 11 W/m2 on
regular PV parks (the upper end of current PV park output) and 5.5
W/m2 over agricultural land (b).

of states require only a small percentage of the agricultural land to satisfy their power

needs. This implies that the lower power density of PV aglectric farms compared with

regular PV parks is acceptable for most states, since most states have sufficiently large

agricultural land areas. Furthermore, since a relatively low power output from PV

aglectric farms is tolerable, row spacing between PV panels can be further enlarged

to reduce the shadow intensity on the ground. However, there are states that face

the challenge of land constraints in both cases, such as Massachusetts, New Jersey

and Rhode Island. These states are all densely populated, highly urbanized states

with a small percentage of agricultural land. For these states, PV aglectric farming

alone cannot enable a 100% localized renewable economy. Importing electricity from

adjacent states (or regions) and using other renewable energy such as wind could help

resolve this challenge.
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While we focus on a bookend case for the contiguous United States, our methods

and results also show how PV aglectric farms could be useful across most countries

and regions experiencing land constraints in sustainable food and energy production.

Furthermore, the concept of aglectric farming can also be applied to multiple renew-

able energy resources, such as wind energy. Given that PV aglectric farming alone

has the potential of enabling a 100% solar economy for most states in the contiguous

United States, synergistic power production from multiple renewable energy resources

on agricultural land will have a huge impact in realizing a future renewable energy

roadmap.

4.6 Aglectric Farms with Wind Energy

In previous sections, we proposed a solution to relax the land constraint of solar

economy by incorporating PV systems into agricultural land without hurting the food

production. However, as wind energy will definitely provide a complimentary solution

to the renewable future and aglectric farms with wind energy have already been put

into practice, one might question the necessity of developing aglectric farms with PV

systems. In this section, we briefly discuss the need of developing aglectric farms with

PV systems.

4.6.1 Power output from aglectric farms installed with wind turbines

For the purpose of this paper, we take the wind plant land requirement data in

Ref. [24]. More than 90% of current wind plants are constructed on land which can

be categorized as agricultural land as defined in this work. Therefore, the power

output density of current wind plants can be representative of power output density

of wind aglectric farms. Current wind plants have capacity density (capacity per unit

area) of 1 W/m2 to 11.2 W/m2, with an average of ∼3 W/m2. Note that ∼3 W/m2

refers to the capacity of a wind plant instead of actual generation. Considering the

intermittency of the availability of wind energy, the actual power generation per unit
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area is much smaller. The capacity factor for wind plants in the US varies from ∼0.32

to ∼0.37 in recent years [102]. Therefore, the actual power output density from wind

plants is ∼1 W/m2. Comparing the power output densities from current wind plants,

current PV parks and the projected power output from PV aglectric farms, we can

see that the power output from both PV parks and PV aglectric farms are higher

than that from wind aglectric farms.

4.6.2 Availability of wind energy

Areas with annual average wind speeds around 6.5 meters per second and greater

at an 80-m height are generally considered to have a wind resource suitable for wind

development [103]. From Figure 4.4, we can see that suitable wind development sites

are mostly located in the Midwest and Southwest region of the US. And currently

Fig. 4.4. U.S. Average Annual Wind Speed at 80 Meters, from Ref. [103]
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wind plants are all built in the area with relatively high wind speeds. Wind plants

in area without rich wind resource, such as California (average capacity factor is

∼0.27), usually operate at lower capacity factors than wind plants in area with more

accessibility to wind resource, such as Texas (average capacity factor is ∼0.36) [104].

Places such as the Southeast region of the US are not suitable to develop large-scale

wind energy. Since wind energy is not available everywhere, investigating the solar

economy as a bookend case is justified.

4.6.3 Necessity of developing PV aglectric farms

Since current wind plants have lower power output density than current solar

parks, either wind or solar energy alone cannot meet the energy requirement for most

of the US states without using agricultural land. Therefore, agricultural land must

be included for power generation in a renewable future.

(1) There are states where wind energy is not available for utility scale power

generation. PV aglectric farms are necessary for these states. Most of these states

are located in the southeastern part of the US, such as Florida, Georgia, Mississippi,

Alabama, Louisiana, Arkansas, North Carolina, South Carolina, Tennessee, Virginia,

West Virginia, Kentucky, etc. From Figure 3.3 (a) and (b) in Chapter 3, we can see

that the power requirement density for these states is generally high and a lot of these

states demand aglectric farms. Therefore, PV aglectric farms generating power from

solar energy are necessary for these states.

(2) In some states, wind energy is available but not rich. Wind aglectric farms

alone cannot meet all the power demand. Such examples include states in the north-

eastern region of the US, and Indiana and Ohio might also belong to this category.

PV aglectric farms are necessary in these regions. For example, in states such as

Massachusetts and New Jersey, solar energy cannot meet the power demand even

with PV aglectric farms. Since the wind aglectric farms have lower power output,

wind aglectric farms alone cannot help, either. In this case, PV panels and wind tur-
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bines can be installed on agricultural land together to enhance power production. For

states of Indiana and Ohio, if only wind aglectric farm is used to meet all the power

demand, the power output density requirement is ∼1 W/m2. Considering that wind

energy is only available in northern Indiana or western Ohio, it is difficult for wind

plants alone to meet this demand. And if we use miscellaneous and urban land for PV

parks and agricultural land for wind plants, similar as the case shown in Figure 4.3,

wind aglectric farms require ∼60% of the agricultural land in these two states. It will

still struggle considering the availability of wind resource. Therefore, PV aglectric

farms will still be necessary. Furthermore, for both Indiana and Ohio, PV aglectric

farms alone can meet the energy demand. With wind energy available as a partial

solution, PV and wind aglectric farms can be complementary to each other.

(3) In the other regions of the US, wind resources are relatively rich in potential

and can provide a solution for a renewable future. In most of these states, land is

also not constraint for solar energy. In these states, it is more flexible to choose wind

or solar energy and these two types of renewable energy are likely to be complemen-

tary to each other to build an optimized mix with regard to grid operation, storage,

environmental impact, etc.

In summary, with wind energy a partial solution to a renewable future, investigat-

ing PV aglectric farms is still necessary considering the availability of wind resources

and the power output density of wind plants. With PV aglectric farms, more options

for the mixed renewables are available. It can also be synergistic with other renewable

resources.

4.7 Exploring Synergy between Wind and PV Aglectric Farms

As discussed in the section above, since wind aglectric farms are already being used

in certain parts of the United States, it is worthwhile to explore the synergy between

PV and wind aglectric farms. The actual power output density from wind aglectric

farms of ∼1 W/m2 is lower than our estimated power density of 2.3–6.7 W/m2 from
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the PV aglectric farms. Also, the availability of wind resource is geographically

restricted. We can make the following two observations.

First, considering the case in the previous section where the power density from

PV aglectric farms is 3.7 W/m2, for the states where PV aglectric farms require less

than ∼27% of agricultural land, wind aglectric farms with a power density of 1 W/m2

can also meet the power demand. In such a scenario, wind aglectric farms could cover

up to 100% of the available agricultural land area and could be used interchangeably

with PV aglectric farms. For regions that are relatively rich in wind resource, there is

a choice between wind and PV aglectric farms to solve the land constraint. Examples

include the states of Wyoming, Colorado and Texas, where wind and solar could be

used in any proportion. However, for states where wind resources are limited, even

when PV aglectric farms require less than ∼27% of the agricultural land area, it

will be essential to deploy PV panels on agricultural land. Such examples include

Kentucky, Tennessee, Alabama, Florida and Virginia.

Second, for states where >27% of the agricultural land area is need for PV aglec-

tric farms, wind aglectric farms alone will be unable to meet the entire demand of

energy. A synergy between the two aglectric farms that cannot be ignored stems from

the fact that wind energy can also be available during periods when solar energy is

not. Furthermore, it may be possible to install both wind turbines and PV panels

simultaneously on an aglectric farm. This will impact not only the power output

from an aglectric farm but its availability pattern during an average 24-h day. The

availability pattern will influence energy storage and associated implications. Further

study should account for these factors.

4.8 Aglectric Vision

In this work, we show that PV aglectric farming is a viable solution to relax the

land constraint for a renewable future. PV aglectric farms, wind aglectric farms and

regular PV parks will be used according to the local renewable resource and land
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availability. Besides removing the land constraint, additional benefits of aglectric

farms (PV, wind, and even other renewables) are anticipated. For most non-tropical

countries, agricultural land is used only for the growing season, but aglectric farms

will allow agricultural land to be productive all year (by adding electricity production

beyond the growing season), potentially stimulating the economy of rural farming

communities by possibly increasing incomes for aglectric farm adopters.

Aglectric farming could also enable a new food, energy and water nexus in which

the electricity generated on farms is utilized locally for water management, fertilizer

production/recovery and bio-based chemical production. The envisioned aglectric

farms will enable a “micro-grid” system interacting with a much larger-scale economic

system, including the adjoining urban centres, and finally at the state and national

levels. This will enable a renewable economy for a future “full Earth” scenario.
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5. EFFICIENT HYDROGEN PRODUCTION FROM

SOLAR THERMAL ENERGY VIA HIGH

TEMPERATURE WATER ELECTROLYSIS

5.1 Introduction

For a sustainable economy that will be powered mainly by renewable energy,

especially solar energy due to its abundance and vast availability, hydrogen can serve

as a key building block connecting energy resources and end use demands (Figure

1.1) [7]. First, hydrogen can serve as a secondary energy carrier in a renewable

economy [105] [106]. For the transportation sector, hydrogen fuel cell vehicle remains

an active research area in auto industry and is one of the solutions towards carbon-

free driving [107]. For the residential and commercial sectors, hydrogen can be used

for heating in buildings [108]. In addition, since burning hydrogen does not generate

CO2 emission, it is an ideal fuel for a renewable future. Second, hydrogen is an

important chemical feedstock in industry. For example, hydrogen is the feedstock for

ammonia production, which will ultimately be used for fertilizer. If biomass is used as

carbon source for chemical production, hydrogen is needed for bio-refinery [12] [18].

At the same time, due to the intermittent availability of renewable energy resources,

hydrogen could play an important role is energy storage [5]. Therefore, as a solid

building block towards our envisioned sustainable economy, it is essential to come up

with efficient and sustainable methods for production of hydrogen.

Currently, most hydrogen production is from fossil fuels. About 96% of the hy-

drogen is produced from coal, oil and natural gas [109]. The production of hydrogen

from fossil fuels include steam reforming, partial oxidation, pyrolysis, and so on [110].

However, due to the use of fossil fuels, these production methods will contribute to

GHG emission, which is not preferred in a sustainable future. If no hydrocarbons
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from fossil fuels are available as sources for hydrogen, the most straightforward hy-

drogen source in nature is water. Therefore, water splitting powered by renewable

energy, especially solar energy, becomes the topic of this chapter.

Solar energy can harnessed as light, heat or electricity. From solar resources col-

lected as light, hydrogen can be produced via photoelectrolysis or photobiolysis; for

solar energy harnessed as electricity, hydrogen can be produced via water electroly-

sis; for solar energy harnessed as heat, hydrogren can be produced by thermolysis or

thermochemical cycles [111]. Among all of these solar hydrogen production technilo-

gies, solar themal hydrogen production is promising for its potential for large-scale

applications and high energy conversion efficiency [112]. This chapter will focus on

the high temperature water electrolysis powered by electricity generated from solar

thermal energy.

At the beginning of 19th century, the high temperature electrolyte ZrO2 with 15%

Y2O3 was developed by Nernst, which then became the basis for solid oxide electrol-

ysis cell (SOEC). In 1969, Spacil and Tedmon raised the concept of high temperature

electrolysis (HTE) of water and provided detailed thermodynamic analysis, cell char-

acteristics, as well as material properties and fabrication [113] [114]. In 1980s, the

HOT ELLY project in Germany prompted the development of steam electrolysis by

SOEC in multiple scales [115] [116] [117] [118]: single cells have been operated during

long-term tests with 100% Faraday efficiency; concepts for integrated modular elec-

trolysis units have been developed and successfully tested [115]; process integration

with high temperature reactor has been designed and corresponding efficiencies have

been calculated [116]; a 3.5 MW pilot plant for vapor HTE has been designed [118]

and further economic analysis and applications have been given [115] [116] [117] [118].

The technology has triggerd intense research on HTE for hydrogen production since

then.



84

5.2 High Temperature Electrolysis and Solid Oxide Electrolysis Cell

5.2.1 SOEC basics

A solid oxide electrolysis cell is constituted of a cathode, an anode and an elec-

trolyte in between, as shown in Figure 5.1. In an SOEC, water, as the reactant, is

supplied to the cathode side of the cell in the form of steam. When electricity is

supplied to the cathode, H2O is reduced to hydrogen and oxygen ions O2-. Oxygen

ions are transported to the anode side through the solid electrolyte. Oxygen ions are

oxided at the anode side to form oxygen. Therefore, H2 and O2 are produced from

the cathode and anode side, respectively. Electrochemical reactions in an SOEC is

summarized in Table 5.1.

Anode

Electrolyte

Cathode

O2- O2-

H2O + H2 H2O + H2

Sweeping gas Sweeping gas + O2

Fig. 5.1. Schematic of an SOEC for water splitting

Apart from steam, a small amount of hydrogen produced from the cathode is

recycle to re-enter the cathode, as shown in Figure 5.1. Hydrogen here is used to

stabilize the cathode and to prevent the oxidation of cathode material. For the

anode, a sweeping gas is usually injected to sweep out the produced oxygen. For the

purpose of producing hydrogen, air is usually used as the sweeping gas.
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Table 5.1.
Electrochemical reactions within an SOEC for water splitting

Cathode reaction H2O + 2e− → H2 + O2−

Anode reaction O2− → 1
2
O2 + 2e−

Overall reaction H2O→ H2 + 1
2
O2

5.2.2 Thermodynamics of high temperature water electrolysis

The total energy demand for an electrolysis process is equal to the change of

enthalpy (∆H), which can be divided into two parts, electrical energy (∆G) and

thermal energy (T∆S):

∆H = ∆G+ T∆S (5.1)

where ∆H represents the change of enthalpy and indicates the total energy demnad;

∆G represents the change of the Gibbs free energy and indicates the electrial energy

demand; T represents the temperature, ∆S represents the change of entropy, and

T∆S indicates the required heat supply.

When electrical current passes though electrodes, overpotentials will be generated

and to compensate for the overpotentials, voltage higher than the electromotive force

needs to be supplied. Joule heat will be generated from electrodes due to the over-

potentials. The thermal energy required can be all or partially supplied by the Joule

heat. When the Joule heat produced just equals to the required thermal energy, the

SOEC is operated under thermoneutral mode, where the applied potential, called

thermoneutral potential, can be calculated as

Ef =
∆H

nF
(5.2)

where n is the number of electrons evolved in the reaction and F is the Faraday con-

stant. At typical operation temperature of 900-1000 ◦C, the thermoneutral potential

is around 1.29 V. Under thermoneutral operation, the produced gases leave the cell

at the temperature of the incoming steam. If we operate below the thermoneutral
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voltage, which is called endothermic mode, total electrical energy provided is less than

the total energy demand. Under this mode, extra heat will be provided to maintain

the temperature of the cell. Overall electrical efficiency here is higher than that for

a thermoneutral mode. On the contrary, if the applied potential is higher than the

thermoneutral potential, the SOEC is under exothermic mode and electrical efficiency

is reduced because of the increased electrical energy input.

5.2.3 Benefits of high temperature electrolysis

One of the benefits of high temperature electrolysis, compared with low tempera-

ture ones, is that overpotentials at electrodes will be reduced at higher temperature.

Therefore, the extra electricity input to compensate for the overpotentials can be

reduced.

Fig. 5.2. ∆H, ∆G and T∆S of water splitting reaction versus temperature
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From Figure 5.2, we can see that the required electricity (∆G) decreases with in-

creased temperature. Therefore, operating electrolysis at higher temperature requires

less electricity. As electricity is a secondary energy which is usually more expensive

than heat, lower electricity demand is preferred. Since the system is operated at

high temperature, heat can be acquired from power generation system, which enables

process integration. Solar thermal energy is collected at high temperature, and it

provides the opportunity for integration of high temperature electrolysis and solar

thermal power generation.

5.3 Literature Review of Process Design, Modeling and Integration for

Hydrogen Production Processes by High Temperature Electrolysis

In the HOT ELLY project, the first process design for high temperature electrolysis

module and its combination with other heat source were come up with by Doenitz

et al. The concepts included heat recovery from the produced gases and integration

with nuclear power cycle by maintaining both electrical and thermal energy from the

cycle [116]. Different process designs for both standalone high temperature electrolysis

and synergy with other energy sources are developed rapidly recently. Sigurvinsson et

al analyzed the process and economics of coupling HTE with geothermal energy [119].

Toklu et al reported the optimum operating conditions when HTE is combined with

industrial waste heat from flue gas [120]. Manage et al provided detailed simulation

for a system coupling HTE and coal-fired power plant, from the cell level to the

system level [121]. Several research groups have worked on integration of HTE and

nuclear power plant, which utilizes the power to supply the electrolyser and the

high temperature reactor to supply heat. Typically the overall efficiency of hydrogen

production is over 50% in the published papers [122] [123] [124].

Detailed modeling for SOEC is reported in multiple literatures. Im-orb et al

proposed a detailed flowsheet-based modeling method and provided energy and exergy

analysis based on the simulation. Modeling results show that at 1273 K and with
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oxygen as sweeping gas, the highest energy and exergy efficiency can be achieved

are 78.45% and 92.20%, respectively [125]. Menon et al proposed a numerical model

considering the complex physico-chemical phenomena within an SOEC [126]. Ni

et al developed a thermodynamic–electrochemical model to simulate the hydrogen

production by an SOEC plant. Factors such as overpotential, waste heat recovery,

etc. are taken into account [127] [128]. Liu et al performed a detailed thermodynamic

analysis for the efficiency of hydrogen production by SOEC and identified the impact

of electrical, electrolysis and thermal efficiencies on the overall SOEC efficieny [129].

Laurencin et al studied the impact of various operating conditions on the SOEC

performance for hydrogen production, using a 2D multi-physic model [130].

Process design for hydrogen production via SOEC powered by solar thermal en-

ergy, and its integration with solar thermal power production are also studied by

various researchers. Zhang et al reported configuration design and performance opti-

mum analysis of a solar-driven HTE system for hydrogen production, which employs

a solar concentrating beam splitting device. The device contains a PV receiver which

converts a part of the incident solar energy to electricity and a solar collector con-

verting the rest of solar energy into heat. The electricity and heat distribution can be

adjusted according to SOEC’s requirement [131]. Sanz-Bermejo et al analyzed sev-

eral different configurations where SOEC is coupled with direct steam generation solar

power plant. The best design among the proposed ones has been pointed out with

least penalties to the solar power plant and highest overall hydrogen production effi-

ciency, with an improvement of 5.8% [132]. Tolga Balta et al investigated a combined

system consisting of a solar tower, Brayton cycle, Rankine cycle, organic Rankine

cycle and HTE for hydrogen production. For the hydrogen production sections in

the proposed process, the energy and exergy efficiencies are 87% and 88%, respec-

tively [133]. AlZahrani and Dincer studied the integration of a solar tower powered

powered plant, a thermal energy storage system and an SOEC for hydrogen pro-

duction, and a 12% solar-to-hydrogen efficiency is achieved through simulation [134].

Seitz et al did a techno-economic analysis on an SOEC system with thermal energy
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storage and with steam supplied by solar thermal energy [135]. Ozturk and Dincer

performed a thermodynamic analysis for a multi-generation system which includes

four sub-systems: Rankine cycle, absorption cooling and heating, organic Rankine

cycle, and hydrogen production. The solar powered system has a exergy efficiency of

57.35%, which is higher than each of the standalone system [136].

In this chapter, we introduce a process design strategy for hydrogen production

powered by solar thermal electricity. Modeling methods will be discussed in the

next section; sun-to-H2 efficiency and exergy efficiency will be analysed for different

operating mode, operating conditions and different process configurations.

5.4 Modeling Approach

5.4.1 Overall process modeling approach

All the modeling is implemented in an integrated Aspen Plus and Matlab process

design framework (Figure 5.3) proposed by Gençer et al [20]. Here the modeling

and calculation results from both Aspen Plus and Matlab can be communicated via

a Matlab core script. The use can provide initial conditions and parameters via

Matlab and the running of all the modeling can be controled within the Matlab core

script. The details of the two-way communication between Aspen Plus can be found

in reference [20].

Figure 5.4 shows flowchart for the general modeling method. In our modeling

approach, five separate modeling and calculation steps are employed: H2 production

process model, SOEC model, solar water power cycle, heat integration and efficiency

calculation. The H2 production process model simulates the complete process for

hydrogen production, includeing the pre-treatment of the steam and sweeping gas,

post-treatment of gases coming out of the SOEC and the recycle loop. Here the

SOEC is treated as a black-box. The SOEC model implements the detailed simulation

within the SOEC module, taking into account the eletrochemical phenomena such as

overpotentials. The solar water power cycle is based on a Rankine cycle, where water
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MATLAB Core 
Script

Aspen Plus 
Models

MATLAB 
Models

Result

Input

Fig. 5.3. Schematic for the integrated Aspen Plus and Matlab process
design framework. All the models implemented in Aspen Plus and
Matlab are communicated via a Matlab core script.

is heated to solar heat collection temperature for power generation, with reheating

between stages [137]. Heat integration is implemented in Matlab using the data

collected from the three models above, and a pinch analysis approach is employed.

At the end, efficiencies are calculated using the modeling data.

At the beginning, initial parameters and modeling targets are put into the sys-

tem, such as the solar heat collection temperature, SOEC operating conditions and

operation mode, and desired H2 production rate. These parameters or design objects

are defined by the user. After initial processing, each of the five models are run

sequentially. Required input information are acquired from the Matlab core script,

which are user defined and/or imported from the simulation of the previous model.

The results can then be exported from the system for user analysis. Details about

each model’s information communication are described in Appendix E.
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Result

Input

Core 
Communication 

Script
(MATLAB)

Efficiency 
Calculation
(MATLAB)

Preprocessing and 
Initiator Model 

(MATLAB)

H2 Production 
Process model
(Aspen Plus)

SOEC Model
(Aspen Plus)

Solar Water 
Power Cycle
(Aspen Plus)

Heat Integration
(MATLAB)

- Sun-to-Hydrogen efficiency
- Exergy efficiency
…

Fig. 5.4. General modeling method framework for the hydrogen pro-
duction via high temperature electrolysis powered by solar thermal
electricity

5.4.2 Modeling for the SOEC module

Modeling for the SOEC module is built in the Aspen Plus. As shown in Figure 5.5,

the cathode of SOEC is modeled by a reactor (RStoic block in Aspen Plus) followed

by a seperator (Sep in Aspen Plus). The conversion of H2O to H2 is specified in the

reactor model, and produced O2 is sent to the anode after separation. The anode is

modeled by a stream mixer (Mixer in Aspen Plus). The flowsheet model can handle

the basic information of inlet and outlet streams of the SOEC.
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Reactor model based on 
specifying a conversion

(Rstoic)

Component 
splitter model

(Sep)

Stream mixer
(Mixer)

Cathode

H2O + H2 H2O + H2

Sweeping gas

O2

Sweeping gas + O2

Fig. 5.5. Flowsheet model for the SOEC module in Aspen Plus

A calculator is then built within Aspen Plus to calculate the details within the

SOEC. The goal of the detailed calculation is to acquired the electricity and heat

demand. ∆H and ∆S of the SOEC can be calculated from the stream information

acquired from the flowsheet modeling. And we can use these number to calculate the

electricity demand of the cell.

Electricity demand = ∆G = ∆H − T∆S (5.3)

The temperature T can also be acquired from the flowsheet simulation. And for the

heat requirement, it is calculated by

Q = ∆H −∆G−Qoverpotential (5.4)

where Qoverpotential is the Joule heat generated from the electrodes. For the calculation

of the Joule heat, following equations are employed:

Qoverpotential = ItotalVoverpotential (5.5)

where Itotal is the total current passing through the SOEC and Voverpotential is the total

overpotential.

Itotal = 4FNO2 (5.6)
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where F is the Farady constant and NO2 is the mole flow of oxygen produced. Eletrical

current density j needs to be calculated for the calculation of the overpotentials:

j =
Itotal

Acell,total

(5.7)

where Acell,total is the total cross-area of the cell perpendicular to the current. Over-

potentials are classified as activation overpotential, concentration overpotential and

ohmic overpotential. Equations for calculation each of them are as following [127]

[131]. Values for the parameters used in the following equations are also acquired

from [127] and [131].

For activation overpotential,

Vact =
2RT

neF

[
sinh−1

(
j

2j0,a

)
+ sinh−1

(
j

2j0,c

)]
(5.8)

where ne is the number of transferred electrons and ne = 2 in this reaction. j0,a =

γa exp
(
−Eact,a

RT

)
is the exchange current density of the anode, where γa is the pre-

exponential factor and Eact,a is the activation energy of the anode. Similarly, j0,c =

γc exp
(
−Eact,c

RT

)
is the exchange current density of the cathode, where γc is the pre-

exponential factor and Eact,c is the activation energy of the cathode.

For the concentration overpotential,

Vcon =
RT

4F
ln

[√
(PO2)

2 + jRTµLa/2FBg

PO2

]
+
RT

2F
ln

(
1 + jRTLc/2FPH2D

eff
H2O

1− jRTLc/2FPH2ODeff
H2O

)
(5.9)

where µ is the dynamic viscosity of O2, La is the thickness of the anode, Lc is the

thicknesses of the cathode, Bg is the permeability, and Deff
H2O refers to the effective

diffusion coefficient of H2O.

For the ohmic overpotential, which is caused by the resistance of the electrodes

and the electrolyte. Here the contact resistance between difference parts of the cell is

not considered.

Vohmic = j

(
La
σa

+
Lc
σc

+
Le
σe

)
(5.10)

where Lc is the thicknesses of the eletrolyte, and σa, σc and σe are the conductivities

of the anode, cathode and eletrolyte, respectively.
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The total overpotential is calculated by adding up the three overpotentials above:

Voverpotential = Vact + Vcon + Vohmic (5.11)

and from there we can calculate the eletricity and heat requirement for the SOEC.

5.4.3 Performance metrics

Two efficiencies are used as the metrics to evaluate the process. The first is the

sun-to-H2 efficiency, or STH2 efficiency for short. It refers to the fraction of incident

solar energy recovered in the form of hydrogen. It is calculated by the following

equation:

STH2 efficiency =
LHVH2

Qsolar

(5.12)

where LHVH2 refers to the lower heating value of the hydrogen produced and Qsolar

refers to the total incident solar energy. As we only know the energy input towards

the process from the solar energy, the total incident solar energy is calculated by

Qsolar =
Qin

Σopt

(
1− σT 4

IC

) (5.13)

where Qin is the heat supplied to the process. Σopt is the optical efficiency, which

accounts for the optical losses of the solar concentrators. It is defined as the percent-

age of incident solar energy that is received by the solar collector. σ is the Stefan-

Boltzmann constant, T is the solar heat collecting temperature, I is the intensity of

the solar irradiation and C is the solar concentrating ratio [20].

The other performance metric is the exergy efficiency. The inlet exergy (EXin)

for the overall solar to hydrogen process is the exergy associated with solar energy;

the only outlet exergy (EXin) of our process is the exergy related to hydrogen, and

is the sum of the chemical exergy and physical exergy. The overall exergy efficiency

(from solar to hydrogen, not only for the process itself) is calculated by:

ηEX =
EXin

EXout

(5.14)
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5.5 Process Description, Integration and Modeling Results

5.5.1 Solar water power cycle

The solar water power cycle is a Rankine cycle driven by water heated by solar

thermal energy, which is collected by a solar concentrator. The solar water power cycle

used for power generation is this study is shown in Figure 5.6. After preheating,

the water is heated by a solar heater using solar thermal energy. The the high

temperature vapor goes through a high pressure turbine, a medium pressure turbine

and a condensing turbine to generate power. According to the research by Gençer

et al, inter-stage reheating can increase the sun-to-electricity efficiency of the cycle

[137]. In this study, we employ one reheating step for the vapor coming out of the

high pressure turbine. It is sent back to the solar heater and heated back to high

temperature before entering the medium pressure turbine.

Solar
heater

HPT MPT CT

Heat

Work

Fig. 5.6. The solar water power cycle with one inter-stage reheating.
The vapor coming out of the high pressure turbine (indicated by the
orange line) is sent back to the solar heater for reheating before enter-
ing the medium pressure turbine [137]. HPT: high pressure turbine;
MPT: medium pressure turbine; CT: condensing turbine.
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5.5.2 Hydrogen production process

Here we propose several designs for the hydrogen production process. Each process

is integrated with the solar water power cycle. The first level of integration is the

sharing of equipment, including solar heater, some of the turbines. The second level

of the integration is heat and work integration. Heat exchangers are integrated within

the two processes, and electricity generated by turbines from both processes can be

used for the SOEC and pumps.

Solar
heater SOEC

T1

C2
T2

C1

H2O

Air + O2

H2

Sweeping Air

Fig. 5.7. Hydrogen production process via SOEC (thermoneutral
mode). Before entering the SOEC, the water is pumped to high pres-
sure and heated by solar thermal energy. T1: high pressure turbine;
T2: medium pressure turbine; C1: H2 compressor; C2: air compres-
sor.

One of the process designs is shown in Figure 5.7. To integrate with the solar

water power cycle, the feed water is pumped and preheated before entering the solar

heater. The operating conditions of the pump and the pre-heater are the same as that

in the solar water power cycle, so that these equipment can be shared. The solar heat

collection temperature is usually higher than the SOEC operating temperature and

the pressure is also higher. Therefore, a high pressure turbine is employed to recover

the exergy of the high-temperature high-pressure water stream. The high pressure
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turbine can also be shared with the high pressure turbine in the water power cycle.

Then the steam is adjusted to the operating temperature of the SOEC before entering

the cell. At the same time, sweeping gas (air in this study) is also compressed and

heated to the operating pressure and temperature of the SOEC. The water stream

enters the cathode of the SOEC and the sweeping gas enters the anode of the cell. At

the exit of the cell, a part of the gas from the cathode is recycled to the combine with

the inlet steam. A design specification is set here that the inlet gas of the cathode

should contain 10% of H2 to avoid the oxidation of the electrode. When the SOEC is

operated at the thermoneutral mode, the exiting gas of the cathode can be directly

recycled; however, when it is operated at the endothermic or exothermic mode, it

should be heated or cooled (heat exchanger not shown in Figure 5.7. Then the gas

exiting from the cathode is cooled to condense the water while hydrogen is separated

and compressed as product. For the sweeping gas, it sweeps out the produced oxygen

from the anode. The exiting gas is at high temperature and high pressure and a

turbine is employed to recover the exergy.

For such as H2 production process, when integrated with the solar water power

cycle, the heat exchangers of both processes can be integrated. At the same time,

power generated by turbines in both processes can be used not only by SOEC, but

also by the pumps that required work input. Such integration is feasible because the

operating conditions of the SOEC can be coupled with the solar water power cycle.

For the integrated process, the system conditions (including operating conditions

and specified H2 production rate) and modeling results for both thermoneutral and

endothermic mode are shown in Table 5.2.

From Table 5.2 we can see that when operated at endothermic mode, both the

sun-to-hydrogen efficiency and the exergy efficiency are higher than that for the ther-

moneutral mode. Note that since under endothermic mode the temperature decreases

along the SOEC, there could not be an “equal” temperature for comparison. How-

ever, from the thermodynamics, if we allow the endothermic operation of the SOEC

rather than thermoneutral mode, the total electricity demand for the SOEC would
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Table 5.2.
System conditions and simulation results for the integrated H2 pro-
duction (Figure 5.7) and solar water power generation process

Thermoneutral mode Endothermic mode

System conditions

Solar heat collection temperature 1600 K 1600 K

SOEC operating temperature 1123.15 K 1273.15 – 1023.15 K

SOEC operating pressure 15.5 bar 15.5 bar

H2 production rate 1000 kmol/h 1000 kmol/h

STH2 efficiency 37.13% 39.14%

Exergy efficiency 62.06% 65.43%

be lower because no additional electricity is used to keep the temperature. On the

other hand, this part of the heat, to keep the isothermal operation of the cell, comes

from electricity that is generated from solar thermal energy. The energy goes through

a path of solar-heat-electricity-heat. The efficiency is reduced when more conversion

steps are employed. Therefore, when possible, a endothermic mode of the SOEC

should be considered.

Figure 5.8 modifies the H2 production process in Figure 5.7. Instead of entering a

condenser for the separation of water and hydrogen, the gas from the cathode, which

is still at the pressure of the SOEC, is sent back to the solar heater for re-heating.

The reheated gas goes through another medium pressure turbine for power generation

before the water-hydrogen separation.

Figure 5.9 shows a design with double SOEC modules. Here the steam and hy-

drogen mixture from the cathod of the first SOEC is reheated by the solar heater.

After passing through a turbine where its exergy is recovered, it enters a second-stage

SOEC for further electrolysis. The sweeping gas and oxygen from the fist SOEC is

also expanded before entering the second electrolysis cell.
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Solar
heater SOEC

T1

C2 T2

C1

H2O

Air + O2

H2

Sweeping air

T3

Fig. 5.8. Hydrogen production process via SOEC. The gas coming out
of the cathode is reheated for power generation. T1: high pressure
turbine; T2 and T3: medium pressure turbines; C1: H2 compressor;
C2: air compressor.

SOEC

T1

C2

C1

H2O

Air + O2Sweeping air

Solar
heater

SOEC

T3

T2

Sweeping air

Fig. 5.9. Hydrogen production process via double SOEC modules.
The fist SOEC is operated at higher pressure and the second SOEC
is operated at low pressure. T1: high pressure turbine; T2 and T3:
medium pressure turbines; C1: H2 compressor; C2: air compressor.

Figure 5.10 shows another hydrogen production process design, where the recycled

water is reheated and goes through a medium pressure turbine and a condensing
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turbine for power generation before recycled. Here the turbines T1, T3 and T4 in

Figure 5.10 can all be shared with the high pressure, medium pressure and condensing

turbine in the solar water power cycle, respectively. The design aims at further

recovering the exergy and more integration between the hydrogen production process

and the solar water power cycle.

Solar
heater SOEC

T1

C2 T2

C1

H2O

Air + O2

H2

Sweeping air

T3 T4

Fig. 5.10. Hydrogen production process via SOEC. The water col-
lected from the water-hydrogen separator is reheated for power pro-
duction. T1: high pressure turbine; T2 and T3: medium pressure
turbines; T4: condensing turbine; C1: H2 compressor; C2: air com-
pressor.

Processes in Figure 5.8 through 5.10 are modeled in the integrated Aspen/Matlab

platform and the results are listed in Table 5.3. Note that the SOEC for all these

processes are operated at endothermic mode. The sun-to-hydrogen efficiencies and

exergy efficiencies for all the processes in Figure 5.8 through 5.10 are lower than that

for the process in Figure 5.7. For the same hydrogen production rate and hydro-

gen output conditions, the energy contained in the produced hydrogen, as well as

the exergy coming of the system, remains the same. The lower efficiencies indicate

that for the processes that involve more reheating steps, the input solar energy is

higher and thus the inlet exergy of the system is higher. The power produced by the
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additional turbines within the hydrogen production processes is generated at lower

energy and exergy efficiencies compared with the turbines in the solar water power

cycle. Therefore, for the purpose of hydrogen production, it is unnecessary to gen-

erate more electricity from the streams within the hydrogen production processes by

adding reheating steps. Instead, the solar water power cycle can produce power at

higher efficiencies. In addition, the process can be kept simple by employing the

design in Figure 5.7.

Table 5.3.
System conditions and simulation results for the integrated H2 pro-
duction (Figure 5.8 to 5.10) and solar water power generation pro-
cesses

Figure 5.8 Figure 5.9 Figure 5.10

System conditions

Solar heat collection temperature 1600 K

SOEC operating temperature 1273.15 – 1023.15 K

SOEC operating pressure 15.5 bar∗

H2 production rate 1000 kmol/h

STH2 efficiency 32.60% 36.96% 37.85%

Exergy efficiency 54.50% 61.79% 63.28%

∗Note: For the process in Figure 5.9, the first SOEC is operated at 15.5 bar

and the second SOEC is operated at 1 bar.

5.6 Conclusions

This chapter presents the modeling for an integrated hydrogen production and

power generation system. For the hydrogen production, a high temperature water

electrolysis implemented in a solid oxide electrolysis cell is employed while the power

is produced by the solar water power cycle. The high-temperature and high-pressure

operation operation conditions of the electrolysis enable such an integration. On one
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hand, some unit operations and equipment can be shared, such as the solar heater

and some turbines. On the other hand, the heat exchangers in both sub-systems can

be integrated and the power generated from turbines in both processes can supply

electricity for the SOEC and the pumps in both processes. The integration includes

mass, heat and work interaction and synergy.

The modeling is implemented in an integrated Aspen Plus and Matlab frame-

work. Five models, including hydrogen production process, SOEC module, solar

water power cycle, heat integration and efficiency calculation, are interconnected by

a Matlab core script. Modeling results show 39.14% solar-to-hydrogen efficiency and

65.43% exergy efficiency when the SOEC is operated at endothermic mode. Such

a system has the potential of co-producing hydrogen and electricity, which will be

discussed in the next chapter.
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6. CO-PRODUCTION OF SOLAR THERMAL POWER

AND HYDROGEN

6.1 Introduction

One of the challenges of a renewable economy is the intermittent availability of

the renewable energy resources. For example, the average solar energy availability in

the US is only 1/5 of the day [13]. Therefore, for a solar energy system, additional

energy should be harnessed and storage during the time when solar energy is avail-

able. Due to its high heating value and zero GHG emission potential, hydrogen is

a clean energy carrier for energy storage in a sustainable future. Gençer et al has

proposed the concept of “hydricity” as a paradigm of efficient co-production of hy-

drogen and electricity [5]. The key idea of a hydricity system includes the following

aspects: (1) when the hydrogen and electricity production processes are integrated,

the overall efficiencies of the integrated system is higher than each of the standalone

system; (2) while electricity produced during the time when solar energy is available

is directly supplied to the grid, the hydrogen can be storage for power production

when solar energy is not available; (3) the hydrogen power production system can

also be integrated with the existing hydrogen and electricity co-production system;

(4) the hydricity system has the potential for large-scale power generation and energy

storage.

In the study by Gençer et al, the hydricity system based on solar thermal energy

is discussed, where solar thermal hydrogen production is by thermolysis of water and

thermochemical cycles of Fe3O4/FeO. However, more methods of hydrogen production

can be incorporated into the hydricity system. From chapter 5 we could see that the

hydrogen production process by high temperature electrolysis can also be a fit into the

hydricity. In this chapter, we will briefly discuss the integrated system in chapter 5 for
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hydricity. Meanwhile, we will introduce the thermochemical production of hydrogen,

especially the Zn/ZnO cycle, which is rendered more promising than the Fe3O4/FeO

cycle in [5]. Then we discuss the feasibility of a hydricity system with hydrogen

produced by the Zn/ZnO cycle.

6.2 Hydricity Concept and Processes

6.2.1 Hydricity concept

The concept of hydricity based on solar thermal energy can be described by Figure

6.1. Both the solar thermal electricity production and the solar hydrogen production

requires solar thermal energy input, and water is the common feed for both the

production processes. Multiple material, heat and electricity flows can be integrated

within the two processes. During the time when solar energy is available, electricity is

supplied to grid while hydrogen (oxygen) produced is stored. When solar energy is not

available, the stored hydrogen can be used for power production by either hydrogen

power plant or hydrogen fuel cell. Hydrogen power plant can be integrated with

solar water power cycle [20] and hydrogen fuel cell can be integrated with the SOEC

discussed in chapter 5. In addition, hydrogen can also be further processes as chemical

feedstock or fuel for other uses. The entire integrated system enables a round-the-

clock supply of power [5] and much integration largely increases the efficiencies of the

process.

6.2.2 Hydricity processes

The hydricity system includes three sub-systems: solar thermal electricity produc-

tion, solar hydrogen production, and hydrogen electricity production. As we discussed

in chapter 5, the power is produced by the solat water power cycle [137]. Hydrogen

electricity is produced by either hydrogen power plant [20] or hydrogen fuel cell. Ba-

sicly, the hydrogen power plant employs a hydrogen combustion chamber and the
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Fig. 6.1. Schematic for the concept of hydricity system based on solar
thermal energy [20]

generated steam goes through a serious of turbines, the same as in the solar water

power cycle, to produce electricity. The turbines can be shared with those in the solar

water power cycle, which enables process integration between the solar thermal elec-

tricity production adn hydrogen pwoer plant. In this study, we use hydrogen power

plant to produce electricity when solar energy is not available. For the hydrogen pro-

duction process, apart from the high temperature electrolysis discussed in chapter 5,

thermolysis and Fe3O4/FeO thermochemical cycle [20], we will discuss the Zn/ZnO

thermochemical cycle in the next section.
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6.3 Performance Metrics

In this chapter, the only output from the system is electricity, which indicates

that hydrogen produced is used for electricity production to maintain a continuous

power supply. Two metrics are used to evaluate the process modeling results: overall

heat-to-electricity (OQTE) efficiency and overall sun-to-electricity (OSTE) efficiency.

The overall heat-to-electricity is defined as the fraction of total heat input to the

system recovered as electricity output over the entire power supply period:

OQTE efficiency =
Wout

Qsolar,in

(6.1)

where Wout is the net eletricity output over the entire power supply period (when

solar energy is available and not available), and Qsolar,in is the heat input towards

the system. The overall sun-to-electricity (OSTE) efficiency is defined as the fraction

of total incident solar energy to the system recovered as electricity output over the

entire power supply period:

OSTE efficiency =
Wout

Esolar,in

(6.2)

where Esolar,in is the total incident solar energy, which takes accounts the optical losses

of solar concentrators, etc.

6.4 Hydricity Process with Hydrogen Produced by High Temperature

Electrolysis

The integrated system of hydrogen production and power generation in chapter 5

can be directly used for a hydricity process. Instead of the producing the electricity

demand for the SOEC, more electricity is produced for the grid. Modeling results

show that The OQTE efficiency is 23.7% while the OSTE efficiency is 31.0% for

a 24-hour continuous power supply. The exergy efficiency for the coproduction is

59.83%.
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6.5 Two-step thermochemical water splitting cycles for hydrogen pro-

duction

Among all the solar thermochemical hydrogen production routes, two-step solar

water splitting cycle is very promising. It avoids the required super high temperature

above 2500 K and the necessary high temperature separation technology for direct

water thermolysis [111]; zero carbon emission can also be achieved if comparing with

solar reforming and other carbon related methods [138]; moreover, compared with

multi-step thermochemical cycles, reduction in the excess work required and heat

loss associated with intermediate steps raises the efficiency of water splitting [139].

The two-step water splitting cycle can be can be presented by Figure 6.2.

Solar Reactor

Water-Splitting 
Reactor

+

H2O

H2O

O2

+
H2

+

Fig. 6.2. Hydrogen production by a two-step water splitting thermo-
chemical cycle [20]

A general set of equations can be written to represent the two-step water splitting

cycle:

MOx → MOx−δ +
δ

2
O2 at Tred (6.3)

MOx−δ + δH2O→ MOx + H2 at Tox (6.4)

where M indicates a metal and MOx refers to the corresponding metal oxide. In

this two-step cycle, the first endothermic step involves the solar thermal dissociation
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of a metal oxide to its reduced metal or the lower-valence metal oxide; oxygen is

released at the same time. The solar step typically occurs above 1700 K. The second

exothermic non-solar step is the hydrolysis of the metal or the lower-valence metal

oxide. The metal is reoxidized to its original metal oxide form and hydrogen is

produced simultaneously. This step usually takes place at relatively low temperature

which is 500 K lower than the endothermic step. The total reaction is simply the

dissociation of water, and metal oxides can be circulated without consumption. In this

hydrogen production method, H2 and O2 are produced at different steps so separation

steps are eliminated.

Various metal oxides, even metal oxide hybrids have been investigated to test their

compatibility with two-step water splitting cycle. Important characteristics of active

materials include high H2 production capacity, relatively low reduction temperature

and fast kinetics [140]. In addition, the cost, toxicity, corrosiveness, lifetime, compati-

bility with containment materials are all factors that should be considered [140] [141].

Currently, two-step water splitting cycles are categorized into two types by their

reaction mechanism: stoichiometric chemistry mechanism and oxygen vacancy chem-

istry mechanism. Under stoichiometric chemistries, 0.5 mol O2 and 1 mol H2 are

generated for each mole of reacting oxide as it undergoes reduction or oxidization,

respectively. For oxygen vacancy chemistry, however, O2 is released by the forma-

tion of O vacancies in the metal oxide lattice, which is not consistent with normal

stoichiometry. We will not discuss this type of reactions in this study.

For stoichiometric type of water splitting cycles, two categories, volatile and non-

volatile, are involved. In the endothermic decomposition reaction of metal oxide,

the produced metal or lower-valence metal oxide can be gaseous, liquid or solid un-

der the reaction temperature. For those where gaseous products are generated, such

as ZnO(s) → Zn(g) + 1
2
O2(g), a volatile stoichiometric category is defined. Since a

mixture of metal (oxide) gas and oxygen is produced, a separation step is necessary.

Nonvolatile stoichiometric type of water splitting cycles refers to those generate liquid

or solid metal (oxide) in the dissociation step.
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6.5.1 Volatile stoichiometric chemistries

Materials that belong to the volatile stoichiometric chemistries usually have rel-

atively low boiling points, due to which gaseous products are formed. Low boiling

points often indicates low molecular weight and high H2 production capacity in the

measure of H2 per mass of metal oxide. Despite the high H2 production capacity,

challenge emerges from separating the gaseous metal or metal oxide from the liber-

ated oxygen. Usually a quenching step is introduced and further challenge comes

from moving the condensed metal from the quenching zone to the hydrolysis reactor.

ZnO/Zn cycle, SnO2/SnO cycle, CdO/Cd cycle, and so on all belong to this category.

ZnO/Zn cycle is one of the most promising cycles among all the materials for two-

step water splitting [138] [140]. The dissociation of ZnO without inert gas usually

takes place at 1700-2000 ◦C and the hydrolysis at about 700 ◦C. Extensive research

has been done on the ZnO/Zn cycle [142] [143] [144] [145] [146] [147]. Figure 6.3

shows the ZnO/Zn cycle. Note that a quenching step is required before oxygen can

be acquired.

Solar Reactor

Water-Splitting 
Reactor

+

H2O

ZnO (s)

Zn (g), O2 (g)

H2O

O2

ZnO → Zn (g) + 0.5 O2 (g) @ 2300 K

Zn (l) + H2O (g) → ZnO (s) + H2 (g) @ 700K

Zn (l), ZnO (s) 

Quenching

+
H2

Fig. 6.3. Hydrogen production by Zn/ZnO thermochemical cycle
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As previously mentioned, the major challenge of ZnO/Zn application is the sep-

aration of Zn(g) and oxygen. Weidenkaff et al found that gaseous zinc and oxygen

can coexist in a meta-stable state in the absence of nucleation sites [148]. However,

the ideal coexistence cannot happen in reality so that separation step is compulsory

to avoid recombination of zinc and oxygen. Quenching is the most common method

here and it is sensitive to the dilute ratio of Zn(g) in an inert gas and the tempera-

ture of the surface against which the gas products are quenched [149]. A quenching

apparatus was designed by Gstoehl et al for optimized rapid cooling with diluting

inert gas and Zn recovery from ZnO varies from 40%-94% with different quenching

conditions [150]. Alternatively, electrolytic method have been proposed for in situ

separation of Zn(g) and O2 at high temperatures [151].

Although ZnO/Zn cycle and other similar volatile stoiciometric cycles are promis-

ing from the perspective of hydrogen production capacity and favorable kinetics, there

remain problems and challenges in gaseous products separation. The condensation of

Zn on in the quenching apparatus, the separation of oxygen and the diluting inert gas

and the moving of condensed Zn to the hydrolysis reactor are all factors we should

consider before practical application.

6.5.2 Nonvolatile stoichiometric chemistries

The very first two-step water splitting cycle proposed was Fe3O4/FeO cycle (ferrite

cycle), which belongs to the nonvolatile stoichiometric chemistries. For the ferrite

cycle, the endothermic reaction takes place above 1600 K and oxygen partial pressure

below 1 atm is required; the exothermic reaction can occur at temperatures up to

1200 K.

Although volatile reduced products are avoided, the Fe3O4/FeO cycle suffers from

the complexity caused by the low melting of Fe3O4 (1870 K) and FeO (1650 K). Phase

transition not only affects the efficiency of the entire cycle, but also leads to extensive

sintering of the active materials, which causes material deactivation by decreasing the
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surface area available for O2 evolution and increasing the O2− ion diffusion distance

required to reach the reaction surface [152]. Low conversion can be caused as a result.

Overall efficiency regarding the ferrite cycles has been performed by several re-

searchers. Nakamura concluded that the heat-to-hydrogen efficiency (HHV based)

range from 36%-94%, varying with the extent of hear recuperation. In his study, a

full conversion is assumed, with decomposition reaction at 2500 K and hydrolysis at

450 K [139]. Diver et al designed a heat engine that enables the countercurrent heat

recovery between solid streams. With 85.6% recuperator efficiency and 35% reaction

extent at 2300 K and 600 K for the reduction and oxidation reaction, the calculated

efficiency of the ferrite cycle is 29%. Changing the temperature to 1800 K and 1000K,

the efficiency could reach 44% [153]. Based on Diver’s work, Mallapragada et al cal-

culated the limiting and achievable efficiencies for ferrite cycle based solar hydrogen

production. The heat loss related to solar energy collection is considered but full heat

recuperation with zero temperature approach is also included. The optimal sun-to-

hydrogen efficiency for a solar driven ferrite cycle is 54.4%. The efficiency is achieved

when endothermic and exothermic reactions take place at 1600 K and 1000 K, re-

spectively, with low pressure at 0.2 atm. In addition, solar concentration of 8000, and

optical efficiency of 80% are assumed [112].

6.6 Modeling Approach

The modeling approach for the hydricity process with hydrogen produced by

Zn/ZnO cycle is same to that discussed in chapter 5. As shown in Figure 6.4, the

base model, which include the process flowsheet for the entire integrated system, is

modeled in Aspen Plus. The hydrogen production model here is performed in Matlab

while thermodynamic data are taken from HSC Chemistry database. All models are

interacted through the Matlab core script [137].
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Result

Input

Base model
(Aspen Plus)

Core 
Communication 

Script
(MATLAB)

Efficiency 
Calculation
(MATLAB)

Solar Thermal 
H2 Production

(MATLAB)

Heat Integration
(MATLAB)

- Solar heat collection 
temperature

- Operating pressure
- Desired power output
- High and low temperature of the 

two-step water splitting cycle
…

- Detailed stream information
- Heat duty of each heater and 

cooler
- Work required or output
…

- Heat duty of each heater, 
cooler and reactor

- Steam conversion of the 
cycle

…

- OQTE efficiency
- OSTE efficiency
- Exergy efficiency
…

Fig. 6.4. Modeling approach for a hydricity process where H2 is pro-
duced by thermochemical cycle

6.7 Process Description, Modeling results and Discussion

The flowsheet for the hydricity system with ZnO/Zn water splitting cycle is shown

in Figure 6.5. The process consists of two main cycles: the power production cycle

and the hydrogen production cycle. In the water power cycle, water, as the working

fluid, is superheated by solar concentrator at the solar hear collection temperature Tshc

and then expanded through high pressure turbine (HPT), medium pressure turbine

(MPT) and condensing turbine (CT). It also undergoes a reheating stage between the

HPT and the MPT through the solar superheating [137]. In the hydrogen production

cycle, water is also superheated to the solar hear collection temperature Tshc and then

goes through a high pressure turbine before entering the two-step water splitting cycle.

The solar reactor of the two-step cycle, where the reduction of the metal oxide takes

place, is driven by concentrated solar energy. The mixture of hydrogen and water

released from the water-splitting reactor goes through an MPT before separation and
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compression. The gaseous mixture of zinc and oxygen is quenched and then oxygen is

liquefied. The quenching step happens rapidly so it is hard to recover the heat of the

quenched stream. Therefore in simulation we consider the condition when the heat

is either recovered of not. The parameters for the base case are listed in Table 6.1.

Q

Solar Reactor

Water Splitting 
Reactor

HPT

MPT

CPTMPT

HPT K

K

H2

O2 Liq

G Grid

Fig. 6.5. Hydricity system with hydrogen produced by ZnO/Zn water
splitting cycle

Combined with a hydrogen water power cycle, which is described in detail in [20],

the hydricity system can be operated with continuous electricity output. The overall

heat-to-electricity (OQTE) efficiency and overall sun-to-electricity (OSTE) efficiency

in a 24-hour period are calculated and results are list in Table . When hydrogen and

electricity are co-produced, the exergy efficiency of the base case is 28.46%.

Compared with the results for ferrite cycle in [20], the efficiencies are much lower.

This might be attributed to several factors. First, for the cases of no quenching heat

recovery, the high temperature heat of the outlet stream of the solar reactor is wasted,
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Table 6.1.
Parameters of the base case of hydricity with ZnO/Zn water splitting cycle

Solar collection temperature 1600 K

Temperature of the reduction reaction 2300 K

Temperature of the hydrolysis reaction 700 K

Quenching heat recovery No

Operating pressure 200 bar

H2 storage pressure and temperature 35 bar and 298.15 K

O2 storage pressure and pressure 1.1 bar and 91.1 K

CT outlet condensation 10%

Power output 100 MW

Solar energy availability 4.8 h/24 h

and therefore the entire system efficiencies are low. Second, the temperature of the

solar reactor is much higher than the ferrite cycle, which is at 1600 K or 1800K, so

the radiation loss is much larger. Third, although the ZnO can be 100% converted in

the solar reactor, the recombination of Zn(g) and O2 is unavoidable in the quenching

process; so the recovery percentage of Zn from ZnO is low. In this way the high

temperature solar heat supplied to the solar reactor is also wasted. All of these

factors contributed to the low efficiency of the hydricity system with ZnO/Zn cycle.

Similarly, for other volatile type of water splitting cycles, the similar problems exist.

Therefore, despite of their promising potential for application in the solar hydrogen

production, volatile type of two-step water splitting cycles are not compatible with

our hydricity concept.

6.8 Conclusion

In this chapter, we investigate the two solar hydrogen production methods, high

temperature electrolysis and thermochemical water splitting cycle, for their compat-
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ibility with the hydricity system. Modeling results for the hydricity system with

hydrogen produced by Zn/ZnO cycle show that at the best case, the overall sun-to-

electricity efficiency is 14.1% over a 24-hour period. If the heat released from the

quenching step cannot be recovered, which is very likely, the best sun-to-electricity

efficiency is only 12.1%. Compared with the results with ferrite cycle, such efficiencies

are quite low. However, the feasibility of the ferrite cycle is also questionable due to

the problem of sintering of the materials. Therefore, although these thermochemi-

cal cycles show some promising features for solar hydrogen production, it is not as

practical as high temperature electrolysis.
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7. CONCLUSIONS AND OUTLOOK

7.1 Overview

This dissertation has discussed several aspects of the roadmap towards a sustain-

able future. Multiple synergies have been identified at various system levels, including

resource level, building block level and process level.

At the resource level, a land requirement analysis is provided to investigate the

possible land competition between renewable energy harnessing and food production.

Solutions are proposed to relax such land constraints. A synergistic use of solar and

wind energy is also discussed.

At the building block level, the co-production of hydrogen and electricity from

solar energy is studied. High temperature electrolysis of water is a promising hydrogen

production method to be integrated with solar thermal power production.

At the process level, multiple process integration and intensification strategies

are proposed. For shale gas processing, which could play an important role for fu-

ture chemical and fuel production, innovative process design and intensification have

simplified the processes, and therefore enable the shale gas to be monetized at re-

mote shale locations. For the aforementioned hydrogen and electricity co-production

processes, process integration and intensification help increase the efficiency of the

system.

The key findings of this thesis are summarized below, and possible future research

directions are also discussed.
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7.2 Process Intensification for Shale Gas Processing

In chapter 2, process design and intensification strategies are proposed for shale

gas processing at remote locations. Evolved from the conventional shale gas pro-

cessing design hierarchy, four configurations, along with example process flowsheets

for each configuration, are synthesized: the NGL co-processing design, the integrated

NGL recovery and activation design, the switched NGL recovery and activation design

and the eliminated NGL recovery design. Apart from significant reduction in pieces

of equipment involved in the process, the processes with these newly proposed config-

urations show high yield to desired products and less loss of shale resources. Several

cases show the potential of over 90% product yield with minimized number of unit

operations and equipment. Such process intensification is important for distributed

manufacturing and local end-use demand supply.

7.3 Synergistic Use of Land for Renewable Energy Harvesting and Food

Production

Chapter 3 presents a systematic land analysis for a 100% economy and identifies

the challenge for the land competition between solar energy harvesting and food

production. Chapter 4 proposes the concept of aglectric farming, where electricity is

produced on agricultural land without diminishing the agricultural output from the

land. Such a concept is a promising solution to relax the land constraint and applies to

all the renewable energy resources. Solar and wind energy can be used synergistically

for local energy supply while the food production is preserved. Aglectric farm can

serve as the basis for multiple onsite production for farmers as electricity is available

right there on farm.
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7.4 Integration of Solar Powered Hydrogen and Electricity Production

Chapter 5 investigates the hydrogen production process by high temperature water

electrolysis, which is powered by electricity generated by solar thermal energy. The

sun-to-hydrogen efficiency and the exergy efficiency can achieve 39.14% and 65.43%,

respectively. The operating conditions of the high temperature electrolysis provides

the opportunity for process integration with solar thermal power production. A co-

production mode could enable a continuous power supply by storing the hydrogen

produced. While solar thermochemical hydrogen production might seem incompatible

with such a integrated system, the high temperature electrolysis method for hydrogen

production is more promising.

7.5 Synergy and Process Intensification

7.5.1 Identification of synergy at multiple levels

As we have discussed multiple times throughout this dissertation, synergy at mul-

tiple levels should be identified so that the entire energy system can work efficiently.

Here as a summary of the thesis, we list below how to observe and identify the po-

tential synergy at multiple levels.

• When different resources, building blocks or processes share the same objectives,

a synergy could be identified. For example, solar and wind energy share the

objective of supplying energy to end-uses. Therefore, the two resources can be

used synergistically. Another possible synergy, which could be a future research

direction, is the synergictic use of sustainable biomass and shale gas, which

could both serve as carbon sources in a sustainable economy.

• When different resources, building blocks or processes share the same features,

a synergy could be identified. For the integration of hydrogen and power pro-

duction, both processes are driven by solar thermal energy, and both processes

require high temperature, high pressure conditions. These common features
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enable the process intensification, and are the key to observe synergy. For the

integration of solar/wind energy harvesting and food production, the common

feature is their large land demand. When the common feature is observed, the

synergy could be identified from the perspective of land usage.

• Always look for the potential of a resource, a building block, a process, even a

stream or a piece of equipment, and connect it with the need of other systems.

For example, in the shale gas process we proposed in chapter 2, when a stream

is needed as absorbent and a stream within the process has the potential to be

an absorbent, the synergy could be identified.

7.5.2 Aspects of process intensification

Process intensification has extended to a broad area in process systems. When-

ever synergy within a process, or multiple processes is identified, process intensifi-

cation could be implemented. Apart from the traditional knowledge about process

intensification which mainly focuses on smaller equipment, the concept of process

intensification from this dissertation include following aspects.

• Simplified process with minimized unit operations and pieces of equipment.

• Process at small or modular scale, that is beneficial for local supply and dis-

tributed manufacturing.

• Integrated process for better performance, such as higher efficiencies.

• Integrated usage of resources that will save the resources or resolve the resource

competition for a sustainable energy system.

7.6 Future Research Directions

This dissertation has only attempted several aspects of the roadmap towards a

sustainable future (Figure 1.1. With the keyword synergy, all elements and their
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interactions of the roadmap are worth future research. Several of the possible research

directions are listed below.

• Systematic analysis for the requirement of shale gas and biomass as carbon

sources in the future, and their associated energy demands. In current land

analysis, all the chemical and fuel demand are assumed be to fulfilled by sustain-

able biomass, which could possibly be a challenge in both the capacity demand

and land demand. A systematic analysis for the requirement, and furthermore

an optimization for the use of both carbon resources would be meaningful for

the future chemical production.

• Innovative methane conversion to chemicals. This works only proposes processes

for natural gas liquids conversion. The usage of the major component in shale

gas, methane, remains research. Although past researchers have done a lot of

research on methane conversions, innovations are needed in terms of integration

with other shale gas processing and utilization of renewable energy as energy

resources to avoid green house gas emission.

• Onsite production of end-use demands on aglectric farms. Aglectric farms could

enable a localized sustainable economy. For example, onsite production of hy-

drogen, clean water and fertilizer from aglectric farms could be interesting topics

of future advances.
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A. SHADOW DEPTH AND POWER OUTPUT FOR

VARIOUS LOCATIONS

To demonstrate that our shadow modeling is valid for different locations around the

US, we choose locations with low (Fresno, CA), intermediate (South Plains region of

Texas), and high (West Lafayette, IN) fraction of diffuse light as examples to represent

most major agricultural regions of the U.S. The shadow simulation results as well as

power output from corresponding aglectric farms are listed in the Table .

From Table 1 we can see that the shadow modeling for different locations follows

the same trend. The average shadow depth for a same configuration at different

locations is at same level, but in higher diffuse radiation region, the shadow is more

evenly distributed (lower standard deviation of the shadow depth).

Table A.1.
Shadow depth and power output for Fresno, CA

Configuration Panel design Row Average Shadow Power

spacing shadow depth depth s.d. output

(m) (%) (%) (W/m2)

A South facing Continuous 3.81 34.6 20.8 16.6

B South facing Checkered 3.81 17.3 10.4 8.3

C EW tracking Continuous 3.81 27.2 0.8 22.2

D EW tracking Continuous 7.62 21.5 0.8 11.1

E EW tracking Checkered 7.62 11.9 1.5 5.5
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Table A.2.
Shadow depth and power output for South Plains region, Texas

Configuration Panel design Row Average Shadow Power

spacing shadow depth depth s.d. output

(m) (%) (%) (W/m2)

A South facing Continuous 3.81 35.2 15.2 11.8

B South facing Checkered 3.81 17.6 7.6 5.9

C EW tracking Continuous 3.81 31.5 0.6 15.1

D EW tracking Continuous 7.62 21.4 0.6 7.6

E EW tracking Checkered 7.62 11.5 1.1 3.8

Table A.3.
Shadow depth and power output for West Lafayette, IN

Configuration Panel design Row Average Shadow Power

spacing shadow depth depth s.d. output

(m) (%) (%) (W/m2)

A South facing Continuous 3.81 35.0 10.1 8.1

B South facing Checkered 3.81 17.5 5.0 4.0

C EW tracking Continuous 3.81 34.6 0.3 10

D EW tracking Continuous 7.62 21.2 0.3 5.0

E EW tracking Checkered 7.62 11.1 0.7 2.5
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B. SHADOW SIMULATION

The shadow depth was calculated for simple panel configurations and is displayed in

a top-down view for 50 m × 45.72 m farm plots to show edge effects (Figure 4.2).

To eliminate the effect of plot size on shadow depth averages and standard deviation,

calculations were performed using infinite periodicity (Table 4.1). For the checkered

pattern, we employed with transparent spacers, each with dimensions of 0.25 m ×

0.25 m (Table 4.1). The Haurwitz clear sky irradiance model and the Orgill and Hol-

lands model for determining diffuse horizontal irradiance have been implemented for

three agriculturally productive locations in Indiana (40.4◦ N, 86.9◦ W), Texas (33.5◦

N, 101.8◦ W) and California (36.6◦ N, 119.9◦ W) via PVLIB—a Sandia-originated

MATLAB open-source library for photovoltaics modelling [154]. Considering the high

elevation of the panels necessary for navigation by farm equipment, it is assumed that

diffuse light is uniformly distributed on the ground. The amount of diffuse light was

determined by subtracting the diffuse fraction incident on PV panels, as calculated by

the Perez model, from the total diffuse light for each time step. Tracking PV systems

were modelled with the same dimensionality as the south-facing fixed systems (1.5-

m-wide modules, infinitely long), and with a ±90◦ range of motion. Shadow position

was calculated using the ray-tracing methodology, which models the Sun as a plane

source with a variable position depending on the time of day, generated from PVLIB

for the locations listed above on 1 June 2018. The ground was divided into finite

spatial elements of identical size for incident energy integration, which was calculated

with a time resolution of 1 min. The shadow depth was defined as the percentage

reduction in incident energy at a given location over 1 d compared with the open field

case. The averaged shadow depth in Table 4.1 refers to the average shadow depth

of all spatial finite elements, calculated as a summation of the shadow depth values

for all elements and divided by the number of elements. The shadow depth standard
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deviation in Table 4.1 is the standard deviation of the values of shadow depth across

all spatial finite elements. This translates to the spatial homogeneity of the shadow.
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C. POWER OUTPUT OF VERTICAL BIFACIAL PV

AGLECTRIC FARMS

C.1 East-west Facing Vertical Bifacial PV Aglectric Farms

The power output of East-West (E-W) facing vertical bifacial PV aglectric farms

was estimated using the Purdue University Bifacial Module Calculator (PUB) using

the parameters shown in Figure C.1 [89] [90]. The power output was modeled for four

locations as listed in Table C.1. These locations were chosen as they cover a broad

range of irradiance conditions that could be encountered globally. Note that the

power estimates obtained using this model are based on the panel area. In estimating

the output on a land area basis, the output was divided by the row spacing of 3.81

m and further multiplied by 50% to account for the checkered pattern assumed. The

irradiance data was obtained from the Global Solar Atlas database [155].

Table C.1.
Irradiance data for four locations representative of a variety of mete-
orological conditions [155]

Location Latitude Longitude Direct normal Diffuse horizontal

irradiation irradiation

kWh/m2· yr kWh/m2· yr

Seattle, WA 47.6038 −122.3301 1283 (low) 529 (moderate)

West Lafayette, IN 40.4259 −86.9081 1501 (moderate) 611 (moderate)

Miami, FL 25.7743 −80.1937 1900 (high) 702 (high)

Daggett, CA 34.8634 −116.888 2888 (very high) 441 (low)
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Fig. C.1. Input parameters for modeling of power output of E-W
facing vertical bifiacial PV aglectric farms using the Purdue University
Bifacial Module Calculator (PUB) [90]

C.2 North-South Facing Vertical Bifacial PV Aglectric Farms

The power output of the North-South facing vertical bifacial PV aglectric farms

was estimated using the model of Khan et al [91]. In using this model, we assume

that the panels are always oriented such that they receive no direct insolation. Hence,

we need only consider absorption of diffuse and albedo light. Consistent with the

nomenclature in Khan et al., equation 21 for the power output of North-South facing

vertical bifacial panels on a farm area basis becomes:

I
(bifacial)
PV (dir),0 = I

(bifacial)
PV (diff),0 + I

(bifacial)
PV (Alb),0 (C.1)

Note that the calculation of I
(bifacial)
PV (diff),0 is as defined in their model. However, due to

the North-South facing orientation I
(bifacial)
PV (Alb),0 is somewhat different. I

(bifacial)
PV (Alb),0 consists

of both albedo due to direct normal irradiance and diffuse horizontal irradiance:

I
(bifacial)
PV (Alb),0 = I

(bifacial)
PV (Alb:dir),0 + I

(bifacial)
PV (Alb:diff),0 (C.2)
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The diffuse component remains unchanged. However, the direct component calcula-

tion is simplified in that the direct light is not being absorbed or shaded by the panels

throughout the day so the amount reaching the ground is always 100% of the direct

insolation. The view factor, Fdz−Ugnd, is also unchanged throughout the day and is

the same as for the diffuse component:

Fdz−Ugnd =
1

2
(1− sinψg(z)) (C.3)

Using these modifications to the model, we calculate the power output for the

four locations in Table C.1 and use the parameters listed in Table C.2 to perform

the calculations. The calculations based on a row period of 3.81 m are presented

in section 4.4 to be consistent with the other PV systems in Table 4.3. However,

consistent with the height to period (spacing) ratio used in Khan et al., we also

modeled a row spacing of 2.5 m. As N-S facing vertical panels are immune to direct

shading of one another, they could be made closer still. A more detailed cost analysis

would be needed to determine the optimal row spacing.

Table C.2.
Parameters used in modeling the power output of N-S facing vertical bifacial farms

Panel height (h) 1.5 m

Row period (p) 3.81 m, 2.5 m

Diffuse efficiency (ηdiff ) 15.67%

Albedo 0.2

The modeled power output for both E-W and N-S facing vertical bifacial PV

aglectric farms is summarized in Table C.2. It is worth noting that in the N-S facing

configuration, locations such as Miami with high diffuse insolation outperform loca-

tions such as Daggett, CA that have very high direct insolation, but limited diffuse

insolation. Since regions with the high farmland intensity often have higher diffuse

insolation, this is a favorable result for the feasibility of PV aglectric farming.
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Table C.3.
Modeled power output for vertical bifacial PV aglectric farms

Location Latitude Longitude E-W N-S facing

facing W/m2

W/m2 Period (m) = 3.81 (2.5)

Seattle, WA 47.6038 −122.3301 4.1 4.9 (6.6))

West Lafayette, IN 40.4259 −86.9081 4.3 5.7 (7.6)

Miami, FL 25.7743 −80.1937 5.3 6.7 (9.0)

Daggett, CA 34.8634 −116.888 6.0 6.2 (8.3))
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D. SHALE GAS PROCESSES MODELING DATA

The major stream composition is list in the following tables for the process simulation

results. Feed refers to the raw shale gas feed; for NCP-1, IRA-1, SRA-2 processes,

methane-rich stream refers to the overhead stream coming out of the demethanizer;

for ENR designs, methane-rich stream refers to the gas phase stream coming out of

the first-stage separation in the liquid product recovery unit (condenser for ENR-1

and absorption column for ENR-2/ENR-3); recycle stream refers to the recycle stream

which mixed with the original inlet stream at the mixing point.
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Table D.1.
Stream information for process NCP-1 simulated by Model I

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 322.3 682.2 814.6 511.5 64.8

Mole frac (%)

H2 0 0 14.33 28.25 19.11 0

CH4 57.55 85.27 20.80 17.42 25.43 0.01

C2H6 19.89 6.27 28.86 15.84 23.07 0.48

C3H8 11.30 0.40 12.14 3.63 5.44 1.35

C4H10 3.77 0.02 7.92 5.24 6.90 9.67

C5+ alkanes 1.27 0 1.56 1.31 0.84 9.58

C2H4 0 0 0.39 8.65 0.52 0

C3H6 0 0 7.11 12.49 9.48 1.77

C4+ olefins 0 0 6.91 7.18 9.21 77.13

N2 5.20 8.03 0 0 0 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.2.
Stream information for process NCP-1 simulated by Model II

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 322.3 955.7 1157.9 785.0 59.8

Mole frac (%)

H2 0 0 15.36 24.74 18.70 0

CH4 57.55 85.27 21.88 18.06 25.13 0.02

C2H6 19.89 6.27 37.08 25.27 35.10 1.03

C3H8 11.30 0.40 8.92 2.76 3.85 1.32

C4H10 3.77 0.02 2.11 0.15 0.18 0.42

C5+ alkanes 1.27 0 0.68 0.02 0.02 0.18

C2H4 0.00 0.00 0.38 15.76 0.47 0.01

C3H6 0.00 0.00 6.85 10.86 8.33 2.10

C4+ olefins 0.00 6.75 2.37 8.22 94.93

N2 5.20 8.03 0 0 0 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.3.
Stream information for process IRA-1 simulated by Model I

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 477.3 470.3 629.6 453.3 81.4

Mole frac (%)

H2 0 33.38 0.02 25.32 35.15 0

CH4 57.55 60.05 6.87 5.13 7.11 0.01

C2H6 19.89 1.10 47.38 20.61 28.35 0.94

C3H8 11.30 0 16.42 3.55 4.60 1.66

C4H10 3.77 0 8.66 4.67 4.82 9.14

C5+ alkanes 1.27 0 1.78 1.33 0.45 7.80

C2H4 0 0.04 0.54 15.18 0.60 0.01

C3H6 0 0.01 10.38 16.47 10.72 2.87

C4+ olefins 0 0 7.95 7.74 8.21 77.58

N2 5.20 5.42 0 0 0 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.4.
Stream information for process IRA-1 simulated by Model II

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 490.7 573.7 798.7 571.4 75.8

Mole frac (%)

H2 0 34.73 0.00 21.34 29.82 0

CH4 57.55 58.42 6.07 4.36 6.09 0

C2H6 19.89 1.53 56.03 28.90 40.23 1.28

C3H8 11.30 0 13.58 2.84 3.79 1.36

C4H10 3.77 0 3.51 0.22 0.24 0.57

C5+ alkanes 1.27 0 1.12 0.03 0.01 0.18

C2H4 0 0.04 0.52 24.38 0.55 0.01

C3H6 0 0.01 10.20 15.13 10.25 2.73

C4+ olefins 0 0 8.97 2.80 9.01 93.87

N2 5.20 5.28 0 0 0 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.5.
Stream information for process SRA-2 simulated by Model I

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 478.9 787.1 951.2 294.1 82.0

Mole frac (%)

H2 0 34.27 0 17.25 0 0

CH4 57.55 59.84 39.75 32.89 8.92 0.05

C2H6 19.89 0.43 24.46 10.09 31.77 0.54

C3H8 11.30 0 9.38 1.94 5.97 1.04

C4H10 3.77 0 6.03 3.71 9.74 8.13

C5+ alkanes 1.27 0 1.23 1.02 1.14 7.74

C2H4 0 0.05 0.45 10.52 1.19 0.01

C3H6 0 0.01 8.35 12.73 22.34 2.91

C4+ olefins 0 0 7.07 7.12 18.92 79.58

N2 5.20 5.40 3.29 2.72 0 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.6.
Stream information for process SRA-2 simulated by Model II

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 491.5 878.3 1118.9 385.3 77.0

Mole frac (%)

H2 0 35.51 0 15.60 0 0

CH4 57.55 58.31 35.89 28.17 7.42 0.04

C2H6 19.89 0.85 32.67 17.23 48.77 0.92

C3H8 11.30 0 8.50 1.70 4.76 0.94

C4H10 3.77 0 2.25 0.11 0.25 0.31

C5+ alkanes 1.27 0 0.73 0.01 0.02 0.10

C2H4 0 0.06 0.46 19.87 1.04 0.01

C3H6 0 0.01 8.66 12.40 19.74 2.92

C4+ olefins 0 0 7.90 2.59 18.01 94.75

N2 5.20 5.27 2.95 2.31 0 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.7.
Stream information for process ENR-1 simulated by Model I

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 549.3 494.9 605.0 1.9 15.2

Mole frac (%)

H2 0 20.04 0 18.20 0.72 0

CH4 57.55 52.18 57.97 47.42 12.83 0.08

C2H6 19.89 9.03 20.07 8.25 13.22 0.54

C3H8 11.30 1.39 11.39 1.30 5.21 0.77

C4H10 3.77 1.13 3.82 1.12 6.69 2.82

C5+ alkanes 1.27 0.69 1.31 1.07 6.00 16.77

C2H4 0 0.35 0 8.16 0.35 0.01

C3H6 0 5.39 0.07 8.08 18.31 2.29

C4+ olefins 0 5.09 0.14 2.12 36.33 76.71

N2 5.20 4.71 5.23 4.28 0.34 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.8.
Stream information for process ENR-1 simulated by Model II

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 557.4 494.4 623.6 1.4 12.0

Mole frac (%)

H2 0 18.74 0 16.76 0.71 0

CH4 57.55 51.42 58.01 45.99 13.39 0.09

C2H6 19.89 12.11 20.09 10.88 18.60 0.75

C3H8 11.30 1.44 11.40 1.32 5.57 0.82

C4H10 3.77 0.04 3.80 0.04 0.26 0.13

C5+ alkanes 1.27 0.01 1.28 0.01 0.04 0.07

C2H4 0 0.35 0 11.69 0.38 0.01

C3H6 0 5.61 0.06 8.92 19.66 2.44

C4+ olefins 0 5.64 0.12 0.25 41.04 95.70

N2 5.20 4.64 5.24 4.15 0.36 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.9.
Stream information for process ENR-2 simulated by Model I

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 484.5 781.4 948.8 288.4 62.0

Mole frac (%)

H2 0 34.54 0.90 18.38 2.44 0

CH4 57.55 59.13 50.91 41.93 38.54 0.25

C2H6 19.89 0.26 16.63 3.42 10.72 0.43

C3H8 11.30 0.03 7.73 0.46 1.44 0.21

C4H10 3.77 0.26 8.36 5.43 16.12 6.05

C5+ alkanes 1.27 0.06 2.54 2.09 4.69 9.78

C2H4 0 0.02 0.12 10.38 0.33 0.01

C3H6 0 0.15 3.03 8.40 8.21 1.02

C4+ olefins 0 0.22 6.17 6.53 16.71 82.24

N2 5.20 5.34 3.61 2.97 0.81 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.10.
Stream information for process ENR-2 simulated by Model II

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 494.4 731.6 953.7 238.6 58.4

Mole frac (%)

H2 0 35.73 0.88 19.20 2.70 0

CH4 57.55 57.95 52.11 39.97 39.63 0.26

C2H6 19.89 0.59 21.50 6.47 24.40 0.97

C3H8 11.30 0.03 8.33 0.52 1.95 0.28

C4H10 3.77 0 2.59 0.02 0.06 0.03

C5+ alkanes 1.27 0 0.87 0 0 0.01

C2H4 0 0.02 0.12 18.81 0.38 0.01

C3H6 0 0.18 3.21 9.08 9.83 1.20

C4+ olefins 0 0.26 6.57 2.99 20.16 97.24

N2 5.20 5.24 3.82 2.93 0.87 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.11.
Stream information for process ENR-3 simulated by Model I

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 483.1 1034.3 1197.2 541.3 60.3

Mole frac (%)

H2 0 33.71 0.77 14.27 1.48 0

CH4 57.55 59.32 39.10 33.78 21.75 0.14

C2H6 19.89 0.85 25.57 14.23 30.56 1.23

C3H8 11.30 0.09 7.86 2.16 4.63 0.68

C4H10 3.77 0.30 11.06 8.45 17.66 6.89

C5+ alkanes 1.27 0.06 3.11 2.69 4.78 10.03

C2H4 0 0.02 0.12 7.97 0.23 0.01

C3H6 0 0.11 3.01 7.23 5.76 0.72

C4+ olefins 0 0.17 6.63 6.83 12.67 80.30

N2 5.20 5.36 2.75 2.38 0.47 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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Table D.12.
Stream information for process ENR-3 simulated by Model II

Feed Methane- Dehydro- Dehydro- Recycle Product

rich in out

Flowrate (kmol/h) 498.0 493.0 1010.5 1220.8 517.5 54.2

Mole frac (%)

H2 0 33.41 0.68 14.06 1.33 0

CH4 57.55 58.13 37.24 30.83 17.33 0.11

C2H6 19.89 2.71 37.68 24.26 54.42 2.16

C3H8 11.30 0.10 8.23 2.28 5.20 0.75

C4H10 3.77 0.01 2.22 0.32 0.70 0.33

C5+ alkanes 1.27 0 0.67 0.04 0.07 0.12

C2H4 0 0.06 0.11 13.81 0.21 0.01

C3H6 0 0.12 3.16 7.74 6.17 0.75

C4+ olefins 0 0.20 7.25 4.38 14.16 95.75

N2 5.20 5.25 2.77 2.30 0.41 0

CO2 0.57 0 0 0 0 0

H2S 0.29 0 0 0 0 0

H2O 0.15 0 0 0 0 0
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E. MODELING APPROACH DETAILS FOR THE

HYDROGEN PRODUCTION PROCESS VIA HIGH

TEMPERATURE ELECTROLYSIS

Here we show the detailed information for the hydrogen production modeling in the

integrated Aspen Plus/Matlab framework.

In Figure E.1, details about the H2 production process model are shown. Input

information, including solar collection temperature, SOEC operating temperature

and pressure, SOEC operating mode and desired H2 production rate, is provided to

the Matlab core script by the user. The Matlab core script supplies the information

Result

Input

Core 
Communication 

Script
(MATLAB)

Efficiency 
Calculation
(MATLAB)

Preprocessing and 
Initiator Model 

(MATLAB)

H2 Production 
Process model
(Aspen Plus)

- Solar heat collection temperature
- SOEC operating pressure and 

temperature
- SOEC operation mode
- Desired H2 production rate
…

- Detailed stream information
- Heat duty of each heater and 

cooler
- Work required or output
- Exergy input and output
…

SOEC

H2O H2

H2O

H2

Air
Sweeping air + O2

Fig. E.1. Details of the H2 production process model, including all
the input and output information



156

Result

Input

Core 
Communication 

Script
(MATLAB)

Efficiency 
Calculation
(MATLAB)

Preprocessing and 
Initiator Model 

(MATLAB)

H2 Production 
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…
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…

Anode
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O2- O2-

H2O + H2 H2O + H2
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Gas

Sweeping 
Gas + O2

Electricity Heat

Heat from Overpotentials

Fig. E.2. Details of the model for the SOEC module, including all the
input and output information

to the H2 production process built in Aspen Plus. The modeling results from Aspen

Plus are extracted and exported to the Matlab core script.

In Figure E.2, details about the SOEC module are shown. Here, part of the input

information, including solar collection temperature, SOEC operating temperature

and pressure, SOEC operating mode is acquired from used input. Remaining input

information for the SOEC model is acquired from the output of the H2 production

process model, such as the stream information of the gases entering the SOEC. After

detailed SOEC modeling within a calculator block within Aspen Plus, the results are

exported to the Matlab core script. The major information from the SOEC model is

the electricity and heat requirement for the module.

In Figure E.3, details about the solar water power cycle are shown. Part of

the input information for the cycle are from the Matlab core script defined by the
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Fig. E.3. Details of the model for the solar water power cycle, includ-
ing all the input and output information
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user, such as the solar heat collecting temperature, the reheating temperature for

the reheating stage within the cycle, the pressure ratio of the turbines, the inlet

temperature of the condensing turbine, etc. The most important input information

is from the modeling result of the SOEC model, the electricity requirement. The

solar water power cycle should provide the electricity demand from the SOEC. The

information is transferred via Matlab core script. The modeling results for the solar

water power cycle are exported to the Matlab core script.

At the end, using the information collected from all three models discribed above,

heat integration can be performed and various efficiencies can be calculated.
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