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5.1 Characterization of Nb2CTx MXene support. (a) Niobium K-edge XANES
of Nb2AlC, Nb2CTx MXene, NbC and Nb2O5. (b) Fourier transforms of
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(c) Scanning electron microscopy micrograph of Nb2CTx MXene. (d) TEM
image of Nb2CTx nanosheets. Inset: selected-area electron diffraction
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5.5 Electron microscopy and spectroscopy of the spent 1% Pt/Nb2CTx cata-
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ABSTRACT

Mitchell, Garrett M. Ph.D., Purdue University, May 2020. Morphology, Properties
and Reactivity of Nanostructures. Major Professors: Fabio H. Ribeiro and W.
Nicholas Delgass.

Metal nanoparticles have long been of paramount importance in many areas such

as: emission reduction in cars, hydrogen production via the water-gas shift reac-

tion, and lithium-ion storage in batteries. For these purposes, the size and shape of

the nanoparticles have been shown to play a crucial role in improving nanoparticle

performance.

For characterization of nanostructures, the use of transmission electron microscopy

(TEM) has been shown to be extremely useful. Via a TEM instrument, one can

learn about nanoparticle properties such as: particle size, 3D morphology, chemical

composition, fine structure, crystallography, even to atomic resolution. No other

technique boasts such ability at such a high xyz resolution. This work includes TEM

work for many different applications within catalysis and energy storage fields.

In catalytic applications, the <1 nm particle sizes often sought after generally lead

to higher activity per unit mass of the catalyst, but also have the tendency to sinter

due to concomitant increases in the surface free energy, leading to catalyst deactiva-

tion especially at elevated temperatures. To investigate the sintering, (Pt,Au)-iron

oxide heterodimer nanoparticles were heated in the microscope with simultaneous

imaging. For that purpose, the sample was irradiated with a 532 nm pulsed laser,

with laser powers of 4-25 mW within a TEM microscope to investigate particle sin-

tering as it happens. The Au and Pt phases were both found to wet over the Fe3O4

phase, a behavior opposite to the Strong Metal Support Interactions (SMSI - caused

by oxide wetting the metal) which were expected from well-known literature reports.
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This new behavior demonstrates that not only nanoparticle size, but also the support

particle size can affect catalytic properties. This is shown by the fact that the size

of the support oxide in these heterodimer nanoparticles is only 3 times the diameter

of the active metal nanoparticles, compared to a greater than 20 times size difference

for a standard metal oxide supported nanoparticle system.

Nanoparticle metal catalysts can also undergo significant catalytic improvement

via the addition of promoting metals. Kinetics were measured on a series of Pt/Co

on carbon nanotube support catalysts, and addition of Co was seen to improve the

turnover frequency by 10 times. Leaching of the bulk Co phases, while preserving

PtCo alloy structures, reduced activity by more than 18 times demonstrating the need

for a Pt/CoOxHy interface for catalytic promotion, and showing that PtCo alloying

did not produce the promotion effect.

Although, for the PtCo catalysts for WGS, the formation of a Co-oxyhydroxide

phase was proved to be vital, nanoparticle alloying is also well-known to improve

dehydrogenation kinetics. This was shown for a series of PtM catalysts with core/shell

structures, which were found to be highly selective for propane dehydrogenation as

a result of the PtM intermetallic phase. XAS studies of these materials led to the

discovery that formation of a continuous PtM alloy surface layer that is 2–3 atomic

layers thick was sufficient to obtain identical catalytic properties between those of

the core–shell and full alloy catalysts. TEM characterization was also performed to

determine the core/shell nature of these catalysts.

Another interesting morphological “tuning knob” of nanoparticle catalysts is re-

lated to Reactive metal–support interactions (RMSI). RMSI can have electronic, geo-

metric and compositional effects that can be used to tune catalytic active sites. Gen-

erally, non-oxide supports are disregarded as unable to undergo RMSI. However, we

report an example of non-oxide-based RMSI between platinum and Nb2CTx MXenes–

a recently developed, two-dimensional metal carbide, with a dopant labeled as T. The

surface functional groups can be reduced, and a Pt–M surface alloy is formed. WGS

reaction kinetics reveal that these RMSI supports stabilize the relevant nanoparticles
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and generate higher H2O activation ability and thus higher rates compared with a

non-reducible support or a bulk niobium carbide. This RMSI between platinum and

the niobium MXene support can be extended to other members of the MXene family

and opens new avenues for the facile design and manipulation of functional bimetallic

nanoparticle catalysts.

Other important catalytic nanostructures are Au/TS-1 (Titanosilicalite-1, a ze-

olite with the MFI structure) catalysts which can be used to make propylene oxide

(PO), an important industrial intermediate, and are extremely interesting due to the

potential for one-pot chemical reactions, which will save on capital costs. The kinetics

of propylene epoxidation over these Au/TS-1 catalysts were measured in a continu-

ous stirred tank reactor (CSTR) free from temperature and concentration gradients.

Apparent reaction orders were measured at 473 K for H2 (0.7 order), O2 (0.2), and

C3H6 (0.2) for a series of Au/TS-1 catalysts with varied Au (0.02–0.09 wt%) and Ti

(Si/Ti: 75–143) contents. These measured orders were consistent with those reported

previously. Co-feeding propylene oxide enabled measurement of the apparent reac-

tion order in propylene oxide (−0.4 to −0.8 order), showing, for the first time, and

it was found that relevant pressures of propylene oxide reversibly inhibit propylene

epoxidation over Au/TS-1, while co-feeding carbon dioxide and water has no effect

on the propylene epoxidation rate. Analysis of previously proposed two-site reaction

mechanisms in light of these new reaction orders for O2 (0.4), H2 (1), and C3H6 (0.4),

corrected to account for propylene oxide inhibition, provides further evidence that

propylene epoxidation over Au/TS-1 occurs via a simultaneous mechanism requiring

two distinct, but adjacent, types of sites, and not by a sequential mechanism that

invokes migration of H2O2 formed on Au sites to PO forming Ti sites. H2 oxidation

rates are not inhibited by propylene oxide, implying that the sites required for hy-

drogen oxidation are distinct from those required for propylene epoxidation. Those

who intend on performing kinetics in the future are encouraged to perform a simple

conversion-based τ -test, outlined in the relevant chapter of this thesis, to determine

whether products inhibit reaction rates.
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Yet another important field in which nanoparticle morphology research is essential

is that of development of lithium-ion batteries. The current commercial graphite

anode for lithium batteries is unfortunately prone to formation of lithium plating

during use, from which well-documented safety issues arise. We demonstrated the

use of an alternative anode, antimony, to have a measured specific capacity that is

1.6x higher than the theoretical capacity of graphite. Antimony, however, suffers

from low cyclability due to large volumetric changes ( 150%) upon the expansion

caused by lithiation. To combat this problem, several different synthesis methods to

produce nanoparticles of differing structures were tested and it was found that amine

boranes produce a unique 3D nanochain structure with stable particle sizes of 30 nm.

These “3D nanochains” were found to have a stable charge capacity retention (98%)

after 100 cycles due to their unique morphology which accommodates the lithiation

expansion.

The role of sulfur nanostructures in lithium–sulfur batteries was also examined.

Carbon–sulfur composites without crystalline sulfur demonstrate a high specific ca-

pacity of ≈1000 Ah kg−1 after 100 cycles with a gravimetric current of 557 A kg−1.

This high rate capacity is found to depend on sulfur distribution which, in turn, is

controlled by the synthesis pathway.

In conclusion, the morphology of nanostructures affects many different aspects

of performance, rate, and stability. Further study into these details are expected to

generate additional knowledge of a wide variety of interesting nanomaterials.
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1. PROBING THE THERMAL BEHAVIOR AND STABILITY OF

METAL-FE3O4 HETERODIMER NANOPARTICLES UTILIZING IN SITU

PULSED LASER HEATING TEM

Garrett M. Mitchell, Shoumya Nandy Shuvo, Subhajit Kundu, Michael J. Manto,

Chao Wang, Volkan Ortalan

1.1 Abstract

In situ laser heating with transmission electron microscopy (ILH-TEM) is uti-

lized as a neoteric method to probe the thermal behavior and stability of metal (Pt,

Au)-metal oxide (Fe3O4) heterodimer (HD) nanoparticles. Two different supporting

membrane types are used for the laser heating: pure-carbon and silicon-nitride, re-

quiring different amounts of laser power to induce morphological changes. Diffraction

pattern analysis and Scanning Transmission Electron Microscopy-Electron Energy

Loss Spectroscopy (STEM-EELS) is utilized to analyze reduction of the iron oxide

under laser heating, which has differing effects depending on the support film heating

mode and the heterodimer particle. A unique wetting behavior of Pt and Au onto

Fe3O4 is observed in both heterodimers of Au and Pt. However, this wetting behavior

is found to be partially reversible only in the case of the Au-Fe3O4 HD system, whereas

for the Pt-Fe3O4 HD system, this wetting process was found to be irreversible under

the applied experimental conditions. Understanding this wetting behavior has future

implications in understanding the performance of metal nanoparticles supported on

oxides at high temperature applications, such as catalysis.
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1.2 Introduction

Metal nanoparticles supported on oxides have long been of paramount importance

in catalysis for water purification, emission reduction in cars, the water-gas shift reac-

tion and the methane/propane oxidation reaction [1–7]. In this regard, size and shape

of the nanomaterials have been shown to play a crucial role in improving catalytic

activity[8–10]. Reduction in size leads to higher activity per unit mass of the catalyst

but due to concomitant increase in surface free energy, there is a higher tendency to

sinter. The high temperature and reactive conditions encountered during catalysis

often accelerate the sintering process, which results in a loss of active surface area

of the nanoparticles, causing an undesired catalyst deactivation. An unwanted shape

change may further pose a threat to the activity. Apart from the shape/size, tuning

the metal-support interaction (MSI) has been a key factor in improving functionality

of catalytic systems [8]. Over the past two decades, there have been plenty of studies

on the bonding between gold/platinum and metal oxide supports showing not only

high catalytic activities [9, 10] but also high stability [11] against sintering. Often

abrupt change in activity has been observed at higher temperature [12,13], therefore,

studying the evolution of shape/size with temperature is important to correlate the

high temperature catalytic activity with its respective shape/size.

To investigate this stability behavior, we employ a study involving the use of

plasmonics, a growing field of nanotechnology where the interaction between the

electromagnetic fields and the free electrons in metal nanostructures are being stud-

ied [14,15]. Many exciting research directions have emerged by the virtue of the wide

variety of chemical and physical processes that can be induced by light [16–19]. The

advent of lasers provided a useful system to investigate and control plasmonic materi-

als. Along with the development of the novel nanomaterial synthesis route called laser

ablation [20,21], the ability of laser pulses to heat locally in a controlled and efficient

way also makes it promising for architecting nanomaterials with good precision. The

synchronized use of electron microscopy and lasers resulted in the possibility of in situ
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laser heating-transmission electron microscopy (ILH-TEM), which has enabled spatial

and temporal studies of structural dynamics with nanoscale resolution [22–28]. Real

time data was achieved with ILH-TEM utilizing different electron microscopy tech-

niques, such as real-space imaging, diffraction and electron energy loss spectroscopy

(EELS) [22, 23]. In order to further investigate samples after ILH-TEM imaging,

scanning transmission electron microscopy (STEM) is used since it provides a unique

advantage for imaging. Through the exploitation of high angle scattered electrons,

detectible by a high angle annular dark field (HAADF) detector, which depends on

strong atomic number (Z2) contrast (incoherent imaging), direct interpretation of an

image is possible. While HAADF-STEM imaging is very valuable in imaging local-

ized nanoscale regions with Z-contrast, ILH-TEM imaging exploits the utilization of

lasers which give rise to a profound way to study laser-matter interactions, such as a

plasmonic study of nanomaterials. Therefore, utilization of both techniques offers the

full potential of electron microscopy in providing direct images and precise character-

ization of local nanostructures in real-time to achieve a fundamental understanding

of dynamic processes occurring in nanomaterials.

Here we report the use of in situ laser heating experiments to probe the dynamic

behavior and stability of Pt-Fe3O4 heterodimer (HD) and Au-Fe3O4 HD particles.

The laser heating causes the Pt particles to undergo complete wetting onto Fe3O4,

proving evidence for strong metal support bonding (MSB). A partial dewetting after

cooling is observed in the Au-Fe3O4 HD system while no noticeable dewetting after

cooling was observed for the Pt-Fe3O4 HD system, which could be understood by

thermodynamic analysis. Understanding the nature of how these particles behave

under heating gives insights into the precise control of the metal oxide supports in

rational design of a stable metal catalyst.
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1.3 Methods Section

1.3.1 Sample Preparation

In this experiment, two types of materials were used: Au-Fe3O4 HD, and Pt-

Fe3O4 HD with two different kinds of TEM support membranes, a copper grid with

an amorphous carbon support membrane (referred to as carbon support membrane)

and a Silicon-Nitride support membrane (Ted Pella, Inc.). Synthesis of Au-Fe3O4

HD and Pt-Fe3O4 HD nanoparticles were made possible by inaugurating the epitaxial

growth of Fe on Au and Pt nanoparticles (NP) seeds followed by Fe oxidation in an

organometallic solution synthesis [22–24]. The main objective of employing organic

methods of synthesis was to ensure regulation of the nanoparticles and a controlled

uniform growth of Fe3O4 on the exposed (111) facets of the Au and Pt seeds.

For both Au-Fe3O4 HD and Pt-Fe3O4 HD nanoparticles, the nanoparticles were

dispersed in hexane (3-6 mg/mL) which was then further diluted with hexane in a

separate container to avoid surplus of samples on the grid. The purpose of hexane

was to prevent any agglomeration and clump formation of the nanoparticles when the

sample is loaded on the grid.

1.3.2 ILH-TEM Characterization

Two drops of hexane mixed with the heterodimers were then drop casted on both

the grid types before they were placed in the sample holder. In situ TEM images

and videos were obtained by using a modified FEI Tecnai T20 200 kV. Samples were

heated via pulsed frequency doubled Nd-YAG laser beam with a wavelength of 532

nm, pulse frequency of 25 kHz, and pulse duration of 1 ns. The laser was first set at

a minimum power of 3 mW. After loading the holder with either grid containing HD

nanoparticles (copper grid with an amorphous carbon membrane or a Si3N4 mem-

brane) into the goniometer, the sample was irradiated with a laser excitation pulse

starting from a minimum power of 3 mW, which then is gradually increased with

a step size of 0.44 mW up until reaching to a power where the heterodimers show
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some structural or positional changes via TEM. The Region of Interest (ROI) was

selected in such a way as to utilize effectively the Gaussian heating profile of the laser.

The samples were also imaged for only 30 minutes for each ROI (much more than

the time required to induce wetting under these laser heating conditions) to ensure

that the structural changes in the HD nanoparticles were induced by laser heating

and not by the electron radiation required for TEM imaging. No changes in the HD

nanoparticles were observed via only electron radiation in this time scale.

1.3.3 TEM characterization

SAED diffraction patterns were collected both before and after the laser irradia-

tion. The corresponding patterns were then analyzed to index the spots to determine

the materials or phases present in the sample.

HAADF-STEM images were collected at 300 kV on a FEI Titan ETEM 80-300

kV in an ex situ condition. STEM-EELS, as well as some of the HAADF-STEM

imaging, was performed on a JEOL JEM-ARM200cF utilizing a GIF Quantum SE

Imaging Filter operated in Dual-EELS mode in an ex situ condition as well. Ex situ

scanning TEM (STEM) electron energy loss spectroscopy (EELS) was performed

after the laser irradiation of the Au-Fe3O4 HD and Pt-Fe3O4 HD nanoparticles to

probe “local” chemical nature of the nanoparticles through point scans and spectrum

imaging.

1.4 Results and Discussion

1.4.1 Laser Heating

Figure 1.1 displays the experimental set up of the ILH-TEM, which was utilized

to study the laser-assisted annealing of the HD nanoparticles. The setup consisted

of a specialized TEM with a port of entry for the laser beam and an optical bench,

wherein the laser beam was generated and processed before entry into the TEM. In

regular operation of an ILH-TEM, a sample excitation laser is used to induce change
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in the sample. Herein, the sample excitation laser (532 nm Nd-YAG laser operating

at 25 kHz with pulse duration of ∼1 ns) along with continuous thermionic emission

mode of the ILH-TEM is utilized to carry out the laser-assisted thermal annealing

study on the HD nanoparticles. The HD nanoparticles were synthesized using a wet

chemical route reported elsewhere [29–31]. Fe is grown epitaxially on (111) facets of

Au or Pt nanoparticles and is subsequently oxidized to form the Metal-Fe3O4 HDs.

Figure 1.1b-d shows low magnification and atomic resolution HAADF-STEM images

of a typical Pt-Fe3O4 HD nanoparticle sample. The spacing between the array of Pt

atoms was precisely measured to be 2.2 Å, which corresponds to the (111) plane of

Pt.

Figure 1.1. (a) Schematic diagram of the experimental set up of an In
Situ Laser heating Transmission Electron Microscope. (b) HAADF-
STEM image of Pt HD system. (c-d) HR-STEM images of Pt and
Fe3O4 nanoparticles at atomic resolution.
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Figure 1.2a shows Bright Field (BF)-TEM images of Pt-Fe3O4 HD nanoparticles

supported on a carbon support membrane before laser irradiation. Laser irradiation

of this region at a power of 7 mW (Figure 1.2b-e) reveals that the Pt nanoparticles

(NPs) spread and cover the Fe3O4 nanoparticles at higher temperatures, which would

indicate wetting of the Fe3O4 NPs by the epitaxial Pt NPs. The relevant particles

in Figure 1.2 are color coded for clarity. In addition, the HD particles are seen to

undergo sintering (Figure 1.3). After completion of the laser irradiation process,

there was negligible amount of de-wetting of Pt from Fe3O4, indicating that such a

transformation is irreversible under the experimental conditions. It can be noted that

there is a cavity left by the sintering nanoparticles, this is seen for both the Si3N4 and

the carbon film case (Figures 1.2e and 1.3d) and can be due to etching of the support

by the nanoparticles. It can also be noted that there is some carbon contamination

present in this system that could potentially affect the reduction process of Fe and

even potentially form iron carbides [32]. However, carbon XPS studies in the literature

suggest that there is no carbide formation under similar conditions [33].

Similar experiments were carried out with Au-Fe3O4 HD nanoparticles at a laser

power of 5 mW (Figure 1.2h-l). It is well known that for an Au film grown on sin-

gle crystalline Fe3O4, the interfacial adhesion between the Au and Fe3O4 is weaker

compared to the Au-Au bonding, shown by the formation of 3D island shapes, fol-

lowing a Volmer-Weber growth mode [34, 35]. Indeed, to create a 2D film of Au on

(111) Fe3O4 via UHV sputtering, the Au film thickness must be as high as 7 nm,

at temperatures not above 200 ◦C. Such 2D films, however, can be created with Pt

with a film thickness as low as 2 nm and are stable to a much higher temperature of

750 ◦C [34, 35]. However, this effect is contrary to our results for the Au-Fe3O4 HD

system: Au particles spread onto the Fe3O4, wetting the Fe3O4 NPs at higher tem-

peratures above 200 ◦C and lower film thickness than 7 nm. Also, unlike the Pt HD

system, partial de-wetting of Au from Fe3O4 was observed after the laser irradiation

was stopped. To further investigate this result, HAADF-STEM images were acquired

from different regions which clearly shows the partial de-wetting of Au resulting in
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Figure 1.2. TEM micrographs displaying the heterodimer wetting be-
havior on a carbon support membrane (a,h) Bright field (BF)-TEM
images of Pt and Au heterodimers, respectively, before laser irradia-
tion. (b-e) and (i-l) Frames taken from the in situ laser heating TEM
movie which illustrates the wetting process of the Pt and Au, respec-
tively, onto the Fe3O4. (f-g) and (m-n) HAADF-STEM images of Pt
and Au heterodimers, respectively, after laser irradiation.

formation of two-faced Janus particles (Figure 1.2m-n). Some of the particles in TEM

and STEM images are color coded for clarity.

The notable difference between the de-wetting behavior of Au and Pt onto Fe3O4

could be due to the difference in the strength of the Metal Support Bonding (MSB).
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Figure 1.3. TEM micrographs displaying the heterodimer wetting
behavior on a silicon nitride support membrane (a,f) Bright field (BF)-
TEM images of Pt and Au heterodimers, respectively, before laser
irradiation. (b-d) and (g-i) Frames taken from the in situ laser heating
TEM movie which illustrates the wetting process of the Pt and Au,
respectively, onto the Fe3O4. (e,j) HAADF-STEM images of Pt and
Au heterodimers, respectively, after laser irradiation.
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An estimate of MSB strength under annealing conditions can be obtained using

Young-Dupre equation:

Eadh = γnp(1− cosθ) (1.1)

Where θ is the contact angle and γnp is the surface energy of the supported nanopar-

ticle.

In both the cases (Au and Pt), complete wetting of the surface of Fe3O4 is ob-

served, making the contact angle, θ, equal 180◦. But, since the surface energy of

(111) Pt (2.489 J/m2) is higher than Au (1.506 J/m2) by a factor of 1.65 [36,37] the

interfacial adhesion of Au is expected to be lower than Pt by a factor of 0.61. It can

also be noted that Au has a lower melting point (1064 ◦C or 1337 K) than Pt (1768

◦C or 2041 K) [38] Pt is also known to form many different full alloys with Fe, while

Au will only form dilute solid solutions, indicating that the Pt-Fe interfacial energy is

lower, or more relevant than for the Au-Fe system, therefore making the Pt-Fe wet-

ting more stable [39,40]. Therefore, surface energy and bulk phase diagrams support

the experimental result that Au will dewet from Fe3O4, while Pt does not.

Pt heterodimers need more laser power (7 mW) to show viable occurrence of

visible dynamics than Au heterodimers (5 mW), leading to a power ratio of 1.4:1,

which is similar to the surface energy ratio of 1.65:1 showing a dependency of laser

power on the surface energy of the different elements. The difference in laser power for

the Pt and Au samples can also potentially be attributed to the relative absorbance

power of the heterodimers. From the literature, the absorbance of Pt-Fe3O4 HD at

532 nm (the wavelength of the laser used in this experiment) is lower (∼1.8x) than

the absorbance of the Au-Fe3O4 HD nanoparticles [41, 42]. This effect, paired with

the Pt:Au surface energy ratio of 1.65:1 (similar to the absolute melting point ratio

of 1.53:1), should result in a required laser power ratio of ∼2.97:1. The fact that

the Pt:Au laser power ratio is only 1.4:1 on the carbon membrane, similar to the

surface energy ratio, demonstrates that the laser power required to induce wetting

is relatively unaffected by the absorbance differences between the Au-Fe3O4 HD and

Pt-Fe3O4 HD particles.
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Figure 1.3 demonstrates the result for laser heating of the HD nanoparticles on the

silicon nitride (Si3N4) support membrane. For both the Pt-Fe3O4 HD and Au-Fe3O4

HD systems, it was observed that the laser power required to visualize any possible

dynamics (such as wetting) was lower for the carbon support membrane compared to

the Si3N4 support membrane by a factor of 2.88 averaged over the two sample types.

This laser power Si3N4/carbon is remarkably similar to the carbon/Si3N4 DRUV-

VIS Kubelica-Munk function ratio of 2.68 (shown in Figure 1.6). This indicates that

the laser heating mechanism for both of these support types is dominated by laser

absorption of the support and not the nanoparticles themselves. This conclusion is

further made solid by the observation that the Pt/Au required laser power ratio on

silicon nitride is 1.38, which is similar to ratio on the carbon membrane. If laser heat-

ing was performed mainly by direct plasmonic heating of heterodimer nanoparticles,

the required Pt/Au laser power ratio would be closer to 2.97:1 as indicated in the

previous paragraph. Thus, laser heating on silicon nitride is also dominated by laser

absorption of the support, and not by the heterodimer nanoparticles.

1.4.2 SAED Analysis

To investigate any potential differences in chemistry between the two different

support membranes, diffraction pattern analyses were carried out on both kinds (Pt-

Fe3O4 HD and Au-Fe3O4 HD) of samples. Figure 1.4c-d and Figure 1.5c-d show

diffraction patterns of Pt heterodimers supported on the silicon nitride and carbon

support membranes respectively before and after laser irradiation. The appearance

of rings indicates the presence of multiple nanocrystals of the heterodimers inside the

Selected Area Diffraction (SAED) aperture. Indexing of the spots shows the presence

of Pt and Fe3O4 crystal phases upon laser irradiation of Pt-Fe3O4 HD on both the

silicon nitride and carbon support membrane. In this case, distinct diffraction spots

corresponding to Fe were observed after laser irradiation indicating partial reduction

of Fe3O4 to Fe after laser irradiation. This auto reduction behavior is well known
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in the literature, and is known to be directly proportional to the temperature under

vacuum [43].

Figure 1.4. (a-b) SAED diffraction patterns of Au-Fe3O4 HD on a
Si3N4 support membrane of a region of interest before and after laser
irradiation, respectively. (c-d) SAED diffraction patterns of Pt-Fe3O4

HD on Si3N4 support membrane of a region of interest before and
after laser irradiation, respectively. (e-f) EELS spectra showing Fe-
L3 and L2 edges before and after laser irradiation on Au-Fe3O4 HD on
Si3N4 support membrane, respectively. (g-h) EELS spectra showing
Fe- L3 and L2 edges before and after laser irradiation on Pt-Fe3O4 HD
on Si3N4 support membrane, respectively.

A very similar result was observed for the case of Au-heterodimers which has been

shown in Figure 1.4a-b and Figure 1.5a-b, wherein faint spots corresponding to Fe

were observed along with that of Au and Fe3O4 in both the systems comprising Si3N4

and carbon support membrane grids, indicating partial reduction of Fe3O4 to Fe.

1.4.3 EELS Characterization

The reduction of Fe3O4 after laser treatment was further investigated using STEM-

EELS. Figure 1.4e-h shows the EELS spectrum of the Pt-Fe3O4 HD and Au-Fe3O4

HD samples before and after laser irradiation on a Si3N4 support membrane. The
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Figure 1.5. (a-b) SAED diffraction patterns of Au-Fe3O4 HD on a
carbon support membrane of a region of interest before and after laser
irradiation, respectively. (c-d) SAED diffraction patterns of Pt-Fe3O4

HD on a carbon support membrane of a region of interest before and
after laser irradiation, respectively.

peaks were identified using the EELS atlas, Fe-L3 edge being the more intense peak at

∼715 eV and Fe-L2 edge being the less intense peak at ∼725 eV [44]. Since calculation

of the oxidation state of Fe by the use of chemical shifts is not reliable when there are

systems of mixed Fe oxidation states [45], the white-line intensity method was used

to visualize the overall oxidation state. The peaks were first background subtracted

using an inverse power law method, then deconvoluted by using the Fourier ratio

method so that thickness effects were removed from the peak intensities. A double-

atan function with a sharpness of 1 eV was fitted to the continuum, so that the

continuum was subtracted from the white-line peaks [46]. The intensity of each peak

was then measured with an energy window of 8 eV, and the resulting ratio of the L3

intensity over the L2 intensity was used to track the change in the average oxidation

state of the Fe [47]. Reference peaks from HD nanoparticles before laser heating and

from standard samples of Fe2O3 and metallic Fe (bulk form) were obtained for com-

parison to demonstrate that the white line intensity ratio will reduce upon reduction.

However, since these bulk structures do not have the same fine structure as the HD

nanoparticles, their white line intensity values cannot be directly compared to those

in the HD systems. A tabulated form of the quantification data in Table 1.1 shows
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the white line intensity ratios of Fe L2 and L3 edges of the reference samples of Fe

and Fe2O3 and the HD before and after laser irradiation. It can be clearly seen that

after laser treatment, the Pt-Fe3O4 HD system undergoes a more rigorous reduction

as the white line intensity ratio undergoes a larger percent change of 63% compared

to the Au-Fe3O4 13% change in peak ratio, as well as having a higher percent dif-

ference from the initial HD white line intensity peak ratio than the carbon support

membrane. This behavior can partly be explained by the fact explanation for why

the Au-Fe3O4 HD wetting is semi-reversible where the Pt-Fe3O4 HD wetting is not,

fine-structure changes that would change the white-line intensity ratio. However, this

difference in the amount of reduction is likely simply due to higher laser power, and

thus higher temperature, required to induce morphological changes in the Pt-Fe3O4

HD system.

Table 1.1.
Tabulated values of the integral ratio of the Fe L3 and L2 edges of
the heterodimers before and after laser irradiation with included Fe
reference states.

Sample Initial Laser-Treated % Difference

Fe2O3 4.36 ± 0.44 - -

Fe Ref. 3.18 ± 0.13 - -

Pt-Fe3O4 on Si3N4 membrane 3.89 ± 0.33 2.03 ± 0.73 63.02 %

Au-Fe3O4 on Si3N4 membrane 3.29 ± 0.39 2.89 ± 0.23 13.03 %

1.5 Conclusions

In conclusion, we have probed the thermal behavior and stability of Pt-Fe3O4 HD

and Au-Fe3O4 HD nanoparticles utilizing the in situ capabilities of an ILH-TEM.

It was found that both Pt and Au nanoparticles undergo wetting onto Fe3O4, an

indication of strong metal support bonding. In situ BF-TEM and SAED analyses,
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ex situ HAADF-STEM imaging, and STEM-EELS spectroscopy were used to ana-

lyze the wetting/de-wetting process. Au-Fe3O4 HD nanoparticles undergo a partial

de-wetting procedure that can be used as a way to produce Janus particles, which

is not undergone by the Pt-Fe3O4 HD particles. Furthermore, reduction of Fe3O4

to Fe was detected when experiments were performed on both silicon nitride and

carbon support membranes, and the extent of reduction was more rigorous for Pt

heterodimer nanoparticles. The laser heating technique was shown to be a useful

and novel method to undergo such in situ heating experiments to underpin future

development of functional heterodimer nanoparticles.

1.6 Supporting Information

1.6.1 DRUV-Vis Characterization

Silicon nitride grids (Ted-Pella) and an amorphous carbon nanopowder (<50 nm

via TEM, >99%, Aldrich) were selected as suitable samples to model light absorption

behavior of the silicon nitride and amorphous carbon grids used for laser heating.

Before diffuse reflectance UV–Vis spectra (DRUV–Vis) spectra were collected, the

relevant samples were ground, pressed then sieved between 60 and 120 mesh for the

sake of sample scattering uniformity in data collection. Spectra (Figure 1.6) were

measured under ambient conditions with a UV–vis–NIR spectrophotometer (Agilent,

CARY 5000) with Poly(tetrafluoroethylene) (PTFE, 200 µm particle size, Aldrich)

as a solid reference and background. The scans were reported in Kubelica-Munk

units to be used as a pseudo absorbance for use in comparing the different spectra

quantitatively. At a light wavelength of 532 nm, the Kubelica-Munk absorbance units

for silicon nitride and amorphous carbon were 3.295 and 8.814 respectively, leading

to a carbon/silicon nitride absorbance ratio of 2.675.
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Figure 1.6. DRUV–Vis spectra of model samples silicon nitride and
amorphous carbon
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1Davidson School of Chemical Engineering, Purdue University, 2School of Materials

Engineering, Purdue University, 3Department of Materials Science and Engineering,
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2.1 Abstract

A series of cobalt-promoted Pt catalysts supported on multi-walled carbon nan-

otubes was synthesized, and their performance was evaluated for the water-gas shift

(WGS) reaction. Compared to the monometallic Pt catalyst, the WGS turnover rate

(TOR) at 300 ◦C was promoted by a factor of 10 at a Pt:Co molar ratio of 1:3. X-ray

absorption spectroscopy and XRD showed the presence of a Pt3Co alloy along with a

partially oxidized cobalt and a free cobalt metal phase after reduction pretreatment.

In order to determine the dominant active site over the Co-promoted catalysts, se-

lective leaching of partially oxidized Co (designated as CoOxHy) and Co metal was

performed with a 5 wt% acetic acid solution, while preserving the Pt-rich phases. The

WGS TOR at 300 ◦C for the Co-promoted catalysts after leaching was observed to

be even lower than that of the monometallic Pt catalyst. Thus, the alloy formation

was determined to be inconsequential towards promotion in the WGS TOR, while

the dominant active site was determined to be a PtCo alloy in intimate contact with
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the CoOxHy phase. Combined Density Functional Theory (DFT) calculations and

ab-initio thermodynamic phase diagrams point to a monolayer of CoOH being the

most stable Co phase on Pt (111) under WGS conditions. Calculations of OH binding

energies on Pt(111), Pt3Co(111), and at the interface between CoOH overlayers and

Pt(111) shows that trends in the WGS activity of these catalysts are linked to the

strength of OH binding, with the strongest OH binding found at the interface be-

tween CoOH and Pt, supporting the conclusion that a similar interface is the source

of enhanced WGS activity in the PtCo bimetallic system.

2.2 Introduction

Supported noble metal catalysts such as Pt and Au are of great interest for the

water-gas shift (WGS) reaction. These catalysts do not suffer from the disadvantages

of the commercial Cu-based catalysts such as pyrophoricity, high sensitivity to mois-

ture, and the requirement of a controlled reduction process [48]. The supported Pt

catalysts have been shown to experience an increase in WGS rates with addition of

various secondary metal promoters [49–53]. The exact role of secondary metals such

as Re, Mo, or Co has, however, been a topic of debate in the literature. It is still un-

clear if a secondary metal alters the electronic properties of the Pt by forming an alloy

or it helps by facilitating water activation during WGS [53]. Dietrich et al. [54, 55]

showed, with the use of a series of PtCo bimetallic catalysts with varying Pt:Co ratios,

that the rate of H2 production in the aqueous phase reforming of glycerol increases

with increasing amount of Co. It was also shown that the turnover rate of WGS over

a series of PtCo samples correlates with the reforming rate of glycerol. However, the

role of Co in promoting the WGS rate is still not well understood. A detailed study

of PtCo alloys supported on silica as catalysts for propane dehydrogenation has also

appeared in the literature [56]. It shows the formation of core/shell particles with the

intermetallic compound Pt3Co to be the dominant shell composition.

In this study, a series of PtCo bimetallic catalysts with increasing Co:Pt ratios

was studied for the WGS reaction. Co was found to promote the WGS rate by
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a factor of ten. Pt and Co were also observed to form an alloy after reduction,

with some Co remaining isolated. Selective leaching of the isolated (unalloyed) Co

from the catalysts was performed in such a way that much of the alloyed Co was

retained in the PtCo catalyst. This leaching procedure was found to reduce activity

up to a factor of 25.6. This dramatic decrease in rate was associated with removal

of the Co oxyhydroxide layer, and showed clearly that the metal/CoOxHy interface

is the source of highest activity in this bimetallic system, As supported by DFT

analysis. In order to further examine these catalysts, samples were characterized

with multiple techniques to permit detailed correlations between atomic structure and

WGS activity to be identified. X-ray absorption spectroscopy (XAS) and Extended

X-ray Absorption Fine Structure (EXAFS) studies were performed to elucidate the

structure of the PtCo alloys before and after leaching. Atomic resolution Scanning

Transmission Electron Microscopy (STEM) analyses were also performed to map the

distribution of Pt and Co within reference Pt3Co bimetallic nanoparticles. DFT

studies were performed to identify the most stable partially oxidized Co phase in

contact with Pt and to understand its promotional effect as compared to pure Pt and

the Pt3Co alloy.

2.3 Experimental Methods

2.3.1 Catalyst Synthesis

Monometallic Pt and PtCo bimetallic catalysts supported on multi-walled car-

bon nanotubes (MWCNT’s) were synthesized using a sequential incipient wetness

impregnation method. The MWCNT support was purchased from Cheap Tubes Inc.

The Pt weight loading was kept constant at ∼5 wt%, while the Co target loading

was varied from 1.6 wt% to 11.9 wt% i.e. a series of catalysts with varying target

Pt:Co molar ratio (1:1, 1:2, 1:3, 1:5 and 1:8) were prepared. Aqueous solution of

tetraammineplatinum(II) nitrate (Sigma Aldrich) was used as the Pt precursor. Af-

ter Pt impregnation, the samples were dried overnight at 60 ◦C in air. Cobalt was
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then added to each sample using an aqueous solution of cobalt nitrate hydrate (Alfa

Aesar), followed by overnight drying at 150 ◦C in air.

Selective leaching of isolated Co was performed with a 5% acetic acid solution

in a 10 mm × 6 mm × 200 mm (OD × ID × L) quartz tube plug flow reactor. A

similar reactor system was used by Dietrich et al. [54] for performing aqueous phase

reforming of glycerol, and a detailed description of it can be found in that reference.

Catalysts with Pt:Co ratios of 1:3, 1:5 and 1:8, as well as a monometallic Pt catalyst,

were subjected to this leaching process. Each of these as-prepared catalyst samples

was loaded into a quartz tube reactor in between two quartz wool plugs. The catalyst

was reduced at 450 ◦C (5 ◦C min-1) for 2 hours in 100 sccm 5% H2/Ar. Following

the reduction, the catalyst was cooled to 25 ◦C under Ar. It was then exposed to

an upward flow of the liquid 5% acetic acid solution. Liquid samples of the effluent

solution were collected at fixed time intervals and were analyzed qualitatively for

presence of Co with atomic absorption spectroscopy (AAS) using the Perkin Elmer

AAnalyst 300 instrument.

The Pt3Co/MWCNT catalyst was prepared by deposition of Pt3Co alloy nanopar-

ticles on to a MWCNT support. These spherical Pt3Co nanoparticles were prepared

by an organic solvothermal method, details of which can be found elsewhere [57]. Plat-

inum acetylacetonate was reduced via the use of 1,2-tetradecanediol in the presence of

1-adamantanecarboxylic acid and an excess of oleamine as a capping agent, thermal

decomposition of cobalt carbonyl was used to introduce Co. A desired amount of as

synthesized Pt3Co particles were kept in 10 mL of toluene. The MWCNT support

was added to the solution, and the mixture was sonicated in an ultrasound bath for

1 hour. The solvent was removed by heating the vial at 50 ◦C. The catalyst was then

further dried in static air inside an oven at 185 ◦C.

2.3.2 Measurements of Reaction Kinetics

The details of the differential plug flow reactor system used for WGS kinetic mea-

surements can be found in the published literature [58]. The catalyst was loaded in
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the plug flow reactor on top of a quartz wool plug. A K-type thermocouple protected

by an SS sheath was inserted in the catalyst bed. As a pretreatment, all the catalysts

were reduced in 25% H2/Ar at 450 ◦C. For the Pt3Co/MWCNT catalyst prepared

using the organic solvothermal method, ligands such as acetylacetone from the pre-

cursor Pt(acac)2 (platinum acetylacetonate) can be retained from the synthesis [57].

In order to burn off these ligands prior to the reduction pretreatment, this catalyst

was annealed in 50 sccm of air flow inside the reactor at 300 ◦C. Following the pre-

treatment, the catalysts were exposed to a standard WGS reaction mixture (7% CO,

8.5% CO2, 21.9% H2O, 37.4% H2 and balance Ar). The reaction temperatures were

adjusted such that CO conversion below 10% could be achieved in order to maintain

differential conditions. The catalysts were stabilized at these temperatures for 20

hours before the apparent reaction orders and the apparent activation energies were

measured. For the measurement of apparent reaction orders, one gas concentration

was varied at a time (4–21% CO, 5–25% CO2, 11–34% H2O, and 14–55% H2). The

apparent activation energies were measured by varying the temperature over a range

of 30 ◦C (around the test temperature), while keeping the gas concentrations fixed at

standard conditions. To maintain a useful comparison between catalysts at differing

reaction temperatures, the reaction rates were adjusted to 300 ◦C via this activation

energy measurement.

2.3.3 Catalyst Characterization

CO chemisorption was used to measure the moles of exposed metal on the catalyst

used for kinetic measurements. The CO uptake experiments were performed using a

Micromeritics ASAP 2020 instrument. Prior to CO adsorption, the aforementioned

reduction pretreatment at 450 ◦C was performed.

The Pt and Co contents were measured using inductively coupled plasma-atomic

emission spectroscopy (ICP-AES) at Galbraith Laboratories. X-ray diffraction (XRD)

was performed on the used catalysts using a Rigaku Smartlab X-ray Diffractometer.
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The scans were performed between 2θ = 30◦ and 2θ = 60◦, at the scan speed of

0.1◦/min with a step size of 0.05◦.

Ex situ X-ray absorption (XAS) experiments at the Pt LIII edge and the Co K edge

were carried out at the MRCAT 10 ID (insertion device) beam line at the Advance

Photon Source at Argonne National Laboratory. Due to the low-Z (atomic number)

MWCNTs, all the XAS experiments could be carried out in the transmission mode.

The XAS experiments were conducted in 1 in OD quartz tubes connected to Ultra-

Torr fittings with welded ball valves (for gas inlet/outlet and sealing) and Kapton

windows. The catalyst samples were pressed into a 6 well sample holder as self-

supporting wafers. The catalysts were pre-reduced in the holder at 450 ◦C in 5%

H2/Ar. Without exposing to air, the scans at Pt LIII edge and Co K edge were

collected at RT in Helium. The XAS data was analyzed using WINXAS 3.1 software.

The X-ray absorption near edge structure (XANES) data was energy-calibrated by

computing the first derivative of the first peak of the spectra for Pt and Co metal

foil standards and comparing them to the known edge position. The extended X-ray

absorption fine structure (EXAFS) data was fit using experimental standards and

references computed using the FEFF6 code. Phase shifts and amplitudes for Pt-Pt

and Co-Co scatters were obtained from the foil standards of the respective elements.

The phase and amplitude for the PtCo bimetallic alloys were obtained using FEFF6.

From the least square fits for the first shell, average coordination numbers, bond

distances and the Debye-Waller factors were obtained for all the tested catalysts.

Pt3Co on MWCNT samples were characterized in ‘Z-contrast’ high-angle annular

dark-field (HAADF) mode by using a probe aberration-corrected JEOL ARM200CF

STEM equipped with a cold field emission gun and an Oxford XMAX100TLE win-

dowless XEDS detector. The operation voltage of the microscope was 200 kV. The

probe spot size (higher spot sizes will increase electron probe current but reduce reso-

lution) was chosen as 5 to get a high signal to noise ratio for imaging and EDS analysis

while still maintaining atomic spatial resolution. The Z-contrast STEM mode was

chosen, because the atomic structure and the distribution of Co and Pt in a single
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Pt3Co particle can be readily visualized in this imaging mode. We also performed

STEM-EDS analysis, including line-scan and mapping to quantify chemical compo-

sition of Pt3Co particles and distribution of its comprising elements in the particles.

EDS spectrum collection, processing, and quantifications were done using the Oxford

AZtec software.

2.3.4 DFT Calculations

All calculations were performed with the Vienna Ab-initio Simulation Package

(VASP) using Projector Augmented Wave (PAW) method [59–61]. The General-

ized Gradient Approximation (GGA) method was employed with the Perdew-Burke-

Ernzerhorf (PBE) [62] functional for metals, while PBE+U [63] was employed for

the inverse oxide/hydroxide structures. Selected calculations with the van der Waals-

corrected opt-PBE+U [64] functional (U = 3.0 for Co [65]) showed identical trends

(see Table 2.8). All calculations containing Co in the system were spin polarized.

For Pt and Pt3Co, a slab thickness of 4 layers was used with the bottom two layers

constrained at bulk atomic distances. The structure of inverse Co oxide/hydroxide

films on Pt(111) has been developed in a previous publication from our group [65].

To briefly summarize, the stability of multiple Moire patterns of Co oxide and hy-

droxide films having thickness of 1 ML on Pt was evaluated. Each of these films was

oriented in a variety of registries on the Pt (111) substrate to minimize strain. For

a given oxidation state and stoichiometry of Co film, the structure with lowest for-

mation energy was then used to generate the ab-initio phase diagram, and the most

stable Co film structure and oxidation state on Pt(111), under WGS conditions, was

identified. A three-phase boundary interface was created by eliminating part of the

film to construct a semi-infinite ribbon, such that distance between ribbons and their

periodic images was maintained at ∼10 Å to minimize image interactions. Adopting

a semi-infinite structure for the inverse catalyst (oxide supported on the metal rather

than the traditional metal on the oxide) permits minimization of finite size effects

usually associated with models of small clusters of inverse catalysts. Multiple cuts
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of the film were tested to identify the lowest energy ribbon structure. The structure

thus generated had undercoordinated, partially oxidized Co atoms at the interface,

which were subsequently analyzed for adsorption energy calculations.

The binding energy of OH (BEOH) was calculated as follows,

BEOH∗ = EOH∗ − Eclean − [EH2O(g) −
1

2
EH2(g)] (2.1)

where Ei is the DFT calculated energy of the system i and ∗ denotes adsorption.

2.4 Results

2.4.1 Measurement of Reaction Kinetics

Figure 2.1 shows the WGS turnover rate (TOR, rate normalized by the moles of

CO measured by chemisorption) plotted against the Co:Pt molar ratio. The values

on the x-axis are computed from the Pt and Co contents measured using ICP-AES

(Table 2.5). For simplicity, the samples are henceforth referred to by their targeted

Pt:Co molar ratios. For the series of as-prepared samples: the TOR increased from

4.6 × 10-2 mol H2 (mol CO ads.)-1 s-1 for the monometallic Pt sample to 46 × 10-2

mol H2 (mol CO ads.)-1 s-1 for the PtCo 1:3 sample, an order of magnitude. For the

PtCo 1:5 and 1:8 catalyst, there was a decrease in the TOR compared to the PtCo

1:3. The 1:3, 1:5, and 1:8 leached catalysts have TORs of 2.1 × 10-2 , 1.8× 10-2 and

1.7× 10-2 mol H2 (mol CO ads.)-1 s-1, respectively. These were 18 to 22 times lower

than for the as-prepared counterparts. The Pt3Co/MWCNT catalyst had TOR of

1.8× 10-2 mol H2 (mol CO ads.)-1 s-1, which was similar to the leached PtCo catalysts

prepared by sequential impregnation of Pt and Co.

Table 2.1 shows detailed kinetic parameters for all of the PtCo catalysts tested.

The PtCo 1:3, 1:5, and 1:8 catalysts were tested at the same temperature (250 ◦C),

and hence, the kinetic parameters can be directly compared. The apparent reaction

orders and the apparent activation energies (∼136 kJ mol-1) were similar for these

catalysts, within error. For the acetic acid leached counterparts of the 1:3, 1:5 and

1:8 catalysts, the kinetic parameters were also similar when these leached catalysts
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Figure 2.1. WGS TOR at 300 ◦C vs. Co:Pt molar ratio for the
as prepared, leached and the Pt3Co/MWCNT catalysts. Reaction
conditions, 7% CO, 8.5% CO2, 21.9% H2O, 37.4% H2 and balance
Ar.

were tested at 310 ◦C. The Pt3Co/MWCNT catalyst that was tested at the 330 ◦C

also exhibited similar reaction orders and apparent activation energy as the leached

catalysts. A comparison of the kinetic parameters of the as-prepared monometallic

Pt/MWCNT and the Pt/MWCNT that had undergone the same acetic acid leaching

treatment as the PtCo bimetallic catalysts was also made. The WGS TOR at 300

◦C and the kinetic parameters (measured at 290 and 300 ◦C) were similar for these

catalysts within experimental errors, although the amount of chemisorbed CO for the
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Table 2.1.
Comparison of WGS TOR, Eapp, and reaction orders for the as pre-
pared and the acetic acid treated Pt/MWCNT monometallic cata-
lysts.

Catalyst WGS TOR at

300 ◦Ca (10-2 mol H2

(mol CO ads)-1 s-1)

Eapp

(kJ mol-1)

(±3)

H2O

(±0.04)

CO

(±0.04)

CO2

(±0.04)

H2

(±0.04)

Pt/MWCNT 4.6 86 0.83 0.10 -0.08 -0.38

Pt/MWCNT Leachedb 4.2 90 0.77 0.08 -0.06 -0.34

PtCo 1:1/MWCNT 9.0 96 0.90 -0.01 -0.11 -0.47

PtCo 1:2/MWCNT 22 114 1.10 -0.03 -0.07 -0.52

PtCo 1:3/MWCNT 46 137 1.10 -0.26 -0.01 -0.57

PtCo 1:5/MWCNT 39 142 1.10 -0.17 -0.01 -0.47

PtCo 1:8/MWCNT 30 136 0.90 -0.20 -0.01 -0.49

PtCo 1:3/MWCNT Leachedb 2.1 118 1.00 -0.10 -0.05 -0.58

PtCo 1:5/MWCNT Leachedb 1.8 116 1.00 -0.02 -0.02 -0.58

PtCo 1:8/MWCNT Leachedb 1.7 118 0.75 0.00 -0.05 -0.59

Pt3Co/MWCNT 1.8 113 0.87 -0.03 -0.04 -0.54

aReaction conditions, 7% CO, 8.5% CO2, 21.9% H2O, 37.4% H2 and balance Ar.

bCatalysts subjected to acetic acid leaching at 25 oC.

as-prepared catalyst was as much as ∼2.3 times higher than some of the catalysts

treated with acetic acid solution (Table 2.6).

2.4.2 Catalyst Characterization

The selective leaching of cobalt was based on the previous reports of reaction of

supported cobalt with acetic acid [66]. Dietrich et al. [54,55] also reported that during

the aqueous phase reforming of glycerol over PtCo bimetallic catalysts, the presence

of cobalt in the reactor effluent was detected and attributed to the leaching caused
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by organic acids. Co and CoO possibly undergo the following reactions with acetic

acid to form cobalt acetate and hydrogen/water.

Co+ 2CH3COOH → Co(CH3COO)2 +H2 (2.2)

CoO + 2CH3COOH → Co(CH3COO)2 +H2O (2.3)

The evolution of hydrogen during the leaching process was confirmed with gas

chromatography and was visually observed as rapid evolution of bubbles during in-

troduction of the solution to the reduced catalyst in the quartz reactor.

Figure 2.2 shows the XRD patterns for the Pt, Pt-Co as-prepared, and Pt-Co

leached catalysts, all obtained post WGS reaction, and corrected for the MWCNT

backgound. The peaks at 39.8◦ and 46.4◦ are present for all the catalysts and is

assigned to a Pt or Pt3Co phase, as these phases have similar X-ray diffraction pat-

terns [56]. The full PtCo phase diagram is available in ref. [67]. The as-prepared

Pt-Co 1:3, 1:5, and 1:8 catalysts have a peak at 44.4◦, which is assigned to a metallic

cobalt phase (PDF 00-001-1259). This same peak is absent from the patterns for

the samples that were subjected to the acetic acid leaching process. The leached

samples show a broad peak at 43◦, which, using the ICDD database, is assigned to

PtCo4 (PDF 01-071-7412). This phase can also be evidenced by the presence of the

shoulders at ∼41◦ and ∼47.3◦.

Ex situ XAS experiments at Pt LIII and Co K edge were performed to analyze

the catalysts for the effect of the reduction pretreatment at 450 ◦C. The Co K edge

XANES spectra for these catalysts are shown in Figure 2.3, along with reference

spectra of Co foil and CoO powder. The XANES spectra qualitatively show that the

Co is predominantly reduced. Quantification of the degree of reduction was made

using the linear combination XANES tool available in the WINXAS 3.1 software to

estimate the fraction of Co that stays oxidized after the 450 ◦C reduction pretreatment

(Table 2.2). The as-prepared PtCo 1:1, 1:2, 1:3, 1:5, and 1:8 catalysts have about

9%, 11%, 13%, 14% and 20% cobalt in the oxidized state, respectively. This result

is in agreement with the observation made by Dietrich et al. [54] on similar catalytic
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Figure 2.2. XRD patterns for Pt, PtCo as prepared and PtCo leached
catalysts supported on MWCNT.
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systems. For the catalysts subjected to the acetic acid leaching process, the amount

of oxidized cobalt was below the detection limit for XANES fitting.

Figure 2.3. Co K edge XANES spectra at RT after 450 ◦C reduction
for (a) as prepared and (b) leached PtCo catalysts.
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Table 2.2.
Results of linear combination XANES fits of the Co K edge for the
as-prepared leached PtCo/MWCNT catalysts. Co foil was used as a
standard for metallic Co, while CoO powder was used as reference for
Co2+.

Catalyst % Co0 % Co2+

PtCo 1:1 MWCNT 91 9

PtCo 1:2 MWCNT 89 11

PtCo 1:3 MWCNT 87 13

PtCo 1:5 MWCNT 86 14

PtCo 1:8 MWCNT 80 20

Leached PtCo 1:3 MWCNT 100 0

Leached PtCo 1:5 MWCNT 100 0

Leached PtCo 1:8 MWCNT 100 0
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Figure 2.4 shows the Pt LIII edge EXAFS spectra for the as-prepared and leached

PtCo/MWCNT catalysts. For the as-prepared catalysts, the spectra exhibit differ-

ences from the metallic Pt foil in terms of the peak shapes and the peak positions.

These changes are due to the presence of a second scatter apart from Pt-Pt, i.e. Pt-

Co [54, 55]. The Pt-Pt and the Pt-Co contributions were fitted at bond distances of

2.7 and 2.6 Å respectively. The average coordination numbers (CN) determined from

the EXAFS fit parameters are listed in Table 2.3. The Pt-Pt CN does not change

significantly with increasing Co:Pt ratio and remains between 5 and 6. Similarly, the

Pt-Co CN stays between 2 and 3.5 for the as-prepared catalysts with various Co:Pt

molar ratios. For the catalysts subjected to the acetic acid leaching process, the fea-

tures assigned to Pt-Pt and Pt-Co at distances of 2.7 and 2.6 Å are still retained.

Leaching also leads to an increase in the Pt-Pt CN to around 6.6. The Pt-Co CN

decreases in comparison to the as-prepared counterparts (3.5 to 2.5 for 1:3, 2.9 to

1.4 for 1:5 and 2.5 to 1.7 for 1:8 catalysts). Nonetheless, some Pt-Co bonds are still

retained after the leaching process, suggesting that the leached catalyst has bimetallic

particles, albeit with lower Pt-Co CN compared to the as-prepared catalysts. The

Pt3Co/MWCNT catalyst also exhibits the features in the EXAFS spectrum that are

similar to the catalysts prepared using the sequential impregnation method. The Pt-

Pt and Pt-Co CNs for this catalyst were 6.2 and 3.4, respectively, which are similar

to those of the leached samples.

The Co K-edge EXAFS fitting results are shown in Table 2.9. The Co-Co CN

increases as the Pt:Co ratio increases and finally reaches 11.8 for the PtCo(1:8) cata-

lyst and then decreases significantly to 1.3-2.6 after the acetic acid leaching process.

On the contrary, the Co-Pt CN increases after the leaching process. The features

assigned to Co-Co and Co-Pt at distances of 2.5 and 2.6 Å are still retained. The

existence of Co-Pt bonds after the leaching process are consistent with the EXAFS

results from Pt EXAFS results.

Figure 2.5 shows the STEM and X-ray EDS mapping results for a WGS used

Pt3Co/MWCNT catalyst. The zone axis was found via CrysTbox to be the [1̄10] zone
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Figure 2.4. Pt LIII edge EXAFS spectra collected at RT after 450
◦C reduction of PtCo/MWCNT catalysts (a) as prepared (b) leached
and Pt3Co/MWCNT.
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Table 2.3.
Pt LIII edge EXAFS data fit parameters for the PtCo/MWCNT catalysts.

Catalyst
Pt-Pt Pt-Co Total

CN

Pt-Co CN

CN R

(Å)

∆σ2

(Å2)

E0

(eV)

CN R

(Å)

∆σ2

(Å2)

E0

(eV)

Pt-Pt CN

PtCo 1:1 5.9 2.71 0.002 -2.6 2.1 2.58 0.002 2.9 8 0.36

PtCo 1:2 6.0 2.72 0.002 -2.7 2.8 2.59 0.002 4.3 8.8 0.47

PtCo 1:3 5.0 2.71 0.002 -3.4 3.5 2.58 0.002 3.6 8.5 0.70

PtCo 1:5 5.9 2.71 0.002 -5.4 2.9 2.58 0.002 4.9 8.8 0.49

PtCo 1:8 5.9 2.71 0.002 -5.2 2.6 2.58 0.002 4.6 8.5 0.44

PtCo 1:3 Leached 6.7 2.74 0.002 0.0 2.5 2.61 0.002 3.4 9.2 0.37

PtCo 1:5 Leached 6.6 2.74 0.002 -1.0 1.4 2.61 0.002 0.7 8.0 0.21

PtCo 1:8 Leached 6.6 2.73 0.002 -2.3 1.7 2.60 0.002 2.9 8.3 0.26

Pt3Co 6.2 2.73 0.002 -3.1 3.4 2.59 0.002 3.0 9.6 0.55
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axis of Pt3Co [68,69]. No separate Pt or Co phases were observed, demonstrating the

value of this sample as a reference Pt3Co alloy sample, with no Cobalt oxide phases.

More detailed Z-contrast STEM results are shown in Figures 2.9 and 2.10. Both Pt

and Co exist in the shell and core of the nanoparticle, which is also confirmed by the

line-scan shown in Figure 2.11. X-Ray EDS analysis showed an atomic percentage

of 67.6 ± 13.6% of Pt and 32.4 ± 13.6% of Co, resulting in a Pt to Co ratio about

2.1:1, within error of a 3:1 alloy. EDS mapping showed a random distribution of Pt

and Co atoms within the nanoparticle. STEM results confirmed that after reaction,

the Pt3Co nanoparticles are random alloys.

Figure 2.5. HAADF-STEM image and X-ray EDS mapping of the
Pt3Co/MWCNT catalyst after reaction. In the composite EDS map,
Pt is shown in Red and Co is shown in green.
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2.4.3 DFT Results

Figure 2.6 shows the calculated ab-initio phase diagram of various bulk Co and

Co oxide films on Pt (111), with H2O and H2 chemical potentials corresponding

to the indicated water-gas shift conditions. Figure 2.6a shows the phase diagram

of bulk phases of Co at or near WGS conditions. Both metallic Co and CoO are

similar in energy under these conditions and both of them could exist as metastable

phases. At the contact region with Pt, however, Co can exist as a partially oxidized

phase, modelled using inverse Co oxy/hydroxide films on Pt(111). Figure 2.6b shows

the phase diagram of Co oxy/hydroxide films on Pt. Interestingly, CoOH, which is

unstable in the bulk phase, is the most stable phase when in contact with Pt(111).

The most stable CoOH film corresponded to a (
√

7x
√

7)CoOH on (3x3)Pt(111) [65].

Details of this structure are provided in ref. [65] and in Figure 2.12. The stabilization

of CoOH on Pt can be straightforwardly attributed to strong binding of the CoOH

film with Pt(111).

Figure 2.6. Phase diagram of (left) bulk Co oxides (right) 1 ML of
Co oxide films on Pt. WGS conditions are highlighted with + symbol
(1) T = 227 ◦C (2) T = 327 ◦C. Inset in (right) shows the structure
of most stable phase on Pt under WGS conditions. Green – CoOH.
Grey-Pt, Pink-Co, White-H, Red – O
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After identifying the most stable CoOH phase on Pt, a CoOH/Pt interface was

generated by creating a semi-infinite ribbon from the film, wherein multiple cuts of

the film were tested to identify the most energetically favorable ribbon structure,

shown in Figure 2.7. This structure represents a thermodynamically stable model of

the interface between Pt and CoOH.

Figure 2.7. Semi-infinite CoOH ribbon on Pt. Grey - Pt, Pink - Co,
White - H, Red - O of CoOH. The under-coordinated Co atoms at
the interface are numbered. Adsorption energies of OH at these sites
are provided in Table 2.8.

A number of prior studies have suggested that water dissociation is a kinetically

significant step for WGS [70,71]. The energetics of this step, therefore, can be used as

a plausible descriptor of activity. We investigated OH binding strengths for different

catalysts (Pt, Pt3Co alloy and CoOH/Pt interface) to understand the contribution

of Co towards aiding water dissociation. BEOH* values at the under-coordinated

interfacial sites of CoOH/Pt vary from 0.03 – 0.52 eV (where less positive values

correspond to stronger binding – see Table 2.8, PBE+U), while the corresponding

value on Pt3Co is 0.47 eV (Table 2.9). Compared to pure Pt(111) (BEOH* of 0.87

eV), OH is more strongly stabilized at the CoOH/Pt interface than on the Pt3Co
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Figure 2.8. Stabilization effect of different systems of adsorbates: –
Grey - Pt, Pink - Co, White - H, Red - O of CoOH, Blue - O; (a) OH
on Pt (b) OH on Pt3Co alloy (c) OH at CoOH/Pt interface (d) co-
adsorbed OH and H2O at CoOH/Pt interface (e) dissociation energy
of H2O for the different systems showing more favorable dissociation
thermodynamics for CoOH/Pt system.

alloy surface. The stabilization of OH at the CoOH/Pt interface results not only

from the under-coordination of partially oxidized Co sites at the interface but also

from hydrogen bonding. In fact, coadsorbing H2O at the interface results in further

stabilization of OH due to hydrogen bonding with coadsorbed water, in which case

the BEOH becomes -0.28 eV. The relevant adsorption geometries are given in Figures

2.8 and 2.13. The BEOH* therefore varies as CoOH/Pt < Pt3Co < Pt. The stronger

binding of OH, in turn, suggests that water will be more readily dissociated. In fact,

interfaces between Pt and supported metal oxides in inverse catalysts have been shown

to have considerably lower water dissociation barriers than pure Pt [72]. To verify

this hypothesis, we compared the reaction energies for H2O dissociating to H and OH

on Pt, Pt3Co and CoOH/Pt. Figure 2.8 shows that H2O dissociation energies on Pt

and Pt3Co are similar, with Pt3Co having only slightly more favorable dissociation.

CoOH/Pt, on the other hand, has significantly more favorable dissociation by 0.36
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eV compared to Pt. Coadsorbing OH and H2O at the CoOH/Pt interface (Figure

2.8d), in turn, provides additional stabilization due to hydrogen bonding, while H2O

dissociation becomes exothermic and is 0.75 eV more favorable than on Pt. Note that

water coadsorption also stabilizes reactant H2O (Figure 2.13e) but not to the same

extent as product OH. With water dissociation considered to be important for WGS,

the trends in OH binding acts as a suitable descriptor These results indicate that the

promotion in WGS activity for PtCo catalysts is linked to increased stabilization of

OH and consequent facile H2O dissociation at the interface of CoOH and Pt.

2.5 Discussion

The PtCo/MWCNT catalysts synthesized with a similar method have been used

for the aqueous phase reforming of glycerol [54]. It was suggested by Dietrich et

al. [54] that some amount of Co from the catalysts was leached out into the product

stream. The leaching was attributed to the presence of organic acids formed as a

side product of reforming. Based on their observations, the leaching method in the

present work was devised.

As shown in Figure 2.1, the WGS TOR increased by a factor of 10 with addition

of Co, up to Co:Pt of 1:3. The promotion in the WGS rate led to the need for lower

test temperatures with increasing amounts of Co, in order to limit the CO conversions

below 10%. The 1:3, 1:5, and 1:8 catalysts exhibit similar kinetic parameters com-

pared at the same test temperature of 250 ◦C. The apparent activation energies and

reaction orders of all the catalysts containing Co, although unable to be directly com-

pared because they were measured in different temperature regions, are significantly

different from those of the monometallic Pt.

As seen in Table 2.1, the apparent activation energies were found to increase with

increasing Co content, from monometallic Pt (86 kJ mol-1), PtCo 1:1 (96 kJ mol-1),

PtCo 1:2 (114 kJ mol-1), to the fully promoted PtCo 1:3 sample (137 kJ mol-1). An

increase in the apparent reaction order for water with increasing Co addition also

occurs in this range. This suggests that as the Co amount is increased, an active site
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for WGS which is chemically different from monometallic Pt is formed. A further

decrease in the Pt:Co ratio after 1:3 does not lead to any noticeable changes in the

apparent kinetic parameters, alluding to the statistical dominance of this new type

of active site over the monometallic Pt sites, and also a sensitivity of the optimum

site population to the amount of Co.

After the leaching process, all the bimetallic catalysts have similar kinetic pa-

rameters at 310 ◦C, and these are, in turn, similar to those of the Pt3Co/MWCNT

catalyst, which has all of the cobalt in the alloyed form [57]. Furthermore, the ki-

netic parameters for the leached catalysts and the Pt3Co/MWCNT catalyst are sig-

nificantly different compared to those of the monometallic Pt. For example, these

catalysts exhibit higher apparent activation energies (∼116 kJ mol-1) compared to

the monometallic Pt (86 kJ mol-1) and the turnover frequencies are lower. This result

implies that even though the WGS TOR over the leached catalysts is closer to the

monometallic Pt than to the as-prepared bimetallic catalysts, the chemical nature of

the active sites is discernably different compared to those of the monometallic Pt.

This modification to Pt particles is likely to have been caused by the presence of Co

in the particles, as will be discussed later.

The leaching process also caused a decrease in the number of exposed metal sites

measured by CO chemisorption as indicated in Table 2.6. This is also explained with

the presence of a PtCo4 phase seen in the post leaching XRD (Figure 2.2), as the

Co rich phase will lead to less CO chemisorption than a pure Pt phase. A further

explanation of Pt and Co chemisorption is given below.

It should be noted that Co is active for CO chemisorption, which could interfere

with quantification of active sites via this method [73]. However, with an increase

in Co content from PtCo 1:1 to PtCo 1:8 the surface area increased from 51 µmol

g-1 to 71 µmol g-1, which would lower the calculated TOR only by a factor of ∼1.4.

Since the TOR is seen to actually increase with Co content from PtCo of 1:1 to PtCo

1:3 by a factor of ∼5.1, the effect of CO chemisorption on Co does not dramatically

affect the result of Co-promotion, and the CO chemisorption on Co was found to be
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minor compared to chemisorption on Pt. Comparison of Table 2.1 with Table 2.6,

suggests, however, that CO chemisorption on Co could be the cause of TOR drop-off

with increasing Co content relative to the CoPt 1:3 sample.

There was no significant change in the apparent kinetic parameters when the

monometallic Pt was subjected to the leaching process. This experiment was per-

formed to verify that the acetic acid treatment does not chemically alter the monometal-

lic Pt active sites. However, sintering of Pt particles was observed for the monometal-

lic catalyst, which is marked by a significantly lower CO chemisorption value (Table

2.6). The lower CO chemisorption also has a contribution that can be attributed to

the decrease in Pt loading from 4.5% wt. to 3.8% wt, but the loss of Pt alone cannot

account for total decrease in CO chemisorption, leading to the conclusion that the

effect of the leaching treatment causes a loss of Pt that shifts the Pt particle size

distribution toward larger particles.

Based on the XRD data (Figure 2.2), it is clear that with addition of Co, there is

an isolated phase of metallic cobalt that is created on these catalysts. There was no

observable peak for cobalt oxide. The absence of a cobalt oxide peak, in light of the

XANES evidence for a cobalt oxide phase, indicates that CoOxHy clusters are small

or that the oxide phase is a thin layer on larger metallic Co or PtCo alloy particles

on the support. Such phases would not have sufficient long-range order to result in

discernible XRD peaks. We note that in keeping with the Co XANES data, which

indicate oxidized Co, and the DFT results that show the importance of a CoOH

surface phase, we use CoOxHy to describe the oxidized Co phase. For the leached

catalysts, the absence of the Co peak suggests that the metallic Co was leached to a

level below detection limit of the XRD. A new XRD peak at ∼43o demonstrates the

appearance of a high Co PtCo alloy (PtCo4). As can be seen in Table 2.5, the acetic

acid treatment leaches Co, but will also leach Pt as well. These data suggest that

redispersion from leached Pt and Co leads to the presence of Co rich alloys, as seen in

the post-leaching XRD patterns. The presence of PtCo alloys is also confirmed with

the EXAFS results as discussed further below.
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Although the XRD could not identify a Co oxide phase, the Co K-edge linear

combination XANES data indicated that there was an increasing fraction of oxidized

cobalt as the Pt:Co molar ratio was decreased (Table 2.2). The absence of the CoOxHy

phase in either XANES or XRD for the leached samples suggests that all of the

residual Co is in the metallic state (likely due to alloying). The dramatic loss of TOR

(∼20x) after leaching, even with the presence of residual metallic Co, demonstrates

that metallic Pt and Co interfaces or alloy formation do not play a significant role in

catalytic activity. Thus, these data suggest that the 10x increase in activity from Co

addition is due to the presence of a CoOxHy phase, and not a metallic Co phase.

Based on the Pt LIII edge EXAFS data (Table 2.3), it was observed that the Pt-Pt

and Pt-Co coordination numbers are relatively independent of the Co:Pt molar ratio

for the as-prepared catalysts. It is known from the literature [56], that PtCo alloys

form core-shell particles, which makes exact quantification of the relevant PtCo alloy

phases involved difficult. However, relatively constant coordination numbers imply

that a single PtCo alloy composition was formed at all the Co weight loadings. Fur-

thermore, the Pt EXAFS data match best with the spectra assigned to the presence

of a Pt3Co alloy in ref. [56]. The relatively weak interaction of Co with the carbon

support relative to that for the SiO2 support and sequential impregnation here as

compared to co-impregnation in [56] appear to promote formation of an isolated Co

phase not seen in [56]. This scavenging of Co can thus account for the formation

of only Pt-rich alloys. From the Pt edge EXAFS data, leached catalysts still have

some the alloy structure of Pt3Co preserved, although there is a decrease in the Pt-Co

coordination numbers as compared to the as prepared counterparts. The XRD data,

however, show the presence of a PtCo4 phase formed from Pt and Co released during

the leaching process. In short, the combination of the XRD, Co K edge XANES and

the Pt LIII edge EXAFS data, shows that the majority of the isolated cobalt phase

and the CoOxHy phases are selectively leached out during the acetic acid leaching,

with some of the Co preserved in PtCo alloys. Thus, the leaching has enabled us

to selectively remove one type of possible active site, i.e. the interface between the
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PtCo alloy and the Co/CoOxHy (partially oxidized cobalt) phase. The Co K-edge

EXAFS results are also consistent with this claim (Table 2.7). As the Pt:Co ratio

decreases, more Co exists in isolated Co or CoOxHy phases. The increase of Co-Co

CN with the decrease in the Pt:Co ratio implies an increase in the amount of the Co

or CoOxHy patches. After the leaching process, essentially all of the isolated Co or

CoOxHy species are leached out. This is illustrated by the significant decrease in the

Co-Co CN. The preservation of Co-Pt bonds suggests that Pt-Co bimetallic struc-

tures remained after the leaching process, consistent with Pt EXAFS results. There

is an increase in the average Co-Pt CN after the leaching process, implying that the

remaining Co exists in alloy form with Pt after leaching. We note that the increase

in Co-Pt scattering in the Co EXAFS is consistent with the formation of the PtCo4

phase. This phase in not seen in the Pt EXAFS because it is overwhelmed by the

dominant Pt rich phase, but it may contribute to the fraction of ∼2 decrease in TOR

for leached PtCo catalysts versus pure Pt catalysts. Based on both XANES and EX-

AFS results, PtCo alloy, isolated Co (metallic cobalt that is not alloyed with Pt) and

CoOxHy phases exist before leaching. After leaching, mainly PtCo alloy structures

are preserved.

Unlike the systematic change in WGS TOR and the kinetic parameters with de-

creasing Pt:Co ratio from monometallic Pt to the 1:3 for the as prepared catalyst,

the structure of the Pt-Co alloy particles was independent of the Pt:Co molar ratio.

This indirectly implies that even though the alloy of the same structure was formed

at the lowest Co loading (1:1), the WGS TOR was not fully promoted until the ratio

decreased to 1:3. However, there is a small but noticeable increase in the CoOxHy

fraction estimated with linear combination XANES, with an increase in the Co:Pt

ratio from 1 to 8. Thus, the kinetics, XRD and XANES results indicate that the

presence of CoOxHy phases are required for promotion in the WGS reaction rate.

Previous studies [52] on other bimetallic catalysts such as Pt-Re have made similar

claims about the alloy formation being just a consequence of having reduced metals

in close proximity. In that system, and we conclude for the PtCo system as well,
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the partially oxidized secondary metal phases promote the rate by providing sites for

activation of water.

The Pt3Co/MWCNT catalyst has provided further evidence for our claims that

leaching removes isolated Co and CoOxHy phases from the bimetallic catalysts to an

extent where the WGS TOR is not promoted. The Pt3Co nanoparticles synthesized

by a reported organic solvothermal method have been shown to be homogeneous in

composition [74]. One might argue that the catalysts synthesized using the sequen-

tial impregnation of Pt and Co would be inhomogeneous in structure [54], wherein

monometallic Pt could coexist with the alloy particles. However, for the acetic acid

leached catalysts, the similarity of WGS TOR and apparent kinetic parameters at

between 310 ◦C and 330 ◦C to that of the homogeneous Pt3Co alloy particles sup-

ported on MWCNT suggests that PtCo alloy particles must be statistically dominant

in these catalysts after leaching. Furthermore, the Pt edge EXAFS data also shows

that Pt is alloyed, confirming the retention of alloy after leaching. Thus, by bench-

marking the kinetics and the EXAFS data for the leached catalysts against that for

the Pt3Co/MWCNT catalyst, it can be proposed that the formation of PtCo alloys

is inconsequential towards Co promotion for the WGS TOR.

In order to rule out the dominance of one type of active site over the other for

a given reaction on a given catalyst, it is desirable that the sites of one particular

type are selectively removed and a significant effect is observed over the reaction rate.

In the present case, the two candidates for the cause of promotion in the WGS rate

were the Pt-Co alloy and the interface between the Pt/PtCo and the Co/CoOxHy

phases. When the Co/CoOxHy phases were selectively removed, the WGS TOR

decreased by ∼20 times compared to a fully promoted PtCo/MWCNT as prepared

bimetallic catalyst. This confirms, in agreement with the discussion above, that alloy

formation, which results from the juxtaposition of reduced Pt and reduced Co, is a

mere coincidence.

DFT calculations, in conjunction with ab-initio thermodynamic phase diagram

analyses, show metallic Co and CoO phases to be similar in energy at or near WGS
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reaction conditions. This indicates that these phases may exist as metastable phases

and the oxidation of Co or the reduction of CoOxHy will be dictated by kinetic

limitations. On the other hand, Co partially oxidized to CoOH becomes stable at

the contact interface with Pt under the same conditions. The OH binding energies

on Pt(111), Pt3Co(111) and at the CoOH/Pt interface show that OH is stabilized at

the interface of CoOH and Pt. The extent of stabilization is unique to the interfacial

structure and is caused by under-coordination of partially oxidized Co and hydrogen

bonding and although a pure Pt3Co alloy surface is not expected, it provides the

same degree of stabilization. Nevertheless, the Pt3Co alloy does adsorb the OH

intermediate more strongly than monometallic Pt and could, therefore, be useful to

give a qualitative picture of the effect of the secondary metal on reactivity trends.

Trends in OH binding energies across a series of Pt3M alloys, for example, would be

expected to track corresponding trends at MOH/Pt(111) interfaces. The trend in H2O

dissociation energy agrees well with the experimental trend of observed promotion in

WGS activity in these systems. Thus, we conclude that PtCo catalysts promote

the WGS rate by allowing more facile H2O dissociation at the interface between Pt

and partially oxidized Co and designate the role of the pure Co metallic phase as

secondary, further supported by the DFT result that a metallic Co overlayer on Pt is

not stable at our reaction conditions (Figure 2.6).

The present study highlights the importance and indispensability of the sites

formed by the partially oxidized secondary metal promoter towards understanding

the WGS mechanism. As suggested by Azzam et al. [53] for Re promotion of Pt

for WGS, the partially oxidized secondary metal (ReOx) could directly take part in

the reaction by activating water and the direct interaction of Pt and Re may be

insignificant. The presence of an Au/MgO interface has also been shown by the-

ory and experiment to promote WGS rate by promoting water dissociation [75, 76].

The results in the present study suggest that a similar conclusion can be drawn for

Co-promoted Pt catalysts. Thus, using a combination of experimental and theoreti-

cal tools highlights the need to accommodate interfacial secondary metal oxide sites,
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in addition to the electronic effects induced due to alloy formation, into theoretical

design frameworks for better description of reactivity of such systems.

2.6 Conclusions

A series of PtCo bimetallic catalysts, as confirmed by XAS, was studied for the

WGS reaction. Cobalt has been shown to promote the WGS TOR over Pt supported

on MWCNT at 300 ◦C by an order of magnitude at a Co:Pt ratio of 1:3, measured

under 7% CO, 8.5% CO2, 21.9% H2O, 37.4% H2 and balance Ar. A fraction of Co was

shown to be in a Co/CoOxHy phase (metallic Co and CoOxHy). This Co/CoOxHy

phase was selectively removed by leaching with 5% acetic acid, while the Pt-Co alloy

was preserved. The leaching process led to a decrease in the WGS TOR at 300 ◦C by

20 times as compared to the unleached catalysts. The WGS activation energies and

reaction orders for the leached catalysts were similar to those for the Pt3Co/MWCNT

catalyst containing only homogeneous PtCo alloys, but the TORs were ∼2 times

lower than that for the monometallic Pt sample. Analysis of the kinetic data along

with the spectroscopic characterization results show that the presence of the CoOxHy

phase is essential for promoting the WGS rate with Co. DFT calculations show that

water dissociation is more favorable at the interface between CoOH and Pt than for

monometallic Pt. Furthermore, CoOH on Pt was identified to be a stable phase

under WGS conditions. Thus, the DFT results strongly support the conclusion that

the interface of CoOxHy with Pt is the source of promotion and that the role of such

sites is to accelerate the dissociation of water.

2.7 Supporting Information

2.7.1 DFT Methods

The kinetic energy cutoff was fixed at 400 eV and a gamma point scheme was

used to sample the Brillouin zone. The electronic convergence was set at 10-5 eV

while ionic steps were converged to a force cutoff of 0.02 eV/Å. A Methfessel-Paxton
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smearing of order one was used, with the smearing width specified using a sigma

of 0.2. A Hubbard U correction was used to correct for self-interaction errors [77].

Inverse catalyst calculations were checked with the Van der Waals corrected opt-

PBE functional to account for the weak binding sometimes found in thin films of

hydroxides [78]. Structures of atoms and interfaces were constructed using the VESTA

3D visualization program [79].

Table 2.4.
WGS Kinetic data over the series of PtCo/MWCNT catalysts

Catalyst Test Temp.

(◦C)

WGS Ratea (10-2 mol

H2 (total mol Pt)-1 s-1)

Eapp (kJ

mol-1) (±3)

H2O

(±0.04)

CO

(±0.04)

CO2

(±0.04)

H2

(±0.04)

Pt 290 0.96 86 0.83 0.10 -0.05 -0.38

PtCo 1:1 275 1.9 96 0.90 -0.01 -0.11 -0.47

PtCo 1:2 260 4.4 114 1.10 -0.03 -0.07 -0.52

PtCo 1:3 250 9.3 137 1.10 -0.26 -0.01 -0.57

PtCo 1:5 250 9.4 142 1.10 -0.17 -0.01 -0.47

PtCo 1:8 250 8.4 136 0.90 -0.20 -0.01 -0.49

PtCo 1:3 Leachedb 310 0.19 118 1.00 -0.10 -0.05 -0.58

PtCo 1:5 Leachedb 310 0.34 116 1.00 -0.02 -0.02 -0.58

PtCo 1:8 Leachedb 310 0.35 118 0.75 0.00 -0.05 -0.59

Pt3Co 330 0.14 113 0.87 -0.03 -0.04 -0.54

aRate extrapolated to 300◦C

bCatalysts subjected to acetic acid leaching at 25 oC.
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Table 2.5.
ICP-AES data for PtCo/MWCNT catalysts

Catalyst Pt wt% Co wt% Co:Pt Molar Ratio

Pt/MWCNT 4.49 - -

Pt/MWCNT Leached 3.81 - -

PtCo 1:1/MWCNT 4.76 1.21 0.8

PtCo 1:2/MWCNT 4.46 2.46 1.8

PtCo 1:3/MWCNT 4.21 3.47 2.7

PtCo 1:5/MWCNT 4.28 5.38 4.2

PtCo 1:8/MWCNT 4.16 8.72 6.9

PtCo 1:3/MWCNT Leached 3.98 0.62 0.5

PtCo 1:5/MWCNT Leached 4.12 0.40 0.3

PtCo 1:8/MWCNT Leached 4.61 0.69 0.5
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Table 2.6.
CO Chemisorption (collected at 35 ◦C) and WGS TOR data for
PtCo/MWCNT Catalysts

Catalyst Co Absorbed (µmol g-1) WGS TOR at 300 ◦C (10-2

mol H2 (mol Co ads.)-1 s-1)

Pt/MWCNT 49 4.6

Pt/MWCNT Leached 21 4.2

PtCo 1:1/MWCNT 51 9.0

PtCo 1:2/MWCNT 57 22

PtCo 1:3/MWCNT 51 46

PtCo 1:5/MWCNT 62 39

PtCo 1:8/MWCNT 71 30

PtCo 1:3/MWCNT Leached 47 2.1

PtCo 1:5/MWCNT Leached 21 1.8

PtCo 1:8/MWCNT Leached 52 1.7

Pt3Co/MWCNT 19 1.8
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Table 2.7.
Co K edge EXAFS data fit parameters for the PtCo/MWCNT catalysts.

Catalyst
Co-Co Co-Pt Total

CNCN R

(Å)

∆σ2

(Å2)

E0

(eV)

CN R

(Å)

∆σ2

(Å2)

E0

(eV)

PtCo 1:1 7.3 2.51 0.002 -1.0 3.9 2.64 0.002 10.5 11.2

PtCo 1:2 6.1 2.50 0.002 -2.2 3.8 2.63 0.002 10.2 9.9

PtCo 1:3 9.8 2.50 0.002 0.9 - - - - 9.8

PtCo 1:5 10 2.51 0.002 2.1 1.4 2.64 0.002 -9.7 11.4

PtCo 1:8 11.8 2.51 0.002 2.4 - - - - 11.8

PtCo 1:3 Leached 2.4 2.51 0.002 -4.1 4.7 2.64 0.002 -4.5 7.1

PtCo 1:5 Leached 1.3 2.51 0.002 -5.1 5.6 2.64 0.002 -6.0 6.9

PtCo 1:8 Leached 2.6 2.51 0.002 -4.5 5.1 2.64 0.002 -4.1 7.7

Table 2.8.
DFT calculated binding energies of intermediates at the CoOH/Pt
interface, the sites correspond to that shown in Figure 2.7

PBE+U (eV) Opt PBE+U (eV)

Site # OH H2O OH H2O

1 0.03 -0.77 -0.25 -0.29

2 0.13 -0.63 -0.13 -0.27

3 0.52 -0.60 0.18 -0.18

4 0.21 -0.61 -0.08 -0.20
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Table 2.9.
DFT calculated binding energies of intermediates on various Pt-
containing structures

System
Binding Energy (PBE+U) (eV)

H2O OH H

Pt -0.23 0.87 -0.51

Pt3Co -0.44 0.47 -0.35

CoOH/Pt with co-adsorbed H2O -0.67 -0.28 -0.56a

aH adsorbs on Pt away from interface and no co-adsorption effect was considered

here
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Figure 2.9. HAADF-STEM image of the Pt3Co/MWCNT catalyst after reaction.
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Figure 2.10. Colorized Z-contrast STEM image of the
Pt3Co/MWCNT catalyst after reaction indicating placement of
Pt and Co atoms.

Figure 2.11. X-ray EDS line-scan of the Pt3Co/MWCNT catalyst after reaction



54

Figure 2.12. (
√

7x
√

7) CoOH on (3x3) Pt(111) (left) top view (right)
side view. Grey - Pt, Pink - Co, White - H, Red - O of CoOH. The
unit cell boundaries are indicated using dashed lines. The height of
the film from the top layer of Pt is 2.18 Å [66]. Some of the bond
lengths are indicated in Å. d1 = 3.15, d2 = 2.9, d3 = 3.12, d4 = 2.57,
d5 = 2.48, d6 = 2.16.
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Figure 2.13. Adsorption geometries; Grey - Pt, Pink - Co, White - H,
Red - O of CoOH, Blue - O of adsorbate; (a) H on Pt3Co (b) H2O on
Pt3Co (c) H2O on CoOH/Pt (d) H on CoOH/Pt (e) two co-adsorbed
H2O on CoOH/Pt.
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Figure 2.14. Raw XRD patterns correlated with Figure 2.2 before
background selection.
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Figure 2.15. XRD background pattern collected on the MWCNT
support used for correction of artifacts in the raw XRD patterns shown
in Figure 2.14.
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3. ORIGIN OF ELECTRONIC MODIFICATION OF PLATINUM IN A Pt3V

ALLOY AND ITS CONSEQUENCES FOR PROPANE DEHYDROGENATION

CATALYSIS

ACS Applied Energy Materials 2020, 3, 1410-1422. https://doi.org/10.1021/acsaem.9b01373

Stephen C. Purdy, Pushkar Ghanekar, Garrett Mitchell, A. Jeremy Kropf, Dmitry

Y. Zemlyanov, Yang Ren, Fabio Ribeiro, W. Nicholas Delgass, Jeffrey Greeley, and

Jeffrey T. Miller

Reprinted (adapted) with permission from (ACS Appl. Energy Mater. 2020, 3, 2,

1410-1422). Copyright (2020) American Chemical Society.

3.1 Abstract

We demonstrate the synthesis of a Pt3V alloy and Pt/Pt3V core/shell catalysts,

which are highly selective for propane dehydrogenation. The selectivity is a result of

the Pt3V intermetallic phase, which was characterized by in situ synchrotron XRD

and XAS. Formation of a continuous alloy surface layer 2–3 atomic layers thick was

sufficient to obtain identical catalytic properties between a core–shell and full alloy

catalyst, which demonstrates the length scale over which electronic effects pertinent to

dehydrogenation act. Electronic characterization of the alloy phase was investigated

by using DFT, XPS, XANES, and RIXS, all of which show a change in the energy of

the filled and unfilled Pt 5d states resulting from Pt–V bonding. The electronic mod-

ification leads to a change in the most stable binding site of hydrocarbon fragments,

which bind to V containing ensembles despite the presence of 3-fold Pt ensembles in

Pt3V. In addition, electronic modification destabilizes deeply dehydrogenated species

thought to be responsible for hydrogenolysis and coke formation.
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3.2 Introduction

Alloy catalysts have been extensively studied for many catalytic reactions due to

their improved performance over their monometallic constituents. [80] In particular,

alloy catalysts have seen extensive use for dehydrogenation of light alkanes for the

production of olefins. Monometallic catalysts such as Pt suffer from low olefin se-

lectivity due high hydrogenolysis activity. [81] Industrially, an alloy of Pt and Sn is

often used for propane and butane dehydrogenation and offers improved selectivity

and stability over a Pt only catalyst. [82] Interest in alloy catalysts for on-purpose

light alkane dehydrogenation has also been fueled by decreased supply of propylene

due to naphtha crackers switching to an ethane feedstock and the widespread produc-

tion of shale gas which contains a significant fraction of C2+ alkanes. [83] New alloy

catalysts with higher selectivity will allow for more efficient utilization of the C2+

fraction of shale gas which will increasingly be used in on-purpose dehydrogenation

plants. A major goal in the research of alloy catalysts for dehydrogenation is to un-

derstand the electronic and geometric factors responsible for the increased selectivity

to olefins.

The formation of an alloy between Pt and a second promoter metal leads to

changes in the electronic and structural properties of the catalyst. The electronic

effect is usually explained by extending Hammer and Nørskov’s d-band theory to

alloys, in which the promoter element shifts the d-band center away from the Fermi

energy, leading to a decrease in binding strength of adsorbates. [84,85] Experimentally,

it has been observed that alloy formation with Pt causes a decrease in the heat of

adsorption of alkenes, resulting in the product desorption pathway becoming more

favorable than deep dehydrogenation and coking. [86, 87] Density functional theory

(DFT) studies on Pt and Pt–Sn surfaces have come to similar conclusions. [88,89]

While the qualitative effect of shifting electronic states with respect to the Fermi

energy is generally agreed upon, other aspects of how the promoter modifies the elec-

tronic properties of alloys, such as the effect of charge transfer, are still debated.
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Spectroscopic changes between pure metals and alloys are often explained by elec-

tron transfer to or from the d-band driven by electronegativity difference. [90–92] An

observed increase in the Pt L3 edge X-ray absorption near edge structure (XANES)

edge energy and decrease in the Pt 4d binding energy measured by X-ray photoelec-

tron spectroscopy (XPS) seen in alloys has been interpreted as a donation of electron

density from the promoter to Pt. The donation of electron density further fills the

d-band, and the shift of the d-band center and the resulting decrease in the binding

strength of alkenes are cited as being responsible for the improved selectivity. [90,91]

While charge partitioning on alloys generally shows a subunity change in the total

number of electrons between atoms in a pure metal and an alloy, alloys generally show

a negligible change in the d-band filling, which would preclude electron transfer from

significantly modifying adsorbate bonding. [84, 93, 94] Alternative explanations for

the spectroscopic shifts not involving electron transfer have been suggested involving

broadening of the d-band. [95, 96] However, arguments both for and against charge

transfer generally rely on theoretical calculations and a single spectroscopic technique

that indirectly probes the filled valence d-states responsible for catalysis.

Recently, Cybulskis et al. used resonant inelastic X-ray scattering (RIXS) spec-

troscopy to experimentally measure the energy change of the 5d electrons between

Pt and Pt in a Pt1Zn1 (AuCu structure) alloy. [97] They found that alloy formation

with Zn leads to an upward shift in the energy of the unfilled states and a downward

shift in the energy of the filled state. DFT results showed that the d-band center in

Pt1Zn1 is minimally shifted (∼0.1 eV) relative to Pt. The change in the energy of

the filled and unfilled Pt 5d states was cited as responsible for observed changes in

the turnover rate (TOR), while isolation of active sites by zinc was responsible for

the increased selectivity.

Regardless of whether electron transfer or changing electron energy underlie the

electronic effect, a Pt alloy with a large d-band shift should have a large electronic

effect and should lead to improved performance over monometallic Pt. Additionally,

an alloy with a large d-band shift should also show easily discernible spectroscopic
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shifts relative to the pure metal, allowing for unambiguous trends among multiple

spectroscopic techniques. Pt and V have a larger electronegativity difference than do

other widely studied alloys such as Pt–Sn. Finally, computational and experimental

studies on Pt–V alloys show large shifts in the d-band center, and thus should display

large changes in the electronic properties of Pt. [84, 98] Pt–V alloys, however, have

not been previously studied as dehydrogenation catalysts, possibly because Pt–V

alloys are difficult to synthesize, requiring oxygen free synthesis and strong reducing

agents. [99]

Herein, we demonstrate that Pt3V nanoparticles significantly improve selectivity

to propylene as compared to unalloyed Pt. The structural ordering of the nanopar-

ticles is confirmed by in situ X-ray absorption spectroscopy (XAS) and in situ syn-

chrotron X-ray diffraction (XRD). The corresponding changes in the electronic prop-

erties are determined by using DFT, RIXS, XPS, and XANES. DFT calculations

demonstrate that the binding strengths of prototypical intermediates involved in

coking and dehydrogenation decrease appreciably due to presence of V promoter.

Additionally, the electronic structure of Pt atoms also changes with increasing V

incorporation as evidenced from projected density of states (pDOS) analysis of Pt

d-states. In agreement with DFT, the XPS, XANES, and RIXS show that the elec-

tronic modification results from a decrease in the energy of the filled Pt 5d orbitals,

rather than due to a change in the number of d-electrons.

3.3 Experimental Section

3.3.1 Catalyst Synthesis

Pt–V catalysts were supported on Davisil grade 646 silica (35–60 mesh, Sigma-

Aldrich) and synthesized by sequential incipient wetness impregnation. Pt and V

loadings are given in weight percent with respect to the total catalyst mass. V im-

pregnation to give a 5% V on silica catalyst was done by using a solution of 1:2 molar

ratio of ammonium metavanadate to oxalic acid. 0.574 g of ammonium metavanadate
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and 0.884 g of oxalic acid dihydrate were dissolved in 4 mL of Millipore water. The

oxalic acid/ammonium metavanadate solution was heated to 100 ◦C, refluxed for 1 h,

and then added dropwise to 5 g of silica. The impregnated silica was dried overnight

at 125 ◦C and then calcined at 350 ◦C for 3 h in flowing air.

Pt was added to the V–SiO2 by incipient wetness impregnation of a pH adjusted

solution of tetraamine platinum(II) nitrate. The solution pH was adjusted to 11

with ammonium hydroxide. After impregnation of the Pt salt, the catalyst was dried

overnight at 125 ◦C and calcined at 250 ◦C for 3 h in flowing air. The mass of

tetraammine platinum nitrate used in the impregnation solution was adjusted to give

Pt loadings of 2% and 5% on the bimetallic catalysts and a separate monometallic

Pt catalyst with a Pt loading of 3%. After calcination, catalysts were reduced in 5%

H2 with a slow heating ramp (2.5 ◦C/min) through 250 ◦C and a fast ramp to 550 ◦C

with a 30 min dwell at temperature. The reduced catalysts were then cooled to room

temperature in nitrogen and passivated in air. Other Pt–V catalysts were synthesized

with different metal loadings of each component with full details given in Table 3.3

of the Supporting Information.

3.3.2 Electron Microscopy

Particle size distributions were measured by scanning transmission electron mi-

croscopy (STEM) and are reported as volume average particle sizes. Imaging was

performed on a FEI Titan at an accelerating voltage of 300 keV in STEM mode

by using a high angle annular dark field detector. Particle size distributions were

measured by counting over 250 particles per sample. Energy-dispersive X-ray spec-

troscopy (EDS) maps were taken on a FEI Talos F200X S/TEM with an X-FEG high

brightness electron source and a Super-X EDS system. The microscope was operated

at an accelerating voltage of 200 keV and has a maximum STEM resolution of 1.2 Å

and a maximum EDS mapping resolution of 1.6 Å.
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3.3.3 Propane Dehydrogenation

Catalytic measurements were performed on a laboratory scale fixed bed microre-

actor. 0.025–0.25 g of catalyst was diluted to 1 g total mass with Davisil grade 646

(35–60 mesh) and loaded into a quartz tube for testing, creating a catalyst bed ap-

proximately 2–3 cm in length. A stainless-steel thermocouple well was inserted into

the bottom of the catalyst bed to monitor temperature during reactions. Four mass

flow controllers (Parker) were used to supply reactant gases to the reactor. Effluent

gas was analyzed by an online HP 6890 gas chromatograph equipped with an FID

detector and a Restek Alumina BOND/Na2SO4 capillary column. Full separation of

C1 through C3 products was accomplished in 5 min.

The selectivity to propylene and propane conversion were calculated on a carbon

basis of gas phase products. Dehydrogenation turnover rates were normalized based

on the fraction of surface Pt determined by surface oxidation difference extended X-

ray absorption fine structure (EXAFS) (described below). Catalysts were pretreated

at 550 ◦C in 5% H2, and the reactor was purged with N2 before flowing reactant gases.

A first-order exponential decay function was fit to time on stream data to determine

selectivity and conversion for each test at zero deactivation. Each conversion, selec-

tivity, and initial turnover rate reported was determined by using a fresh sample from

the same respective batch of each prereduced catalyst.

3.3.4 X-ray Absorption Spectroscopy (XAS)

Pt L3 edge in situ XAS was performed at the MRCAT bending magnet line

(10BM) at Argonne National Laboratory’s Advanced Photon Source. Measurements

were taken in transmission mode using a set of three ion chambers for simultaneous

measurement of a sample and an energy reference foil. Powder samples pressed into

a stainless steel sample holder were treated and measured in a quartz tube reactor

with X-ray transparent windows. Before measurement, samples were reduced at 550

◦C in 3.5% H2 for 30 min. The reactor was then purged with ultrahigh-purity helium
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passed through an oxygen trap at temperature to desorb hydrogen and cooled to room

temperature for measurement. Scans were also collected after exposing the reduced

samples to air at room temperature.

To study the surface layer of the Pt–V nanoparticles, EXAFS difference spectra

were used. EXAFS spectra of the catalyst oxidized in air at room temperature and

that of the catalyst in the reduced state were subtracted to give the difference. Air

exposure at room temperature oxidizes the surface layer of Pt nanoparticles. [100]

The unchanged spectral features of the particle core common to both the reduced

and surface oxidized samples are removed in the difference, leaving only the changes

resulting due to the surface oxidation process. Details of the data processing for EX-

AFS difference spectra and EXAFS fitting are given in the Supporting Information.

3.3.5 Resonant Inelastic X-ray Scattering (RIXS)

RIXS measurements were performed at the MRCAT insertion device line (10ID).

RIXS measurements were performed on catalyst wafers treated in an in situ fluores-

cence cell described elsewhere. [101] Measurements were conducted at 100 ◦C after a

30 min pretreatment at 550 ◦C in 3.5% H2. The RIXS process measured was the Lβ5

fluorescent emission (Pt 5d decay to 2p3/2 core hole) resonant about the Pt L3 absorp-

tion edge (Pt 2p3/2 to 5d unfilled). X-ray absorption at the Pt L3 edge was measured

in transmission by using a set of ion chambers. Simultaneously, high-resolution X-ray

emission spectra of the Pt Lβ5 fluorescence line were collected by using a wavelength

dispersive spectrometer based on a bent silicon crystal. Full details of the emission

spectrometer and data processing are given in the Supporting Information.

3.3.6 X-ray Photoelectron Spectroscopy (XPS)

XPS analysis was performed by a Kratos Axis Ultra Imaging DLD spectrometer

with an attached pretreatment chamber. The XPS spectra were collected by using a

monochromatic Al Kα (1486.69 eV) radiation and a hemispherical electron energy an-
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alyzer operated with a constant pass energy of 20 eV. Charge neutralization was used

to mitigate nonhomogeneous charging and to improve resolution. Prior to measure-

ment, samples were pretreated at 550 ◦C in 5% hydrogen for 30 min. The pretreatment

chamber was then evacuated, and the sample was transferred under ultrahigh vacuum

to the analysis chamber. XPS spectra were processed by using CasaXPS software.

The Pt 4f peaks were fit by using an asymmetric Lorentzian function (LF(a,b,c,d)

function in CasaXPS) after subtraction of a Shirley background. Charge correction

was performed by setting the Si 2p binding energy to 103.7 eV.

3.3.7 X-ray Diffraction (XRD)

In situ synchrotron XRD spectra were collected at the 11-ID-C beamline at the

Advanced Photon Source. XRD experiments were performed in transmission geome-

try, using an X-ray energy of 106.257 keV (0.11684 Å) and a PerkinElmer large area

detector. Pressed catalyst wafer samples were loaded into a water-cooled Linkam

stage, which allowed for heating and cooling as well as gas flow. Samples were pre-

treated identically to XAS measurements. Scans of the empty Linkam cell and bare

silica support were collected for background subtraction. The collected 2D diffrac-

tion patterns were calibrated by using a CeO2 standard sample and integrated to give

standard powder diffraction data by using Fit2D software. [102,103] Theoretical XRD

patterns were calculated by using crystallographic references and the Materials Anal-

ysis Using Diffraction (MAUD) software. [104] Multiple peak fitting was performed

with OriginPro software using a mixed Gaussian–Lorentzian peak profile.

3.3.8 Density Functional Theory (DFT)

Electronic structure calculations were performed using periodic, self-consistent

DFT, as implemented within the Vienna ab Initio Simulation Package (VASP). [105–

108] Projector augmented wave pseudopotentials [109] and the PBE functional for

exchange and correlation [110] were used, which have been extensively benchmarked
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for transition metals and have been shown to provide good predictions of trends in

adsorption properties across different metal surfaces. Lattice constant optimization

and bulk binary phase diagram calculations were performed using a plane wave cutoff

energy of 600 eV and a 10 × 10 × 10 Monkhorst–Pack k-point grid and Methfes-

sel–Paxton smearing. [111,112] Lattice constants were converged with a force criterion

of 0.02 eV/Å, giving a lattice constant of 3.98 Å for Pt and 3.92 Å for Pt3V.

Surface calculations for adsorption energies were conducted on close-packed (111)

facets with supercells of Pt and Pt3V having side lengths of
√

12 times those of the

primitive unit cell. A plane wave cutoff of 500 eV and a 4 × 4 × 1 Monkhorst–Pack

k-point grid with Methfessel–Paxton smearing were used. The slabs were composed

of five layers with the bottom two layers constrained to represent the bulk. For com-

parison, binding energies of CO and CH3 species were also calculated on a smaller 2

× 2 × 5 unit cell with the same number of layers relaxed, and no differences were

found (see the Supporting Information for additional details). We note that although

such single crystal models may not capture all quantitative aspects of the structure

and reactivity of transition metal alloy nanoparticles, they provide reasonable de-

scriptions of qualitative trends, which is the goal of this study. All calculations were

spin polarized, and a dipole correction was employed perpendicular to slab surface to

reduce periodic image interactions.

Projected density of states (pDOS) calculations were conducted on (111) close-

packed surfaces with 2 × 2 × 5 supercells and three layers relaxed. Pure Pt (111),

bulk-terminated Pt3V (111), and Pt (111) with one and two monolayers of Pt3V

skins on the surface were considered for the pDOS analysis. For these calculations, a

plane wave cutoff of 800 eV, a denser k-point grid of 13 × 13 × 1, and tetrahedron

Blöchl smearing were used. The density of states was projected according to the

Wigner–Seitz radius provided by the PAW potential. The DOS was evaluated on 800

grid points in a range of ±8 eV from the corresponding Fermi energy for the system.

Methfessel–Paxton smearing with a width of 0.2 eV was used to generate a smoother

pDOS. The Pt d-band center was calculated as the first moment of the pDOS of
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d-electrons for surface Pt atoms, and the d-band width was evaluated as the square

root of its second moment.

Transition-state (TS) energy calculations were performed with CI-NEB where

each optimized TS structure was checked with a normal-mode analysis to ensure

that only a single imaginary frequency exists. [113] Gas phase species were calculated

with a plane wave cutoff of 500 eV with Gaussian smearing and a gamma k-point

within a 20 × 21 × 22 Å supercell. For setup, visualization, and analysis of atomistic

simulations, Atomic Simulation Environment (ASE) was used. [114] Rendering of the

atomic configuration was done using OVITO. [115]

3.4 Results

3.4.1 Structural Characterization

Metal nanoparticle sizes of the 3Pt, 5Pt–5V, and 2Pt–5V catalysts were deter-

mined by STEM imaging (Figure 3.10). The volume average particle sizes for 3Pt,

5Pt–5V, and 2Pt–5V were 2.6 ± 0.5, 2.2 ± 0.5, and 2.2 ± 0.7 nm, respectively. STEM

EDS maps of 2Pt–5V (Figure 3.11) of Pt and V show a highly dispersed V on the

support and particles containing both Pt and V. The TEM images do show some

amount of particle size heterogeneity, likely due to sintering and coalescence resulting

from the high-temperature reduction done as part of the synthesis process.

XAS was used to verify that V incorporates into the metallic Pt particles and forms

a bimetallic phase. From the V K edge (Figure 3.12), only scattering from nearest-

neighbor V–O and second shell V–O–V is evident after reduction of the 5Pt–5V

catalyst, suggesting most of the V is present as oxide clusters. Figure 3.1 shows

the R-space magnitude and imaginary components of the Pt L3 EXAFS for 3Pt

(black) and 2Pt–5V (blue). 3Pt shows the three peaks characteristic of scattering

from metallic Pt. Compared to 3Pt, the first peak in the 2Pt–5V sample at 2 Å

(phase uncorrected distance) increases slightly in intensity, and the third peak at 3 Å

(phase uncorrected distance) decreases slightly in intensity. Additionally, the peaks
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in 2Pt–5V shift to lower R compared to 3Pt. The changes in the first shell scattering

peaks are due to Pt–V scattering, confirming that a Pt–V bimetallic forms. Fits of

the first shell EXAFS and XANES edge energies are shown in Table 3.1.

Figure 3.1. In situ Pt L3 edge EXAFS magnitude (solid lines) and
imaginary (dashed lines) of 3Pt (black) and 2Pt–5V (red) catalysts.
Spectra were collected at room temperature in He after a 30 min
reduction at 550 ◦C in 3.5% H2

For 3Pt, a high-quality fit was obtained by fitting with a single Pt–Pt scattering

path. To fit the Pt–V catalysts, it was necessary to include a second scattering
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Table 3.1.
XANES Edge Energies and EXAFS Fitting Parameters for 3Pt,
5Pt–5V, and 2Pt–5V: Coordination Number (CN), Bond Distance
(R), Debye–Waller Factor (σ2), and E0 Correction

Sample XANES Edge

Energy (eV)

Scattering Pair CN R (Å) σ2 (Å2) E0 (eV)

3Pt 11564.0 Pt–Pt 8.8 2.74 0.002 –0.9

5Pt–5V 11564.2 Pt–Pt 6.5 2.73 0.003 –0.8

Pt–V 2.0 2.71 0.003 2.6

2Pt–5V 11564.4 Pt–Pt 6.2 2.72 0.003 –1.6

Pt–V 2.9 2.72 0.003 2.3

path (Pt–V) to fit the data. The total coordination number, which is correlated to

the metal particle size, [116] of all three catalysts is close to 9, which agrees with

the STEM results showing that all three catalysts have similar particle sizes (2–2.5

nm). The bond distance of 2.74 Å in the 3Pt sample is characteristic of small Pt

nanoparticles, where the decrease in average coordination number causes a slight

contraction of the Pt–Pt bond distance from the bulk value of 2.77 Å. [117] In the

Pt–V catalysts, the Pt–Pt bond distance was also contracted, with 5Pt–5V having

a bond distance of 2.73 Å and 2Pt–5V having a Pt–Pt bond distance of 2.72 Å. For

both alloy samples, the Pt–V bond distance for each sample was the same as the

respective Pt–Pt bond distance. Fit parameters and spectra for other Pt–V catalysts

discussed in the Experimental Methods synthesis section are given in Table 3.4 and

Figure 3.13, respectively and have bond distances and coordination numbers similar

to the above-described Pt–V catalysts.

The ratio of Pt–V to Pt–Pt neighbors is related to the particle composition. By

nature of their fixed composition, Pt–V intermetallic phases have fixed values of the

neighbor ratio, and hence the ratio can be used to determine whether a sample has a
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local Pt environment consistent with a given alloy phase. Of the possible Pt–V alloys

only Pt8V and Pt3V have Pt–Pt bonds. Pt8V has a Pt–V/Pt–Pt neighbor ratio of

0.2, and Pt3V has a Pt–V/Pt–Pt neighbor ratio of 0.5. The 5Pt–5V catalyst had a

Pt–Pt coordination number of 6.5 and a Pt–V coordination number of 2, leading to

a ratio of Pt–V to Pt–Pt neighbors of 0.31, which is Pt rich with respect to Pt3V. An

intermediate neighbor ratio could be explained by a mixture of two phases as would be

present in core–shell particles. The 2Pt–5V catalyst had a Pt–Pt coordination number

of 6.2 and a Pt–V coordination number of 2.9, giving a Pt–Pt/Pt–V coordination

number ratio of 0.47, which closely matches the ratio of Pt3V.

In a 5Pt–5V catalyst reduced at 200 ◦C from the freshly calcined state the coordi-

nation number ratio closely matches that of 5Pt–5V reduced at 550 ◦C (Figure 3.14

and Table 3.4), albeit with a lower total coordination number. Based on the color

change of the catalyst during reduction from brown to black, the onset of platinum

reduction on silica supported Pt–V catalysts is close to 200 ◦C. The presence of Pt–V

scattering in 5Pt–5V early in the reduction process suggests that vanadium reduction

and incorporation occur early or simultaneously with the nucleation of metallic Pt.

The similarity in composition between the 5Pt–5V catalyst reduced at 200 and 550

◦C suggests that the particle size heterogeneity in the high-temperature reduction

sample does not also accompany a compositional heterogeneity.

To study the long-range order and phase composition of the Pt–V nanoparticles,

in situ synchrotron XRD was used. Synchrotron XRD provides several advantages

over laboratory-based XRD, including improved signal-to-noise and the ability to

use a high X-ray energy which further suppresses the contribution of the amorphous

support for the spectrum. As a result of the high X-ray energy used (106.257 keV),

diffraction peaks occur at a lower angle and a lower angular range than typical of a

laboratory instrument.

Distinguishing between Pt and Pt3V is difficult due to the small difference in their

unit cell parameters: 3.92 Å for Pt and 3.87 Å for Pt3V. [118] Additionally, below

10 nm, the lattice parameters of both Pt and Pt3V change with particle size due to
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the contraction of bond distance that occurs in nanoparticles. Leontyev et al. used

synchrotron XRD to measure the lattice parameter contraction in Pt nanoparticles

of different size. [119] At 2 nm in size, the lattice parameter of Pt nanoparticles

decreased from the bulk value by 0.03 Å, a decrease comparable in size to the lattice

parameter difference between Pt and Pt3V (0.05 Å). Because both V incorporation

and decreasing particle size each decrease the lattice parameter, changes cannot be

solely attributed to composition unless a comparison is made between a Pt and Pt–V

particle of similar size.

Figure 3.2a shows the in situ synchrotron XRD pattern of 3Pt and 5Pt–5V. The

fundamental lines characteristic of an fcc metal are present, ruling out the presence of

Pt–V phases without fcc symmetry, such as Pt8V, PtV, or Pt2V. The XRD peaks are

broad and weak in intensity due to the small average particle size present in the sam-

ple, as described above. In the high Pt loading sample (5Pt–5V), no diffraction from a

crystalline vanadium oxide phase is observed; while weak vanadium oxide diffraction

peaks are seen in the sample with lower Pt loading. Both samples, however, have sim-

ilar shifts in the position of fcc reflections (2Pt–5V, Figure 3.15). Figure 3.2b shows

details of the 220 and 311 reflections for 3Pt and 5Pt–5V after a reduction treatment

at 550 ◦C. While the peak shifts between 3Pt and 5Pt–5V are small (0.03◦ for the

220 peak), the shift is larger than the angular resolution of the instrument (0.005◦)

and is more apparent in the high index diffraction peaks. Particle size dependent

lattice contraction is controlled for by measuring a monometallic and alloy catalyst

of the same particle size, and the shift in peak position is attributed to formation

of the Pt3V phase. The peak positions of the 3Pt catalyst agree with the simulated

Pt pattern with a lattice parameter of 3.89 Å. The peak positions of the 5Pt–5V

catalyst are shifted to higher angle than the 3Pt catalyst. Simulating a Pt3V pattern

with a lattice parameter of 3.87 Å gives excellent agreement with the peak positions

of the 5Pt–5V sample across the entire pattern. The lattice parameter for 5Pt–5V

is larger than expected for a nanoparticle Pt3V catalyst which would be contracted

from the bulk lattice parameter of 3.87 Å. The difference is explained by the EXAFS
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results for 5Pt–5V showing that it is Pt-rich with respect to Pt3V, which would give

a lattice parameter intermediate between Pt and Pt3V. In other Pt–V catalysts that

are more Pt-rich (Figure 3.16), XRD shows asymmetric peak shapes, indicating two

phases are present. When fit with two components (Table 3.5), the peak and shoulder

give lattice parameters matching that of Pt (3.89–3.90 Å) and Pt3V (3.87–3.88 Å),

respectively.

3.4.2 Electronic Characterization

As the 5Pt–5V sample was determined to be a phase mixture, further electronic

characterization was carried out on the 2Pt–5V, which had a coordination number

ratio closely matching Pt3V, which suggests that 2Pt–5V is a pure phase Pt3V alloy.

Figure 3.3a shows the Pt L3 edge XANES for 3Pt and 2Pt–5V after reduction in 3.5%

H2 at 550 ◦C. The edge energy (measured as the energy of the first zero crossing of the

second derivative of the XANES) for the 3Pt catalyst was identical to the concurrently

measured foil value of 11.5640 keV. The edge energy of 2Pt–5V was shifted 0.4 eV

higher than the Pt foil. The white line shape of 2Pt–5V is also different than the 3Pt

catalyst which has a similar particle size, becoming narrower and higher in intensity.

The changes reflect the difference in the energy distribution of the unfilled states

between the monometallic and alloy catalysts.

Figure 3.3b shows the Pt 4f high-resolution XPS spectra of 3Pt and 2Pt–5V.

Fitting parameters for the Pt 4f high resolution XPS spectra are given in Table

3.6. The binding energies for 3Pt and 2Pt–5V from fitting were 70.9 and 71.3 eV,

respectively. Pt metal has a Pt 4f7/2 binding energy of 71.0 eV with an asymmetric

peak shape toward higher binding energy, while platinum oxides have higher binding

energies between 73 and 75 eV with a symmetric peak shape. [120] The asymmetric

peak shape and binding energy for both samples are consistent with Pt in the metallic

state. The core level shift (CLS) for 2Pt–5V is calculated as the difference in binding

energy between the pure metal (3Pt) and the alloy, giving an increase in binding

energy of 0.4 eV.



74

Figure 3.2. (a) In situ synchrotron XRD patterns of 3Pt (black),
5Pt–5V (red). Fundamental fcc lines are labeled in black. Simulated
patterns of Pt with a lattice parameter of 3.89 Å (blue) and Pt3V
with a lattice parameter of 3.87 Å (green). (b) Expanded view of the
220 and 311 reflection for the above samples with vertical dashed lines
denoting experimental peak positions. All experimental spectra were
collected at 35 ◦C in 3.5% H2 after reduction at 550 ◦C.
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Figure 3.3. (a) In situ Pt L3 edge XANES of 3Pt (black) and 2Pt–5V
(red). Spectra were collected at room temperature in He after reduc-
tion at 550 ◦C in 3.5% H2 for 30 min and a subsequent purge in He
at 550 ◦C. (b) High-resolution Pt 4f XPS spectra of 2Pt–5V and 3Pt
after a reduction treatment in 5% H2 at 550 ◦C for 30 min. Black
circles: raw data; black line: Shirley background; red lines: compo-
nent fits; blue line: total fit. Background and components are offset
for clarity. The vertical line denotes the peak position of the Pt 4f7/2
component of 3Pt and 2Pt–5V.

RIXS is a two-photon spectroscopy where an electron is photoexcited from a core

state to a vacant valence state (here a Pt 5d unfilled state) and an emitted photon is

measured arising from an electron in the filled valence state (Pt 5d filled state) filling

the core hole. To probe the energy of the Pt 5d electrons, the Lβ5 emission line,

which corresponds to the decay of a 5d electron into a 2p3/2 core hole, is selectively

measured. When the incident photon is scattered elastically (i.e., the photoexcited

2p3/2 electron decays back into the 2p3/2 core hole), the fluoresced photon energy is

equal to the incident photon energy, which gives a peak at an energy transfer value

of 0 eV. For clarity, the elastic scattering line has been subtracted from the RIXS

plots in Figure 3.4. Intensity fluctuations around an energy transfer value of 0 eV
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are artifacts from the subtraction of the elastic scattering line. Inelastic scattering

occurs when the fluorescent decay into the 2p3/2 core hole occurs by an electron other

than the excited 2p3/2 electron. This can occur by any symmetry allowed electron

transition according to dipole selection rules.

Figure 3.4. Pt L3–Lβ5 RIXS maps of Pt (a) and Pt3V (b). Spectra
were collected after a reduction treatment at 550 ◦C in 3.5% H2 for 30
min. Spectra were collected at 100 ◦C in 3.5% H2. Horizontal dashed
lines denote the maximum of the inelastic scattering peak for each
sample.

RIXS spectra are plotted as the fluoresced intensity as a function of the incident

photon energy on the abscissa and the energy difference between the incident and

emitted photon (energy transfer) on the ordinate. The inelastic scattering peak man-

ifests as a broad maximum centered at an incident energy value between the respective

XANES edge energy and white line energy for each sample. Far from the XANES

inflection point (∼5 eV), the resonant enhancement of the Lβ5 emission mode decays,

leading to a low-intensity tail toward higher energy transfer values with increasing

incident energy. For the Pt sample, the maximum of the inelastic scattering peak

lies at an incident energy of 11.5640 keV and an energy transfer value of 2.7 eV.

This corresponds to an energy separation of 2.7 eV between the average energy of the
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filled and unfilled states. For Pt3V, the maximum of the inelastic scattering peak lies

at an incident energy of 11.5644 keV, with an energy transfer value of 3.5 eV. The

energy separation between the filled and unfilled states in Pt3V is 0.8 eV larger than

Pt. From the XANES edge energy of pure phase Pt3V (2Pt–5V) the 0.8 eV split can

be separated into a 0.4 eV increase in the energy of the unfilled states and a 0.4 eV

decrease in the energy of the filled 5d states relative to Pt.

3.4.3 Propane Dehydrogenation

Figure 3.5 shows propylene selectivity and propane conversion extrapolated to

zero deactivation for 3Pt, 5Pt–5V, and, 2Pt–5V with each data point representing a

separate sample of catalyst from the same synthetic batch. For all reactions, propy-

lene was the main product; hydrogenolysis led to the formation of methane, ethane,

and ethylene. Tests performed without cofed hydrogen are shown in Figure 3.5a.

The selectivity of 2Pt–5V and 5Pt–5V were equivalent in tests without hydrogen,

both showing above 95% propylene selectivity which did not decrease with increasing

conversion. In comparison, 3Pt showed moderate selectivity which decreased as the

conversion increased.

Figure 3.5b shows catalyst tests performed with cofed hydrogen. Dehydrogenation

in the presence of H2 is a more demanding test of the catalysts’ selectivity as the latter

is required for hydrogenolysis. The propane-to-hydrogen ratio was 1:1. Similar to the

tests done without hydrogen, 3Pt decreased in selectivity with increasing conversion,

but the selectivity at low conversion when tested with hydrogen was lower than when

tested without. For the 2Pt–5V catalyst, cofeeding hydrogen did not change the

selectivity noticeably from the values obtained without hydrogen. For 5Pt–5V, there

was a 4% decrease in the selectivity with increasing conversion over the tested range

when hydrogen was cofed.

To count the fraction of surface Pt in the alloy and properly normalize the propy-

lene production rate, XAS data were collected for each sample in the reduced state

and after exposing the sample to air at room temperature. The basis of measuring
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Figure 3.5. Propylene selectivity and propane conversion for 3Pt
(black squares), 5Pt–5V (red circles), and 2Pt–5V (blue triangles)
tested without (a) and with (b) cofed H2. Reactions were performed at
550 ◦C at 3 psig with 2.5% propane balance N2. For (b) the hydrogen
concentration was 2.5%. Data points shown are at zero deactivation
with each data point representing a separate test.

dispersion by this method comes from the fractional Pt–O coordination arising from

surface oxidized Pt. In an oxidized particle with 100% dispersion, each Pt(II) ion will

have four oxygen neighbors (platinum oxide). As the dispersion decreases from unity,

the Pt–O coordination number represents the fraction of the sample that is oxidized

and is proportional to the dispersion. The same methodology of surface oxidation is

the basis of H2–O2 titration, but because of the element specificity of EXAFS, the

confounding effect of V oxidation on the titration is avoided, and additional structural

information about the surface can be obtained.

Figure 3.6 shows the EXAFS difference spectra for 2Pt–5V and 5Pt–5V; fitting

parameters for the difference spectra are given in Table 3.2. Three peaks are present

in the difference spectra. The first peak at low R (at about 1.5 Å phase uncorrected

distance) is characteristic of Pt–O scattering. For the 2Pt–5V sample, fitting the
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peak gave a bond distance of 2.05 Å and a gain in average Pt–O coordination number

of 0.5, which corresponds to a dispersion of 0.13. The two peaks between 2 and 3.5

Å (phase uncorrected distance) are due to lost Pt–Pt and Pt–V scattering. Fitting

these peaks in the 2Pt–5V sample gives a Pt–Pt bond distance of 2.72 Å with a

coordination number of 0.9 and a Pt–V bond distance of 2.70 Å with a coordination

number of 0.6. Within the error of the small features in the difference spectrum,

the surface layer Pt–V:Pt–Pt neighbor ratio for 2Pt–5V matches the total sample

neighbor ratio.

Figure 3.6. Pt L3 edge EXAFS difference spectra for 2Pt–5V (a) and
5Pt–5V (b) (magnitude: solid black; imaginary: dashed black) and
difference spectra fit (magnitude fit: solid red; imaginary fit: dashed
red). A reduced scan of both 2Pt–5V and 5Pt–5V was taken at room
temperature in He after reduction at 550 ◦C in 3.5% H2; subsequently,
the samples were exposed to air for 30 min and then scanned again.

The 5Pt–5V sample has a Pt–O coordination number of 0.6 at 2.03 Å, correspond-

ing to a dispersion of 0.15. The bond distance for Pt–Pt and Pt–V was 2.74 Å with

1.2 and 0.7 Pt–Pt and Pt–V average coordination numbers, respectively, giving a

Pt–V:Pt–Pt neighbor ratio close to 0.5. The surface ratio of 0.5 is significantly higher

than the total sample neighbor ratio of 0.31, showing that the surface composition in
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Table 3.2.
EXAFS Fit for Pt–V Difference Spectra

Sample Path CN R (Å) σ2 (Å2) E0 (eV)

5Pt–5V Pt–O 0.6 2.03 0.002 –4.5

Pt–Pt 1.2 2.74 0.002 –3.0

Pt–V 0.7 2.74 0.002 4.4

2Pt–5V Pt–O 0.5 2.05 0.002 –4.4

Pt–Pt 0.9 2.70 0.003 2.1

Pt–V 0.6 2.72 0.003 -3.2

the 5Pt–5V sample is different than that of the total sample. For both catalysts, the

EXAFS difference analysis is consistent with a Pt3V surface structure.

With the Pt dispersion from difference XAS, the initial propylene production

turnover rates were calculated from catalyst test data. Note that dispersion val-

ues measured by CO chemisorption for both alloy samples were also below 20%,

demonstrating the ability of the difference XAS technique to accurately determine

dispersion; however, because of the possibility of metallic V adsorbing CO, dispersion

values from difference XAS were used for rate normalization. The values obtained

by difference XAS should be considered a lower bound on dispersion due to the

possibility of surface vanadium oxide blocking chemisorption sites. Turnover rate

measurements were conducted at 550 ◦C with differential propane conversion (<10%)

and a propane concentration of 2.5%,. When hydrogen was cofed, the concentration

was 2.5%. The pure Pt catalyst had a dispersion of 29% and a turnover rate of 0.36

s–1 when hydrogen was cofed and 0.03 s–1 without hydrogen. The 5Pt–5V catalyst

had a dispersion of 15% and a turnover rate of 0.28 s–1, while the 2Pt–5V catalyst

had a dispersion of 13% and a higher turnover rate of 0.38 s–1. When tested without

hydrogen, 5Pt–5V had an initial TOR of 0.06 s–1 and 2Pt–5V had an initial TOR of
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0.16 s–1. The small differences between the samples under equivalent conditions are

within the error generally assumed for the reproducibility of determining turnover

rates. [121]

3.4.4 DFT

To better understand the electronic effect of V incorporation in Pt when forming

Pt3V alloys, DFT calculations were conducted on model Pt3V (111) and Pt (111)

surfaces. First, compositional phase stability of various Pt–V alloys was studied by

constructing a 0 K isothermal–isobaric binary compositional phase diagram, shown

in Figure 3.7. Finite temperature effects are not expected to significantly impact the

formation energy of the concerned alloys and hence are not considered. Each point

on the plot is the most thermodynamically stable bulk structure, considering fcc,

hcp, and bcc crystal structures in each case, for the given composition of Pt–V. The

most stable phases are connected through a convex hull and represented by red points.

Unstable phases lie above the convex hull (plotted in blue) and would decompose into

nearest stable phase on the convex hull, with compositions predicted by the lever rule.

Apart from pure bulk Pt, the Pt3V phase is the only stable close-packed fcc phase.

This result is fully consistent with the experimental XRD and XAS measurements,

which also point to the presence of a Pt3V alloy phase with an fcc crystal structure.

The effect of V incorporation on the Pt electronic energy levels was studied by

examining the calculated atom projected density of states of the Pt 5d band (Figure

3.8). Four geometries were modeled to represent pure Pt, a core–shell structure

with two different shell thicknesses, and pure Pt3V. For modeling of the core–shell

structures, the topmost and top two layers of a Pt slab were replaced with Pt3V,

labeled as Pt3V-1 ML-Pt and Pt3V-2 ML-Pt, respectively. Starting from Pt, replacing

subsequent layers of the slab with Pt3V causes a decrease in the density of states at

the Fermi level and the creation of new unoccupied states farther from the Fermi

level. Pt occupied states broaden and shift to occupy lower energies with increasing

V incorporation, with the most significant changes in density concentrated slightly
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Figure 3.7. Binary compositional phase diagram for Pt–V. Red nodes
are stable phases lying on the convex hull (black line). Blue nodes are
the most stable phases for given Pt–V compositions which do not lie
on the convex hull.
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below the Fermi energy. This shift results in the Pt d-band center decreasing from

−1.95 eV for pure Pt to −2.49 eV for bulk Pt3V. The binding strength of CO and C1

adsorbates (Table 3.7) on the four slabs decreased as the alloy layer was thickened, in

line with shifts in the d-band center. The degree of band filling is nearly constant for

all Pt atoms in the surface and bulk alloys studied, suggesting that charge transfer to

or from the d-band in the system is minimal, in agreement with previous calculations

on Pt bimetallics. [84, 95]

Figure 3.8. (a) pDOS for Pt (gold), Pt3V (burgundy), and two epitax-
ial structures with one (orange) and two (crimson) layers of Pt3V on
Pt with the Fermi energy marked by a vertical dashed line. The inset
graph shows an expanded view of near-Fermi energy unfilled states.
(b) Structures corresponding to each model. (c) The d-band center
and d-band width for the above structures.

The consequences of d-band modification from V incorporation can be seen in the

weakening of binding energy of adsorbates important to the dehydrogenation reaction

network. The binding energies for hydrocarbon adsorbates (C1–C3) and hydrogen are

shown in Tables 3.9 and 3.10, respectively. All hydrocarbons bind more weakly on

Pt3V as compared to Pt, and hydrogen no longer binds isoenergetically on all Pt
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sites in the alloy. The strongest decreases are seen in adsorbates that involve bonding

to multiple surface atoms, such as is the case with deeply dehydrogenated species

such as C3H5 and ethylidyne. The strain contribution to the binding energy changes

(Table 3.11), calculated by fixing the lattice parameter of a Pt slab to that of Pt3V

and repeating adsorption calculations, was found to be within DFT error. Adsorbates

that bond at hollow sites also bond at V containing ensembles, despite the presence

of structurally equivalent Pt-only hollow sites (Figure 3.17).

Additionally, an often-used selectivity descriptor for dehydrogenation, the en-

ergy difference between propylene desorption and propylene dehydrogenation (Figure

3.18), predicts that desorption of propylene is more energetically favorable than deep

dehydrogenation on Pt3V. The change in energetics is mainly due to the destabiliza-

tion of propylene, as the barrier for propylene dehydrogenation between Pt and Pt3V

differs by only 0.1 eV. The propylene dehydrogenation transition state and C3H5 are

also both destabilized relative to gas phase propylene.

3.5 Discussion

3.5.1 Structural Model

There are several possibilities for the arrangement of Pt and V in a bimetallic

nanoparticle. The bulk Pt–V phase diagram lists five stable phases: Pt8V, Pt3V,

Pt2V, PtV, and PtV3. Pt can form a solid solution with V, but the solubility (which

decreases with temperature) is limited to 15 at. % V at 400 ◦C. [122] From the

isothermal–isobaric phase diagram, Pt3V, Pt2V, and PtV were identified as thermo-

dynamically stable phases.

The primary reflections in XRD of the 5Pt–5V sample rule out the non-fcc Pt–V

phases which include Pt8V, Pt2V, and PtV. The AuCu3 form of PtV3 can be ruled

out based on the presence of Pt–Pt nearest neighbors seen in EXAFS, which are not

present in PtV3. In samples that are Pt-rich with respect to Pt3V, a phase mixture of

Pt and Pt3V form, rather than a solid solution based on asymmetric peak shapes seen
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in XRD. Rather than separate particles of Pt and Pt3V, the phase mixture takes the

form of a core–shell structure with a Pt3V shell and a Pt core based on the surface

composition matching Pt3V while the total composition was Pt-rich with respect to

Pt3V.

The atomic environment of Pt in Pt3V is cuboctohedral with eight Pt neighbors

and four V neighbors, both at a bond distance of 2.74 Å. As the particle size decreases,

the total coordination number and bond distance both decrease, but the ratio of V to

Pt neighbors will remain constant between nanophase and bulk Pt3V because of the

local Pt environment inherent to the phase. Thus, the Pt–Pt and Pt–V coordination

numbers can be used to determine whether a sample has a stoichiometry consistent

with the Pt3V phase.

For the 5Pt–5V, the Pt–V:Pt–Pt neighbor ratio is lower than bulk Pt3V, indicating

that the sample is Pt-rich with respect to Pt3V. Surface oxidation difference XAS and

XRD demonstrated that the phase arrangement is a core–shell particle with a Pt core

and a Pt3V shell. Because Pt–V scattering arises from the formation of Pt3V, the

Pt–Pt coordination number can be separated into Pt–Pt coordination in the alloy

and Pt–Pt coordination in the Pt core, as the ratio of Pt–V to Pt–Pt in the alloy is

fixed at 0.5. This allows for the fraction of each phase to be derived from the total

coordination number. For 5Pt–5V, the Pt–V coordination number of 2.0 gives a total

Pt3V coordination of 6 (2 Pt–V + 4 Pt–Pt); the total coordination of 8.5 gives an

alloy phase fraction of 70% and a Pt core phase fraction of 30%. Given the volume

average particle size (2.2 nm) and measured lattice parameter (3.88 Å), the alloy shell

layer thickness can be estimated as in Ref [123], giving a shell layer thickness of 4

Å on a core 14 Å in diameter. A 4 Å shell layer corresponds to approximately 2–3

atomic layers of alloy.

In the 2Pt–5V, the Pt–V:Pt–Pt neighbor ratio matches bulk Pt3V. Based on the

XRD results for 5Pt–5V, the interpretation most consistent with the EXAFS would be

that the 2Pt–5V sample is pure phase Pt3V. The surface oxidation difference EXAFS

data show that the surface stoichiometry also matches that of Pt3V and demonstrates
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that no surface segregation occurs under reducing conditions. Additionally, the sur-

face EXAFS suggests that there are few, if any, unalloyed Pt nanoparticles in this

sample.

The importance of phase purity in the measurement of electronic modifications

is shown in Figure 3.9, which shows the Pt L3 XANES edge energy shift relative to

Pt foil as a function of the V:Pt neighbor ratio for 11 Pt–V catalysts of different

composition. The neighbor ratio expected for Pt3V is 0.5; values below this are phase

mixtures of Pt and Pt3V which have XANES edge energies lower than that of pure

phase Pt3V. In the pure phase, the XANES shift is 0.4 eV, which reflects an increase

in the energy of the Pt 5d unfilled states in the alloy. Samples that are not phase pure

then underestimate the electronic modification inherent to Pt3V. Further electronic

characterization was done only on the pure phase Pt3V sample, 2Pt–5V, which allowed

for more accurate comparison with the Pt3V slab models. While this choice of a slab

model neglects the contribution of corner and edge atoms in the electronic structure

calculations, the experimental techniques used to characterize the catalysts are bulk

sensitive and probe all Pt atoms. The majority of atoms in a 2 nm nanoparticle

are terrace or interior atoms, and their electronic structure is properly captured in

the slab model. While adsorption energies on terrace sites may vary significantly

from corner and edge sites, scaling relationships on metals have been reported as a

function of the adsorption sites’ metal coordination number, and hence the trend in

binding energy between Pt and Pt3V can be captured without explicitly considering

all sites. [124]

3.5.2 Nature of Electronic Modification

Frequently in the metal catalysis literature, the rigid band model is invoked to

describe the mechanism of electronic modification of catalysts. [90–92, 125, 126] This

model has been successfully used to describe thermal and electronic properties of

alloys, which are properties dominated by conduction band s- and p-electrons, whereas

in metal catalysis the localized d-electrons are responsible for catalytic behavior.
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Figure 3.9. Pt L3 edge XANES shift (vs Pt foil) plotted against the
ratio of Pt–V to Pt–Pt coordination numbers for 3Pt and 10 Pt–V
catalysts. The Pt–V to Pt–Pt ratio for the bulk Pt3V phase is shown
as a vertical dashed line. A linear fit of the data is shown in red.
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[127] In the rigid band model, when two elements of different electronegativity are

combined in an alloy, the atom with lower electronegativity transfers electron density

to the other. [128, 129] This is interpreted to further fill the d-band, shifting the

Fermi energy relative to the band while the shape and absolute energy of the band

remain constant. The model of charge transfer has been extended to describe not only

electronic changes in alloys [90, 91, 130] but also nanoparticle–support interactions

[131] and particle size effects. [132] These observations of electronic modification are

based on spectral changes seen in various techniques sensitive to valence d-electrons

such as XPS, XANES, and ELNES, among others. Using this model, one could

predict the direction and magnitude of electron transfer for a given alloy and hence

the spectral changes in XPS, XANES, and RIXS. If electron transfer to the d-band

accurately describes the mechanism of electronic modification of Pt, the direction of

charge transfer predicted should be consistent among these methods.

The Pt L3 edge XANES transition probability is proportional to the number of

unfilled states, and changes in the intensity and broadness of the XANES white line

reflect changes in the density of Pt 5d unfilled states. [133,134] The rigid band model

has also been used to describe these spectral changes in the XANES. [90,129] In this

interpretation, the transfer of electron density to Pt decreases the number of unfilled

Pt 5d states (i.e., more d-electron density), leading to a lower white line intensity.

Additionally, because of the increased filling of the d-band resulting from the electron

transfer, the average energy of the unfilled states increases which causes an increase

in the XANES edge energy. By the above model, the 0.4 eV increase in XANES

edge energy seen for Pt3V would mean that Pt in Pt3V has gained electrons through

electron transfer from V. The increase in the number of Pt electrons would also be

expected to lead to a decrease in the white line intensity; however, the white line

intensity increases relative to a Pt nanoparticle of the same size.

XPS binding energy shifts are also frequently used demonstrate electronic mod-

ification resulting from alloying. Chemical shifts in XPS are frequently interpreted

based on electron transfer, as the energy required for photoemission is greater in a
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positively charged atom and vice versa for a negatively charged atom. Based on this

interpretation, the 0.4 eV core level shift to higher binding energy seen for Pt3V is

due to Pt in the alloy having transferred electrons to V. It should be noted that the

orbital to which the electron is transferred is not specified, but unfilled states exist

in the 5d or conduction band 6s or 6p orbitals. By use of the same electron transfer

model, XANES and XPS come to opposite conclusions regarding the direction of the

transfer.

While XANES and XPS allow for an indirect measurement of filled d-states, RIXS

is a direct measurement. The inelastic scattering peak in RIXS represents the energy

difference between the weighted average energy of the filled and unfilled states. By

the rigid band model, any change in filling of the d-band would shift the average

energy of the filled and unfilled states in the same direction. Hence, the separation

in energy between the filled and unfilled states should be similar regardless of any

electron transfer. Based on the separately collected XANES spectrum, the energy

transfer value can be deconvoluted into a downward shift in the filled state energy

and an upward shift in energy of the unfilled state energy, which cannot be explained

by electron transfer.

The inconsistency between the predicted direction of electron transfer in XPS,

XANES, and the increased separation energy between the filled and unfilled states

by RIXS suggests that the rigid band model and electron transfer between the Pt

d-band and the promoter atom is incorrect. For Pt and Pt3V, the density of states

calculations demonstrate that the alloy does not follow rigid band behavior. Instead,

the d-band of Pt3V is broadened with respect to Pt, resulting in changes the energy

of the filled and unfilled 5d states. These energy changes are consistent with the

spectral changes observed by XPS, XANES, and RIXS. For example, the broadening

of the d-band causes the d-band center to shift away from the Fermi level, decreasing

the average energy of the filled states, consistent with the RIXS results. The unfilled

Pt 5d states also increase in energy due to the broadening of the band, resulting in an

increase in the XANES edge energy in Pt3V. Despite this modification in the density of
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states, the filling of the d-band (and hence number of d-electrons) remains constant,

as shown by the integration of the d-band density of states for Pt and Pt3V. The

increased splitting in the energy of the filled and unfilled d-states is a consequence of

bonding interactions between Pt and V which form new d-states that differ in energy

from those in a homoatomic bond. Thus, it is a change in the energy of the filled

and unfilled d-states that gives rise to the changes in the XPS, XANES, and RIXS

spectra of Pt3V. While the above results do not preclude electron transfer to Pt s-

and p-bands, these electrons are minimally involved in adsorbate binding, and hence

transfer to these orbitals would be largely inconsequential as far as catalytic properties

are concerned. Inferring changes to the d-band from XPS alone should be made with

caution since core level shifts in alloys are sensitive to changes in energy, number,

and orbital character of the valence electrons as well as extra-atomic relaxations and

shifts in the Fermi energy. [135, 136] See Figure 3.19 and Table 3.12 as well as the

supplemental discussion for a more comprehensive examination of the contribution of

various effects to the XPS core level shifts and their interpretation.

The consequence of these electronic effects can be seen in decrease in binding

strength of adsorbates on the Pt3V alloy vs monometallic Pt surfaces (Table 3.9).

All the model adsorbates considered, including CHx, CCH3, C3H6, and C3H5, showed

weakening in binding energy compared to their binding strength on pure Pt. Because

alloying decreases the average energy of the filled 5d states, the binding strength of

adsorbates weakens as predicted by d-band theory. [85] It has been proposed that

this weakening of adsorption strength leads to the desorption pathway being favored

over deep dehydrogenation in DFT studies of Pt–Sn alloys. [137] As seen from Figure

3.18, a similar conclusion can be drawn for Pt3V since the thermodynamics of deep

dehydrogenation compared to desorption are competitive in the case of Pt3V, while

for monometallic Pt the deep dehydrogenation is clearly thermodynamically favored.



91

3.5.3 Effect of Structure on Catalytic Performance

The structural characterization explains why 5Pt–5V and 2Pt–5V have close to

identical propylene selectivities and dehydrogenation turnover rates despite the par-

ticle composition being different in each catalyst. The reason is that the surface and

near-surface layers which affect catalytic properties are compositionally the same. The

geometric effect only requires the presence of V atoms in the surface layer, whereas

the electronic effect is affected by both the surface and subsurface. The surface alloy

layer in 5Pt–5V is 2–3 atomic layers thick, meaning that the nearest neighbors of

surface atoms participating in catalysis, both surface and subsurface, are the same as

in the pure alloy catalyst. The importance of the subsurface layer on catalytic prop-

erties was demonstrated in the difference in CO heat of adsorption between a Pt3Mn

full alloy and a Pt/Pt3Mn core–shell catalyst. [138] The electronic effect occurs as a

result of bonds between the active metal and the promoter. Because of this nature,

electronic modification is necessarily a short-range effect, as demonstrated by surface

Pt density of states, which showed a large change when first nearest neighbors were

changed, as compared to the small change which occurred between the two monolayer

slab and the full alloy where only second nearest neighbors of the surface Pt atoms

are changed.

The geometric effect, or the decreasing the active metal ensemble size, requires

the presence of the promoter metal in the surface layer of the nanoparticle. Difference

XAS spectra on Pt–V alloys demonstrate that V is present in the surface layer. The

geometric effect is often cited as the dominant factor in dehydrogenation selectivity in

alloys where the active metal is isolated. [97,139,140] However, in the case of Pt3V, the

(111) surface is composed of interconnected groups of three Pt atoms. Despite the lack

of total Pt isolation, Pt3V still shows above 95% propylene selectivity, which suggests

that total Pt isolation is not a requirement for high dehydrogenation selectivity. This

conclusion is supported by DFT results, which show that Pt3V alloys bind C2 and C3

intermediates more weakly on sites of different geometry as compared to pure Pt, in
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spite of the presence of threefold Pt sites geometrically equivalent to Pt on the Pt3V

surface.

It is also worth mentioning that mechanisms proposed for the hydrogenolysis of

alkanes vary in the number of metal sites required for the reaction from two to more

than four. [141–144] DFT studies on various metals have shown that the barrier for

C–C bond cleavage lowers as more hydrogen atoms are removed from the adsorbed

hydrocarbon. [145] Based on these results, the mechanism for hydrogenolysis is sug-

gested to occur through a deeply dehydrogenated species. For every hydrogen lost to

dehydrogenation, the C–H bond is replaced with a metal–carbon bond. [146] Thus,

the extent of dehydrogenation at which hydrogenolysis occurs determines the number

of active metal atoms needed to catalyze the reaction. Even assuming the high-end

ensemble size requirements for hydrogenolysis (4+ atoms), the (111) surface of Pt3V

should still have a large enough active metal ensemble to catalyze hydrogenolysis. A

possible reason that these sites, which are important for stabilization of coke precur-

sors on Pt, [147] do not cause low selectivity in Pt3V may be due to the decreased

binding strength and change of binding geometry of coke precursors shown in Figure

3.17 and Table 3.9. The surface and subsurface V atoms proximal to the 3-fold site

electronically modify Pt destabilizing adsorption on this site.

3.6 Conclusions

The addition of V to a Pt catalyst leads to the formation of the Pt3V intermetallic

compound with the AuCu3 structure. The formation of the Pt3V phase, or an alloy

surface layer on a Pt core, led to high propylene selectivity, demonstrating that total

Pt site isolation, and full alloy formation, are not required for high dehydrogenation

selectivity. Instead, it is only necessary to form an alloy layer 2–3 atomic layers thick

to obtain the same performance as a pure phase alloy. Formation of the ordered

alloy phase ensures that all Pt atoms in the nanoparticle experience similar electronic

modification and that large Pt ensembles are eliminated. Other unexplored alloys

with the AuCu3 structure may also show high dehydrogenation selectivity based on
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the high selectivity of both Pt3Sn and Pt3V despite very different bonding interactions

between Pt and the promoting element. The magnitude of the electronic modification

was shown to be dependent on the extent of alloy formation, demonstrating the

importance of phase purity in determining the electronic modification inherent to a

specific alloy phase. The source of electronic modification in Pt–V alloys is not caused

by electron transfer to or from the Pt 5d orbitals, but rather a change in the energy

of the orbitals. The consequences of the electronic modification were shown by DFT

to be weakening of adsorbate bonding to Pt and changes in the most stable binding

geometries in the alloy.

3.7 Supporting Information

3.7.1 Experimental

3.7.1.1 Catalyst Synthesis

Vanadium impregnation was also done using vanadyl acetylacetonate to study the

effect of the vanadium precursor on the dispersion of the vanadium oxide on silica.

For the synthesis of a second 2%Pt-5%V catalyst 1.30 g of vanadyl acetylacetonate

was dissolved in 25 mL methanol and impregnated to the pore volume of 5 g of silica

(davasil 646, Sigma Aldrich). Due to the low solubility of Vanadyl acetylacetonate,

multiple rounds of impregnation and calcination were performed to achieve the de-

sired 5% V weight loading. After each impregnation step, the catalyst was dried at

room temperature for 3 hours, then at 125 ◦C overnight and finally calcined at 300

◦C for 3 hours. Platinum was loaded on the 5V-SiO2(AcAc) to 2% weight in the same

manner as the 2Pt-5V catalyst prepared with ammonium metavanadate. The reduc-

tion procedure for 2Pt-5V(acac) was identical to the other Pt-V bimetallic catalysts.

A full list of synthesized catalysts is given in Table 3.3.
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Table 3.3.
Synthesis parameters for Pt and Pt-V catalysts

Name Pt

Loading

(wt %)

V

Loading

(wt %)

V:Pt

Atomic

Ratio

Pt

Calcination

Temperature

(◦C)

V

Calcination

Temperature

(◦C)

3Pt 3 0 - 250 -

5Pt-2.5V 5 2.5 1.9 250 350

5Pt-5V 5 5 3.8 250 350

5Pt-5V-450C 5 5 3.8 450 350

5Pt-5V-500C 5 5 3.8 500 350

5Pt-5V-550C 5 5 3.8 550 350

5Pt-5V-600C 5 5 3.8 600 350

2Pt-5V 2 5 9.5 250 300

2Pt-5V(acac)*† 2 5 9.5 250 300

2Pt-10V† 2 10 19.1 250 300

1Pt-10V† 1 10 38.1 250 300

5Pt-5V-R200C‡ 5 5 3.8 250 350

*Vanadyl acetylacetonate was used as the vanadium precursor. For synthetic

details, see the supplemental information.

†Vanadium impregnation performed in multiple steps with drying and calcination

steps between impregnations

‡Nonstandard reduction process: 200◦C reduction instead of 550◦C.
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3.7.1.2 Electron Microscopy

The volume average particle size and standard deviation were calculated using

equations 3.1 and 3.2, respectively, below.

d̄{4, 3} =
Σd4i
Σd3i

(3.1)

Where d̄{4, 3} is the volume average particle size and di is the diameter of particle

i. The standard deviation of the volume average particle size is given by equation

3.2:

σ̄{4, 3} =

√
Σ(di − d̄{4, 3})2d3i

Σd3i
(3.2)

3.7.1.3 X-ray Absorption Spectroscopy

Difference X-ray absorption spectroscopy was performed by subtracting surface

oxidized and reduced catalyst spectra. The same edge energy was used for both the

oxidized and reduced samples for conversion into k space. The extracted chi data of

the oxidized sample was then subtracted from the reduced sample. The difference chi

was then k2 weighted and Fourier transformed over a k range of 3 to 10 Å-1. Because

the Pt-O scattering present in the oxidized sample is subtracted from the reduced

sample, the Pt-O scattering in the difference spectra is phase shifted by π radians

with respect to the normal experimental phase function. To fit the phase shifted

Pt-O scattering in the difference, the experimental reference Pt-O phase was aligned

with the difference Pt-O scattering by adding π radians to the experimental phase

function.

XAS data analysis was performed in WINXAS 3.1 software. Coordination num-

bers and bond distance were obtained using a least squares fit in R-space of k2

weighted Fourier transformed data. Fourier transforms were taken from 2.7-11.5

Å-1 and R-space fits were performed from 1.8-3.2 Å. For Pt-O and Pt-Pt scattering,

experimental phase and amplitude functions were extracted from bulk references:

Na2Pt(OH)6 (6 neighbors 2.05 Å) and Pt foil (12 neighbors at 2.77 Å). For Pt-V
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scattering, an experimental phase and amplitude function was created using a Pt-Fe

scattering (7.5 neighbors at 2.66 Å) obtained from pure phase PtFe3 nanoparticles.

The bond distance and phase purity of the PtFe3 nanoparticles was verified by in situ

synchrotron X-ray diffraction (XRD). The phase transference error in coordination

number introduced by using Pt-Fe to fit Pt-V scattering was estimated using Pt-V

and Pt-Fe phase and amplitude functions generated using FEFF 6 and gave coordi-

nation numbers 6% lower in magnitude. Fitting was accomplished on isolated first

shell coordination in R space by fixing the Debye-Waller factor (∆σ2) and allowing

coordination number (CN), bond distance (R) and energy shift (E0) to vary.

3.7.1.4 Resonant Inelastic X-ray Scattering

RIXS measurements were made by the simultaneous measurement of the Pt L3

absorption edge in transmission mode and the Pt Lβ5 emission line. The wavelength

dispersive spectrometer is based on a bent Laue silicon analyzer coupled to a Pilatus

100K (Dectris) 2D pixel array detector [148, 149]. The analyzer crystal is a 55-µm

thick Si(400) wafer, cylindrically bent to 0.5-m radius. We scatter from the Si(133)

reflection with a calculated asymmetry angle of 13.76◦. The analyzer was mounted

to a rotation stage declined about 20◦ from horizontal to allow significant elastically

scattered X-rays through the crystal analyzer to the detector for accurate calibration

of the fluorescence energy scale. Elastic scattering was more than 5x stronger than

the peak valence X-ray emission. To resolve the X-ray emission from the tails of

the elastic peak, the elastic peak was removed by fitting a Gaussian curve to the

truncated data and using a single pair of peak width and center values for the entire

data set. The amplitude was varied using a linear function to simulate the effect of

beam polarization on the elastic scatter amplitude as a function of emission angle.
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3.7.2 Results

Figure 3.10 shows volume average particle size distributions and representative

STEM images for 3Pt, 5Pt-5V and 2Pt-5V. All three particle sized distributions

deviate from pure Gaussian shape with an asymmetric tail towards higher particle

sizes. Similar asymmetry has been reported for Pt nanoparticles on alumina after a

high temperature treatment due to sintering [150]. All three samples have a particle

size within one standard deviation of one another. The particle sizes were 2.6±0.5

nm, 2.2±0.5 nm and 2.2±0.7 nm for 3Pt, 5Pt-5V and 2Pt-5V respectively.

Figure 3.11a shows a HAADF STEM image of 2Pt-5V after reduction at 550 ◦C

(and subsequent exposure to air) and is representative of all samples measured. All

three catalysts have average particle sizes of 2-2.5 nm. Figure 3.11b shows overlaid

EDS elemental maps of Pt (blue) and V (yellow) for 2Pt-5V. Both platinum and

vanadium are present in the small particles. The vanadium oxide clusters, which

were not distinguished strongly from the support in the STEM images, can be seen

in the EDS maps. Pt particles present in the maps are close to or in intimate contact

with vanadium, though the amount varies from particle to particle. Figure 3.11c

shows a line scan taken from the EDS map pictured in S2b. The Magnitude of the V

and Pt signals are comparable across the particle, demonstrating the incorporation of

V throughout the platinum particle as opposed to only on the surface layer, though

vanadium oxide cannot be distinguished from V in a bimetallic. To determine if a

Pt-V bimetallic forms, XAS was used to probe the local environment of Pt and V.

Figure 3.12 shows the vanadium K edge R space EXAFS of 5Pt-5V after reduction

at 550 ◦C in 3.5% H2. The peak between 1-2 Å occurs due to scattering from vanadium

oxygen pairs. The peak between 2-3 Å is due to scattering from second nearest

neighbor V-O-V scattering. The lack of metallic scattering from V or Pt (V-V or

V-Pt, respectively) shows that most of the vanadium in the sample remains an oxide

after the reduction procedure. The large second shell scattering peak suggests that
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Figure 3.10. Volume average particle size distributions and represen-
tative STEM images for: (a,b) 3Pt, (c,d) 5Pt-5V, and (e,f) 2Pt-5V
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Figure 3.11. Pt-V catalyst characterization by electron microscopy.
(a) HAADF STEM image of 2Pt-5V. (b) EDS map of 2Pt-5V with
Pt in blue and V in yellow. (c) EDS line scan of green boxed area in
b, with Pt in blue and V in Red.
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vanadium is present as clusters of vanadium oxide, rather than single sites which

would not have strong second shell scattering.

Figure 3.12. V K edge EXAFS of 5Pt-5V after reduction at 550◦C in 3.5% H2.

Figure 3.13 shows the Pt L3 edge EXAFS of the 5Pt-5V catalysts calcined at

different temperatures. As the calcination temperature increases, the FT magnitude

increases showing that as the calcination temperature increases, the total coordina-

tion number, and hence particle size increases. The as the calcination temperature

increases the most intense peak (ca. 2.5 Å) shifts to higher R and there is an increase

in the ratio of the high (ca. 3 Å) to low (ca. 2 Å) R space peaks. Fits of the spectra

in Figure 3.13 are shown in Table 3.4. For all Pt-V samples, the average Pt-V coordi-
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nation number changes by only 0.5, whereas the Pt-Pt coordination number increases

from 6.5 for the sample calcined at 250 ◦C to 10.6 for the sample calcined at 600 ◦C.

The Pt-V:Pt-Pt neighbor ratio decreases as the calcination temperature is increased.

For the sample calcined at 250 ◦C, the ratio is 0.31, and decreases to 0.22, 0.20, 0.17,

and 0.14 for the 450 ◦C, 500 ◦C, 550 ◦C and 600 ◦C calcined samples respectively. In

the sample calcined at 600 ◦C, the Pt-Pt bond distance is close to that of bulk Pt,

whereas in the 250 ◦C sample, the Pt-Pt bond distance is contracted by 0.03 Å. The

Pt-V bond distance for all samples does not change within the error of EXAFS.

Figure 3.13. In situ Pt L3 edge EXAFS of Pt foil (black) and 5Pt-5V
catalysts calcined at 600◦C (magenta), 550◦C (cyan), 500◦C (Blue),
450◦C (green) and 250◦C (Red). Scans were taken at room tempera-
ture in He after reduction at 550◦C in 3.5% H2.
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Figure 3.14 shows the R space Pt L3 edge EXAFS of 5Pt-5V after reduction at 200

◦C. No Pt-O scattering can be seen in the range of 1-2 Å, confirming that platinum

in the sample totally reduces by 200 ◦C. Fits of the first shell scattering are given in

Table 3.4. Fitting gave 5.7 Pt-Pt neighbors at 2.73 Å and 1.8 Pt-V neighbors at 2.69

Å. The presence of Pt-V scattering confirms that V incorporation starts at around

the same temperature that platinum reduces to the metallic state. The similarity in

neighbor ratio between the 200 ◦C sample and the same sample reduced at 550 ◦C

suggests that the degree of vanadium incorporation is largely determined in the early

stages of the reduction process.

Figure 3.14. R space EXAFS magnitude (solid black) and imaginary
(dashed black) components of 5Pt-5V reduced at 200◦C in 3.5% H2.
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Table 3.4 shows EXAFS fits for four Pt-V catalysts synthesized with different

ratios of V:Pt wt% loadings and non-standard calcination and reduction procedures.

For all catalysts both the Pt-Pt and Pt-V bond distances were equivalent and were

contracted from the bulk values of Pt (2.77 Å) and Pt3V (2.74 Å). The magnitude

of the contraction was larger for samples with lower total coordination numbers. For

the lowest ratio, 5Pt-2.5V, the Pt-V:Pt-Pt neighbor ratio was 0.31, which is the same

as 5Pt-5V, which has a higher vanadium loading and the same platinum loading.

In both of these catalysts the vanadium loading is well in excess of the amount

required for all Pt to form the Pt3V phase. In 2Pt-5V(acac) the bond distance and

coordination number ratios were very similar to the 2Pt-5V sample synthesized with

ammonium metavanadate and oxalic acid. This can be attributed to the calcination

procedure after impregnation which combusts the organic from both precursors and

leaves vanadium oxide which aggregates similarly in both cases. For 2Pt-10V, the

Pt-V:Pt-Pt coordination number only increases by 0.05 as compared to the 2Pt-5V

sample despite doubling the vanadium loading. Silica can stabilize a limited surface

concentration of V atoms before vanadium oxide clusters start to form which limits

the number of V atoms in close proximity to a given Pt particle. Because both the 5%

V loading and 10% V loading sample seem to be above this threshold (as evidenced

by the 5% V K edge EXAFS showing VOx clusters), doubling V loading from 5%

to 10% loading does not meaningfully increase vanadium incorporation. Similarly,

decreasing Pt loading from 2% to 1% also doesn’t cause vanadium incorporation to

increase far past the 0.5 neighbor ratio found for 2Pt-5V, however, the total particle

size in the 1Pt-10V sample is lower than the bimetallic samples with 2% or 5% Pt

loading as evidenced by the lower total coordination number in this sample.

Due to the small crystallite size of the particles being measured (ca. 2 nm), it

was necessary to use in situ synchrotron XRD to collect data of sufficient quality for

quantitative analysis. Due to the high energy of the X-rays used (106.257 keV), the

diffraction peaks appear over a much smaller 2θ range (2-8 degrees) than a pattern

obtained on a typical laboratory XRD instrument (20-80 degrees). Use of a high X-
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Table 3.4.
First shell EXAFS fits and XANES edge energy of Pt-V catalysts

XANES

Inflection

Point

(eV)

Pt-Pt Pt-V

Catalyst CN R

(Å)

DWF

(Å2)

E0

(eV)

CN R

(Å)

DWF

(Å2)

E0

(eV)

Pt Foil 11564.0 12 2.77 0 0 - - - -

5Pt-5V-600C 11564.1 10.6 2.76 .001 -0.6 1.5 2.73 .001 2.2

5Pt-5V-550C 11564.1 9.9 2.76 .001 -0.7 1.7 2.73 .001 1.9

5Pt-5V-500C 11564.1 8.8 2.75 .001 -0.4 1.8 2.73 .001 1.9

5Pt-5V-450C 11564.1 8.1 2.74 .002 -1.1 1.8 2.72 .002 1.3

5Pt-5V-250C 11564.2 6.5 2.73 .003 -0.8 2.0 2.71 .003 2.6

5Pt-2.5V 11564.2 7.4 2.74 .003 -0.7 2.3 2.71 .003 1.6

2Pt-5V(acac) 11564.4 5.6 2.72 .003 -1.3 2.8 2.71 .003 1.9

2Pt-10V 11564.5 5.3 2.72 .003 -1.8 2.9 2.71 .003 2.0

1Pt-10V 11564.6 4.3 2.69 .004 -1.4 2.4 2.68 .004 1.1

5Pt-5V-R200C 11564.2 5.7 2.73 .003 -0.8 1.8 2.69 .003 1.1
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ray energy above the Pt K absorption edge is necessary to resolve the small fraction

of the sample that is metallic (<5%); at high energy, the difference in absorption

cross section between the support and platinum is large enough to resolve metallic

peaks from the amorphous signal from the support. The high flux provided by an

insertion device coupled with a wide area detector also gives a signal to noise ratio high

enough to resolve the weak, broad diffraction peaks resulting from nanoparticles less

than 3 nm in diameter [151]. Finally, in situ measurement under reducing conditions

ensures that the surface of the nanoparticle is metallic. Ex-situ XRD on small metal

nanoparticles where the surface is oxidized can produce misleading results with respect

to the observed lattice parameter and particle size [151]. Figure 3.15 shows a typical

in situ XRD pattern of 2Pt-5V at 35 ◦C after reduction at 550 ◦C.

Vanadium present in the platinum nanoparticles could be arranged as a random

solid solution or as an ordered intermetallic compound. To distinguish between the

two possibilities, a series of 5Pt-5V samples were synthesized, where the calcination

temperature after the impregnation of platinum tetraammine nitrate was increased

from 250◦C to 450 ◦C, 500 ◦C, 550 ◦C and 600 ◦C respectively. Higher calcination

temperatures lead to larger platinum metal particle sizes after reduction [152]. In-

creasing the calcination temperature also decreases the dispersion of vanadium oxide

on silica [153]. These combined effects should lead to a lower degree of vanadium

incorporation as the calcination temperature is increased. This was confirmed by

EXAFS, which showed an increase in the particle size and decrease in vanadium

content with calcination temperature.

Figure 3.16 shows the 220 reflection for 5Pt-5V catalysts calcined at different

temperatures. The increase in calcination temperature results in larger particles,

which is reflected in the XRD spectra as a decrease in the peak full width at half

maximum (FWHM). For the 5Pt-5V catalysts calcined at 450 ◦C and above, the

main peak position matches that of the 3Pt catalyst at 4.866 2θ, whereas the catalyst

calcined at 250 ◦C has a peak position at higher angle than the platinum catalyst. For

the 5Pt-5V catalysts calcined at 450 ◦C, and 500 ◦C, the peak shape is asymmetric,
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Figure 3.15. In situ synchrotron XRD pattern of 2Pt-5V at 35 ◦C in
He after a reduction treatment in 3.5% H2 at 550 ◦C for 30 minutes.
The pattern was collected using an X-ray wavelength of 0.1173 Å.
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with a shoulder at 4.896 and 4.899 2θ respectively. Asymmetric peaks are consistent

with 2 phases, rather than a solid solution.

Fitting parameters for the 220 reflection for 3Pt and the four 5Pt-5V catalysts

calcined at different temperatures are shown in Table 3.5. For the samples calcined at

250 ◦C and 600 ◦C, a single Lorentzian peak was sufficient to fit the spectra. For the

samples calcined at 450 ◦C and 500 ◦C, a second Lorentzian was necessary to properly

fit the high angle shoulder. The main peak for the 5Pt-5V catalysts calcined at 600

◦C, 500 ◦C and 450 ◦C lies at 4.861, 4.861 and 4.865 2θ, respectively, and is attributed

to diffraction from Pt. Using the Scherrer equation the particle size calculated using

the FWHM of the main peak was 9, 11 and 16 nm for the sample calcined at 450 ◦C,

500 ◦C and 600 ◦C, respectively. In the 5Pt-5V samples calcined at 450◦C and 500◦C,

the peak position of the shoulder was 4.896 and 4.899 2θ respectively. This peak is

attributed to diffraction from Pt3V based on the matching lattice parameter of 3.87

Å [154]. The particle size of the shoulder component peak was 3 and 4 nanometers for

the 5Pt-5V samples calcined at 450◦C and 500 ◦C respectively. The 5Pt-5V sample

calcined at 250 ◦C has peak position 0.01 degrees lower than the shoulder component

of the 450 ◦C and 500 ◦C samples at 4.887 2θ, which corresponds to a lattice parameter

of 3.88 Å. In the 5Pt-5V-250C sample, the particle size is too small to separately fit

diffraction from Pt and Pt3V, and the resulting peak position is the average lattice

parameter of both phases, which is 0.01 Å larger than that found for the Pt3V shell

layers in the 5Pt-5V samples calcined at 450 ◦C and 500 ◦C.

Table 3.7 shows the binding energy of CO and CH3 on slab models with different

alloy layer thicknesses. Binding energies were calculated according to Table 3.8.

Platinum (111) shows the strongest binding energies with a CO binding energy 1.78

eV more stable than gas phase CO, and CH3 being the least unstable of the surface

methyl groups at 0.38 eV. When the first slab layer is replaced by Pt3V, the binding

energy for CO becomes 60 meV less stable and 30 meV less stable for CH3, however

these changes are within the error of DFT in determining differences in binding energy.

As compared to the Pt surface, the slab with two monolayers of alloy shows significant
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Figure 3.16. Multi component fits of the 220 XRD reflection for 5Pt-
5V catalysts calcined at 250 ◦C, 450 ◦C, 500 ◦C, and 600 ◦C. Raw
data is shown in black, component fits in red (Pt) and green (Pt3V)
and total fit (Pt+Pt3V) in blue. Component fits have been offset for
clarity. Spectra were collected at 35 ◦C in 3.5% H2 after reduction in
the same atmosphere at 550 ◦C.
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Table 3.5.
Fits of the 220 reflection for 3Pt and 5Pt-5V catalysts calcined at
different temperatures

Sample Peak FWHM

(2θ)

Crystallite

Size (nm)

Peak

Position

(2θ)

Unit Cell

Parameter

(Å)

M-M

Bond

Distance

(Å)

3Pt 1 (Pt) .315 2 4.866 3.89 2.75

5Pt-5V-250C 2 (Pt3V) .401 2 4.887 3.88 2.74

5Pt-5V-450C 1 (Pt) .073 9 4.861 3.90 2.76

2 (Pt3V) .241 3 4.896 3.87 2.74

5Pt-5V-500C 1 (Pt) .060 11 4.861 3.90 2.76

2 (Pt3V) .166 4 4.899 3.87 2.73

5Pt-5V-600C 1 (Pt) .042 16 4.865 3.89 2.75

Table 3.6.
Pt 4f XPS fitting parameters for 3Pt and 2Pt-5V

Pt 4f7/2

Binding

Energy

(eV)

Spin

Orbital

Splitting

(eV)

LF Parameters

Sample FWHM

(eV)

a b c d

3Pt 70.9 1.7 3.3 1 1.6 10 30

2Pt-5V 71.3 2.0 3.4 1 1.6 10 30

differences in stability of CO, with the CO binding energy decreasing to -1.56 eV

and increasing to 0.59 for CH3. The full alloy slab showed the weakest binding
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energies but are within error equal to that of the slab with two atomic layers of

alloy. These calculations suggest that electronic modifications that modify adsorbate

binding strengths are limited to the nearest neighbors of the surface atoms. The

change between the 1 and 2 monolayer slabs changes the subsurface neighbor identity

and surface Pt atoms go from having 2 V neighbors to 3. In the full alloy slab, only

second nearest neighbors are modified and the change in binding energy is minimal.

Table 3.7.
Binding energies of CO and CH3 on Pt (111), Pt3V-1ML-Pt, Pt3V-
2ML-Pt and Pt3V (111). Binding energies were calculated according
to Table 3.8

System Binding Energy (eV)

CO CH3

Pt (111) -1.78 0.38

Pt3V-1ML-Pt -1.72 0.41

Pt3V-2ML-Pt -1.56 0.59

Pt3V (111) -1.60 0.62

Table 3.8.
Formalism used to calculate binding energies for CO and CH3 on Pt,
Pt3V shell on Pt and Pt3V alloy

BECO = ECO+slab − Eslab − ECO(g)

BECHx = ECHx+slab + x
2
EH2(g)

− Eslab − ECH4(g)

Table 3.9 shows the binding energy and corresponding binding sites on Pt3V (111)

and Pt (111) surfaces for CO, C1, C2 and C3 fragments. The effects of electronically

modifying platinum by alloying are seen on the binding energetics of important in-

termediates which have been used to model propane dehydrogenation and coking

networks [155–157]. All the intermediates modeled show weaker binding on Pt3V



111

(111) compared to Pt (111). CH, CCH3, and CH3CCH2 intermediates bind 0.97 eV,

0.52 eV, and 0.67 eV more weakly on Pt3V compared to Pt. Additionally, Pt-Pt-Pt

ensembles on Pt3V are unstable compared to Pt-Pt-V 3-fold sites as seen from ad-

sorption of CH and CHCCH2 (see Figure 3.17). Hydrogen binds equally as strong on

the HCP site on Pt and Pt3V, where the HCP site is a Pt-Pt-V ensemble. In contrast

to Pt, all Pt3V surface sites no longer isoenergetically bind H as shown in Table 3.10.

Table 3.9.
Most stable binding configurations and their corresponding binding
energies for CO, C1, C2, and C3 hydrocarbon fragments adsorbed on
Pt (111) and Pt3V (111) surfaces.

Species Most Stable Binding Location On Binding Energy Relative

to Pt (111) (eV)Pt3V (111) Pt (111)

CO Pttop/Vtop FCC/HCP 0.19

CH HCP/FCC (PtPtV) FCC/HCP 0.97

CH2 HCP/FCC (PtPtV) Pt bridge 0.51

CH3 Pttop Pttop 0.24

C-CH3 FCC (PtPtV) FCC 0.67

CH3-CH-CH2 PtV Bridge Pt Bridge 0.79

CH3-CH-CH HCP (PtPtV) FCC 0.37

H3-C-CH2 PtV Bridge-Pttop Pt Bridge-Pttop 0.98

Figure 3.17 shows the most stable binding geometries and binding energies of

C1, C2 and C3 adsorbates on Pt3V (111) and Pt (111) surfaces. For Pt (111), CH

bond equivalently to the FCC and HCP sites, whereas on Pt3V (111) CH bonds at a

PtPtV HCP/FCC site, and is 1.36 eV less stable on the 3Pt ensemble of Pt3V (111)

as compared to the PtPtV ensemble which is in turn 0.97 eV less stable than CH on

Pt (111). CH3 bonds to equivalent Pt top sites in both Pt (111) and Pt3V (111), but

is 0.24 eV less stable on Pt3V (111). Similar to CH, C3H5 (CH3-C-CH2) bonds to an
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Figure 3.17. Schematics of most stable binding configurations and
their corresponding binding energies (with respect to Pt (111)) for
CO, C1, C2, and C3 hydrocarbon fragments adsorbed on Pt3V (111)
and Pt (111) surfaces.

ensemble containing a V atom, here with the middle carbon on a Pt-V bridge site

and the CH2 carbon binding to the Pt top site and is 0.98 eV less stable than on Pt

(111). On Pt (111) CH3-C-CH2 bonds to a Pt-Pt bridge and Pt top site. On Pt3V
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(111) CH3-CH-CH binds to an HCP PtPtV ensemble, while on Pt it binds at the

FCC site, and is 0.37 eV less stable on Pt3V (111). Lastly surface propylene bonds

to the PtV bridge site on Pt3V (111) and is 0.79 eV less stable than on the Pt bridge

site on Pt (111).

Table 3.10 shows the binding energy of adsorbed H on various Pt and Pt3V ad-

sorption sites on the (111) face. The binding energy on the most stable site on Pt and

Pt3V (HCP) are the same. For platinum case the binding energy surface is relatively

isoenergetic with similar binding energies for H to bind at Pt-top, HCP, and within

error also bridge and FCC sites. However, for Pt3V (111) the HCP site made of

Pt-Pt-V is the only site with stability comparable to Pt (111) with the Pt top site

showing significantly weaker binding.

Table 3.10.
H binding energy on Pt (111) and Pt3V (111) referenced to H2 gas

Pt (111)

Binding Site

Binding Energy

(eV)

Pt3V (111)

Binding Site

Binding Energy

(eV)

Pt top -0.48 Pt top -0.25

FCC -0.44 V top 0.25

HCP -0.48 HCP (Pt-Pt-V) -0.43

Bridge -0.44 - -

The contribution of surface strain to the binding energy changes observed was

evaluated by fixing the Pt lattice constant to that of Pt3V and recalculating the

adsorption energies. The effect is caused due to the Pt-Pt distance decreasing from

2.81 to 2.77 Å when vanadium is incorporated into the lattice. In all cases, the change

in binding energy was within the error of DFT as shown in Table 3.11, demonstrating

the preeminence of V in the modification of binding energies in the alloy even in cases

where the adsorbate does not directly adsorb to a vanadium containing site.
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Table 3.11.
Binding energies of CO, and CHx, species as calculated on Pt3V (111)
and Pt (111) with the lattice constant of Pt3V. The effect of changing
the lattice constant of Pt (111) is minimal on the binding energy
compared to the Pt slab constructed using the equilibrium lattice
constant.

Species Binding Energy Relative to Pt (111)

Pt with Pt3V Lattice Constant Pt3V

CO 0.08 0.19

CH 0.09 0.97

CH2 0.07 0.51

CH3 0.07 0.24

A frequently used descriptor for selectivity of dehydrogenation is the energy dif-

ference between the first deep dehydrogenation step and the desorption energy for

propylene [155]. The barrier for C-H bond cleavage in adsorbed propylene, shown in

Figure 3.17, are similar on Pt and Pt3V (111) surfaces. They differ by only about

0.1 eV, with the transition state on Pt3V being higher in potential energy. However,

there is appreciable difference in the stability of transition state (TS) with respect to

the desorbed gas phase C3H6: the TS for Pt is 0.32 eV more stable than desorbed

propylene while for Pt3V the TS is 0.09 eV unstable. This suggests that for mod-

eled (111) surfaces of Pt3V the thermodynamics of desorbing and bond-breaking are

competitive but for Pt (111) the deep dehydrogenation pathway is favorable.

Figure 3.19 shows the X-Y averaged electrostatic potential along the axis normal to

the slab face for the (111) surface of Pt and Pt3V. Table 3.12 shows the work function

calculated from the electrostatic potential plots. The calculated work function for Pt

(111) is close to what is measured experimentally [158]. Alloying with vanadium

reduces the work function of the (111) face by 0.41 eV. This suggests a shift in the
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Figure 3.18. Calculated C-H bond breaking energy for adsorbed
propylene on Pt (111) (solid black) and Pt3V (111) (solid red) ref-
erenced to gas phase propylene (dashed black).

fermi level compared to the monometallic Pt (111) slab, demonstrating that changes

in the fermi level cannot be neglected in interpretation of core level shifts between

Pt and Pt3V. However, a more rigorous model is needed to definitively assign the

observed experimental core level shift to a specific effect.
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Figure 3.19. X-Y axis averaged electrostatic potential for Pt (111) and
Pt3V (111) slab plotted along Z-axis (perpendicular to the surface of
the slab).

Table 3.12.
Work function values for the (111) face of Pt and Pt3V.

Pt (111) Pt3V (111) Difference

Work function (eV) 5.68 5.27 0.41

3.7.3 Discussion

The interpretation of XPS shifts in alloys is complicated due to the sensitivity of

core level binding energies to particle size, chemical environment (initial state effect),

the screening character of the valence electrons (final state effect), and changes in

the position of the Fermi level which is the binding energy reference. The potential

model of XPS is frequently invoked to describe XPS core level shifts between pure

metals and alloys [159]. In this model, the initial state effect is due to a change in the

electrostatic potential in the ground state between pure element and the alloy. This

change in potential has been related to a difference in electron density between the
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two environments. If charge is removed from the atom, more energy is required to

remove an electron from a more cationic atom and vice versa. The final state effect has

intra-atomic and extra-atomic components and is caused by a change in the screening

character of the valence electrons and a change in the electrical conductivity of the

metal respectively. If one were to attribute a part, or the entirety of the 0.4 eV core

level shift measured for 2Pt-5V to an initial state effect, the increase in binding energy

by the above model would mean that platinum in Pt3V has lost electrons through

electron transfer to vanadium.

While XPS shifts are often interpreted as due to initial state effects, core level

shifts have been shown to move in the same direction as the valence band center

as measured by valence band photoelectron spectroscopy, indicating a correlation

between energy changes in the valence band and core level shifts (CLS) [160, 161].

Therefore CLS in alloys cannot be explained solely by the initial state effect or a

transfer of electrons from one element to another, and the final state effect must also

be considered [162, 163]. The calculated work function of the Pt and Pt3V (111)

surface (see Table S9) are also different, which shows that changes in the fermi level

between the two cannot be neglected as contributing to the core level shift. It has

been demonstrated that the CLS in alloys may be due to the intra-atomic charge

redistribution in the valence band [161,164]. The 0.4 eV CLS for the 2Pt-5V catalyst

is consistent with a shift of the d-band center away from the Fermi level caused by

the redistribution of energy states in the d-band in agreement with DFT and RIXS.

The present work on Pt3V further demonstrates why assuming core level shifts are

dominated by an initial state effect, or even that the core level shift occurs in the same

direction as the initial state effect is not a safe assumption. Theoretical calculations

of core level shifts in alloy systems as a function of composition by the complete

screening model show in many systems, such as Pd-Ag, that the final state effect is

non-negligible and that initial state effect shift and total CLS do not have the same

sign [161]. Further, the initial state effect shift of both components in an alloy do
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not always occur in opposite directions as would be expected in all cases if electron

transfer explained the cause of the initial state effect for alloys [165].

Another consequence of non-rigid band behavior can be seen in the L3 edge

XANES of Pt3V, where the white line increases in intensity and narrows compared

to a platinum nanoparticle of the same size. Pt-Mo alloys also have a white line

intensity higher than a similarly sized platinum nanoparticle despite Mo also being

less electronegative than platinum [166, 167]. In the other direction gold-platinum

alloys, where platinum is the more electropositive element have a Pt L3 edge white

line intensity is lower than that of the platinum foil and the XANES edge energy is

shifted to a value higher than Pt [168]. The increase in XANES edge energy and white

line intensity, therefore are not necessarily indicative of increased oxidation state, or

electron transfer from Pt, as is often suggested. What is generally neglected in the

interpretation of the white line intensity is that the broadness of the white line also

changes. Thus, a small, broad white line can have the same area (and hence num-

ber of unfilled states) as a narrow, large white line. These spectral features reflect

changes in the energy distribution of unfilled states (as seen in the d band DOS for

Pt and Pt3V), not necessarily the loss of states due to electron transfer. This was

demonstrated by Schweitzer et al. based on the integrated area of experimental and

calculated Pt L3 edge XANES of platinum and platinum alloys [169]. The same con-

clusion was reached in nickel containing alloys using energy loss near edge structure

(ELNES) and auger electron spectroscopy (AES) by Nikolla and coworkers [170].

In summary, interpretation of the shifts in the XPS, XANES and RIXS exper-

imental measurements are all consistent with the DFT calculations, which indicate

changes in the electronic properties due to alloy formation result from a lowering of

the energy of the filled 5d orbitals and are responsible for weaker adsorbate energies,

facile desorption of the olefin product, reduced hydrogenolysis and coke selectivities.
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4. STRUCTURAL TRENDS IN THE DEHYDROGENATION SELECTIVITY OF

PALLADIUM ALLOYS

Stephen C. Purdy, Ranga Rohit Seemakurthi, Garrett M. Mitchell, Mark Davidson,

Brooke Lauderback, Siddharth Deshpande, Zhenwei Wu, Evan Wegener, Jeffrey P.

Greeley, Jeffrey T. Miller

4.1 Abstract

Alloying is well-known to improve the dehydrogenation selectivity of pure metals,

but there remains considerable debate about the structural and electronic features of

alloy surfaces that give rise to this behavior. To provide molecular-level insights into

these effects, a series of palladium intermetallic alloy catalysts with Zn, Ga, In, Fe and

Mn promoter elements were synthesized, and the structures were determined using in

situ X-ray absorption spectroscopy (XAS) and synchrotron X-ray Diffraction (XRD).

The alloys all showed propane dehydrogenation turnover rates 5-8 times higher than

monometallic Pd and selectivity to propylene of over 90%. Moreover, among the

synthesized alloys, Pd3M alloy structures are less olefin selective than PdM alloys

which are, in turn, almost 100% selective to propylene. This selectivity improvement

was interpreted by changes in the DFT calculated binding energies and activation

energies for C-C and C-H bond activation, which are ultimately influenced by pertur-

bation of the most stable adsorption site and changes to the d-band density of states.

Furthermore, transition state analysis showed that the C-C bond breaking reactions

require 4-fold ensemble sites, which are suggested to be required for non-selective,

alkane hydrogenolysis reactions. These sites, which are not present on alloys with

PdM structures, could be formed in the Pd3M alloy through substitution of one M
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atom with Pd, and this effect is suggested to be partially responsible for their inferior

selectivity.

4.2 Introduction

Dehydrogenation is the first step in the activation of alkanes, and on-purpose

catalytic dehydrogenation is becoming increasingly important with the widespread

exploitation of shale gas reserves, which contain a significant fraction of C2+ alka-

nes [171]. Further, light olefins such as ethylene and propylene produced from alkane

dehydrogenation are important feedstocks for the petrochemical industry [172, 173].

However, dehydrogenation is an endothermic reaction, where high equilibrium con-

version is favored by high temperature and low alkane pressure [174]. At the high

temperature required for dehydrogenation of light alkanes, hydrogenolysis also oc-

curs, forming methane and other lower carbon number species leading to low olefin

selectivity [175, 176]. Rationally improving dehydrogenation catalyst selectivity, in

turn, relies upon development of molecular-level understanding of these unselective

hydrogenolysis pathways.

Hydrogenolysis is a structure sensitive reaction, implying that the turnover rate

is a function of the surface structure and Pd ensemble size [177]. Modifications to

the ensemble can occur by either changing the particle size or by diluting the active

metal with a second inactive metal. In contrast, dehydrogenation is believed to be

a relatively structure insensitive reaction, meaning it only requires a single active

metal atom to be catalyzed, and hence the dehydrogenation turnover rate shows only

modest variations with particle size and ensemble size [178–180]. To improve the selec-

tivity of dehydrogenation catalysts, it is possible to exploit this difference in structure

sensitivity between dehydrogenation and hydrogenolysis through alloying. By sepa-

rating active metals with an inactive atom, termed a promoter, the turnover rate of

hydrogenolysis can be decreased while the turnover rate of dehydrogenation is mini-

mally changed, resulting in increased olefin selectivity [177]. Most of the early work on

structure sensitivity in hydrogenolysis and dehydrogenation reactions was performed
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on binary alloy systems that form solid solutions [181]. In these structures, a solute

metal randomly substitutes for a solvent metal atom in the parent lattice. This leads

to a distribution of active metal ensemble sizes, and high dehydrogenation selectivity

is only achieved at very high dilutions of the active metal [182, 183]. Recent work

has focused more on intermetallic compounds, which have a fixed (or narrow) com-

position range and can have crystal structures that differ from their pure components

while possessing comparable or higher selectivities than solid solutions [184]. In these

intermetallic compounds, the ensemble size is determined by the crystal structure

and atomic plane, and in some materials, such as PtZn, the active metal atoms are

completely isolated from one another by promoter atoms [185]. In other structures,

there are still small active metal ensembles, such as in the case of Pt3M alloys with the

L12 structure [186,187]. These well characterized ordered structures of intermetallics

are useful in identifying the geometry of active metal ensembles that are required for

selective performance of propane dehydrogenation chemistry, and this is indeed the

primary objective of the present work.

Theoretical studies of dehydrogenation reactions, using density functional theory,

have focused mainly on platinum and platinum alloys [188–196]. Early mechanistic

studies on Pt3Sn alloys [188, 197] showed that a simple thermodynamic selectivity

descriptor, the energy difference between propylene desorption energy and the acti-

vation energy barrier of the first deep dehydrogenation reaction, correlates with the

observed higher selectivity of platinum tin alloy as compared to pure platinum. This

descriptor has been used to computationally estimate olefin selectivities in selected

alloys [191, 192, 196]. In addition, recent work with microkinetic model analysis by

Saerens et al. [193] on Pt (111) has shown that, along with the propylene dehydrogena-

tion step, C-C bond breaking of propyne, which is a deeply dehydrogenated derivative

of propylene, is also one of the relevant steps for byproduct formation and thereby

adversely affects the selectivity of propylene production. Taken in aggregate, these

studies suggest that both the simple selectivity descriptor, comparing desorption and

further dehydrogenation of propylene, and C-C bond breaking of deeply dehydro-
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genated species can be important for prediction of selectivity trends across alloys.

The transition states of these steps are, further, strongly affected by the geometry

and ensemble sizes of active atoms available on the catalyst surfaces.

As discussed above, most research on selective dehydrogenation catalysts has fo-

cused on Pt and its alloys, since pure Pt is shown to be more stable against deactiva-

tion and to have less hydrogenolysis activity than other metals [198]. Nonetheless, a

few recent reports have also shown that alloys of palladium can have dehydrogenation

selectivities comparable to platinum alloys [199, 200].The ability of promoter metals

to suppress hydrogenolysis in alloys in a way seemingly independent of the active

metal’s intrinsic hydrogenolysis activity motivates systematic study of alloy selectiv-

ity not only in platinum alloys, but also other less selective metals such as Pd. This

strategy should give insight into the salient features of alloying that lead to improved

selectivity, independent of the behavior of the active metal, and ultimately open up a

larger space of catalyst compositions and structures for use as dehydrogenation cata-

lysts. Hence, in this combined experimental and computational study, we synthesize

a series of palladium alloy catalysts with five different promoters: indium, zinc, gal-

lium, iron, and manganese. Alloy catalysts were synthesized as to be pure phase

and of similar particle size to permit comparisons of selectivity based on differences

in promoter identity and the crystal structure of the alloy phase. The formation of

alloy phases was verified using in situ synchrotron XRD and in situ XAS. Catalytic

tests show that propylene selectivities are highest for site-isolated alloys (1:1), while

olefin selectivity of alloys with threefold Pd ensembles is slightly lower, and all of the

alloys had significantly higher selectivities than pure Pd. The experimental trends in

dehydrogenation selectivity are further compared with calculated trends in adsorbate

binding energy and transition state energies for C-C and C-H bond activation. Fully

consistent with the experimental results, the DFT calculated trends predict that site

isolated alloys have higher olefin selectivity than do alloys without site isolation. Fur-

ther, the improved olefin selectivity for the 1:1 alloys is found to be linked to weaker

binding of propylene and to an increase in hydrogenolysis (C-C bond breaking) bond
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breaking barriers which is driven by the structural dissimilarity of the active ensemble

for hydrogenonlysis compared to that in pure Pd. In contrast, the active hydrogenol-

ysis ensembles in Pd3M alloys are structurally similar to those of Pd, only requiring

one atomic substitution to create an ensemble equivalent to Pd. This structural sim-

ilarity is proposed to be partially responsible for their inferior selectivity compared

to site isolated alloys.

4.3 Methods

4.3.1 Catalyst Synthesis

Monometallic and bimetallic catalysts were synthesized by sequential loading of

the promoter and palladium on Davasil 646 silica (Sigma Aldrich). The loading was

done either using incipient wetness impregnation or strong electrostatic adsorption

with a calcination step between loadings. All catalysts were reduced after synthesis

using a slow ramp through 250 ◦C and subsequently aged at 550 ◦C for 30 minutes

to reduce the effect of sintering on rate data. The synthetic procedure for each

catalyst is summarized below in Table 4.1, and full details are given in the supporting

information.

Table 4.1.
Synthetic details of Pd and Pd alloy catalysts.

Catalyst 1Pd 2Pd Pd-In Pd-Fe Pd-Ga Pd-Zn Pd-Mn

Promoter Loading (wt %) - - 3 3 2.5 3 5

Palladium Loading (wt %) 1 2 2 2 2.5 2 1

4.3.2 STEM/EDS

Scanning transmission electron microscopy (STEM) and energy dispersive X-ray

spectroscopy (EDS) was performed on an FEI Talos F200X S/TEM with a Super-X
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EDS system and a high brightness field emission electron source. The microscope

was operated at 300 keV and STEM images were recorded using a high angle annular

dark field (HAADF) detector. Ground catalyst powder was physically mixed with a

copper 300 mesh lacey carbon coated TEM grid (SPI supplies). Reported particle

size distributions are number average particle sizes and were determined by measuring

more than 250 particles. Measurement of particles was done using the Fiji distribution

of ImageJ [201].

4.3.3 In Situ Synchrotron X-ray Diffraction (XRD)

In situ synchrotron XRD was performed at the ID-11C beamline of the advanced

photon source. XRD was performed in transmission geometry using an X-ray wave-

length of 0.1173 Å (105.7 keV). Samples for XRD were ground into a fine powder

and pressed into a self-supporting wafer. The sample wafers were then loaded into

a water cooled linkam stage capable of gas flow and heating. The X-ray transparent

windows on the cell were made of kapton film. The cell was purged with He before

a flow of 3.5% H2 in He was started and the temperature ramped to 550 ◦C at 10

◦C/min. After a 30 minute dwell at temperature, the cell was cooled to 35 ◦C and

a pattern was collected. Diffracted X-rays were measured using a Perkin-Elmer large

area detector. Detector calibration was performed using a CeO2 standard. Trace

oxygen was removed from He using an oxygen trap made by Restek.

Detector calibration and pattern integration was performed using GSAS II soft-

ware [202]. Background subtraction was done using patterns of the empty cell and

the bare SiO2 support. Pattern simulation was done using Materials Analysis Using

Diffraction (MAUD) and phase references from ICSD [203–208]. Particle size broad-

ening in simulated patterns was varied by changing the isotropic crystallite size.
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4.3.4 In Situ X-ray Adsorption Spectroscopy (XAS)

Pd K edge XAS was performed at the MRCAT 10BM line of the advanced photon

source. Samples were measured in transmission mode using 3 ion chambers which

allowed for simultaneous measurement of a Pd foil reference. Samples were ground

into a fine powder and pressed inside of a stainless-steel sample holder which was

loaded into a quartz tube reactor. The reactor was sealed at each end by a 1-inch

ultra-torr union modified with a gas flow port and a kapton window. The reactor

was purged with He and then treated at 550 ◦C in 3.5% H2 for 30 minutes. The

cell was then purged at high temperature with He to desorb chemisorbed hydrogen

and decompose any palladium hydride that may have formed during treatment. The

samples were then cooled to room temperature in He and scanned. Samples were also

scanned after exposure of the reduced samples to air at room temperature.

Extended X-ray adsorption fine structure (EXAFS) data on Pd and Pd alloys

were fit using WinXAS software. The extracted chi was k2 weighted and Fourier

transformed over a k range of 2.9-12 Å-1. Phase and amplitude functions for Pd-Pd

scattering were extracted from Pd foil with a coordination number of 12 and a bond

distance of 2.75 Å. Pd-O scattering was extracted from palladium (II) acetate (4 Pd-

O bonds at 2.05 Å). Bimetallic scattering (Pd-Mn at 2.62 Å, Pd-Zn at 2.71 Å, and

Pd-Ga at 2.6 Å) were constructed using FEFF with the amplitude reduction factor,

Debye-Waller factor and E0 correction fixed to the values fit to Pd foil. Fitting was

performed in R space on isolated first shell scattering for each sample by allowing the

coordination number, bond distance, Debye-Waller factor and E0 correction to vary.

Reduction-Oxidation difference EXAFS was performed by subtracting unweighted

chi data of the reduced and room temperature air exposed samples as in refer-

ence [209]. The core of the nanoparticle, which is unchanged during the surface

oxidation process is subtracted out in the difference, and only the signal from sur-

face scattering modified during the reduction-oxidation process remains. Metal-metal

scattering, which are lost during oxidation remains in phase with experimental phase
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and amplitude functions, while the new Pd-O scattering peak is phase shifted by

π-radians with respect to the experimental reference due to the subtraction in the

difference spectra. Fitting of the difference spectra was performed in R space on

Fourier transformed k2 weighted difference chi. Fourier transforms were taken over

a k range of 2.9-10 Å-1 and fit over an R range of 1-3 Å. The fitting procedure was

then identical to the above reduced samples.

4.3.5 Propane Dehydrogenation

Propane dehydrogenation was performed in a fixed bed microreactor. 50-150 mg

of catalyst was mixed to a total mass of 1 g with Davasil 646 silica and loaded into

a quartz tube reactor with an inner diameter of 9.5 mm. The catalyst bed was

dried in flowing nitrogen at 100 ◦C for 15 minutes and then reduced in 5% H2 in

N2 at 550 ◦C for 30 minutes. Before starting the flow of reactant gasses hydrogen

was purged from the bed by flowing 100 ccm of nitrogen for 5 minutes. Propane

dehydrogenation reactions were carried out at 550 ◦C at 3 psig with 2.5% propane

and 2.5% hydrogen. Conversion was adjusted by changing the total flow rate and mass

of catalyst used in a test. Conversion and selectivity were calculated on a carbon basis

of gas phase products measured by an online HP 6890 gas chromatograph with a flame

ionization detector and a Restek Alumina BOND/Na2SO4 column. A chromatogram

was collected every 5 minutes for 90 minutes. The resulting time on stream data was

fit with a first order exponential function to give the selectivity and conversion at

zero deactivation.

Propylene production turnover rates were measured at differential conversion

(>5%) in 2.5% propane and 2.5% hydrogen at 550 ◦C. Rates were normalized based

on the fraction of exposed palladium determined by surface oxidation EXAFS using

the Pd-O coordination number. 100% PdO has a Pd-O coordination number (CN)

of 4; thus the dispersion was determined from the fit Pd-O CN divided by 4.
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4.3.6 Density Functional Theory

Periodic density functional theory (DFT) calculations were performed using the

Vienna Ab-initio Simulation Package (VASP) [210–213]. The Kohn-Sham equations

were solved self-consistently using the Perdew, Burke, and Ernzerhof (PBE) func-

tional [214], with the projected augmented wave (PAW) method [215, 216]. The

converged bulk lattice constants for fcc Pd, Pd3Fe and bcc PdIn were a = 3.94Å, a

= 3.89Å, and a = 3.3Å, respectively. The length of bulk tetragonal PdZn unit cell

vectors were a = 2.9Å and c = 3.42Å, while the vectors for orthorhombic Pd2Ga

unit cell were a = 4.1Å, b = 5.58Å and c = 7.82Å. To simulate the fcc (111) sur-

faces of Pd and Pd3Fe, a 3x3x5 unit cell was used, while to simulate the core-shell

structure of Pd3Mn/Pd alloy surface, a 4x4x5 unit cell was used. For the 1:1 alloy

surfaces of PdZn (101) and PdIn (110), a 2x3x5 unit cell was chosen. Finally, for the

orthorhombic Pd2Ga (010) surface, a 2x2x6 unit cell was simulated. The bottom two

layers have been fixed for all alloy surfaces considered. A planewave energy cutoff

of 400 eV was used with a 3x3x1 Monkhorst-Pack k-point grid for Pd (111), Pd3Fe

(111), PdIn (110), and PdZn (101) alloy surfaces, while a 2x2x1 k-point grid was

used for Pd3Mn/Pd (111) because of its larger unit cell size, and a 3x2x1 k-point grid

was used for Pd2Ga (010) due to its orthorhombic unit cell symmetry. These values

were confirmed to converge the adsorption energies to within 0.05 eV. The adsorption

properties and thermodynamic energy barriers on the surface were calculated using

DFT geometry optimizations until the forces were converged within 0.02 eV/Å2. All

the calculations were spin polarized, and dipole corrections were used to cancel out

the net dipole moment on the slab. The Methfessel−Paxton scheme was used with

an energy smearing of 0.2 eV to determine the partial electron occupancies. Further,

a vacuum of 20 Å was used to separate the two slabs in the z-direction. The activa-

tion barriers were determined with Climbing Image Nudged Elastic Band (CINEB)

calculations using both the first and second order methods (QuickMin, LBFGS, and

Dimer) developed by Henkelman and co-workers [217–220]. For the NEB calculations,
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depending on the length of reaction coordinate, 6-8 images were used, and the im-

ages between initial and final states were generated using the Image Dependent Pair

Potential (IDPP) method [221]. Finally, for the Density of States (DoS) calculations,

an energy cutoff of 520 eV and a gamma-centered 9x9x1 k-point grid were used in

conjunction with the tetrahedron method using Blöchl corrections.

The adsorption energies of open-shell species were calculated by referencing them

to the corresponding gas phase closed-shell species energies and adding a stoichio-

metric amount of gas phase H2. Therefore, the binding energies of dehydrogenated

C3, C2, and C1 species were estimated using gas phase propane, ethane, and methane

energies, respectively. For each of these adsorbates, all the distinct binding configura-

tions were generated using CatKit, a python based open-source framework developed

by Boes et al. [222], and implemented with some modifications for binding of C3

adsorbates. The geometry optimizations were then performed for all the sites and

configurations, and the unique configurations were identified and databased for each

adsorbate and catalyst surface using an in-house algorithm. The energies of the most

stable structures were used for the analysis presented in this work.

4.4 Results

4.4.1 Structural Characterization

Detailed characterization of the particle size and phase composition of the Pd-In

and Pd-Fe catalysts is detailed in references [199, 200], respectively. Herein, detailed

characterization is given only for catalysts newly synthesized for this work: Pd-Ga,

Pd-Mn and Pd-Zn though PdZn, which has been reported previously, was reproduced

according to the synthesis given in reference [223].

Table 4.2 shows the number average particle size for the two monometallic Pd

catalysts and five bimetallic Pd catalysts. Representative STEM and EDS maps are

shown in Figure 4.10 of the supporting information and show the high dispersion of

metal nanoparticles and the promoter. The 1% Pd catalyst was smaller in size than



129

the 2% Pd catalyst due to the high calcination temperature employed in the synthesis

of the latter. The standard deviation of the 2% Pd catalyst was also larger due to

the presence of both small particles and a significant number of large agglomerates

likely resulting from the coalescence and sintering of smaller particles. The bimetallic

samples all had particle sizes within one standard deviation of one another and were

approximately 1.5-2 nm. Similar to the 2% Pd catalyst, the 2.5%Pd-2.5Ga catalyst

contained both small 1.5 nm particles and larger (>5 nm) agglomerates, which is

reflected in the larger standard deviation of the particle size.

Table 4.2.
Number average particle size for Pd and bimetallic catalysts

Sample Number Average Particle Size (nm)

1Pd 1.4 ± 0.5

2Pd 3.7 ± 2.0

2Pd-3Zn 1.5 ± 0.7

2Pd-3In 1.8 ± 0.4

2.5Pd-2.5Ga 2.1 ± 1.6

2Pd-3Fe 1.5 ± 0.7

1Pd-5Mn 1.5 ± 0.5

Pd K edge EXAFS results for the Pd, Pd-Ga, Pd-Mn, and Pd-Zn catalysts are

shown in Figure 4.1. For the monometallic Pd catalysts, the amplitude of the first

shell scattering is attenuated relative to the Pd foil due to the large fraction of surface

atoms in the sample which decreases the average coordination number below 12 for

bulk fcc metals. No scattering from Pd-O is present, demonstrating that the catalyst

is in the metallic state. Fitting the first shell scattering for 1Pd (shown in Table 4.3)

gave a coordination number of 7.7 with a bond distance of 2.74 Å, which is consistent

with a Pd nanoparticle. The 2Pd sample had a total coordination number of 10.4 at

a bond distance of 2.74 Å.



130

Figure 4.1. R space Pd K edge EXAFS magnitude (solid lines) and
imaginary (dashed) components of Pd catalysts. (a) monometallic
Pd catalysts: Pd foil (dark blue) 2Pd (blue) and 1Pd (light blue),
(b) 2Pd-3Zn (grey) and 1Pd (light blue), (c) 2.5Pd-2.5Ga (green) and
1Pd (light blue), and (d) 1Pd-5Mn (magenta) and 1Pd (light blue).
Spectra were collected at room temperature in He after reduction at
550 ◦C in 3.5% H2.
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Table 4.3.
EXAFS fitting parameters for Pd foil, Pd, Pd-Mn, Pd-Ga, and Pd-Zn

Sample Scattering Pair CN R (Å) ∆σ2 E0 (eV)

Pd Foil Pd-Pd 12 2.75 0 0

1Pd Pd-Pd 7.7 2.74 .0035 -1.3

2Pd Pd-Pd 10.4 2.74 .0020 -1.8

1Pd-5Mn Pd-Pd 6.1 2.71 .0050 -2.6

Pd-Mn 1.4 2.66 .0050 -1.0

2.5Pd-2.5M Pd-Pd 4.1 2.78 .0030 -3.6

Pd-Ga 2.7 2.49 .0030 -3.7

2Pd-3Mn Pd-Pd 1.0 2.81 .0020 -5.1

Pd-Mn 4.1 2.54 .0020 -5.2

The first shell scattering envelope in 2Pd-3Zn, shown in Figure 4.1b, changes in

shape relative to the monometallic Pd sample due to the formation of Pd-Zn bonds

in the catalyst. The single R space peak is consistent with Pd having only nearest

neighbor Zn. The broadness of the peak occurs due to an overlap between scattering

from the first nearest neighbor zinc and single scattering from second nearest neighbor

palladium. Fitting (shown in Table 4.3) gave 4.1 zinc neighbors at 2.54 Å and 1.0 Pd

neighbors at 2.81 Å. The short Pd-Zn distance and long Pd-Pd distance is consistent

with the structure expected for a 1:1 phase [206]. Two Pd-Zn phases with isolated Pd

are known, differing only by a tetragonal distortion which changes the bond distance

and coordination number of second nearest neighbor Pd. While the Pd-Pd bond

under 3 Å is consistent with the β1 phase, the ratio of Pd-Pd:Pd-Zn bonds is lower

than expected for this phase (1:2), which would be consistent with a mixture of the

structurally similar β (cubic CsCl) and β1 (tetragonal CuTi) phases, though some

departure from the bulk ratio should be expected due to the small particle size.
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The first shell scattering envelope from 2.5Pd-2.5Ga bears resemblance to the

monometallic Pd catalyst due to the presence of both Pd-Pd and Pd-Ga scattering.

Pd-Pd scattering is comprised of three peaks, with the lowest intensity peak at the

lowest R value and the highest peak at the highest R value. In the Pd-Ga catalyst,

the second peak is much closer in intensity, relative to the third high R peak, as

compared to the monometallic Pd sample due to scattering from Pd-Ga. Fitting

of the 2.5Pd-2.5Ga catalyst gave a Pd-Pd coordination number of 4.1 at a bond

distance of 2.78 Å and a Pd-Ga coordination number of 2.7 at a bond distance of 2.49

Å. The Pd-Ga:Pd-Pd coordination number ratio (0.66) is consistent with the local

Pd environment in Pd2Ga which has a Pd-Ga:Pd-Pd ratio of 5:8 (0.63).

Similar to the Pd-Ga catalyst, the 1Pd-5Mn catalyst also exhibited a change in

shape of the first shell scattering envelope, showing two peaks close to the same

intensity instead of three peaks of increasing intensity. The scattering resembles that

of Pd-Fe [200], albeit with the first peak at low R being lower in intensity than the

high R peak. Fitting the Pd-Mn catalyst gave a Pd-Pd coordination number of 6.1

with a bond distance of 2.71 Å and a Pd-Mn coordination number of 1.4 at a bond

distance of 2.66 Å, indicating Pd-rich bimetallic particles.

The coordination number ratio in 1Pd-5Mn (0.23) does not match that of any

bulk Pd-Mn phase. To further understand the structure of the catalyst, reduction-

oxidation difference EXAFS was performed to examine the local Pd coordination in

the surface layer of the nanoparticle [209]. Figure 4.2 shows the R space difference

XAS spectra between the 1Pd-5Mn catalyst in the reduced state and after exposure

to air at room temperature. Three peaks are present: the lowest R space peak is

due to Pd-O scattering formed during the surface oxidation, while the two higher

R peaks between 2-3 Å (phase uncorrected distance) are due to the loss of Pd-Mn

and Pd-Pd bonds. Table 4.4 shows the fit of the difference spectra. The Pd-O

coordination number was 0.4 at a bond distance of 2.05 Å, a bond distance typical

for palladium (II) oxide. The surface Pd-Mn to Pd-Pd ratio from the difference is

0.56, significantly higher than the total nanoparticle ratio. The difference in Pd-Mn
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to Pd-Pd ratio between the surface and fully reduced catalysts is consistent with a

core-shell nanoparticle having a surface phase that is Mn rich with respect to the

average particle composition [209].

Figure 4.2. Reduction-Oxidation difference EXAFS of 1Pd-5Mn with
the experimental difference magnitude (solid) and imaginary (dashed)
shown in black and the difference fit shown in red.

To determine the phase composition of the catalysts suggested by the EXAFS

fits, in situ synchrotron XRD was used. A high X-ray energy was used to maximize

the difference in structure factor between the amorphous SiO2 support and palla-
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Table 4.4.
Reduction-Oxidation difference EXAFS fit of 1Pd-5Mn

Scattering Path Coordination Number Bond Distance (Å) σ2 (Å2) E0 (eV)

Pd-O 0.4 2.05 0.002 2.3

Pd-Pd 0.9 2.73 0.004 -3.2

Pd-Mn 0.5 2.63 0.004 1.8

dium. The high flux provided by an insertion devise allows for collection of data with

sufficient signal-to-noise to resolve the small broad features from nanoparticles. Use

of an in situ cell ensures that the entire nanoparticle remains in the metallic state

during measurement; otherwise, the surface of the nanoparticle is oxidized during

measurement, leading to misleading values of the particle size, NP structure, and

lattice parameter [224].

Figure 4.3 shows the simulated patterns of known bulk Pd-Ga phases and the

experimental pattern for the Pd-Ga catalyst. The experimental pattern, though

significantly broadened due to the small particle size, matches that of Pd2Ga, which

has an orthorhombic Co2Si structure. The pattern is inconsistent with monometallic

Pd and other Pd-Ga alloy phases including Pd5Ga3, PdGa, and Pd3Ga7. The high

X-ray energy used (105.7 keV) causes diffraction peaks to occur at lower 2θ and over

a smaller 2θ range than is typical of a laboratory XRD instrument. The XRD result

is consistent with the EXAFS results which show Pd having a neighbor ratio (Pd-

Ga:Pd-Pd) consistent with that of Pd2Ga, in which Pd has 5 Ga neighbors and 8

Pd neighbors. Simulated Pd2Ga patters with different crystallite sizes (Figure 4.11)

estimate a particle size close to 3 nm.

Figure 4.4 shows simulations of the bulk Pd-Zn phases and the experimental pat-

tern for 2Pd-3Zn. Similar to the Pd-Ga catalyst, the diffraction peaks in the Pd-Zn

catalyst are broadened due to the small particle size. Four distinct peaks are resolved,

though some are asymmetric due to peak overlap. The pattern largely matches that
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Figure 4.3. (a) In situ synchrotron XRD pattern for 2.5Pd-2.5Ga
(green) after a reduction treatment at 550 ◦C in 3.5% H2 with sim-
ulated Pd2Ga pattern (black), and (b) simulated bulk patterns for
Pd-Ga intermetallic compounds.

of the β1-PdZn phase, which has a tetragonal unit cell and body centered symmetry.

However, there is some peak misalignment between 4-6 degrees which suggests some

distortion from the a/c lattice parameter ratio expected for bulk β1 Pd-Zn (1.147).

Evidence of this is seen in the EXAFS bond distances, where the Pd-Pd bond distance

is contracted 3.1% from the bulk value whereas Pd-Zn is contracted 3.8% giving a

c/a ratio of 1.126. The tetragonal distortion also decreases when zinc partially sub-

stitutes at palladium sites, which leads to a cubic CsCl structure (c/a = 1) and a

Pd-Zn/Pd-Pd coordination number ratio higher than 2 [206]. The poor separation

and peak asymmetry in the diffraction peaks at 4.55 and 5.45 degrees is more consis-

tent with the β1, which has multiple peaks in this region, in contrast to the β phase,

which only has one weak peak. However, the β phase may be present as a minor

impurity, or the particle composition may be off-stoichiometric (Zn rich) leading to

a smaller tetragonal distortion than expected. Monometallic Pd and other non 1:1
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Pd-Zn phases do not match the measured diffraction pattern of 2Pd-3Zn. The assign-

ment of a 1:1 PdZn phase is consistent with the EXAFS results which show only zinc

nearest neighbors and a second nearest neighbor Pd at a long bond distance. Previous

reports of Pd-Zn bimetallics synthesized by sequential incipient wetness impregnation

have also shown the formation of the β1-PdZn phase [225].

Figure 4.4. (left) simulations of bulk PdZn phases and (right) experi-
mental in-situ synchrotron XRD pattern for the Pd-Zn catalyst (grey)
along with simulated pattern for the β1-PdZn phase.

4.4.2 Propane Dehydrogenation

Figure 4.5 shows the initial propylene selectivity at different levels of initial propane

conversion for Pd and Pd alloy catalysts reported on a carbon basis of gas phase prod-

ucts. Catalyst tests were performed with cofed hydrogen as a more demanding test

of catalyst selectivity, since the latter is required for hydrogenolysis. It was also nec-

essary to cofeed hydrogen to improve the stability of the monometallic Pd catalysts

which otherwise deactivated too rapidly to properly extrapolate conversion and selec-
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tivity to zero time on stream. A 1:1 ratio of propane to hydrogen gave deactivation

rate constants (Table 4.5) of the same order of magnitude for Pd and Pd alloy cat-

alysts which allowed for initial conversion and selectivity to be properly determined.

The main products were propylene, methane, ethane and ethylene, the latter three

resulting from hydrogenolysis. For all alloy catalysts, the carbon balance was in ex-

cess of 98% for all tests, and hence the contribution of coke formation to selectivity

has been neglected. For the palladium catalysts, the carbon balance decreased from

98% at <5% conversion to 83% at 20% conversion. For consistency, the selectiv-

ity and conversion for both palladium catalysts is reported for gas phase products,

though this overestimates the selectivity at high conversions. The 2% Pd catalyst (4

nm) shows poor selectivity, 70%, at differential conversion, and as the conversion is

increased, the selectivity quickly drops to around 25% at 20% conversion. The 1% Pd

catalyst (1.5 nm) shows much higher selectivity at equivalent conversion compared

to the 2% Pd catalyst which demonstrates the effect of particle size on the rate of

hydrogenolysis. The selectivity of the 1% Pd catalyst is high (∼100%) at differential

conversion but decreases with increasing conversion, falling to 70% at 20% conversion.

Table 4.5.
Dehydrogenation rate, first order deactivation rate constants, and ac-
tivity loss after 90 minutes of reaction for Pd and Pd alloy catalysts

Sample Dispersion Propylene

TOR (s-1)

Selectivity

at 20%

Conversion

Deactivation

Rate Constant

(10-3 min-1)

Activity Loss

After 90

Minutes (%)

2Pd-3Zn 0.13 0.30 100 3.3 52

2Pd-3In 0.15 0.25 96 2.3 39

2.5Pd-2.5Ga 0.08 0.20 92 4.0 64

2Pd-3Fe 0.08 0.40 91 6.0 62

1Pd-5Mn 0.10 0.26 91 6.3 48

2Pd 0.18 0.03 25 3.2 54

1Pd 0.35 0.05 70 8.6 80
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Figure 4.5. Initial propylene conversion for 2Pd-3Zn (grey circles),
2Pd-3In (tan triangles), 2.5Pd-2.5Ga (green diamonds), 1Pd-5Mn
(magenta inverted triangles), 2Pd-3Fe (orange hexagons), 1Pd (open
dark blue squares), and 2Pd (filled dark blue squares) plotted against
the initial propane conversion. Tests were performed at 550 ◦C in
2.5% H2 and 2.5% propane after pre-reducing in 550 ◦C in 5% H2.

In comparison, the alloy catalysts have selectivity above 90% across the conversion

range tested, and there is little change in selectivity with increasing conversion. For



139

2Pd-3Zn, the selectivity was above 99% up to 20% conversion. The 2Pd-3In catalyst

selectivity also did not decrease with conversion, but the selectivity was slightly lower

than the 2Pd-3Zn catalyst at 96%. The 2.5Pd-2.5Ga catalyst showed a small decrease

in selectivity, falling from 98% at 3% conversion to 92% at 20% conversion. The 1Pd-

5Mn catalyst had a lower selectivity than the Pd-Zn and Pd-In catalysts, between

95-91%. The 2Pd-3Fe catalyst also did not decrease in selectivity with increasing

conversion, but the selectivity was constant at a lower value (91%).

In order to measure dehydrogenation turnover rates, the percentage of surface

palladium was measured by surface oxidation difference XAS. Exposing the fully re-

duced catalyst to air at room temperature causes the surface Pd to oxidize, which

can be seen by XAS as Pd-O scattering. In catalysts containing both metallic and

Pd-O scattering, the Pd-O coordination number represents the phase fraction of sur-

face Pd which is accessible to oxygen weighted by the natural coordination number

of palladium oxide, which has 4 Pd-O bonds. Thus, the Pd-O coordination number

divided by 4 gives the palladium dispersion without the confounding effects which

would occur in H2-O2 titration or CO chemisorption caused by absorption or redox

of the promoter. Fits of the oxidized catalysts are shown in Table 4.9 of the Sup-

porting Information. The method closely matches the dispersion measured by CO

chemisorption for the Pd-In catalyst as reported previously [199].

Table 4.5 shows the propylene turnover rate for the Pd and Pd alloy catalysts.

The monometallic Pd catalysts have a low turnover rate: 0.03 s-1 for the 2Pd catalyst,

which has a large particle size, and 0.05 s-1 for the 1Pd catalyst, which has the same

particle size as the alloy samples. The alloy catalysts have propylene turnover rates

4-8 times higher than the monometallic Pd catalyst of the same size. Between the

alloys, the propylene turnover rates only varied by a factor of two.

4.4.3 Density Functional Theory

To further understand the catalytic trends in the different alloys considered, Den-

sity Functional Theory (DFT) calculations were carried out on model surfaces of each
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alloy. These calculations were performed on the most stable terrace surfaces corre-

sponding to the respective bulk alloy structures found by XRD experiments. For alloy

phases with fcc structures (Pd, Pd3Fe), the (111) facet was used, for the body cen-

tered cubic (bcc) PdIn, the (110) surface was used, and for body centered tetragonal

β1-PdZn, the (101) surface was used. Pd2Ga has a low symmetry orthorhombic crys-

tal structure composed of two symmetrically equivalent flat layers stacked along the

<010> direction. These (010) terrace surfaces, which have a stoichiometry match-

ing the bulk, were analyzed, and the same surface has been modeled previously for

semi-hydrogenation of acetylene [226]. There are two crystallographically distinct Pd

sites within Pd2Ga (hereafter denoted Pd1 and Pd2), whereas all other alloys have

a single crystallographic Pd site. To simulate the core shell structure of Pd3Mn/Pd,

Pd atoms were replaced with Mn atoms in the first two atomic layers of the slab,

corresponding to the ordering of Pd3Mn with AuCu3 structure that is consistent with

the surface EXAFS CN ratio. We note, in passing, that although the absolute values

of turnover rates will vary between the terraces and other surface features, such as

steps, the trends in binding energies, activation energies, and selectivities between

alloys are likely to be similar on other surface features, assuming that Pd ensemble

sizes are similar to the terraces.

Figure 4.6 shows the binding sites for the slab models. For monometallic Pd, four

adsorption sites were considered: onefold ontop, twofold bridge, threefold hcp, and

threefold fcc. In the fcc alloy systems, additional promoter ontop, Pd-M bridge, and

threefold sites containing two Pd and one promoter atom were also considered. As the

ratio of alloy composition changes from 3:1 to 1:1, the Pd atoms become completely

surrounded by the promoter atoms, where Pd atoms now have promoter atoms as

their only nearest neighbors (Zn, In). This leads to loss of Pd-only threefold sites

for the 1:1 alloy surfaces; while all other sites are the same as the adsorption sites

on 3:1 fcc alloys. Due to the low symmetry of the Pd2Ga (010) surface, a relatively

large number of distinct adsorption sites exist. On this surface, hollow sites can
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Figure 4.6. Adsorption sites for Pd and Pd alloy slabs. Ontop sites
are denoted by triangles, bridge sites by rectangles, and adsorption
sites involving three or more atoms by circles. Sites marked in white
involve direct bonding only to Pd atoms, while those in green indicate
that the site involves a promoter atom. The black circles in Pd2Ga
indicate bonding at a fourfold site.
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additionally be formed by four atoms which leads to a total of three ontop sites, five

bridge sites, two threefold hollow sites and two fourfold sites.

4.4.3.1 Adsorption Energies

Adsorption energies and geometries of selected intermediates, including propylene,

hydrogen, and ethylidyne, are reported in Tables 4.6 and 4.7. These species are

representative of both propylene and deeply dehydrogenated intermediates in the

PDH reaction network (corresponding results for propyne, propynyl, methylidyne,

and carbon are reported in Table 4.11). As is discussed further below, the energetics

of these species closely track trends in the propylene selectivity across the space of

considered Pd alloys.

Table 4.6.
Binding energies of adsorbates on Pd and Pd alloy surfaces, with more
positive values indicating weaker adsorption. The binding energies
of open-shell species (hydrogen, ethylidyne), are referenced to the
corresponding gas phase species (H2, ethane).

Adsorbate Binding

Energy (eV)

Pd

(111)

Pd3Mn/Pd

(111)

Pd3Fe

(111)

Pd2Ga

(010)

PdZn

(101)

PdIn

(110)

Propylene -0.79 -0.73 -0.49 -0.48 -0.13 -0.06

Hydrogen -0.63 -0.55 -0.46 -0.43 -0.25 0.03

Ethylidyne 0.96 1.35 1.54 1.98 2.96 3.18

The adsorption energies of all the intermediates considered are weaker on the

Pd alloys as compared to monometallic Pd. Propylene is most stable on the bridge

site on the Pd (111) surface (binding energy of -0.79 eV), where it takes a di-sigma

configuration (Figure 4.13). Compared to gas phase propylene, the carbon-carbon

double bond is elongated from 1.34 Å to 1.45 Å, indicating that the propylene π

bond is significantly weakened upon adsorption. On Pd3Mn/Pd, the binding energy

weakens slightly to -0.73 eV, while the most stable adsorption geometry remains



143

Table 4.7.
Most stable binding sites of adsorbates on Pd and Pd alloy surfaces.
The numbers in parentheses refer to sites as labeled in Figure 4.6.

Adsorbate Binding

Site

Pd (111) Pd3Mn/Pd

(111)

Pd3Fe (111) Pd2Ga

(010)

PdZn

(101)

PdIn (110)

Propylene Pd-Pd

bridge (2)

Pd-bridge

(3)

Pd ontop (1)/

Pd-Pd bridge (3)

Pd ontop

(2)

Pd ontop

(1)

physisorbed

Hydrogen fcc (4) Pd-Pd-Pd

hcp (6)

Pd-Pd-Pd hcp

(6)

Pd-Pd-Pd

hcp (10)

Pd-Pd

bridge (3)

Pd-Pd

bridge (3)

Ethylidyne hcp (3) Pd-Pd-Pd

hcp (6)

Pd-Pd-Fe fcc (9) Pd-Pd-Pd

hcp (10)

Pd-Pd-Zn

hcp (5)

Pd-Pd-In

hcp (5)

di-sigma. The binding of propylene is weakened by 0.3 eV on Pd3Fe and Pd2Ga

surfaces, while for the site isolated alloys PdZn and PdIn, the binding is weakened

by 0.66 eV and 0.73 eV, respectively. On Pd3Fe, propylene binds to both ontop-Pd

and bridge Pd-Pd with similar stability, whereas the most stable configuration shifts

from bridge Pd-Pd to ontop-Pd for the two post-transition metal alloy surfaces, Ga

and Zn. On the PdIn (110) surface, propylene is physisorbed. These results show

that the propylene binding energies and adsorption geometries are strongly affected

by increases in the promoter content of the alloys.

The most stable adsorption site for the hydrogen atom on pure Pd (111) is the

threefold fcc site. The binding energy of hydrogen is weakened by 0.1 eV on core-shell

Pd3Mn/Pd, while the corresponding weakening is approximately 0.2 eV on Pd3Fe

and Pd2Ga surfaces. The most stable adsorption site for hydrogen is the hollow site

composed of three Pd atoms for all alloy surfaces that contain such sites (Pd3Mn,

Pd3Fe and Pd2Ga). Similar to the case of propylene, the weakening in H binding

for the 1:1 PdZn and PdIn surfaces, which do not contain threefold Pd sites, is even

larger (0.38 eV and 0.66 eV, respectively), and the most stable binding site shifts to

bridge Pd-Pd.
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Ethylidyne, a dehydogenated C2 intermediate and product of propyne and propy-

nyl hydrogenolysis, is most stable on the threefold hcp site on the Pd (111) surface

(Figure 4.14). The binding energy is weakened by 0.39 eV, 0.58 eV, and 1.02 eV

for Pd3Mn/Pd, Pd3Fe, and Pd2Ga terraces, respectively. Ethylidyne is adsorbed on

threefold Pd hcp sites on Pd3Mn/Pd and Pd2Ga, but on the Pd3Fe terrace, the site

preference changes to the fcc site that contains an iron atom and two palladium atoms

(adsorption at the hcp hollow site composed of three palladium atoms is less favorable

by 0.1 eV). The weakening in adsorption energies is considerably larger for the 1:1

PdZn and PdIn surfaces, at 2.22 and 2.00 eV, respectively. On these alloys, ethyli-

dyne is most stable on the hcp Pd2X sites where the unfavorable interaction of the

adsorbate with the promoter atom (In, Zn) contributes to the weakened adsorption.

The binding energy trends for propyne, propynyl, methylidyne and carbon on the

alloy surfaces (Table 4.11) are similar to those observed for ethylidyne.

We note that unusual binding geometry of ethylidyne, which involves partial coor-

dination to surface Fe atoms on the Pd3Fe alloy surface, can be straightforwardly un-

derstood in terms of the affinity of deeply dehydrogenated carbon-containing species

for Fe. To illustrate this point, adsorption energies on the bcc Fe (110) terrace surface

(Table 4.12) have also been calculated. The binding of ethylidyne, along with other

deeply dehydrogenated intermediates, was found to be 0.5-1 eV stronger than on Pd

(111).

The trends in binding energy shifts are also influenced by electronic changes in

the Pd atoms, consistent with the d-band model of metal and alloy surfaces [227,228],

where the Pd alloys with the Pd d-band center shifted furthest from the fermi level

(PdZn, PdIn) showed the largest shifts in adsorption energies. The first and second

moments of the d-band for Pd and Pd alloys are given in Table 4.10. Experimen-

tal evidence for electronic modification of Pd was seen in the Pd L3 and K edge

XANES of the catalysts, which showed small changes in the edge energy and white

line shape. In particular, the L3 edge XANES, which probes the 4d and 5s un-

filled states, gives direct evidence of this electronic modification which manifests as a
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change in the whiteline shape in the alloys relative Pd. The modifications are a result

of the heteroatomic bonds in each alloy which modify the Pd density of states, as was

demonstrated computationally. Pd L3 edge XANES spectra are given in Figure 4.12

of the supporting information.

4.4.3.2 C-H and C-C Bond Activation

A commonly used selectivity descriptor for alkane dehydrogenation reactions is

the energy difference between the alkene desorption energy and the alkene dehydro-

genation barrier, which has been linked to the selectivity trends for propane dehydro-

genation on Pt alloys [197]. Propylene dehydrogenation barriers have been estimated

on all the Pd alloy surfaces and are depicted in Figure 4.7 and Table 4.8. The dehy-

drogenation barrier is seen to increase as the promoter content in the alloy increases.

The increase in barrier, as compared to Pd (111), is highest for the PdIn surface

(∼0.66 eV increase), while the smallest change is on Pd3Mn/Pd (0.1 eV increase).

The transition states for these C-H bond breaking steps are shown in Figure 4.15.

On all of the alloy surfaces, the dissociated H atom is on the ontop site of Pd, which

then shifts to either a hollow site or the bridge site at the final state, depending on

the alloy composition. On the other hand, the product propenyl species are close to

their most stable sites (a hollow site or a bridge site) and only require a small rota-

tion towards their most stable configurations in the final state. Hence, the reaction

coordinate involves a three atom Pd ensemble for the pure Pd, 3:1, and 2:1 Pd alloy

surfaces, while a one atom Pd site is required on the 1:1 alloy surface.

An approximate selectivity descriptor was calculated from the difference between

the propylene adsorption energy (Table 4.6) and the propylene dehydrogenation bar-

rier (Table 4.8). More negative selectivity descriptor values indicate more favorable

energetics for propylene desorption compared with further dehydrogenation. As the

promoter content increases, the selectivity descriptor becomes more negative, suggest-

ing higher selectivity on the indicated alloys. Monometallic Pd had the most positive

value of the selectivity descriptor, corresponding to the lowest predicted selectivity,
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in line with experimental results. In comparison, the Pd3Fe and Pd2Ga alloys have

more negative values (change is ∼0.5 eV in comparison to the Pd) which are re-

flected in the measured increase in selectivity to 92%. Interestingly, for the core-shell

Pd3Mn/Pd alloy, the selectivity descriptor increases by only 0.2 eV compared to Pd,

but the selectivity increase is comparable to the other 3:1 alloy, Pd3Fe. Finally, the

largest negative values of the selectivity descriptor are for the 1:1 PdIn and PdZn

alloys (change is ∼1 eV in comparison to Pd), in agreement with highest selectivities

(96%, 100%) obtained in our experiments. In general, the primary contributor to

these trends in the selectivity descriptor is the change in binding energies of propy-

lene. Changes in C-H bond breaking barriers are smaller; in all alloys except PdIn,

the propylene dehydrogenation barriers differ from that of Pd by less than 0.3 eV.

Table 4.8.
Propylene dehydrogenation activation energy barrier, propylene selec-
tivity descriptor, and activation energy barriers for C-C bond cleavage
of propynyl for Pd and Pd alloys.

Surface Propylene Dehydrogenation

Barrier (eV)

Selectivity

Descriptor (eV)

Propynyl C-C Bond

Breaking Barrier (eV)

Pd (111) 0.98 -0.19 1.23

Pd3Mn/Pd (111) 1.10 -0.37 1.97

Pd3Fe (111) 1.23 -0.74 1.28

Pd2Ga (010) 1.12 -0.64 2.30

PdZn (101) 1.29 -1.16 3.62

PdIn (110) 1.66 -1.60 3.13

In addition to the selectivity descriptor introduced above, recent work from Saerens

et al. on Pt (111) suggests that C-C bond breaking in C3 species formed from deep

dehydrogenation of propylene is also kinetically relevant for unselective formation of

byproducts, including methane, ethane, and ethylene [193]. To probe the significance

of these reactions for Pd and Pd alloys, the C-C bond breaking barriers of propyne
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(C3H4) and propynyl (C3H3) on the alloy and pure metal surfaces were calculated.

The trends are very similar for both intermediates, and only the analysis for propynyl

is discussed in the main text (the corresponding analysis for propyne is presented in

Table 4.13).

C-C bond activation in propynyl leads to the formation of carbon (C1) and ethyli-

dyne (C2) species which can further hydrogenate to form methane and ethane, respec-

tively. Alternatively, the adsorbed C1 and C2 species can dehydrogenate or polymerize

to form coke on the surface [229]. The trends in barriers (Table 4.7) show that, as

the promoter content increases, the C-C bond breaking barrier also increases, except

for Pd3Fe (111), where the barrier is closer to that on the Pd (111) surface. This

smaller change in barrier for Pd3Fe can be attributed to the favorable binding of

deeply dehydrogenated species in the threefold Pd2X sites.

The transition states for propynyl C-C bond breaking for all the considered alloy

surfaces (Figure 4.16) show that the product ethylidyne and carbon species are close

to each other and are in the process of shifting towards their stable configurations on

adjacent hollow sites. For the alloy surfaces, due to the extended nature of transition

state, either carbon or ethylidyne must bond with a hetero-promoter atom at the

transition state. Indeed, it appears that a four or five surface atom ensemble is

involved at the transition state, which is in contrast to the C-H bond breaking in

propylene (discussed above), where a one or three atom ensemble was involved. This

increase in the number of surface ensemble atoms associated with the transition state,

and the consequent contact between the transition state structure and heteroatoms

on the alloys, offers an explanation for the larger increase in the C-C bond breaking

barriers on alloy surfaces in comparison to the corresponding increases in C-H bond

breaking barriers. A reaction coordinate of all selectivity-relevant elementary steps,

including C-H and C-C bond cleavage, is shown in Figure 4.7.
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Figure 4.7. Reaction coordinate diagram for propylene dehydrogena-
tion and propynyl hydrogenolysis.
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4.5 Discussion

4.5.1 Catalyst Structure

The catalyst structure of 2Pd-3Fe and 2Pd-3In are detailed in references [199,200].

The 2Pd-3Fe catalyst is a pure phase Pd3Fe alloy, based on the in situ synchrotron

XRD pattern and matching atomic Pd environment measured by XAS. The Pd-In

catalyst had a Pd core and alloy shell of the cubic PdIn phase with a CsCl structure.

The XRD pattern for 2Pd-3Zn showed that palladium and zinc form the β1-PdZn

alloy phase, though it may contain an impurity phase of the closely related β phase

or be slightly Zn rich. The formation of the β1-PdZn phase in nanoparticle bimetallic

Pd-Zn catalysts has been reported and is consistent with the present results [223,225].

Consistent with the XRD result, the Pd K edge EXAFS showed exclusively Pd-Zn

nearest neighbors and Pd-Pd scattering at an elongated distance. The 2.5Pd-2.5Ga

catalyst was verified to form the Pd2Ga phase with the Co2Si structure, consistent

with other literature reports on Pd-Ga bimetallics [230]. The Pd K edge EXAFS

reflected the Pd2Ga structure in the Pd-Ga:Pd-Pd coordination number ratio which

closely matched that of Pd in Pd2Ga. The 1Pd-5Mn formed a Pd-Mn bimetallic, as

shown by EXAFS, but the low Pd loading and small particle size did not allow for

collection of XRD spectra, even by synchrotron XRD. The catalyst was verified to

have a core shell structure by difference XAS, which showed that the particle shell

is manganese rich with respect to the total particle composition. The Pd-Mn/Pd-

Pd neighbor ratio in the nanoparticle matched that of Pd3Mn, which has an AuCu3

structure. The formation of a shell layer of intermetallic also occurred in 2Pd-3In,

and has been reported for other nanoparticle alloy systems [231,232]. The structural

model, unit cell and slab model of each catalyst is summarized in Figure 4.8.

4.5.2 Selectivity Trends in Pd Alloys

Testing each catalyst under equivalent propane dehydrogenation conditions clearly

distinguished between the rate and selectivity of Pd and the alloys and showed a
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Figure 4.8. Structural model of Pd and Pd alloy catalysts. The PdIn
and PdMn catalysts have alloy shells with a Pd core, while the PdZn,
PdGa and PdFe catalysts are pure phases. The unit cell of each
alloy structure and the lowest energy surface are pictured beneath
the respective nanoparticle models.

smaller difference between the selectivity of alloys with and without Pd site isolation.

Although all Pd alloy catalysts are significantly more selective than monometallic

Pd, there are differences in selectivity depending on the structure and number of

adjacent Pd atoms in the surface ensembles. Among the alloy catalysts, the site

isolated alloys β1-PdZn and PdIn have the highest dehydrogenation selectivity. The

selectivity of the Pd2Ga, which has distorted threefold sites where the three atoms

are no longer equidistant from one another (as is the case with Pd and the Pd3M

alloys), was close to that of the 3:1 alloys. The Pd3Fe and Pd3Mn alloys, with

threefold Pd ensembles, show the lowest selectivity among the alloys. The difference in

selectivity from the most selective alloy (PdZn) and the least selective alloys (Pd3Mn,

Pd3Fe) was approximately 10%, with all alloys showing selectivity at 20% conversion

above 90%. The initial dehydrogenation turnover rate for the alloys only varied by
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a factor of two, and such a small difference should be considered within the error

of reproducibly determining turnover rates in a reaction with fast deactivation [233].

Because all the dehydrogenation turnover rates for the alloys are similar, and carbon

balances for the alloys showed a negligible amount of coke formation, the difference

in selectivity comes from changes the rate of hydrogenolysis, which we define as

all elementary steps involving reaction of propylene or more deeply dehydrogenated

intermediates. An increase in selectivity from 90% to 99% requires that the rate of

hydrogenolysis decrease by about an order of magnitude, with the dehydrogenation

rate being constant. Thus, while the difference in selectivity between the site isolated

alloys and those without is moderate, the difference in the hydrogenolysis rate is large.

As the hydrogenolysis rate largely determines the selectivity ranking of the alloys,

DFT modeling efforts were focused on two different steps in the reaction. First, as

discussed above, the previously established selectivity descriptor involving the propy-

lene dehydrogenation barrier was determined (Table 4.8). The dehydrogenation of

propylene is the first step in the hydrogenolysis reaction network, and the selectivity

descriptor compares the relative favorability of propylene dehydrogenation and propy-

lene desorption. Alloys with the highest promoter content (PdIn, PdZn) had the most

negative value of the selectivity descriptor (predicting favorable propylene desorption

over dehydrogenation), while the magnitude was lower for alloys with lower promoter

content. Although the highest negative value of the selectivity descriptor is for the

PdIn alloy, the experimentally observed selectivity is highest for PdZn. Additionally,

the 0.2 eV decrease in the selectivity descriptor value from Pd to Pd3Mn causes an

increase in selectivity from 70% to 91%, yet a further 0.4 eV decrease from Pd3Mn to

Pd3Fe does not alter the selectivity. These results suggest that the selectivity descrip-

tor can qualitatively describe the trends in observed experimental selectivity, but the

value should not be used to quantitively rank alloys with similar structures. It can,

however, clearly distinguish the selectivity changes observed experimentally between

3:1 and 2:1 (Pd-rich) alloys (91%-93%) with the 1:1 (site-isolated) alloys (97%-100%).
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Another important elementary step in hydrogenolysis is the C-C bond cleavage

step. C-C bond cleavage is irreversible and often assumed to be rate-limiting for

hydrogenolysis [176, 234, 235]. The propynyl C-C bond breaking barriers calculated

across the various Pd alloys have similar trends compared to the selectivity descriptor

involving propylene dehydrogenation. The largest increase in barriers (correspond-

ing to highest predicted selectivity for propylene production) is found for the 1:1 Pd

alloys, and the barriers become smaller with decrease in promoter content for non-

catalytic promoters. However, in contrast to the trend in the selectivity descriptor

on 1:1 alloys, PdZn has the largest C-C bond breaking barrier, which is almost 0.49

eV greater than PdIn. This larger barrier on PdZn is also consistent with the greater

selectivity observed in the experiments for the PdZn (100%) alloy than the PdIn alloy

(97%). In aggregate, the trends in both C-C bond breaking barriers and the selec-

tivity descriptors show good qualitative agreement with experimentally-determined

selectivity patterns.

Additional insights into the factors driving propylene selectivity can be obtained

by comparing differences in C-C bond breaking transition state structures across the

various alloys (Figure 4.16). On pure Pd, the 3:1 alloys, and Pd2Ga, hydrogenolysis

occurs on two adjacent threefold sites across four atoms in a diamond shape (Figure

4.9). On the 3:1 and 2:1 alloy surfaces, this structure implies that the promoter el-

ement interacts with one of the dissociated product species (carbon or ethylidyne).

In contrast, for the 1:1 alloys, the transition state for C-C bond breaking is slightly

more extended, involving a five atom ensemble of which two atoms are promoter ele-

ments. Hence, in this case, both the dissociated carbon and ethylidyne interact with

the promoter atoms (Figure 4.9). This larger interaction of the transition state with

the promoter atoms for the 1:1 alloys than the alloys with threefold ensembles is one

of the primary reasons for the higher C-C bond breaking barriers observed, thereby

inhibiting the hydrogenolysis reactions on the site-isolated alloys. The modification of

the C-C cleavage transition state ensemble also explains why site isolated alloys have

high selectivity regardless of the intrinsic selectivity of the active metal. By changing
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the crystal structure through alloying, sites that lead to unselective pathways are re-

moved, and instead these pathways must occur on sites with higher reaction barriers,

regardless of the affinity of the active metal for such reactions.

Figure 4.9. Representative ensembles of surface atoms involved in
propynyl C-C bond breaking with corresponding transition state
structures. (a) Pd (111) (b) Pd3Mn/Pd (111) (c) PdZn (101)

To further probe the extent to which the structure of the metal ensembles, as

opposed to the chemical identity of the promoter, is responsible for the large change

in energetics in the 1:1 alloy systems, a theoretical Pd3Zn alloy with the AuCu3 crystal

structure was simulated (Figure 4.17). This theoretical alloy contains the same four

atom hydrogenolysis ensembles present in the other Pd3M alloys, and if the chemical

identity of zinc is predominantly responsible for selectivity, then its binding energies

and activation energy barriers for C-C and C-H bond cleavage would fall closer those

of the 1:1 PdZn alloys than those of the other 3:1 alloys. However, the calculated

binding energies and activation energy barriers for the Pd3Zn structure (Table 4.14)

do indeed fall within the range of other Pd3M alloys simulated. This result suggests

that the structure of the metal ensembles, rather than identity of the promoter, that

is predominantly responsible for the high dehydrogenation selectivity observed for 1:1

alloys.
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Finally, we note that the superior selectivity of 1:1 alloys, as compared to the

3:1 or 2:1 alloys, at high reaction temperatures, can also be influenced by the lower

sensitivity of the 1:1 alloy structures to surface segregation of Pd atoms. All of the 3:1

alloy structures studied herein (and more generally most L12 alloys) are stable over a

narrow (2-5 at%) composition range, which is facilitated by partial occupancy of Pd

at M lattice sites and vice versa. For example, this could allow metastable exchange of

a surface M atoms with a subsurface Pd atom on a Pd3M surface, leading to fourfold

Pd ensembles with lower olefin selectivity. Formation of such a defect through surface

pre-melting in nanoparticles at high temperature is well documented [236]. While the

same partial occupancy can occur for similar reasons in 1:1 alloys, the occurrence of

fourfold Pd ensembles by elemental exchange is less likely because multiple atom

exchanges would need to occur in close proximity to produce atomic ensembles with

maximum propensity for hydrogenolysis.

4.6 Conclusions

Simple synthetic methods, such as strong electrostatic adsorption and incipient

wetness impregnation, allowed for the synthesis of 1-2 nm intermetallic compounds

between palladium and five different promoters: Zn, Ga, In, Fe and Mn. All the alloys

had higher dehydrogenation turnover rates and selectivities than that of an equiva-

lently sized monometallic palladium catalyst. The site isolated alloys, PdIn and PdZn

had the highest selectivity among the alloys due to an order of magnitude decrease in

the rate of hydrogenolysis as compared to alloys without site isolation. The change

in selectivity and turnover rate in all the alloys resulted from the heteroatomic bonds

between palladium and the promoter metal atoms, which led to electronic modifica-

tion of Pd and changes in the crystal structure of the alloy. Computed selectivity

descriptors involving the energy difference between propylene desorption and propy-

lene dehydrogenation qualitatively match the experimental trends that site isolated

Pd alloys have higher selectivity than Pd3M alloys. Modeling the C-C bond cleav-

age of propynyl, a representative C3 species resulting from deep dehydrogenation
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of propylene, showed a difference in the number of surface atoms involved in the

hydrogenolysis reaction in the 1:1 alloys and in the alloys containing threefold ensem-

bles, with implications for the design of new selective dehydrogenation catalysts. The

relation of the selectivity descriptor to the reaction mechanism implies that it can

be extended to other catalysts having the same dehydrogenation and hydrogenolysis

mechanisms. This further implies that such an approach could be fruitful for other

systems such as base metal alloys and metal phosphides.

4.7 Supporting Information

4.7.1 Methods

4.7.1.1 Catalyst Synthesis

Pd A Monometallic 2% Pd catalyst was prepared by strong electrostatic adsorption

(SEA). 5 grams of Davasil 646 silica was dispersed in 50 mL of deionized (DI) water

and the pH was adjusted to 11 with 32% ammonium hydroxide. 2.8 g of 10% palla-

dium (II) tetraammine nitrate solution was diluted to a total volume of 25 mL and

the pH was adjusted to 11 by the addition of 32% ammonium hydroxide. The silica

suspension and the palladium solution were mixed for 15 minutes. The silica was then

allowed to settle out of solution and removed by filtration. The Pd-SiO2 was then

washed 3 times with DI water and dried at room temperature for 3 hours and then

overnight at 125◦C. After drying the catalyst was calcined at 300 ◦C for 3 hours. The

Pd-SiO2 was then reduced in 5% H2 in steps from 100 ◦C to 250 ◦C at a 2.5 ◦C/min

ramp rate with 15 minute dwells every 25 ◦C and then a fast ramp (10 ◦C/min) to 550

◦C and a 30 minute dwell. The catalyst was then cooled to room temperature and

passivated in air. A second monometallic Pd catalyst was synthesized by the above

method except the calcination temperature was 200◦C for 3 hours and the mass of

10% palladium (II) tetraammine nitrate was adjusted to give a weight loading of 1%.

Pd-In A 2% Pd 3% In catalysts was synthesized according to the procedure for

Pd-In 0.8 in reference [198]. Briefly, In-SiO2 was synthesized by incipient wetness



156

impregnation of an In(NO3)2 and Citric acid solution pH adjusted to 11 with am-

monium hydroxide. The In-SiO2 was dried at 125 ◦C overnight and then calcined

in air at 200 ◦C. Palladium was then added by incipient wetness impregnation of a

pH 11 solution of palladium (II) tetraammine nitrate. The Pd-In-SiO2 catalyst was

then dried overnight at 125 ◦C and calcined at 200 ◦C. The catalyst was then reduced

using a slow ramp to 200 ◦C and then a fast ramp to 600 ◦C in 5% H2 (balance N2).

The catalyst was cooled to room temperature in nitrogen and then passivated in air.

Pt-Fe A 2% Pd 3% Fe catalyst was synthesized according to the procedure for

“Pd3Fe small” in reference [199]. A 2:1 molar ratio of citric acid to iron (III) nitrate

nonahydrate was pH adjusted to 11 using concentrated ammonium hydroxide. The

solution was impregnated dropwise onto 5 g of SiO2 and dried at 125 ◦C and then

calcined at 400 ◦C for 3 hours. Pd loading was accomplished using a pH 11 solution

of palladium (II) tetraammine nitrate. The Pd-Fe-SiO2 catalyst was then dried at

125 ◦C and then calcined at 250 ◦C for 3 hours. Reduction was performed in 3%

H2 (balance Ar) at 200 ◦C for 30 minutes and then at 600 ◦C for 30 minutes. The

catalyst was then cooled to room temperature and passivated in air.

Pd-Ga A 2.5% Pd 2.5% Ga catalysts was prepared by sequential incipient wetness

impregnation of gallium and palladium on silica. 1.25 g of gallium (III) nitrate hydrate

and 2 grams of citric acid were dissolved in DI water to a total volume of 5 mL. The pH

was adjusted to 11 with 32% ammonia solution and subsequently impregnated into 5

g of Davasil 646 silica. The Ga-SiO2 was dried at 125 ◦C overnight and then calcined

at 400 ◦C for 3 hours. Pd impregnation was done using 3.3 g of 10% palladium (II)

tetraammine nitrate diluted to 5 mL total volume and pH adjusted to 10 with 32%

ammonia solution. The Pd solution was then impregnated to the pore volume of the

5 g of Ga-SiO2 catalyst and then dried at 125 ◦C overnight. The Pd-Ga catalyst was

then calcined at 250 ◦C for 3 hours and then subsequently reduced in 5% H2 with a

slow ramp (2.5 ◦C/min) through 200 ◦C and then a fast ramp (10 ◦C/min) to 600 ◦C
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with a 30 minute dwell. The reduced catalyst was then cooled to room temperature

in 5% H2 and passivated in air.

Pd-Zn A 2% Pd 3% Zn catalyst was synthesized by sequential incipient wetness

impregnation. 1.14 g of Zinc nitrate hexahydrate was dissolved in 2 mL of DI water

and the pH was adjusted to 11 using 32% ammonia solution. Finally, the total volume

of the Zn solution adjusted to 5 mL with the addition of DI water. The Zn solution

was impregnated to the pore volume of 5 g of Davasil 646 silica and dried overnight

at 125 ◦C. The Zn-SiO2 catalyst was then calcined at 300 ◦C for 3 hours. 0.281 g of

palladium (II) tetraammine nitrate was dissolved in 3.5 mL of DI water and the pH

was adjusted to 11 using 32% ammonia solution. The palladium solution was then

impregnated to the pore volume of the calcined Zn-SiO2 and dried at 125 ◦C. The

Pd-Zn-SiO2 catalyst was calcined at 200 ◦C for 3 hours and then reduced in 5% H2

(balance N2) with a slow ramp (2.5 ◦C/min) through 250 ◦C and a fast ramp (10

◦C/min) to 550 ◦C and a 30 minute dwell at temperature. The reduced catalyst was

then cooled to room temperature in hydrogen and passivated in air.

Pd-Mn A 1% Pd 5% Mn catalyst was synthesized by sequential incipient wetness

impregnation. 0.814 g of manganese (II) nitrate hydrate and 0.874 g of citric acid

were dissolved in 5 mL of Millipore water to give a solution with a 2:1 molar ratio of

citric acid to manganese nitrate. The pH of the solution was adjusted to 11 by the

addition of 32% ammonium hydroxide. The solution was then added dropwise to 5 g

of Davasil 646 silica. The Mn-SiO2 was then dried at 125 ◦C overnight and calcined

at 250 ◦C for 3 hours. Pd loading was done by diluting 1.4 g of 10% palladium (II)

tetraammine nitrate to 5 mL total volume and adjusting the pH to 11 with 32%

ammonium hydroxide. The solution was then added dropwise to the Mn-SiO2 and

dried at 125 ◦C overnight and calcined at 200 ◦C for 3 hours. The Pd-Mn-SiO2

catalyst was then reduced in 5% H2 (balance N2) with a slow ramp (2.5 ◦C/min)

through 250 ◦C and a fast ramp (10 ◦C/min) to 550 ◦C with a 30-minute dwell at
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temperature. The reduced catalyst was then cooled to room temperature in 5% H2

and passivated in air.

4.7.1.2 Pd L3 Edge XANES

Pd L3 edge X-ray adsorption near edge structure (XANES) were measured at the

9BM line of the advanced photon source. Measurements were performed in fluores-

cence mode using a vortex 4 element detector. The samples were ground and pressed

into a steel sample holder with the catalyst wafer at a 45-degree angle relative to the

beam. The reactor used for treatment has been described elsewhere [237], and is ca-

pable of heating and gas flow with Kapton windows for transmission and fluorescence

measurements. Samples were treated by heating to 500 ◦C in 3.5% H2 (balance He).

After a 30-minute dwell at 500 ◦C, the gas flow was switched to He at high temper-

ature to desorb hydrogen and decompose any palladium hydride formed during the

reduction. The samples were then cooled to room temperature and multiple scans

were collected and averaged. L3 edge XANES spectra were normalized using first

order polynomial for the pre-edge region and a second order polynomial for the post-

edge region. Due to the close proximity of the L3 to the L2 edge, the data collection

range for post edge normalization is limited and the third order polynomial typically

fit to the post edge region fits poorly. The absolute energy scale was calibrated using

bulk PdO with an L3 edge energy of 3174.4 eV.

4.7.2 Results

Figure 4.10 shows STEM images and EDS maps of Pd and Pd alloy catalysts.

Pictured in Figure 4.10a, the 1% Pd catalyst is monodisperse with small metal parti-

cles under 2 nm in diameter. In contrast, the 2% Pd catalyst, shown in Figure 4.10b,

contains both small (1-2 nm) particles and large (>5 nm) particles. The high temper-

ature calcination treatment used in the 2Pd catalyst results in agglomeration of the

palladium oxide resulting in larger metallic particles after reduction. EDS was used
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Figure 4.10. STEM images of Pd and bimetallic Pd catalysts: (a)
1Pd (b) 2Pd (c) STEM image of 1Pd-5Mn with overlaid EDS maps
for Pd (red) and Ga (Green). (d) STEM image of 2.5Pd-2.5Ga with
overlaid EDS maps for Pd (purple) and Ga (yellow).
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to observe the dispersion of the second metal, which is difficult to distinguish from

the support in STEM images. Figure 4.10c shows a STEM image of 1Pd-5Mn with

overlaid EDS maps for manganese and palladium. The manganese is well dispersed

across the support, small clusters containing both Pd and Mn can be seen, consistent

with the formation of a Pd-Mn bimetallic. Ga in the Pd-Ga catalyst (Figure 4.10d)

is also well dispersed on the support, but the bimetallic Pd-Ga clusters are better

resolved owing to their slightly larger particle size.

Due to the large number of overlapping peaks and imperfect background subtrac-

tion, it was not possible to determine a lattice parameter using the XRD pattern in

Figure 4.11. However, simulation of the particle size broadening, shown in Figure

4.14, gives an estimate of the particle size. The first major group of peaks, between

2.5-4 degrees, merges into a single asymmetric peak when the particle size is below

2 nm. In the 3 and 4 nm sized simulations, distinct shoulders start to emerge, and

4 major peaks can be resolved. In the 5 nm simulation, the most intense peak in

the pattern around 3.1 degrees starts to split into two distinct peaks. In the Pd-Ga

catalyst, the first cluster of peaks between 2.5-4 degrees most closely resembles the

3 nm simulation, which is larger the TEM measured particle size of 2.1. The dif-

ference between the XRD determined value and the TEM determined value can be

attributed to the presence of microstrain broadening and the volume averaging nature

of the XRD measurement.

4.7.2.1 Electronic Characterization

In addition to changing the catalyst structure, alloying can also electronically

modify palladium, which can be studied by XANES. Figure 4.12a shows the Pd K

edge XANES collected for 2Pd-3Zn, 2.5Pd-2.5Ga, 1Pd-5Mn and 1Pd after reduction

in 3.5% H2 (balance He) for 30 minutes. The alloy catalysts show small changes in

the edge shape which are indicative of alloying. The first peak in the XANES is lower

in intensity for the three alloy samples and the edge position for each is shifted 0.2 eV

lower in energy compared to the Pd foil value of 24350.0 eV. The close edge position
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Figure 4.11. Simulated Pd2Ga XRD patterns with different crystallite
sizes (black, grey, purple, blue, light blue) compared with experimen-
tally measured Pd-Ga catalyst (pink).

and white line intensity shows that the alloy sample and Pd nanoparticles are all

in the metallic state. Because the final state in K edge absorption is a p electron,

and transition metals bond and adsorb through d electron interactions, only small
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Table 4.9.
Pd K edge EXAFS fits of Pd and Pd alloy catalysts after room tem-
perature air exposure.

Sample Scattering

Pair

Coordination

Pair

Bond Distance

(Å)

Debye-Waller

Factor (Å2)

E0

(eV)

1Pd Pd-Pd 5.6 2.71 0.0060 -3.2

Pd-O 1.4 2.02 0.0020 0.4

2Pd Pd-Pd 8.6 2.74 0.0018 -2.0

Pd-O 0.6 2.01 0.0020 1.6

2Pd-3Zn Pd-Pd 1.3 2.70 0.0030 -3.6

Pd-Zn 2.2 2.52 0.0030 -9.6

Pd-O 0.5 2.05 0.0020 2.1

2Pd-3In Pd-M 4.9 2.70 0.0060 -3.3

Pd-O 0.6 2.04 0.0020 0.4

2.5Pd-2.5Ga Pd-Pd 3.6 2.75 0.0030 -1.8

Pd-Ga 1.1 2.46 0.0030 -9.2

Pd-O 0.3 2.01 0.0010 1.9

2Pd-3Fe Pd-Pd 5.2 2.72 0.0040 -0.2

Pd-Fe 1.6 2.60 0.0040 -4.4

Pd-O 0.4 2.02 0.0020 -1.6

changes are evident at the Pd K edge. Larger modifications can be seen at the L3

edge, which is more sensitive to adsorbates and heteroatomic bonding due to the final

state involving unfilled valence s and d states.

Figure 4.12b shows the Pd L3 edge XANES for 2Pd-3Zn, 2.5Pd-2.5Ga, 1Pd-5Mn

and 1Pd after reduction at 500 ◦C in 3.5% H2. The modification of the XANES due

to alloying is evident in the intensity and broadness of the white line, demonstrating

the sensitivity of the L3 edge to heteroatomic bonding. The PdZn and PdGa catalysts

look similar, both with white line intensities lower than and broader than Pd sample.
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Figure 4.12. XANES of 1Pd (black), 2Pd-3Zn (orange), 2.5Pd-2.5Ga
(green) and 1Pd-5Mn (magenta) at the K edge (a) and L3 edge (b)
after reduction at 550 ◦C in 3.5% H2.

The PdGa sample white line is slightly broader and higher in intensity compared to

the PdZn sample. Conversely, the PdMn sample has a white line that is narrower

and lower in intensity compared to the Pd catalyst. The edge energy for the Pd and

PdMn catalysts was 3173.6 eV. For PdGa and PdZn, the edge energy increased to

3173.9 eV. The dipole selection rule for Pd L3 edge XANES allows for transition of

a 2p3/2 electron into an unfilled 4d or 4d state. Since metallic Pd is d10, there are no

unfilled d states and the changes in the Pd L3 XANES reflect the 4d unfilled density

of states (conduction band) which are just above the 4d electrons in energy. The

change in white line shape for the alloys represents a redistribution of the energy of

the unfilled s states resulting from alloy formation.

4.7.2.2 Electronic Structure Calculations

The surface Pd-atom projected Density of States (DoS) have been calculated for

all the alloy surfaces to quantify the electronic modification of palladium in the alloy
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structures. Further, the 1st moment (d-band center) and 2nd moment (d-band width)

are reported in Table 4.10. Apart from the Pd2Ga surface, all the Pd atoms on the

surface of the alloys are crystallographically identical. Pd2Ga has two symmetrically

distinct Pd atoms, hence an average of their moments has been reported.

Table 4.10.
The d-band center (first moment) and d-band width (second moment)
calculated from the pDOS of surface Pd atoms in monometallic Pd
and Pd alloys

Structure d-band Center (First

Moment) (eV)

d-band Width (Second

Moment) (eV)

Pd (111) -1.54 2.19

Pd3Mn/Pd (111) -1.67 2.30

Pd3Fe (111) -1.85 2.51

Pd2Ga (010) -1.95 2.55

PdZn (101) -2.07 2.70

PdIn (110) -2.16 2.66

The results show that as the promoter content increases the Pd d-band center shifts

away from the fermi level leading to more negative d-band centers. The decrease

in d-band center is also accompanied by a concomitant increase in d-band width.

This inverse linear correlation has also been observed for Pt-skin alloys by Nikolla

et al [238]. The changes are smallest for Pd3Mn/Pd, which also showed the smallest

changes in binding strengths. The alloys that had the largest binding energy shifts

(PdIn and PdZn) also showed the largest movement in the d-band center, in agreement

with the d-band theory. Both Pd and the Pd alloys had a negligible amount unfilled d

states above the Fermi level which is consistent with palladium being d10 in all cases

and the L3 edge XANES modifications coming from s unfilled state modification.
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4.7.2.3 Adsorption Energies of Deep Dehydrogenated Intermediates

(See Tables 4.11, 4.12, and 4.13)

Table 4.11.
Binding energies of deep dehydrogenated intermediates with respect
to gas phase reference

Adsorbate Pd

(111)

Pd3Mn/Pd

(111)

Pd3Fe

(111)

Pd2Ga

(010)

PdZn

(101)

PdIn

(110)

Propyne 1.75 2.02 2.18 2.54 3.13 3.59

Propynyl 2.72 2.78 2.41 3.01 3.60 3.96

Methylidyne 1.30 1.67 1.86 2.19 3.20 3.13

Carbon 2.15 2.20 2.31 3.07 4.47 4.29

Table 4.12.
Binding energies of deep dehydrogenated intermediates on Fe (110)
and their difference from Pd (111)

Fe (110) Binding Energy (eV) Difference from Pd

(111)

Propyne 0.69 -1.06

Propynyl 1.40 -1.32

Methylidyne 0.72 -0.58

Carbon 1.22 -0.93

Ethylidyne 0.58 -0.38

4.7.2.4 Most Stable Adsorption Configurations for Reaction Intermediates

(See Figures 4.13 and 4.14)
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Table 4.13.
Activation energy barriers for C-C bond cleavage of propyne on Pd
and Pd alloy surfaces

Alloy Surfaces Kinetic Barrier (eV)

Pd (111) 1.10

Pd3Mn/Pd (111) 1.50

Pd3Fe (111) 0.92

Pd2Ga (010) 1.84

PdZn (101) 2.55

PdIn (110) 2.58

Figure 4.13. Propylene most stable configurations on alloy and pure Pd surfaces
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Figure 4.14. Ethylidyne most stable configurations on alloy and pure Pd surfaces
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4.7.2.5 Transition States for C-H and C-C Bond Breaking

(See Figures 4.15 and 4.16)

Figure 4.15. Transition states of propylene C-H bond breaking to
form propenyl and hydrogen

4.7.2.6 Theoretical Pd3Zn Alloy Results

(See Figure 4.17 and Table 4.14)

4.7.3 Discussion

Because the structure of the alloy determines the local Pd coordination in an

intermetallic compound, it also determines the electronic effect, and the two effects

cannot be decoupled. In addition to the difference in ensemble size between the

alloys, they also differ in the number of surface Pd-Pd and Pd-promoter bonds. The
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Figure 4.16. Transition states of propynyl C-C bond breaking to form
carbon and ethylidyne
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Figure 4.17. Top view of fcc Pd3Zn (111) surface
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Table 4.14.
Calculated values of selectivity descriptor and propynyl C-C bond
breaking barriers for Pd3Zn (111) surface

Alloy Surface Propylene

Adsorption

Energy (eV)

Propylene Dehy-

drogenation

Barrier (eV)

Selectivity

Descriptor (eV)

Propynyl C-C

Bond Breaking

Barrier (eV)

Pd3Zn (111) -0.60 1.28 -0.68 1.98

Electronic effect occurs due changes in the local coordination sphere of the surface

atoms, and the number of bonds changes the strength of the electronic modification.

This has been demonstrated in the Pt-Mn system, where the subsurface alloy or Pt

layer of the catalyst changed the CO heat of adsorption of the Pt3Mn surface [239].

In the site isolated PdZn alloy (Figure 4.8), each surface Pd atom on the lowest

energy surface has 6 heteroatomic bonds (4 surface, 2 subsurface) and 2 Pd second

nearest neighbors at a non-bonding distance (2.89 Å); PdIn has the same number of

heteroatomic bonds but 6 Pd second nearest neighbors at 3.22 Å. Pd atoms on the

(010) surface of Pd2Ga have 3 Ga neighbors (2 surface, one subsurface) with 4 Pd

nearest neighbors at an elongated bond distance (2.8, 2.85 Å). Lastly, surface atoms in

the Pd3M structures have 3 promoter nearest neighbors (2 surface, 1 subsurface) with

6 Pd-Pd bonds equal in length to the Pd-promoter bonds. As the local coordination

changes, the d-band of palladium is modified, which is quantified in the first and

second moments of the d-band. In general, as the number of Pd-promoter bonds

increases, the d-band shifts away from the fermi level and increases in width (see

Table 4.10).

While L3 edge XANES is commonly used to demonstrate d-band modification

in platinum, the same information cannot be gained at the Pd L3 edge due to the

electron configuration of Pd. Because Pd metal is d10, there are no unfilled d states,

and the L3 edge XANES cannot give information about the d-band. The lowest

energy unfilled state accessible by the dipole selection rules of XANES is the 5s
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unfilled states. The change in whiteline shape observed for the alloys reflects the

unfilled s states redistributing in energy due to overlap with neighboring promoter s

orbitals, similar to how the 5d unfilled states in platinum are modified by promoters

in platinum alloys [240].
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5.1 Abstract

Reactive metal–support interactions (RMSI) can have electronic, geometric and

compositional effects that can be used to tune catalytic active sites. Generally, sup-

ports other than oxides are disregarded not able to produce RMSI effects. Here, we

report an example of non-oxide-based RMSI between platinum and Nb2CTx MX-

ene—a recently developed, two-dimensional metal carbide. The surface functional

groups of the two-dimensional carbide can be reduced, and a Pt–Nb surface alloy

is formed at a moderate temperature (350 ◦C). Such an alloy exhibits weaker CO

adsorption than monometallic platinum. Water-gas shift reaction kinetics reveal that

this RMSI stabilizes the relevant nanoparticles and creates alloy–MXene interfaces

with higher H2O activation ability compared with a non-reducible support or a bulk

niobium carbide. This RMSI between platinum and the niobium MXene support can

be extended to other members of the MXene family and opens new avenues for the

facile design and manipulation of functional bimetallic catalysts.
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5.2 Introduction

Supported bimetallic nanoparticles represent a wide range of catalysts with tun-

able compositions and electronic properties [241,242]. Common strategies for prepar-

ing bimetallic catalysts include impregnation, reductive deposition precipitation and

atomic layer deposition [241, 243]. Recently, a so-called reactive metal–support in-

teraction (RMSI) has been shown to provide a facile route for preparing bimetallic

alloys [244]. RMSI refers to a chemical reaction between a metal and the support

that induces the formation of bimetallic structures that may not be easy to obtain

by other synthetic methods. The reducibility of the support plays a crucial role in

its RMSI activity. For instance, materials with RMSIs involving reducible oxides,

such as TiO2 and CeO2, can be prepared at lower temperatures than those involving

hard-to-reduce oxides (such as SiO2 and Al2O3) [245]. Until now, only oxide supports

have been considered as candidates for RMSI, but high-temperature reductions (>550

◦C) are often needed, which limits the compositional variety of catalysts available,

and may lead to particle agglomeration and difficulty in controlling the size of the

nanoparticles [246, 247]. More reactive or reducible supports, such as carbides, rep-

resent an alternative that could be involved in RMSIs at lower temperatures and be

prepared with well-dispersed active sites. Nonetheless, interactions between metals

and supports other than oxides are not well understood even though they are key to

establishing general rules for rational catalyst design via RMSI.

MXenes—a new family of two-dimensional (2D) metal carbides, nitrides or car-

bonitrides—are usually produced by selective extraction of the ‘A’ layers from layered

ternary transition metal carbides called MAX phases [248]. This synthetic procedure

generates surface termination groups within MXenes, including –OH, –O and –F

groups. Thus, MXenes have the general formula Mn+1XnTx, where M represents an

early transition metal, X is C or N, n varies from 1 to 3, T represents for the surface

functional groups and x represents the uncertainty of the surface terminations [249].

To date, MXenes have been extensively developed as electrodes for batteries and



175

supercapacitors due to their good electrical conductivities [250]. Recently, MXenes

have started to gain attention in photo- and electrochemical applications due to their

unique surface functional groups [251,252]. Functional groups on the surface of sup-

ports have been known to facilitate the adsorption of metal precursors by electrostatic

interactions and thus serve as anchors for active sites [253–255]. Atomic concentra-

tions of O and F on the surface of Ti2CTx MXene decreased after hydrogen annealing

at low temperature (227 ◦C) [256]. Removal of the terminal groups on the surface

of the MXenes also exposes new terminal metal sites (for example, Nb, Ti and V)

that are redox active [252]. For MXene-supported catalysts, these sites can also form

admetal–support interfaces that are catalytically active. Moreover, highly reducible

and reactive surfaces make MXenes promising candidates for involvement in RMSIs

with metal nanoparticles. Considering the reducibility of the 2D carbides, RMSIs

may occur at lower temperatures (<550 ◦C) for MXene-supported catalysts.

Here, we report a platinum nanoparticle catalyst supported on Nb2CTx MXene

exhibiting an RMSI after reduction in H2 at moderate temperature (350 ◦C). Quasi in

situ X-ray photoelectron spectroscopy (XPS) indicate that the surface of the Nb2CTx

MXene is reducible based on the removal of the surface –O and –OH terminations, and

enrichment of Nb2O5 on the reduced MXene surface upon subsequent air exposure.

Electron energy-loss spectroscopy (EELS) and in situ X-ray absorption spectroscopy

(XAS) show that a Pt–Nb surface alloy is formed as a result of the H2 reduction.

The water-gas shift (WGS) reaction was selected as a model reaction to understand

the effects of RMSI on adsorbates and metal–support interfaces. WGS kinetics at

300 ◦C suggest that CO has a lower relative surface coverage on the Pt/Nb2CTx, and

the alloy nanoparticles form active interfaces for H2O activation with the reduced

Nb2CTx MXene surface, which exhibits enhanced H2O dissociation activity compared

with Pt/Al2O3. In contrast with Pt/Nb2CTx, platinum supported by conventional

bulk NbC was inert in the WGS reaction. The catalyst underwent significant particle

agglomeration, and no alloy formation was observed. This work demonstrates that

RMSI can be achieved on supports other than oxides, and 2D Nb2CTx MXene allows
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the catalyst to become involved in RMSIs at 350 ◦C while retaining control of the

particle size.

5.3 Methods

5.3.1 Synthesis of the Nb2AlC phase

The Nb2AlC powder was synthesized by spark plasma sintering of niobium, alu-

minium and graphite mixtures. Commercial powders of niobium (99.8%, 325-mesh),

graphite (99%, 7–11 µm) and aluminium (99.5%, 325-mesh) were mixed in a molar

ratio of Nb:Al:C = 2:1.4:0.9 in a graphite die coated with boron nitride. Excess alu-

minium and less than a full equivalent of graphite were added because aluminium

is lost during high-temperature processing, and carbon deficiencies exist in most

aluminium-containing MAX phases [257, 258]. Then, the material was loaded in a

Fuji-211lx spark plasma sintering system and sintered at 1,500 ◦C under 30 MPa for

1 h. The resulting Nb2AlC was then pulverized and sieved through a 325-mesh screen.

5.3.2 Preparation of Nb2CTx MXene

Approximately 1 g of the prepared Nb2AlC powder was immersed in 10 ml of 50%

aqueous hydrofluoric acid solution for approximately 3 days at 55 ◦C. The resulting

MXene suspension was repeatedly washed with deionized water and centrifuged at

8,900 r.p.m. until the pH reached ∼5. The final MXene was dried under vacuum at

room temperature and stored in a glove box until usage.

5.3.3 Preparation of the Pt/Nb2CTx catalysts

Tetraamine platinum nitrate (99.995%; Sigma–Aldrich) was loaded on the Nb2CTx

MXene and bulk NbC (99%; Sigma–Aldrich) supports by incipient-wetness impregna-

tion. Specifically, a certain amount of platinum precursor was dissolved in deionized

water to generate a solution with a concentration of 0.02 g Pt ml–1. The solution was

then added dropwise to the support until incipient-wetness impregnation (approxi-
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mately 0.5 ml g–1 of support). The mixture was then dried under vacuum at ambient

temperature. The procedure was repeated once so the final catalyst (referred to as

Pt/Nb2CTx fresh) had an empirical platinum loading of approximately 1–2%.

5.3.4 Determination of the WGS reaction kinetics

The WGS reaction was monitored in a parallel plug flow reactor, which has been

described previously [259]. The WGS reaction rates were measured under differential

conditions; namely, the conversion was maintained below 10% and the products of

the WGS reaction (CO2 and H2) were also co-fed into the reaction system. The WGS

rate can be expressed by the power rate law given below:

r = Aexp(−Eapp
RT

)[CO]a[CO2]
b[H2]

c[H2O]d(1− β) (5.1)

where r is the overall rate, A and Eapp are the apparent pre-exponential factor and ac-

tivation energy for the forward rate, R is gas constant, and T is reaction temperature,

respectively, a, b, c and d are the forward reaction orders, β = ([CO2][H2])/(Keq[CO][H2O])

is the approach to equilibrium, which measures the deviance from the equilibrium con-

ditions, and Keq is the equilibrium constant for the WGS reaction. Under the WGS

conditions tested here, β � 1, implying the reaction is far from equilibrium.

For each measurement, approximately 300 mg of the as-prepared Pt/Nb2CTx cat-

alyst was loaded into the reactor. The catalyst was pre-treated by reduction in 25%

H2/Ar at 350 ◦C for 2 h (the total flow rate was 50 ml min–1 and the temperature

ramping rate was 5 ◦C min–1). After pre-treatment, the temperature was decreased

to 300 ◦C and the catalysts were exposed to the WGS reaction mixture (standard

conditions: 6.8% CO, 21.9% H2O, 8.5% CO2 and 37.4% H2 balanced by argon) at

a flow rate of 75.4 ml min–1. The catalyst was stabilized at 300 ◦C for a period of

approximately 20 h to reach initial stabilization. The apparent reaction orders were

measured over the stabilized catalyst by varying the partial pressures of one compo-

nent at a time over the range of 4–21% for CO, 5–25% for CO2, 11–34% for H2O

and 14–55% for H2. The WGS reaction rate under standard conditions was deter-
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mined after evaluation of each apparent reaction order to measure the deactivation,

if there was any. For this catalyst, after the initial stabilization period, no signifi-

cant deactivation was observed during the full test period (approximately 50 h). The

apparent activation energy was measured under standard conditions by varying the

temperature between 290 ◦C and 320 ◦C. The WGS rate was normalized by the total

platinum loading or by the number of surface platinum atoms as determined by CO

chemisorption. After all measurements had been taken, the catalysts were passivated

at room temperature in 30 ml min–1 2% O2/Ar gas flow for 4 h before they were

removed from the reactors.

5.4 Results

5.4.1 Preparation and characterizations of the Nb2CTx support

The preparation of few-layer niobium MXene (Nb2CTx) via hydrofluoric acid

treatment is summarized in the Methods. The X-ray diffraction pattern of the pre-

pared Nb2CTx support (Figure 5.6) shows that the (002) peak of the hydrofluoric

acid-treated Nb2AlC powder shifted to 2θ of 9.3◦, which corresponds to a c-lattice

parameter of 19 Å compared with that observed in the initial MAX (Nb2AlC) phase

(13.9 Å). XAS was performed to confirm the structure of the niobium carbide MX-

ene. The results of niobium K-edge X-ray absorption near-edge structure (XANES)

analysis are presented in Figure 5.1a and show that the shape of the XANES spec-

trum of Nb2CTx is similar to that of commercial NbC (Sigma–Aldrich) but different

from those of Nb2AlC and Nb2O5 (Sigma–Aldrich). The edge energy of the MXene

(19,000.7 eV) is close to that of NbC (19,000.2 eV) but distinct from those of Nb2AlC

(18,998.7 eV) and Nb2O5 (19,003.3 eV), which confirms the removal of aluminium

from the parent MAX phase. The edge energy of Nb2CTx is slightly higher than

that of NbC, suggesting that the Nb2CTx is partially oxidized due to the terminal

groups or Nb2O5 on its surface [260]. X-ray absorption fine-structure (EXAFS) spec-

tra (Figure 5.1b) were also used to confirm the 2D structure of the material since
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Nb2CTx showed first-shell (Nb–C) scattering similar to that of NbC but second-shell

(Nb–C–Nb) scattering much lower than that of NbC due to the reduced dimensional-

ity. Moreover, the typical lamellar structure of Nb2AlC (Figure 5.7a) was converted to

an accordion-like structure (Figure 5.1c), confirming the exposure of individual grains

along the basal planes. After mildly sonicating the Nb2CTx MXene multilayers in

deaerated ethanol, few-layered electron transparent nanosheets could be obtained, as

shown in the transmission electron microscopy (TEM) image (Figure 5.1d).

5.4.2 Kinetics of the WGS reaction

Platinum was loaded onto the Nb2CTx support via incipient-wetness impregna-

tion, as reported in ref. [261]. The platinum loading was estimated to be 1% by

atomic absorption spectroscopy. The 1% Pt/Nb2CTx catalyst was then tested for

activity in the WGS reaction under standard conditions (see Methods). As shown

in Figure 5.2a, the catalyst was stable under the conditions used for the WGS reac-

tion kinetics tests. The WGS reaction rate per mole of platinum in 1% Pt/Nb2CTx

measured at 300 ◦C was 0.016 mol H2 mol Pt−1 s−1, and the apparent activation

energy was 71 ± 3 kJ mol−1 (Figure 5.8). The spent 1% Pt/Nb2CTx catalyst had

an average particle size of approximately 2.6 ± 0.6 nm based on high-angle annu-

lar dark field scanning transmission electron microscopy (HAADF-STEM) (Figure

5.9), which showed that the MXene support stabilized small platinum nanoparticles.

We selected the 1.5% Pt/Al2O3 catalyst (Table 5.1) from our previous work [262] as

the reference catalyst because the particle size (estimated by platinum dispersion) is

comparable to that of the 1% Pt/Nb2CTx catalyst. Moreover, Al2O3 is considered a

non-reducible oxide at the moderate reduction temperature (350 ◦C) in contrast with

the reducible Nb2CTx support. Although, according to CO chemisorption, 35% of

the platinum was exposed on the surface of the 1.5% Pt/Al2O3 catalyst, we did not

observe any measurable CO uptake at ambient temperature or at −30 ◦C for the fresh

1% Pt/Nb2CTx catalyst after it was reduced in situ at 350 ◦C (Supporting Meth-

ods). The suppressed CO chemisorption was not due to particle agglomeration, and
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Figure 5.1. Characterization of Nb2CTx MXene support. (a) Niobium
K-edge XANES of Nb2AlC, Nb2CTx MXene, NbC and Nb2O5. (b)
Fourier transforms of the k2 EXAFS of Nb2CTx compared with the
references (NbC and Nb2O5). (c) Scanning electron microscopy mi-
crograph of Nb2CTx MXene. (d) TEM image of Nb2CTx nanosheets.
Inset: selected-area electron diffraction pattern showing hexagonal
basal plane symmetry of the Nb2CTx nanosheets.

the average particle size of 1% Pt/Nb2CTx should have corresponded to an estimated

dispersion of 38%. This large discrepancy can be attributed to surface alloy formation

due to the reducible surface of the niobium MXene-supported catalyst, which will be
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discussed later. No measurable WGS conversion was observed for platinum supported

by commercial NbC (bulk) under the same WGS test conditions. We found that the

platinum particles had sintered significantly (average particle size: ∼13.8 ± 9.6 nm)

in the Pt/NbC (bulk) catalyst (Figure 5.10). The agglomeration of nanoparticles

substantially reduced the number of metal–support interface sites, which presumably

led to the observed loss in WGS activity.

Figure 5.2. Kinetics of the WGS reaction over the 1% Pt/Nb2CTx

MXene catalyst. (a) WGS rates normalized by the amount of plat-
inum in the 1% Pt/Nb2CTx catalyst. The rates were measured at
300 ◦C with a feed composition of 6.8% CO, 21.9% H2O, 8.5% CO2

and 37.4% H2 balanced by argon (standard conditions). (b) Apparent
reaction orders for CO, CO2, H2 and H2O for 1% Pt/Nb2CTx. Re-
action orders were determined under standard conditions, with each
component varying in the following range: 4–21% for CO, 5–25% for
CO2, 11–34% for H2O and 14–55% for H2.

The apparent reaction orders are shown in Figure 5.2b and Table 5.1. As the log

derivative analysis of the Langmuir–Hinshelwood mechanism (Supporting Methods)

shows, the apparent reaction order may be related to the relative surface coverage of

the corresponding adsorbates. Lower apparent reaction orders with respect to certain

reactants imply higher relative coverage of the adsorbed species [261]. Compared

with the Pt/Al2O3 catalyst, Pt/Nb2CTx showed a higher apparent reaction order
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Table 5.1.
WGS kinetics of Pt/Nb2CTx and Pt/Al2O3

Catalyst
WGS Rates at 300 ◦C

(10-2 mol H2 (mol Pt)-1 s-1)

TOR at 300 ◦C (10−2 mol H2

(mol surface metal)−1 s−1)

Ea (kJ mol−1)

(±3)

Reaction Orders (±0.03) Percentage of

Exposed Pt (%)H2O CO2 CO H2

1% Pt/Nb2CTx

MXene

1.6 - 71 0.65 -0.09 0.39 -0.47 -

1.5% Pt/Al2O3

(ref. [262])

1.4 4 96 0.90 -0.10 0.10 -0.50 35

Ea, activation energy; TOR, turnover rate

with respect to CO, which suggests that CO adsorption is weaker on the MXene-

supported catalyst. At the same time, Pt/Nb2CTx had a lower apparent reaction

order with respect to H2O, indicating that the MXene support has a stronger H2O

adsorption affinity than that of Al2O3. Previous studies have also reported that

the support surface plays a significant role in the activation of H2O during the WGS

reaction, and that the most active site of WGS is at the metal–support interface [263].

Here, Nb2CTx outperforms Al2O3 as a support for WGS catalysis due to its stronger

interactions with H2O or hydroxyl groups. The apparent reaction order for CO2 was

slightly negative and approached zero for both catalysts, which can be attributed to

the weak interaction between the surface of the platinum and CO2. The apparent

reaction order with respect to H2 was −0.47 for Pt/Nb2CTx, which is indicative of H2

inhibition of the forward WGS reaction. The inhibition indicates that H2 competes

with CO for the limited number of active sites.

5.4.3 Reducibility of the Pt/Nb2CTx catalysts

To understand the change in the Nb2CTx MXene support after H2 reduction, a

series of quasi in situ XPS measurements were carried out (Supporting Methods).

In the niobium 3d spectrum of a fresh Pt/Nb2CTx sample (top spectrum in Figure

5.3a), three pairs of peaks at 204.1/206.8 eV, 205.5/208.3 eV and 207.4/210.1 eV

were identified as the 3d5/2/3d3/2 doublets of Nb–C, NbCxOyFz and Nb2O5, respec-

tively [260]. The presence of surface terminations (–OH, –O and –F associated with
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the NbCxOyFz species) on the fresh Pt/Nb2CTx catalyst was also confirmed by high-

resolution spectra in the O 1s and F 1s regions (bottom spectra in Figure 5.3b,c). The

fresh Pt/Nb2CTx catalyst was then reduced at 350 or 550 ◦C (designated as R350 ◦C

and R550 ◦C, respectively) and the samples were analysed by XPS under ultrahigh

vacuum conditions without exposure to air. Figure 5.3a shows the XPS spectra of the

niobium 3d regions of the samples reduced at 350 and 550 ◦C, and the sample reduced

at 350 ◦C and then exposed to air. The negligible change in the peaks corresponding

to Nb–C (204.1 eV) indicates that the structure of Nb2CTx MXene was preserved

after reduction at both 350 and 550 ◦C. However, after exposing the reduced sample

to air, the intensity of the carbide peak decreased dramatically, and the Nb(V) ox-

ide peak became better resolved (Figure 5.3a), which implies that the oxide species

(Nb2O5) is enriched on the surface of the material, and the surface Nb–C partly de-

composes. Moreover, after reduction at 350 ◦C (Figure 5.3b,c), the peaks for the

adsorbed O and terminal OH/O groups that were present on the fresh Pt/Nb2CTx

surface disappeared, indicating that these surface OH/O terminations can be effec-

tively removed. Following H2 temperature-programmed reduction of Nb2CTx MXene,

a peak indicative of H2O at 340 ◦C appeared (Figure 5.11a), which was probably due

to the removal of the O and OH functional groups. The atomic concentration of F

terminations, as estimated by XPS analysis, decreased from 4 to 1.8% after reduction

at 350 ◦C, but these were completely removed in the higher-temperature reduction

(550 ◦C) (Figure 5.3c). The higher temperature required to remove the F moieties

indicates that F groups bind more strongly than OH/O groups to the surface of the

MXene. The results of the quasi in situ XPS analysis suggest that the surface of the

catalyst is reduced under moderate temperature (350 ◦C). It is plausible that with

the removal of surface functional groups from MXene, its coordinatively unsaturated

surface is prone to oxidation in air, which suggests that the reduced surface is highly

redox active.

Pt/Nb2CTx samples with different treatments (fresh, 350 ◦C reduced and post-

WGS) were also investigated by niobium K-edge XAS analysis (Figure 5.3d,e). In the
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Figure 5.3. Niobium 3d XPS measurements and niobium edge XAS of
Pt/Nb2CTx catalysts. (a) Niobium 3d region of ex situ XPS of a fresh
1% Pt/Nb2CTx sample, quasi in situ XPS of 1% Pt/Nb2CTx reduced
at 350 and 550 ◦C, and ex situ XPS of 1% Pt/Nb2CTx reduced at
350 ◦C and exposed to air before analysis. (b) Quasi in situ XPS of
the O 1s region of 1% Pt/Nb2CTx reduced at 350 ◦C and 550 ◦C. (c)
Quasi in situ XPS of the F 1s region of 1% Pt/Nb2CTx reduced at
350 ◦C and 550 ◦C. (d) XANES spectra of the niobium K-edge of fresh
Nb2CTx scanned in air, fresh 1% Pt/Nb2CTx treated with 3% H2/He
at 350 ◦C (in situ) and post-WGS reaction 1% Pt/Nb2CTx catalyst
scanned in air. (e) Fourier transform magnitude of the k2 EXAFS of
fresh Nb2CTx , reduced fresh 1% Pt/Nb2CTx and post-WGS reaction
1% Pt/Nb2CTx catalyst. All treatments were the same as those used
to collect the XANES spectra.

spent Pt/Nb2CTx catalyst and fresh Pt/Nb2CTx sample reduced by H2 at 350 ◦C, the

supports maintained the same carbide structure matrix as was present in the fresh

Pt/Nb2CTx, based on the minimal changes observed in the XANES spectra. The

scattering intensity in the EXAFS decreased slightly, which probably corresponded

to the decrease in the number of ligands on the surface of Nb2CTx. The spent cata-

lyst still showed the typical accordion-like structure of MXene (Figure 5.7b) and the
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characteristic diffraction features of carbide (Figure 5.13), suggesting that the MXene

support did not collapse during the WGS reaction. Therefore, our results indicate

that the main structure of Nb2CTx remains intact during the reduction and WGS

reaction, but the surface of Nb2CTx can be reduced at the moderate temperature

(350 ◦C). The reducibility of the Nb2CTx support suggests that it can be used to

introduce significant metal–support interactions to the catalyst.

5.4.4 RMSI

The interaction between platinum and the Nb2CTx support and the correspond-

ing changes in the nanoparticles were further investigated by in situ platinum LIII

edge XAS as well as platinum region XPS. For the platinum LIII edge XANES (Fig-

ure 5.4a), the whiteline of the 1% Nb2CTx catalyst reduced at 350 ◦C was more

intense and narrower in shape than that of 2% Pt/Al2O3, which indicates the pres-

ence of non-platinum neighbours surrounding the platinum atoms. The change in

the nanoparticle structure was also reflected by the altered EXAFS (Figure 5.4b) of

the Nb2CTx catalyst compared with that of monometallic platinum on Al2O3. The

relative intensities of the peaks were different in the metal–metal distance region, sug-

gesting that Pt–Nb interferes with Pt–Pt scattering; that is, through the formation

of a bimetallic structure. Our fitting results of Nb2CTx reduced at 350 ◦C (7.4 Pt–Pt

bond at 2.75 Å and 0.9 Pt–Nb bond at 2.76 Å) imply that a Pt-rich bimetallic sur-

face alloy is formed at this moderate temperature, which indicates that RMSI occurs

between the platinum nanoparticles and the Nb2CTx support.

Quasi in situ XPS analysis was also conducted to investigate the potential elec-

tronic effect of the formation of the bimetallic surface alloy. We used Pt/SiO2 as a

reference instead of Pt/Al2O3 because the aluminium 2p region overlaps with the plat-

inum 4f region, and SiO2 is a non-reducible oxide similar to Al2O3. In previous works

on Pt–M alloy systems (M = Sn, Co, Ru or Ti), the binding energies of platinum were

reported to shift to higher values with respect to pure Pt [264–266]. In our XPS spec-

tra (Figure 5.4c), the platinum 4f7/2 binding energy exhibited a positive shift (∼0.5
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Figure 5.4. In situ XAS and quasi in situ XPS of the 1% Pt/Nb2CTx

catalysts. (a) In situ XANES spectra of the platinum LIII edge of
the 2% Pt/Al2O3 sample treated at 550 ◦C and fresh 1% Pt/Nb2CTx

treated at 350 ◦C in 3% H2/He. (b) Fourier transform magnitude
of the k2 EXAFS of the 2% Pt/Al2O3 sample treated at 550 ◦C and
fresh 1% Pt/Nb2CTx treated at 350 ◦C in 3% H2/He. (c) Quasi in
situ XPS spectra of platinum 4f of Pt/SiO2 reduced at 550 ◦C and
1% Pt/Nb2CTx reduced at 350 ◦C.

eV) for Pt/Nb2CTx compared with Pt/SiO2, which is consistent with the literature

and is indicative of the formation of a Pt–Nb bimetallic structure. When the reduc-

tion temperature was increased to 550 ◦C, similar changes of a greater magnitude

were observed in the XPS and XAS analyses, and corresponded to a higher-degree

alloy formation. We discuss this in more detail in Figure 5.14. Previous DFT studies

suggest that the formation of alloys with transition metals modifies the electronic

structure of platinum atoms and leads to shifts in the d-band centres, which could

weaken CO adsorption [265,267,268]. This electronic effect resulting from the forma-

tion of the Pt–Nb surface alloy explains the suppressed CO chemisorption, as well as

the altered relative coverage of CO on the Pt/Nb2CTx catalyst.

Although the in situ XAS and energy-dispersive spectroscopy (EDS) results (Fig-

ure 5.15) suggest that a uniform bulk alloy was not formed after reduction at the

moderate temperature (350 ◦C), EELS in an aberration-corrected STEM was em-

ployed to provide a more direct characterization of the near-surface region of the

Pt–Nb nanoparticles. Figure 5.5a shows typical Nb2CTx MXene-supported nanopar-
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Figure 5.5. Electron microscopy and spectroscopy of the spent 1%
Pt/Nb2CTx catalyst. (a,b) High-angle annular dark-field scanning
TEM (HAADF-STEM) images of the post-WGS 1% Pt/Nb2CTx cat-
alyst. (c,d) HAADF-STEM images of typical nanoparticles supported
by Nb2CTx MXene. The majority of each particle is hanging over the
vacuum to avoid niobium interference from the support. (e) EELS
images acquired at several points on the particle surface, the loca-
tions of which are shown by corresponding numbers in (c) and (d,f)
HAADF-STEM image showing discontinuous Nb2CTx MXene layers.

ticles with an average particle size of approximately 2.6 nm. The two-dimensionality

of the MXene facilitates the STEM characterization of supported nanoparticles rel-

ative to conventional bulk carbide, so a twinned nanoparticle 3 nm in diameter can

be atomically resolved (Figure 5.5b). Figure 5.5c,d shows Z-contrast STEM images

of typical Pt–Nb alloy nanoparticles approximately 3 nm in diameter. The particles

are only partially attached to the Nb2CTx MXene to avoid signals from the support.
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Energy-loss spectra were taken with the electron beam scattering through several

different points around the surface edge of the particles. The spectra from the edge

of the nanoparticles provided electronic information primarily on near-surface atoms

and exhibited a distinct 205 eV onset absorption band for niobium M4,5 (Figure 5.5e),

which indicates that niobium atoms are present on the surface of the particles. In

comparison, we did not observe Pt–Nb alloy formation in the Pt/NbC (bulk) catalysts

that were tested under the same conditions (Figure 5.16). This finding is consistent

with previous work showing that platinum did not form an alloy with bulk carbide at

moderate temperature, including Mo2C that had been reduced at 450 ◦C [269], and

these findings emphasize the significant role that the reducibility of MXenes plays in

the RMSI.

Figure 5.5f shows nanoparticles supported by three-atom-thick Nb2CTx MXene

layers. The MXene layers that were close to the nanoparticles decomposed (discontin-

ued) and sacrificial layers were formed directly beneath the Pt–Nb particles. Taking

the in situ XAS results in conjunction with the XPS results, this sacrificial layer may

be the result of RMSI occurring at the interface between MXene and the nanoparti-

cles. In addition, with the removal of surface terminations such as –OH, –O and –F,

exposed terminal niobium sites are generated on the surface of the Nb2CTx MXene

support. These exposed niobium metal terminals are in contact with the Pt–Nb sur-

face alloy and form interfaces that have strong affinities for H2O or OH, as indicated

by the WGS kinetics. The RMSI stabilizes and disperses the nanoparticles (∼2.6

nm), which creates more interfaces than Pt/NbC (bulk) catalysts. Since the active

sites of the WGS reaction are often thought to be the metal–support interfaces that

are responsible for H2O dissociation [270], the newly generated interfaces (with higher

H2O coverage than the Pt/Al2O3) are presumed to make Pt/Nb2CTx an active WGS

catalyst. Thus, the Pt/Nb2CTx catalyst becomes involved in RMSIs after reduction

at the moderate temperature (350 ◦C), which probably tunes the catalytic properties

through alloy formation, as well as modifying the admetal–support interface. Neither

of these effects can be achieved using the conventional bulk niobium carbide.
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Previous studies have shown that surface functional groups are not unique to

Nb2CTx [249]. Considering the shared characteristics of the MXene family (prepared

by etching) [250], such as reducible surface terminations and 2D structures, it is an-

ticipated that RMSIs similar to the one between platinum and Nb2CTx MXene also

apply to other MXene materials. We further investigated Ti3C2Tx—another impor-

tant member of the MXene family—as the support for platinum at 1% loading. EDS

elemental mapping (Figure 5.17) was acquired in an area where nanoparticles were

partially attached to the Ti3C2Tx support to avoid the titanium signals from the

MXene. The distribution of platinum and titanium overlapped through the nanopar-

ticles, indicating the formation of Pt–Ti bimetallic structures. This result suggests

that RMSIs can be extended to members of the MXenes family other than Nb2CTx,

which showcases the generality of using MXenes as supports for preparing bimetallic

catalysts.

5.5 Conclusions

In summary, we have demonstrated that 2D Nb2CTx MXene can be used as

support for platinum and become involved in RMSIs after reduction at a moderate

temperature (350 ◦C). The RMSI induces the formation of a bimetallic surface alloy

and admetal–Nb2CTx interfaces that impact CO adsorption, H2O activation and,

ultimately, the kinetics of the WGS reaction. The highly reducible surface of Nb2CTx

is vital to the introduction of the RMSI. The RMSI can be further extended to the

Pt/Ti3C2Tx system with the formation of Pt–Ti bimetallic nanoparticles. Taken

together, our results indicate that the RMSI between platinum and 2D carbides is

probably a general phenomenon for members of the MXene family, which will open

new avenues for designing bimetallic catalysts.
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5.6 Supporting Information

5.6.1 Supporting Methods

Powder X-ray diffraction (XRD) was carried out on a Rigaku Ultima U4 diffrac-

tometer, with Cu Kα radiation (λ = 1.5418 Å), at 40 kV and 44 mA. Scanning

electron microscopy (SEM) was acquired on a FEI Quanta 250. Aberration-corrected

high angle annular dark field scanning transmission electron microscopy (HAADF-

STEM) images and electron energy loss spectroscopy (EELS) were acquired on a

Titan Themis 300 probe corrected TEM equipped with a Super-X EDX detector at

Sensitive Instrument Facility (SIF) of Ames Lab.

Pt loading of the Pt/Nb2CTx catalyst was determined by atomic absorption spec-

troscopy (AAS). Specifically, the catalyst was digested by aqua regia in a Nalgene R©

amber polyethylene bottle for 3 days and the solution was then diluted to desired

concentration for the AAS measurement.

H2 temperature programmed reduction (TPR) experiment was performed with

an Autochem 2000 unit. About 70 mg of the Nb2CTx support was loaded in the

unit and dried in 50 sccm He at 200 ◦C overnight. Then the catalyst was cooled

to room temperature and purged with pure H2. The temperature was ramped from

room temperature to 900 ◦C under 50 sccm pure H2. The products were analyzed by

a mass spectroscopy.

CO chemisorption was measured with an ASAP 2020 unit. About 100 mg of the

fresh Pt/ Nb2CTx catalyst was loaded and reduced at 350 ◦C in pure H2 before mea-

suring for CO chemisorption. CO/Pt stoichiometry factor of 1 was used to calculate

the Pt dispersion.

Due to the low CO adsorption quantity on the catalyst, sub-ambient temperature

CO pulse chemisorption was performed on a Micromeritics Autochem 2920 unit.

Typically, about 100 mg of the fresh catalyst was loaded and reduced at 350 ◦C for

1 hour in 10% H2/Ar with a total flow of 30 mL/min. Then the system was flushed



191

with He and the sample was cooled to –30 ◦C. After reaching the stable temperature,

CO pulse was introduced and the accumulated adsorption quantity was calculated.

XPS data were obtained using a Kratos Axis Ultra DLD spectrometer with monochromic

Al Kα radiation (1486.6 eV) at pass energy of 20 and 160 eV for high-resolution and

survey spectra, respectively. A commercial Kratos charge neutralizer was used to

avoid non-homogeneous electric charge of non-conducting powder and to achieve bet-

ter resolution. The resolution measured as full width at half maximum of the curve

fitted C 1s peak was approximately 1 eV. Binding energy (BE) values refer to the

Fermi edge and the energy scale was calibrated using Au 4f7/2 at 84.0 eV and Cu 2p3/2

at 932.67 eV. XPS data were analyzed with CasaXPS. Curve-fitting was performed

following a linear or Shirley background subtraction using Gaussian/Lorentzian peak

shapes (GL and LF). The atomic concentrations of the elements in the near-surface re-

gion were estimated considering the corresponding Scofield atomic sensitivity factors

and inelastic mean free path (IMFP) of photoelectrons using standard procedures in

the CasaXPS software. For the quasi in situ XPS measurements, sample treatments

were performed in a reaction cell (≈30 cm3) connected to the XPS spectrometer and

all samples were reduced in 5% H2 at least for 30 minutes. Then the samples were

moved between the reaction cell and the analysis chamber under ultrahigh vacuum

(UHV) conditions without contact to air.

X-ray absorption measurements were acquired at the Nb K edge (18.9856 keV)

and Pt LIII edge (11.5640 keV) on the bending magnet beam line of the Materials

Research Collaborative Access Team (MRCAT) at the Sector 10 in the Advanced

Photon Source, Argonne National Laboratory. Measurements were made in trans-

mission step-scan mode. The ionization chambers were optimized for the maximum

current with linear response with 10% absorption in the incident ion chamber and

70% absorption in the transmission detector. A third detector in series simultaneously

collected a Nb or Pt metal foil reference spectrum with each measurement for energy

calibration. Solid samples were pressed into a cylindrical sample holder consisting of

six wells, forming a self-supporting wafer. The sample holder was placed in a quartz
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reactor tube sealed with Kapton windows by two ultra-torr fittings through which gas

could be flowed. Nb2CTx materials, parent Nb2AlC and reference compounds Nb2O5,

NbO2, NbC (Sigma-Aldrich) were scanned in air. Fresh Pt on Nb2CTx catalyst were

reduced in 3% H2/He with a flow rate of 50 cm3 min-1 at 350 ◦C or 550 ◦C for at

least 30 min, then cooled to room temperature and flushed with He before they were

scanned. The 1% Pt/Nb2CTx catalysts after water-gas-shift reaction were scanned

in air.

The fits of the Extended X-ray Absorption Fine Structure (EXAFS) were eval-

uated using Artemis software [271]. The EXAFS coordination parameters were ob-

tained by a least-squares fit in R-space of k2-weighted Fourier transform data together.

The data range is from 3.0 to 12.0 Å-1 in k space. For R space, the data was fitted

from 1.0 to 3.0 Å in R space at the Nb edge and 1.6 to 3.2 Å at the Pt edge. The

S0
2 value was obtained at Nb edge by fitting the NbC standard and at Pt edge by

fitting Pt foil. The bond distances were adjusted based on initial inputs from stan-

dard crystal structure information files of Nb2AlC and Pt3Nb for the fits of Nb edge

and Pt edge, respectively [272,273].

5.6.2 Langmuir-Hinshelwood mechanism

The detailed derivation of the Langmuir-Hinshelwood mechanism can be found in

the book [274] Concepts of Modern Catalysis and Kinetics by I. Chorkendorff and J.

W. Niemantsverdriet. Generally, for a mixture of reactant A and B:

A+B → C (5.2)

θA =
KApA

1 +KApA +KBpB +K−1C pc
(5.3)

θB =
KBpB

1 +KApA +KBpB +K−1C pc
(5.4)

Where θA and θB are the fraction of the available surface sites covered by species

A or B at equilibrium, Ki is the adsorption equilibrium constant for species i and

pi is the partial pressure of species i. The dependence of Ki on temperature makes
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θi temperature dependent. θi also depends on the heat of adsorption of species A

and B. In turn, the apparent reaction orders with respect to such species involved

in the reaction depend not only on the gas phase concentration but also on the

reaction temperature. It is therefore necessary to measure the kinetic data over

different catalysts at same temperature for objective comparison of relative surface

concentrations of reactive species. If we assume the quasi-equilibrium assumption,

which means only one elementary step determines the rate and all the other steps

are in quasi-equilibrium state, then the apparent reaction orders can be derived as

nA = 1 − θA and nB = 1 − 2θB, where nA and nB are the apparent reaction orders

with respect to A and B. Although it is a simplified estimation compared with our

complex catalyst system here, it provides a quantitative picture about the relationship

between the apparent reaction orders and the relative surface concentrations. The

apparent reaction orders with respect to the reactants are thus negatively correlated

with the corresponding relative surface coverage.

5.6.3 Supporting Figures

To test our hypothesis that only Pt-Nb surface alloy is formed for 1% Pt/Nb2CTx

reduced at 350 ◦C, we further increased reduction temperature to 550 ◦C. Stronger

evidence is observed from EXAFS of Pt/Nb2CTx sample reduced at higher temper-

ature (550 ◦C), which is substantially different from that of Pt/Nb2CTx reduced at

350 ◦C because of the incorporation of larger amount of Nb in the nanoparticles.

Fitting the spectra gives CN=6.7 for Pt-Pt bonds (2.77 Å) and CN=1.8 for Pt-Nb

bonds (2.75 Å). Quasi in situ XPS spectra show Pt 4f7/2 components have binding

energies equal to 70.7 eV, 71.2 eV and 71.6 eV for Pt/SiO2 sample reduced at 550

◦C and Pt/Nb2CTx sample reduced at 350 ◦C and 550 ◦C, respectively. Pt-Nb alloy

with higher degree is presumably formed, as indicated by the further binding energy

shift for Pt/Nb2CTx reduced at higher temperature (550 ◦C vs 350 ◦C). The alloy

formation is further confirmed by HAADF-STEM with X-ray spectroscopy (EDS)
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Figure 5.6. XRD patterns of Nb2AlC MAX phase and Nb2CTx MXene
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Figure 5.7. (a) SEM image of Nb2AlC MAX. The as-synthesized
Nb2AlC shows the typical lamellar structure. (b) SEM image of 1%
Pt/Nb2CTx after WGS reaction showing the Pt/Nb2CTx maintains
the typical layered structure of MXene.
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Figure 5.8. Arrhenius plots for WGS over 1% Pt/Nb2CTx-MXene
catalyst. The WGS rates were measured in presence of 7% CO, 22%
H2O, 8.5% CO2, 37% H2, and balance Ar.
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Figure 5.9. (a-c) HAADF-STEM images of 1% Pt/Nb2CTx after
WGS reaction. (d) Particle size distribution statistics of used 1%
Pt/Nb2CTx catalyst, and the average particle size is determined to
be 2.6 ± 0.6 nm
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Figure 5.10. (a) HAADF-STEM image of 1% Pt/NbC (bulk) after
WGS reaction. (b) Particle size distribution statistics of used 1%
Pt/NbC (bulk), and the average particle size is determined to be 13.8
± 9.6 nm.
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Figure 5.11. (a) Temperature programmed reduction (TPR) profile
of Nb2CTx MXene. The H2O peak around 340 ◦C can be attributed
to the reduction of O and OH terminations on the surface of Nb2CTx

MXene, which is consistent with the results of the quasi in situ XPS.
Comparing with the TPR profile of Nb2O5, the additional H2O peaks
located above 600 ◦C can be assigned to the reduction of residual
Nb2O5 after HF etching [275]. The residue oxygen on the surface also
desorbs as CO and CO2 [276] (b) TPR profile of commercial bulk
NbC. The H2O peaks at around 400 ◦C and 650 ◦C are likely due to
the removal of the surface residue oxygen [277]. (c) TPR profile of
commercial bulk Nb2O5. The peak between 800 ◦C and 900 ◦C is due
to the reduction of Nb2O5 to NbO2 [278].
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Figure 5.12. Quasi in situ XPS spectra of Nb 3d of pre-reduced 1%
Pt/Nb2CTx sample (the fresh sample was reduced at 350 ◦C by H2

and then exposed to air before the quasi in situ XPS measurement)
reduced at 350 ◦C and 550 ◦C again. These results indicate the en-
riched Nb2O5 induced by subsequent air exposure is not reducible by
H2 at 550 ◦C.
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Figure 5.13. XRD patterns of spent 1% Pt/Nb2CTx catalyst after
WGS reaction (red line) and Nb2CTx MXene after TPR treatment
(black line).
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Figure 5.14. (a) In situ XANES spectra of Pt LIII edge of 2%
Pt/Al2O3 sample treated at 550 ◦C and fresh 1% Pt/Nb2CTx treated
at 350 ◦C and 550 ◦C in 3% H2/He. (b) Fourier transform magni-
tude of the k2 EXAFS of 2% Pt/Al2O3 sample treated at 550 ◦C and
fresh 1% Pt/Nb2CTx treated at 350 ◦C and 550 ◦C in 3% H2/He. (c)
Quasi in situ XPS spectra of Pt 4f7/2 of Pt/SiO2 reduced at 550 ◦C
and Pt/Nb2CTx sample reduced at 350 ◦C and 550 ◦C. (d) HAADF-
STEM image of fresh 1% Pt/Nb2CTx catalyst reduced in H2 at 550
◦C. Particle agglomerates after the high temperature (550 ◦C) reduc-
tion. (e) Elemental mapping of Pt. (f) Elemental mapping of Nb. A
Nb deficient area is circled by the white dash line.
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elemental mapping. Interestingly, a niobium deficient area is right beneath the alloy

nanoparticle, which may imply diffusion of reduced Nb species.

Note the fitting results of XAS represent average numbers of the sample. The

homogeneity and order of the alloys formed at 550 ◦C merit detailed study in the

future.

Table 5.2.
Quantitative evaluation of the EXAFS fit (Artemis Software)

Sample Scattering

Pair

S0
2* CN* Bond

Length (Å)*

∆E0 (eV)* σ2 (Å2)*

Pt/Nb2CTx Reduced

at 350 ◦C

Pt-Pt
0.8

7.4 2.75
4.2

0.005

Pt-Nb 0.9 2.76 0.010

Pt/Nb2CTx Reduced

at 550 ◦C

Pt-Pt
0.8

6.7 2.77
5.5

0.005

Pt-Nb 1.8 2.75 0.008

*The S0
2 is fixed at the value obtained by fitting a Pt foil reference. The errors of all

the fitted parameters are very close. The average error in CN (coordination number)

is 0.5, in bond length is 0.02 Å, in ∆E0 is 0.8 eV and in σ2 is 0.002 Å2.
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Figure 5.15. (a) HAADF-STEM image of used 1% Pt/Nb2CTx WGS
catalyst. (b) Elemental mapping of Pt (c) Elemental mapping of Nb,
(d) Elemental mapping of O. The area of interest (circled using white
dash line) is a nanoparticle which is hanging over vacuum to avoid
Nb signal from the Nb2CTx support. The EDS result suggests that
uniform bulk Pt-Nb alloy is not formed.
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Figure 5.16. (a) HAADF-STEM image of used 1% Pt/NbC bulk
catalyst. (b) Spectrum of electron-energy loss acquired at a point
(marked as “1”) on the particle surface. The absence of Nb M4,5

absorption edge with onset at 205 eV indicates no Pt-Nb surface alloy
is formed for Pt supported by bulk NbC. The signal of C can be
caused by carbon lacey of the TEM grid or carbon contamination of
the catalysts. Note the catalyst was synthesized and treated using
the same procedure with 1% Pt/Nb2CTx WGS catalyst.
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Figure 5.17. (a) HAADF-STEM image of fresh 1% Pt/Ti3C2Tx cat-
alyst reduced in H2 at 550 ◦C. Particles agglomerated after the high
temperature (550 ◦C) reduction. (b) Elemental mapping of Pt and
Ti. (c) Elemental mapping of Ti, (d) Elemental mapping of Pt.
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Figure 5.18. The magnitude and imaginary part of the Fourier Trans-
form of the k2 weighted EXAFS plot and corresponding first shell fit
for Pt/Nb2CTx catalyst reduced at (a) 350 ◦C and (b) 550 ◦C. The fit-
ting ranges are ∆k = 2.7-11.7 Å-1 and ∆R = 1.6-3.2 Å. Corresponding
fitting results are in Table 5.2
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6. PROPYLENE OXIDE INHIBITS PROPYLENE EPOXIDATION OVER

Au/TS-1

Journal of Catalysis, 2018, 365, 105-114. https://doi.org/10.1016/j.jcat.2018.06.015

James W.Harris, Jeremy Arvay, Garrett Mitchell, W. Nicholas Delgass, Fabio H.

Ribeiro

6.1 Abstract

The kinetics of propylene epoxidation over Au supported on titanium silicalite-1

(Au/TS-1) catalysts were measured in a continuous stirred tank reactor (CSTR) free

from temperature and concentration gradients. Apparent reaction orders measured

at 473 K for H2 (0.7 order), O2 (0.2), and C3H6 (0.2) for a series of Au/TS-1 with

varied Au (0.02–0.09 wt%) and Ti (Si/Ti: 75–143) contents were consistent with those

reported previously. Co-feeding propylene oxide enabled measurement of the apparent

reaction order in propylene oxide (−0.4 to −0.8 order) and the determination that

relevant pressures of propylene oxide reversibly inhibit propylene epoxidation over

Au/TS-1, while co-feeding carbon dioxide and water had no effect on the propylene

epoxidation rate. Analysis of previously proposed two-site reaction mechanisms in

light of reaction orders for O2 (0.4), H2 (1), and C3H6 (0.4), corrected to account for

propylene oxide inhibition, provides further evidence that propylene epoxidation over

Au/TS-1 occurs via a simultaneous mechanism requiring two distinct, but adjacent,

types of sites, and not a sequential mechanism that invokes migration of H2O2 formed

on Au sites to PO forming Ti sites. H2 oxidation rates are not inhibited by propylene

oxide, implying that the sites required for hydrogen oxidation are distinct from those

required for propylene epoxidation.
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6.2 Introduction

Propylene epoxidation is a critical step in industrial polyurethane production and

has an estimated annual production of 8.6 million tons per year [279]. Since the

first report of titania-supported Au catalysts for the partial oxidation catalysis by

Haruta and co-workers [280], propylene epoxidation rates (per kg catalyst) over Au-Ti

catalysts have increased dramatically. These increases have been achieved by limiting

the TiO2 domains to single Ti atoms by incorporation in SiO2 substrates, particularly

Ti-Si zeolites such as TS-1, leading to increased epoxidation rate (from ∼11 gPO

kgcat
−1 h−1 over Au/TiO2 at 323 K to ∼150 gPO kgcat

−1 h−1 over Au/TS-1 at 473 K)

and with selectivity (from ∼70% to ∼80% [281]) that approaches that of Au/TiO2

(∼99% [280]). Further steady-state rate and selectivity increases were achieved by

judicious choice of promoters [282–288], resulting in steady state propylene oxide

(PO) formation rates of ∼300 gPO kgcat
−1 h−1 with a PO selectivity of ∼80% [282].

Similarly, reduction of zeolite crystal size and addition of mesoporosity resulted in

steady state PO formation rates of ∼140 gPO kgcat
−1 h−1 over 50 h on stream with a

propylene oxide selectivity of ∼95% [289].

Despite increases in reaction rates, comparatively minor increases (from ∼10% to

40%) [280,281] in hydrogen efficiency (SH2 = mol PO produced per mol H2 consumed)

over Au/TS-1 catalysts compared to the industrially required value of ∼50% continue

to limit the utility of these catalysts [290]. While SH2 values between 35 and 40% have

been reported for Au/TS-1 with Si/Ti > 100 and Au loadings of 0.009–0.03 wt%, the

steady state propylene epoxidation rates over these catalysts range from 22 to 80 g

kgcat
−1 h−1 [281,287]. A SH2 of 99% has been reported for a 0.005 wt% Au supported

on TS-1 with a Si/Ti ratio of 170 (TS-1(170)), though the propylene epoxidation rate

was 4.8 g kgcat
−1 h−1 [287]. The SH2 values measured over 0.04 wt% Au catalysts sup-

ported on uncalcined TS-1 (U-TS-1) catalysts at steady state are ∼40%, compared to

∼25% for their calcined counterparts at this Au loading [291]. While state-of-the-art

Au-Ti catalysts for direct gas-phase epoxidation of propylene lack the combination of
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PO selectivity, H2 selectivity, and PO formation rate per mass of catalyst necessary to

compete with existing processes, this catalyst system is of interest for the opportunity

it presents to unravel the complex catalytic chemistry and kinetics of in situ hydrogen

peroxide formation on coordinatively unsaturated Au clusters and epoxidation reac-

tions of such species in proximity to isolated Ti atoms. In addition, understanding

these Au-Ti catalysts may accelerate realization of the potential environmental and

safety benefits of this approach to PO production. Without accurate measurement

of the reaction kinetics, it is not tractable to determine whether the most active sites

for propylene oxide production have inherently low SH2 , or if there are separate, low

epoxidation rate, high H2 oxidation rate sites that could be limited during catalyst

synthesis. Further, efforts to determine the most active Au-Ti sites in order to sta-

bilize these sites via new synthetic procedures for operation at industrially relevant

pressures [292] are not possible without first understanding the reaction kinetics.

Development of reaction mechanisms consistent with all data measured in the

literature has lagged behind improvements in maximum propylene epoxidation rates

and selectivities. Measured H2/D2 kinetic isotope effects on Au/TiO2 catalysts [293]

indicate the breaking of a bond to hydrogen in the rate determining step, consistent

with kinetically relevant hydroperoxy intermediates observed spectroscopically over

Au/TiO2 catalysts previously [294]. Raman spectroscopy combined with measure-

ment of H2O2 formation over colloidal palladium catalysts with either 16O2 or 18O2

reactants confirmed that oxygen was present as molecular oxygen during H2O2 for-

mation over these catalysts [295]. An experimental study of activation energies and

apparent reaction orders by Taylor et al. [296] determined reaction orders (H2: 0.5,

O2: 0.3, C3H6: 0.2) across Au/TS-1 catalysts with a range of molar Si/Ti ratios

(36–144), Au loadings (0.02–0.06 wt%), and at a range of feed partial pressures (H2:

8–24 mol% O2: 2–8 mol%; C3H6: 8–24 mol%) and temperatures (413–473 K), similar

to those reported elsewhere [297,298]. These findings are consistent with a simultane-

ous two-site mechanism, where a hydroxperoxy intermediate forms on a Au site and

reacts with propylene adsorbed on an adjacent framework Ti site in TS-1 [296, 299].
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A second mechanism first proposed by Lu et al. [300] and reaffirmed by Kanungo

et al. [301] includes two kinetically relevant steps, the first of which forms HOOH

adsorbed at one of two Au sites required and the second involves decomposition of

a C3H6HOOH-Ti species into PO and water. The mechanism presented by Lu et

al. and Kanungo et al. includes separate Au regions involved in either H2 oxidation

only or both H2 oxidation and combustion [300, 301]. This mechanism is consistent

with reaction orders reported by Taylor et al. [296], and notably involves adsorption

of C3H6 at Au rather than Ti sites. Additionally, the reaction orders reported by

Taylor et al. [296] are inconsistent with a sequential two-site mechanism, in which

H2O2 forms on Au particles prior to desorbing intact, co-adsorbing with propylene

on Ti-defect sites ((OH)-Ti-(OSi)3) and reacting, as has been proposed as the mech-

anism for liquid-phase epoxidation reactions over TiO2 and TS-1 [302], since such

a mechanism would result in reaction orders for hydrogen and oxygen being equal,

which has not been observed [296].

Joshi et al. calculated lower energy barriers for the simultaneous mechanism than

the sequential mechanism over Au clusters supported within TS-1 pores [299]. The

predominance of the simultaneous mechanism over small Au clusters in the pores of

TS-1 is also consistent with the observations of Lee et al., in which Au deposition on

a TS-1 catalyst over-coated with an S-1 shell followed by measurement of propylene

epoxidation rates leads to reaction rates (per kg TS-1) that are ∼4x higher than

those measured over Au/TS-1, with similar measured apparent activation energy

to conventional Au/TS-1 [303]. Furthermore, physical mixtures of TS-1 and Au

supported on S-1 are not reactive [303]. These results demonstrate that the Au sites

located within the pores of TS-1 are the active Au species for this reaction. Propylene

epoxidation over Au supported on U-TS-1 results in reactivity that slowly increases

with time on stream (over ∼20 h at reaction temperature), concurrent with increases

in BET surface area, suggesting that small Au ensembles can migrate into TS-1 pores

excavated by removal of confined tetrapropylammonium cations in the presence of

H2O2, H2O, and O2 at 473 K [291]. Although the epoxidation rate appears to increase
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over Au clusters confined in TS-1 pores, the H2O2 decomposition rate over Au/Ti O2

catalysts has been reported to increase as Au cluster size decreases [304], suggesting

that the desirable clusters for PO production may be undesirable for maintaining high

hydrogen selectivity.

Despite these experimental and theoretical efforts to determine the gas-phase

propylene epoxidation mechanism, accurate experimental measurement of kinetic pa-

rameters for reactions with product inhibition, as has been reported recently for

liquid-phase cyclohexene epoxidation with H2O2 over Nb5+, Ta5+, and Ti4+ sites in

Beta zeolites (313 K, [305]), requires either product co-feeding or correction of kinetic

parameters for known product inhibition [306]. For gas-phase propylene epoxidation,

inhibition has not been observed previously, though deactivation due to irreversible

site-blockage by polymeric propylene oxide derivatives on Au/TS-1 was reported by

Nijhuis et al. [307]. To our knowledge, neither propylene epoxidation experiments in

a CSTR with correction for product inhibition, nor gas-phase propylene oxide co-feed

experiments in plug-flow reactors has been reported.

Here, we report apparent activation energies and apparent reaction orders (mea-

sured by varying each component independently) for carbon dioxide, hydrogen, oxy-

gen, propylene, propylene oxide, and water, and provide a clear demonstration that

propylene oxide reversibly inhibits rates of propylene oxidation, but not hydrogen

oxidation. We demonstrate that this product inhibition occurs at all space velocities

measured, and that inhibition at low space velocity results exclusively from propylene

oxide and not from the major reaction byproducts (CO2 and water). A careful re-

examination of the proposed mechanisms for direct gas-phase propylene epoxidation

is presented, which accounts for inhibition by propylene oxide and provides evidence

that propylene oxide binds to both sites invoked in the simultaneous mechanism. The

reaction orders measured for hydrogen, oxygen, and propylene are consistent with the

simultaneous mechanism for propylene epoxidation, and rule out a two-site sequential

mechanism under the conditions studied here. The lack of propylene oxide inhibition
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of H2 oxidation rates implies that there are multiple sites or site-ensembles present

on conventional Au/TS-1 catalysts.

6.3 Experimental Methods

6.3.1 Catalyst Synthesis

6.3.1.1 TS-1 Synthesis

Synthesis of titanium silicalite-1 (TS-1) was performed according to previously

reported procedures [308]. Briefly, synthesis was performed by first mixing 3.85 g

of polyoxyethylene 20-sorbitan monolaurate (Tween 20, Fischer Scientific, enzyme

grade) and 61.56 g of deionized water (DI water) (Millipore, Synergy UV Water

Purification System, 18.2 MΩ/cm resistivity) and stirring (∼300 RPM) for 900 s at

ambient temperature. Then, 29.38 g of tetrapropylammonium hydroxide (TPAOH,

Alfa Aesar, 40 wt%) and 70.00 g of tetraethylorthosilicate (TEOS, Sigma Aldrich,

98%) were added, followed by stirring (∼300 RPM) under ambient conditions for 1–2

h. In a separate 15 cm3 disposable centrifuge tube (VWR, sterile polypropylene),

1.14 g of titanium (IV) butoxide (TBOT, Alfa Aesar, 99%+) and 17.26 g of isopropyl

alcohol (IPA, Sigma Aldrich, 99.5%) were combined and stirred with a vortex mixer

(VWR Mini Vortex Mixer) and subsequently added dropwise to the synthesis gel, with

stirring (∼300 RPM), under ambient conditions. The final molar ratio of the synthesis

gel was 1 SiO2/0.01 TiO2/0.17 TPA+/13.1 H2O/0.0093 Tween 20/0.04 C4H10O/0.85

C3H8O. The solution was then stirred (350 RPM), for at least 1 h at 313–318 K

before addition to a Teflon-lined stainless-steel autoclave (45 cm3, Parr Instrument

Company model 4744) and placement in an isothermal oven (Yamato DKN402C

Constant Temperature Oven) and heated without agitation at 413 K for at least

18 h. The resulting solid was separated from the slurry via centrifugation (Thermo

Scientific Heraeus Megafuge 16, 5000 RPM for 1800 s), and then washed twice with

DI water, twice with acetone (Sigma Aldrich, 99.5%+), and one more time with DI

water, with each wash using 15 cm3 of DI water or acetone per gram of TS-1 and a
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vortex mixing time of ∼30 s. Once washed, the solid was dried for approximately 48

h at 363 K. The dried TS-1 was then treated in flowing air (100 cm3 min−1 gcat
−1) at

853 K for 10 h (1 K min−1 ramp).

6.3.1.2 Gold Deposition

A typical gold deposition onto TS-1 was performed according to previously pub-

lished protocols [309]. First, approximately 0.040 g of hydrogen tetrachloroaurate(III)

trihydrate (HAuCl4·3H2O, Alfa Aesar, 99.99% (metals basis)) were mixed with 8.0 g

of DI water followed by addition of 0.40 g of calcined TS-1. The slurry (water, gold

precursor, and TS-1) was mixed under ambient conditions at 900 RPM for 1800 s.

An appropriate amount of 0.5 M (1 N) sodium carbonate (Sigma Aldrich, 99.5%+)

solution was then added to the slurry to bring the Na/Au molar ratio to a value cho-

sen based on the desired final pH of the solution. Typically, this ratio was between

5.5 and 7.5 for a target final pH of the slurry was ∼7–7.5, measured via pH probe

calibrated before each Au deposition (Mettler Toledo FiveEasy pH meter). The slurry

was stirred at 900 RPM for another 10 h at ambient conditions. The Au/TS-1 was

then separated from the slurry liquid via centrifugation (Thermo Scientific Heraeus

Megafuge 16, 5000 RPM for 1800 s) and washed with approximately 25 cm3 of DI

water per g of Au/TS-1 for ∼90 s with vigorous stirring. The resulting solid was then

dried overnight under vacuum at room temperature.

6.3.2 Catalyst Characterization

Bulk elemental compositions of samples were determined using atomic absorption

spectroscopy (AAS) performed with a Perkin Elmer AAnalyst 300 Atomic Absorp-

tion Spectrometer. 1000 ppm AAS standards (Alfa Aesar, TraceCERT, ±4 ppm)

for each metal were diluted to create calibration standards, and the instrument was

calibrated for each element prior to collecting measurements. Au/TS-1 samples (typ-

ically 0.10 g) were dissolved in 2 g of HF (48 wt%, Alfa Aesar) and 2.5 g of aqua
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regia (aqua regia prepared from a 2:1 v/v ratio of 37 wt% HCl, Mallinckrodt Chemi-

cals and 70 wt% HNO3, Mallinckrodt Chemicals) overnight and then further diluted

with 30 g of deionized water. Absorbance values were measured at 399.9 nm in an

acetylene/nitrous oxide flame for Ti, and at 267.6 nm in an air/acetylene flame for

Au. Na content was determined by measuring absorbance values at 589.0 nm in an

air/acetylene flame. Titanium AAS measurements were taken after calcination but

before gold deposition. The Ti weight fraction was used along with the unit cell

formula for zeolite MFI to calculate the Si/Ti ratios for each sample.

Powder X-ray diffraction (XRD) patterns were collected on a Rigaku Smartlab

X-ray diffractometer equipped with an ASC-6 automated sample changer and a Cu

Kα X-ray source (1.76 kW). Typically, 0.01 g of sample were packed within zero

background, low dead volume sample holders (Rigaku) and diffraction patterns were

measured from 4◦ to 40◦ at a scan rate of 0.00417◦ s−1 with a step size of 0.02◦.

N2 (77 K) adsorption isotherms were measured on samples (∼0.03 g, sieved to

180–250 µm diameter particle size) using a Micromeritics ASAP2020 Surface Area

and Porosity Analyzer. Prior to measurement of isotherms, samples were degassed

under vacuum (<0.005 Torr) by heating to 393 K (0.0167 K s−1) for 2 h, then heating

under vacuum to 623 K (0.0167 K s−1) for 8 h. Micropore volumes were determined

from a semi-log derivative analysis of N2 isotherms (∂(Vads/g)/∂(log(P/P0) vs. log

(P/P0)) to identify the completion of micropore filling.

Diffuse reflectance UV–Vis (DRUV) spectra were collected on a Varian Cary 5000

UV–VIS-NIR using a Harrick Praying Mantis in situ diffuse reflectance cell. Spectra

were collected on samples: (i) first exposed to ambient conditions and held in flowing

dry He (4.17 cm3 s−1 gzeolite
−1) (“ambient” spectra) and (ii) after subsequent treat-

ment to 523 K (∼0.5 K s−1) for 1800 s in flowing dry He (4.17 cm3 s−1 gzeolite
−1)

(“dehydrated” spectra). Spectra were collected at a scan rate of 10 nm s−1, using

poly(tetraflouroethylene) (PTFE, 1 µm powder, Sigma-Aldrich) as a 100% reflectance

standard, and then converted to an absorption spectrum using the Kubelka-Munk
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(F(R)) function. Absorption edge energies were calculated from the x-intercepts of

Tauc plots of [F(R)hν]2 vs. hν (additional details in Section 6.6.4) [310–312].

6.3.3 Kinetic Studies of Propylene Epoxidation

The gas-phase reaction kinetic data were obtained in a continuous stirred tank

reactor (CSTR), which ensures isoconcentration throughout the catalyst bed under all

feed conditions and reactant conversions. This setup, detailed in Figure 6.6, facilitates

quantitative study of orders of reaction, including product inhibition, as discussed for

H2O inhibition in the methane oxidation reaction by Cybulskis et al. [306]. The

piping and instrumentation diagram (P&ID) shown on the right-hand side of Figure

6.6 shows that by choosing the proper valve configuration the reactor can be operated

as a U-tube PFR, or, with the recirculating pump (Metal Bellows MB-21), as a

CSTR, thus facilitating the advantages of the CSTR configuration and allowing direct

comparison with our previous plug flow data.

Measurement of the kinetics was performed on as-deposited Au/TS-1 catalysts

by sieving the Au/TS-1 samples to a 125–250 µm size range, followed by loading

0.080–0.400 g into a Pyrex U-tube reactor (diagram and photograph shown in Fig-

ure 6.7) equipped with a coiled inlet to allow for preheating the reaction gases, and

placement of this reactor in a furnace controlled by a Eurotherm 2408 controller and

protected by an over temperature thermocouple and controller (Omega CN9000A).

Reaction temperature was measured by a thermocouple (Omega) inserted within a

quartz thermowell that lies in the radial and vertical centers of the catalyst bed. The

reactor is connected to the glass manifold that serves as a recirculating volume (Fig-

ure 6.6) using 1
4
” ultra-torr fittings (Swagelok). The top of the furnace is insulated,

and the reactor checked for leaks at ambient temperature by pressurizing to 3 PSI

with N2. The reactor was considered sealed when no change in pressure occurred

over a period of 600 s. Next, flow of the reactant mixture, typically 10% H2, 10%

O2, 10% C3H6, and 70% N2 at a total flowrate of either 35 cm3 min−1 during an

initial day of catalyst activation or 65 cm3 min−1 for kinetic experiments is started
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using mass flow controllers connected to H2 (Praxair, 99.999%), Air (Indiana Oxygen,

Air Zero Grade, <1 ppm total hydrocarbon content), N2 (Indiana Oxygen, 99.999%)

and C3H6 (Matheson, Research Purity, 99.99%) cylinders. Care is taken such that

hydrogen and propylene are introduced after nitrogen and air flow begins, and that

H2 and C3H6 never exceed 10 mol% of the flow to avoid operation in an explosive

regime. After reactant flow begins and the total flowrate is confirmed using a bubble

flowmeter, the reaction test is initiated by increasing the temperature to a standard

temperature of 473 K (1 K min−1 ramp rate) prior to an initial period of ∼3 h, during

which the catalyst deactivated to ∼80% of its initial value, followed by a period of

much slower deactivation. Kinetic studies are performed by independently varying

either the H2, O2, air, or C3H6 flowrates while maintaining constant total flowrate by

varying the N2 flowrate. CO2 and propylene oxide co-feed experiments are performed

using a pure CO2 (Indiana Oxygen) cylinder and a 1% PO/N2 cylinder (Airgas, 1.032

± 0.02% PO/N2, Certified Standard Grade), while H2O co-feed experiments are per-

formed by flowing N2 through a vapor-liquid-equilibrium (VLE) saturator at ambient

temperature (295 K). To avoid creating a dangerous, explosive feed mixture, H2, O2,

C3H6 order measurements are performed by decreasing the concentrations from the

standard 10% flowrate in a non-monotonic fashion. Apparent activation energy mea-

surements were performed starting from the standard 473 K reaction temperature

by varying the temperature in a non-monotonic fashion from 443 to 483 K. In both

apparent reaction order and apparent activation energy measurements, a minimum

of three repeated GC injections were taken at each condition and the reported data

represented the average of the last two (or more) of these injections.

Products were injected into an on-line Agilent 6890 GC equipped with a Supelcowax-

10 capillary column (Agilent, 60 m × 530 µm × 1 µm) connected to a flame-ionization

detector (FID) and a 60/80 Chromosorb 102 packed column connected to a thermal-

conductivity detector (TCD) with N2 used as the carrier gas for both columns and

detectors. GC peak areas were quantified using pre-measured response factor cali-

brations for propylene, propanal, ethanal, acetone, acrolein, and propylene oxide on
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the FID and H2, O2, and CO2 for the TCD. Propylene conversions measured using

the propylene peak were typically less than 5%, near the accuracy of the instru-

ment. Thus, reported C3H6 conversions (XC3H6) were calculated as moles of carbon

containing products detected divided by the moles of C3H6 fed (Equation 6.1)

XC3H6 =
total moles carbon in products

moles C3H6 fed
/3 (6.1)

The product carbon selectivity for a given product i (Sc,i) was defined on a carbon

basis as:

Sc,i =
moles of product i formed

total moles C in products
∗ the number of carbon atoms in i (6.2)

while the hydrogen selectivity (SH2) was defined as:

SH2 =
moles of PO formed

total moles H2 consumed
(6.3)

The H2 oxidation rate (rH2O) was defined as:

rH2O =
moles H2 consumed per second−moles of PO formed per second

gcat
(6.4)

assuming one mole of H2 is consumed in water formation per mol of propylene oxide

formed.

6.4 Results and Discussion

6.4.1 Structural Characterization of Titanosilicates

XRD patterns, N2 isotherms, and UV–Visible spectra (523 K) after dehydration

for all TS-1 samples used in this study are reported in Figures 6.8, 6.9, and 6.10,

respectively. The XRD patterns and N2 micropore volumes (Table 6.1) for all TS-

1 samples were consistent with those reported previously for TS-1 (MFI micropore

volumes 0.135–0.146 cm3 g−1 [281]).

UV–VIS peak centers for dehydrated, isolated Ti4+ sites in TS-1 were between 215

nm and 225 nm, similar to those previously reported under ambient conditions for TS-

1 synthesized in our lab [281] and for Ti-Beta-F zeolites reported previously [313]. The
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Table 6.1.
Characterization data for all catalyst samples used in this study.

Catalyst Si/Tia Au

wt%b

Na

wt%b

Au/Tia Na/Tia Na/Aua Vads

(N2, 77 K)

(cm3 g−1)c

DRUV

Band

Center

(nm)d

DRUV

Edge

Energy

(eV)d

PO Rate

(10−7 mol PO

gcat
−1 s−1)e

0.110Au/TS-1(81) 81 0.110 - 0.042 - - 0.170 220 5.07 3.3

0.092Au/TS-1(75) 75 0.092 0.130 0.030 0.36 12 0.148 225 4.94 4.7

0.063Au/TS-1(75) 75 0.063 0.130 0.020 0.35 17 0.148 225 4.94 3.7

0.100Au/TS-1(143) 143 0.100 0.140 0.060 0.67 11 0.147 215 5.18 4.3

0.022Au/TS-1(143) 143 0.022 0.089 0.013 0.44 35 0.147 215 5.18 2.4

0.019Au/TS-1(143) 143 0.019 0.310 0.011 1.53 140 0.147 215 5.18 1.6

0.040Au/TS-1(81) 81 0.040 - 0.016 - - 0.170 220 5.07 3.1

0.030Au/TS-1(81) 81 0.030 - 0.013 - - 0.170 220 5.07 3.1

0.044Au/TS-1(81) 81 0.044 - 0.015 - - 0.170 220 5.07 4.0

0.033Au/TS-1(143) 143 0.033 - 0.013 - - 0.147 215 5.18 2.4

0.069Au/TS-1(143) 143 0.069 - 0.046 - - 0.147 215 5.18 4.5

0.064Au/TS-1(143) 143 0.064 - 0.043 - - 0.147 215 5.18 4.7

aRatios reported are molar ratios determined by atomic absorption spectroscopy (AAS). Errors are ±21%.

bBulk composition determined by AAS. Errors are ± 15%.

cMicropore volume determined from total N2 uptake at the end of micropore filling in adsorption isotherms measured at 77

K (Section 6.6.3).

dDiffuse reflectance UV–Vis spectra (band center at maximum F(R) intensity) and Tauc plots for samples after dehydration

at 523 K (Section 6.6.4).

eAverage PO rates are reported as the average values between 3rd and 5th hour on stream during the initial activation

day (SV = 14,000 cm3 gcat
−1 h−1, T = 200◦C, 10% C3H6/10% H2/10% O2/70% N2 by volume). Multiply by 2.09×108 to

convert units to gPO kgcat
−1 h−1.



221

UV–VIS edge energies of >4.9 eV for all dehydrated TS-1 samples (Tauc plots shown

in Figure 6.11, edge energies reported in Table 6.1), are characteristic of primarily

isolated, dehydrated Ti4+ sites in zeolites, but that does not exclude the possibility

of a minority of nano-sized octahedral TiO2 domains [314, 315] whose edge energies

increase with decreasing domain size due to quantum confinement effects [316]. The

lack of distinct peaks at 25.7◦, 27.9◦, and 31◦ is characteristic of TS-1 XRD patterns

without larger (>3 nm [317]) TiO2 domains [318]. Bulk Ti, Au, and Na contents

measured by atomic absorption spectroscopy (AAS) for Au-loaded TS-1 samples are

reported in Table 6.1, and demonstrate the low Au loadings typical of Au/TS-1

catalysts performed by careful deposition-precipitation procedures [281]. Despite the

use of ∼4–5 mol Na per mol Au for pH control during the Au DP step, the final Na/Au

ratios measured using AAS range from 11 to 140 for the samples reported in Table 6.1.

Na contents for samples prepared by this method have not been reported previously,

and may underlie the low Au efficiency during the DP procedure as well as the

possibility of Na covered Au particles, Ti defect sites, or Na exchanged SiOH groups

in Au/TS-1 catalysts reported here. Na exchange on TS-1 (Na/Ti ∼3.5) eliminates

oxidation and epoxidation activity, as well as hydroperoxo complex formation, for

epoxidation of n-octane over TS-1 in the presence of aqueous H2O2 at 353 K [319].

No clear effects of Na were observed in this work, but we note that the Na/Au ratio

is a variable worth monitoring in future work.

6.4.2 Measurement of Reaction Kinetics of Over Au/TS-1 Catalysts

6.4.2.1 Propylene Epoxidation

Figure 6.1 shows the typical time on stream behavior for Au/TS-1 catalysts under

reactant flow (10% H2/10% O2/10% C3H6/70% N2 by volume at 473 K). After reach-

ing reaction temperature, the catalyst shows an initial rapid deactivation (kdeactivation

= 0.029 h−1) which decelerates to ∼0.002 h−1 after ∼3–4 h on stream (Figure 6.12).

Measurement of reaction orders was performed after the temperature ramp and initial
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deactivation, with measured reaction rates corrected for the slow deactivation there-

after, enabled by intermittent measurements at the standard conditions and assuming

first order exponential decay (example shown in Figure 6.13).

Figure 6.1. Time on stream (TOS) profile for 0.092Au/TS-1(75).
Initial rate increase occurs during temperature ramp (0.0083 K s−1)
until reaction temperature (473 K) is reached. Returns to 10%
H2/10%O2/10% C3H6/70% N2 (by volume) are represented by white
boxes after the initial activation under these conditions. Reaction
orders are measured by non-monotonically varying the reactant (or
product) flowrate of interest while keeping the total flowrate constant
(SV = 14,000 cm3 gcat

−1 h−1 up to 25 h, then 26,000 for TOS > 25 h)
and varying the balance N2 flow rate to compensate. N2 flow at re-
action temperature maintained between each experiment to maintain
O2 and moisture-free atmosphere.

Measurement of apparent H2, O2, and C3H6 reaction orders in the absence of

products in the feed resulted in similar reaction orders as those reported elsewhere

(Table 6.2, example data shown in Figure 6.14), of 0.6, 0.2, and 0.2 respectively, while

measured apparent activation energies were also similar to those reported elsewhere

(∼30 kJ mol−1, Figure 6.15, vs. 28 kJ mol−1 [303]). The similarity of reaction orders

measured on various supports (TS-1 and Ti-TUD), at various Au loadings (0.02–0.10
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Table 6.2.
Measured reaction orders compared to those reported in literature.

Source Molar

Si/Ti

Ratio

SV

(cm3 gcat
−1

h−1)

Au

Loading

(wt%)

H2

Order

O2

Order

C3H6

Order

PO

Ordere

[297]a 33 7000 0.11 0.5 0.2 0.4 -

[296] 36, 143 7000 0.02 - 0.06 0.6 0.3 0.2 -

[298]b 33 7000 0.02 0.5 0.3 0.2 -

Au/TS-1 75 - 143 26,000 0.02 - 0.09 0.6 ± 0.08c 0.2 ± 0.01c 0.2 ± 0.08c −0.6 ± 0.2

Au/TS-1,

corrected for

inhibition

75 - 143 26,000 0.02 - 0.09 1.0 ± 0.2d 0.4 ± 0.06d 0.4 ± 0.1d −0.6 ± 0.2

aCatalyst used was Au/Ti-TUD.

bOrders measured in packed-bed catalytic membrane reactor with Au/TS-1 at higher O2 and H2 partial

pressures (up to 40 vol% each, respectively).

cAverage values for our measured reaction orders (H2, O2, and C3H6 not PO corrected). Errors

determined from standard deviation of the measured reaction orders across eight TS-1 samples listed

in Table 6.1.

dAverage values for our measured reaction orders (H2, O2, and C3H6 corrected by 1.6 to account for

dependence of the rate on [PO]−0.6). Errors determined from standard deviation of the measured

reaction orders across eight TS-1 samples listed in Table 6.1.

eAverage value of measured PO orders.

wt%), a range of space velocities (7000–26,000 cm3 gcat
−1 h−1), and in both PFR and

CSTR configurations implies that these reaction orders are not measured under mass

transfer limited conditions.

The space velocity employed here is in a similar range to that used previously

(∼7000–14,000 cm3 gcat
−1 h−1), conditions under which the external mass transfer

limitations were negligible (Mears criterion � 0.15) and the presence of internal

mass transfer limitations was excluded by estimation of a Thiele modulus between

10−1 and 10−3 [296, 303] (Derivation shown in Section 6.6.5). Further, these results
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suggest similar active Au/Ti species across the range of titanosilicate topologies and

Au weight loadings tested.

Measurement of the PO reaction order while co-feeding controlled amounts of

PO (0.06–0.30 vol% PO) and correcting for deactivation yielded a reaction order

of, for example, −0.6 ± 0.02 (0.030Au/TS-1(81), Figure 6.2) or, on average for all

Au/TS-1 samples, −0.6 ± 0.2 (Table 6.2). We note that we measured a range of

PO orders from −0.4 to −0.8 over samples with varying Au loading and Si/Ti ratios,

apparently reflecting a change in PO coverage, but have not yet been able to establish

a clear correlation to catalyst properties. The active site geometry may vary from

catalyst to catalyst due to differences in Au-Ti proximity, Au particle size, and Au

location, resulting in the observed variations in the measured PO order. The inverse

dependence of PO production rate on PO concentration implies substantial surface

coverage of PO on kinetically relevant catalytic sites. The decrease in PO rate with

PO concentration observed on all catalysts included in this study, including data

collected without PO co-feeds at propylene conversions as low as 0.6%, demonstrates

that operation of plug flow reactors at low reactant conversion (<1%) in the absence

of co-fed products does not guarantee such reactors can be considered differential.

Varying the space velocity from 5200 to 62,000 cm3 gcat
−1 h−1 by varying the mass

of catalyst loaded to the reactor and the total flowrate led to the trend reported in

Figure 6.3a, where the rate of PO production decreases with increased space time.

The effect of space time on rate was reported previously by Nijhuis et al., but was not

considered as an effect of product inhibition but rather of irreversible site-blocking

due to formation of propylene oxide-derived oligomers [307]. The H2 oxidation rate

is independent of space time as expected for a lack of inhibition for H2 oxidation.

The high scatter at low conversion, i.e. low space time, results from quantification

of H2 oxidation rates via subtraction of PO formation rates from H2 consumption

rates which are more difficult to quantify at low conversion, but the values average

to the more accurate value at high conversion. The trend in H2 oxidation rate is also

complicated by changes in H2 selectivity (from 41% to 19%) across this data set.
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Figure 6.2. Natural log of the net PO rate (mol gcat
−1 s−1 total minus

mol gcat
−1 s−1 fed) (diamonds) and natural log of the H2 oxidation rate

(mol gcat
−1 s−1 H2 consumed minus net mol gcat

−1 s−1 PO formed)
(squares) as a function of the natural log of the total gas phase PO
mol fraction over 0.030Au/TS-1(81) at 473 K with gas composition
10% H2/10% O2/10% C3H6, balance N2 and PO (PO mol fraction in
feed 0–0.003) at a SV of 26,000 cm3 gcat

−1 h−1. The solid lines show
the linear regressions to the data resulting in the reported reaction
orders. Error bars represent one standard deviation.
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Figure 6.3. (a) PO production rate (circles) and H2 oxidation rate
(squares) in a gas-phase CSTR as a function of space time (b) natu-
ral log of C3H6 conversion (circles), natural log of H2 conversion (filled
squares), and natural log of H2 oxidation computed from the H2 con-
version by subtracting PO formation (open squares) as functions of
the natural log of space time (c) natural log of PO production rate
(circles) and natural log of H2 oxidation rate (squares) as functions of
the natural log of the total gas phase PO mol%. Dotted lines in (b)
and (c) are linear trendlines fit to the data resulting in the reported
equations, while the thick dotted line in (c) is the average of the nat-
ural log of the H2 oxidation rates included to guide the eye. Mass of
catalyst ranged from 0.080 to 0.400 g 0.10Au/TS-1(143), 473 K, 10%
H2/10% O2/10% C3H6/ 70% N2 (vol%) and the total flow rate was
varied from 0.6 to 1.4 cm3 s−1, resulting in a range of space times
from 1.6 to 19 × 105 h gcat cm−3.
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To test for product inhibition, we invoke the following simple analysis. A mole

balance on a CSTR produces the relation:

rA = −CA0X/τ (6.5)

where X is the conversion of A and τ is the space time (reactor volume divided by

the volumetric flow rate, the inverse of the space velocity). If we then assume a power

law rate expression for the general reaction:

A+B → C +D (6.6)

we determine that the forward rate is equal to:

rA = −k Ca
AC

b
B C

c
C C

d
D (6.7)

where a, b, c, and d are the orders of reaction for A, B, C, and D for the forward

reaction. We can then express the concentrations in terms of conversion, X, to derive:

rA = −k((CA0(1−X))a(CB0(1−
CA0X

CB0

))b(CC0 + CA0X)c(CD0 + CA0X)d) (6.8)

If we then assume that X is small with respect to 1, as is usually done when the

reactor is assumed to be running at differential conversion and that CC0 = CD0 = 0,

then

rA = −C1X
c+d (6.9)

where C1 is a constant equal to kCa+c+d
A0

Cb
B0

. This expression shows the often-

overlooked conclusion that when there is product influence on the forward rate, the

rate is not independent of conversion even at low values typical of expected differential

behavior. This leads to the final result,

CA0X
1−c−d

τ
= C1 (6.10)

or:

X = C2τ
1/(1−c−d) (6.11)

where C2 = (C1/CA0)
1/(1−c−d).
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If there is no product inhibition, then c and d will be zero and X will be a

linear function of τ with a slope equal to unity. Thus, the presence or absence of

product effects on the forward rate are easily detected in a plot of ln(X) versus

ln(τ). For our data on PO, the slope of the plot in Figure 6.3b is 0.55 ± 0.02, giving

c + d = −0.8 ± 0.03 and showing clear product inhibition. A plot of the natural log

of the PO rate with respect to PO concentration across the entire data set for the

0.10Au/TS-1(143) catalyst gives an apparent PO reaction order of −0.9 ± 0.1 (Figure

6.3c), consistent with the result of Figure 6.3b (−0.8 ± 0.03). Co-feeding 16% CO2

in the inlet had no effect on the measured PO formation rate, suggesting that CO2

does not inhibit the PO production rate (See Figure 6.17). Co-feeding 0.3–0.9% H2O

during measurement of the H2O reaction order over various samples (See Table 6.7,

Figure 6.18) confirms that H2O does not inhibit the rate of PO production. While

these data do not exclude the possibility of reversible inhibition by propylene glycol

or another species derived from reaction of propylene oxide, we note that we have

not seen evidence for any such potential species in the product distribution. Figure

6.3b shows that the predicted inhibition of H2 conversion is ∼−0.1 order, though

if the H2 conversion is replaced by H2 oxidation alone (determined from the rate

of H2 consumption less the rate of PO formation) is considered, this inhibition is

removed (slope for H2 conversion in Figure 6.3b changes from −0.9 to −1). Some

inhibition to H2 conversion with increasing space time is expected, as formation of

PO requires consumption of H2, and we have demonstrated that PO formation, and

not H2 oxidation, is inhibited by increasing PO concentration via co-fed PO (Figure

6.2). Finally, Figure 6.3c shows that while there is a clear linear dependence of the

natural log of the PO formation rate as a function of the natural log of the PO

pressure when space time is varied, there is no clear monotonic trend in the log-log

plot of the H2 oxidation rate as a function of PO pressure. The scatter in these data

reflects the convolution of decreased H2 oxidation rates with decreased H2 pressure

(Section 6.4.2.2), changes in H2 selectivity with increasing space time (from 40% to
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17%), and scatter resulting from quantification of H2 oxidation rates by measurement

of H2 consumption rather than H2O formation.

The average values for the apparent reaction orders (0.6, 0.2, and 0.2 for H2,

O2, and C3H6, respectively, Table 6.2) are all non-integer and difficult to rationalize

mechanistically for a single-site Langmuir-Hinshelwood mechanism, but they are also

not the intrinsic reaction orders, because they do not account for product inhibition.

Assuming a power rate law (Equation 6.12), the true (PO inhibition corrected) re-

action orders for H2, O2, and C3H6 require multiplication of the orders observed in

absence of PO by the factor 1− δ, or in this case 1.6 [306].

rPO = k[H2]
α[O2]

β[C3H6]
γ[PO]δ (6.12)

Taking into account correction of the reaction orders for PO inhibition is also

shown in Table 6.2. The corrected reaction orders for H2, O2, and C3H6 (1 ± 0.2,

0.4 ± 0.06, and 0.4 ± 0.1, respectively) are near 1 for H2 but non-integer for O2 and

C3H6. These are the values that must be reconciled with any proposed mechanism.

The mechanism proposed by our group previously [296] involves HOOH forma-

tion on Au sites (denoted as S1 sites in Figure 6.4) that reacts in a single step with

C3H6 adsorbed at the interface between small Au clusters and framework Ti atoms

(denoted as S2 sites in Figure 6.4). Pulido et al. [320] proposed a similar H-Au-OOH

species during gas-phase propylene epoxidation over isolated Au atoms supported on

graphene. The interface site as the binding location for C3H6 is consistent with DFT

calculations that predict stronger adsorption of C3H6 at the interface between small

Au clusters and framework Ti atoms (∆Eads ∼ −20 kcal mol−1) than at framework

Ti atoms alone (∆Eads ∼ −10 kcal mol−1) [299]. The exact nature of the Ti site is

not known, and could include titanium atom with three Si−O−Ti bonds and one

−OH ligand, with a neighboring Si−OH group (i.e., ≡(SiO)3−Ti−OH−HO−Si≡)

in addition to framework Ti atoms with four Si−O−Ti bonds. Our previously pro-

posed mechanism was consistent with the observed D2 kinetic isotope effect for PO

formation on Au/TiO2 catalysts [293], DFT calculations of sequential and simulta-

neous mechanisms [299], and the measured apparent reaction orders from multiple
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research groups (Table 6.2), but it did not account for PO inhibition. Figure 6.4

adds steps 8 and 9 for adsorption of PO at Au and Ti sites to correct this omission.

We note that the kinetic relevance of H−H bond breaking is assumed on the basis of

DFT predictions of a predominant “simultaneous” epoxidation mechanism involving

H-Au-OOH intermediates over Au/TS-1 [299] as well as the kinetic isotope effect seen

for Au/TiO2 [295].

Figure 6.4. Proposed reaction mechanism for propylene oxide synthe-
sis over Au/TS-1 catalysts. S1 is a Au site, S2 is an Au-Ti interfacial
site, and that they are neighboring sites.

If we take step 7 as the sole rate determining elementary step, in agreement with

theoretical calculations that suggest the free energy barriers are lower for this step
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than for the equivalent step in the sequential reaction pathway (discussed in the

ensuing paragraphs) [299], we arrive at the following rate expression:

rPO = k7(C3H6 − S2)
HOO − S1 −H

L1

(6.13)

If all other steps are considered quasi-equilibrated, and if empty S1 sites, O2-S1,

PO-S1, and HOO-S1-H, are the most abundant surface species (MASIs) for S1, then

[HOO-S1-H] becomes:

HOO − S1 −H
L1

=
K5K4PH2PO2

1 +K2PO2 +K8PPO +K5K4PO2PH2

(6.14)

where L1 is the total number of covered plus empty S1 sites, each Ki represents the

equilibrium constant for elementary step i, and Pj represents the bulk gas phase

partial pressure of a species j. The [C3H6-S2] term can be derived by assuming that

step 6 is quasi-equilibrated, that only empty S2 sites, C3H6-S2 and PO-S2 are MASIs

on S2, and that L2 is the total number of covered and empty S2 sites:

C3H6 − S2 =
K6PC3H6L2

1 +K6PC3H6 +K9PPO
(6.15)

Combining Equations 6.13, 6.14, and 6.15 yields the rate expression:

rPO =
k7K6K5K4PC3H6PO2PH2L2

(1 +K2PO2 +K5K4PO2PH2 +K8PC3H6O)(1 +K6PC3H6 +K9PC3H6O)
(6.16)

The numerator of 6.16 is directly proportional to the gas phase pressures of hydro-

gen, oxygen, and propylene, resulting in maximum apparent reaction orders of unity

for each reactant. Depending on the coverage of S1 and S2, any of the three reactants

can have an apparent reaction order less than one. By taking the derivative of the

natural log of the rate with respect to the natural log of the gas phase pressure of

each species in the rate expression, one can derive relationships between the apparent

reaction order and the surface coverage of each species (derivation shown in Section

6.6.5.1), resulting in the expressions for each reaction order are shown in Table 6.3.

Thus, in order to match the average measured reaction orders (Table 6.2), the

coverage of HOOH on S1 is approximately zero, the coverage of O2 on S1 is 0.6, the
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Table 6.3.
Relation between the true reaction order and the coverages of the
most abundant surface species, according to the mechanism shown
in Figure 6.4 and the mechanistic assumptions resulting in Equation
6.16.

Reaction Order Function

H2 1− θHOO−S1−H

O2 1− θS1−O2 − θHOO−S1−H

C3H6 1− θC3H6−S2

C3H6O −(θPO−S1 + θPO−S2)

coverage of C3H6 on S2 is 0.6, and the coverage of C3H6O is 0.2 ≤ θPO-S1 ≤ 0.4 on

S1 and 0.2 ≤ θPO-S2 ≤ 0.4 on S2, with the sum of θPO-S1 + θPO-S2 = 0.6, resulting in

an apparent C3H6O reaction order of −0.6. This analysis confirms that the observed

orders could reasonably arise from the rate expression derived from Equations 6.5,

6.6, and 6.7 without violating the requirement that the coverage must be ≤1 on each

of the two active sites. The mechanism reported here is consistent with the observed

reaction orders for H2, O2, C3H6, and PO. An alternative mechanism reported by

Kanungo et al. [301] invokes two kinetically relevant steps, the first of which forms

HOOH over two types of non-competing Au sites, which then migrates to an adjacent

Ti site and reacts with C3H6 adsorbed at an adjacent Au site to form C3H6-HOOH-Ti,

which produces PO and H2O in a second kinetically relevant step. This mechanism

assumes C3H6 will not adsorb directly to a Ti site, and thus C3H6 must adsorb on Au

adjacent to Ti-HOOH before formation of C3H6HOOH-Ti and subsequent formation

of PO and H2O. Adsorption of C3H6 at Au sites is consistent with C3H6 inhibition

of H2 oxidation over Au sites reported by Kanungo et al. [301] and observed in this

study (vide infra). We note however that we have previously found adsorption of

C3H6 on a Au-Ti interfacial site to be a feasible elementary step on the basis of

density-functional theory calculations [299]. Whether or not there are three sites and
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multiple kinetically relevant steps and migration of HOOH from Au to Ti prior to

adsorption of C3H6 at a Au site neighboring the HOOH-Ti species and subsequent

reaction, or two sites and a reaction of a Au-HOOH species with C3H6-(Au-Ti) in a

single kinetically relevant step (as reported here, Figure 6.4) cannot be determined on

the basis of kinetics alone and requires additional spectroscopic and/or computational

evidence. Another difference in the two mechanisms that remains to be resolved is

pathway for HOOH formation. Kanungo et al. [301] accommodate the experimental

observation that the hydrogen order is roughly double that for oxygen by invoking

an independent oxygen adsorption site. Our mechanism has been guided by both

DFT [299] and our reluctance to invoke additional sites unless required. Given that

both mechanisms are consistent with observed kinetic measurement data and our

previous DFT results support the mechanism described in Figure 6.4, we report this

mechanism in the present study. Our continuing efforts will attempt to differentiate

between these two plausible mechanisms.

In the two-site sequential mechanism, hydrogen peroxide forms on a Au site prior

to desorbing intact and adsorbing at a Ti-OH site where C3H6 has already adsorbed.

This latter step mimics the proposed steps for liquid-phase epoxidation over TS-1 and

TiO2 [302]. In the sequential mechanism, assuming the epoxidation of propylene is the

rate-limiting step, the numerator of the rate expression will be first order in C3H6, H2,

and O2, and the denominator can contain coverage terms for C3H6, C3H6O, and H2O2.

This results in apparent reaction orders for hydrogen and oxygen that are equal, which

was not observed for any sample in this study (Table 6.2, Table 6.7). The equivalence

of the hydrogen and oxygen reaction orders is a direct result of the desorption from

Au and readsorption on Ti of H2O2, and therefore any mechanism which includes this

step can be removed from consideration on the basis of the kinetic data presented in

this study (Table 6.2, Table 6.7). Thus, from the kinetic results presented here, it

is clear that the two-site sequential mechanism is ruled out by the measured kinetic

parameters, and that the two-site simultaneous mechanism occurring over adjacent
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Au-Ti sites, proposed by previous experimental and theoretical reports, can explain

the measured kinetics.

6.4.2.2 Measurement of Reaction Orders and Activation Energies for Hydrogen Ox-
idation over Au/TS-1

The H2 oxidation rate was indirectly calculated according to Equation 6.4, which

assumes that all hydrogen consumed other than for PO formation (which produces

one mole of H2O per mole of PO) is consumed in direct H2 oxidation to H2O, as

it was not possible in our experimental apparatus to quantify water in the reactor

effluent via GC. Considering that the side products observed in this reaction do not

include saturated oxygenates (e.g., alcohols) or hydrocarbons (e.g., ethane, propane),

this assumption is reasonable. The highest H2 oxidation rate measured here (3 ×

10−6 mol H2 consumed gcat
−1 s−1 (0.069Au/TS-1(143)), 10.1 kPa H2, 10.1 kPa O2,

2.53 kPa C3H6, T = 473 K) was significantly lower than that measured by Barton

and Podkolzin over 0.15Au/TS-1(51) (1.5 × 10−1 mol H2O formed gcat
−1 s−1, 2.5

kPa O2, 5.0 kPa H2, 433 K). As reported in Table 6.4, the apparent reaction orders

for H2 oxidation are 0.9 ± 0.1 for H2, 0.3 ± 0.1 for O2, −0.3 ± 0.07 for C3H6, and

0.0 ± 0.2 for PO, apparent orders that are markedly different from those for PO

production reported here and elsewhere (Table 6.2). Barton and Podkolzin reported

apparent orders for H2O synthesis over Au catalysts of 0.7–0.8 for H2, 0.1–0.2 for

O2, and zero for H2O over Au/SiO2 and Au/TS-1 catalysts at 433 K [321], while

experiments over solid gold found orders of 1 for H2 and 0.5 for O2, and over gold

gauze found orders of 1 for H2 and zero for O2 [322, 323]. The hydrogen and oxygen

orders measured over Au/TS-1 in this study are similar to those reported by Barton

and Podkolzin, but the vast difference in rate and the differences in Au loading and

deposition method between their catalyst in the absence and ours in the presence of

propylene and propylene oxide make it difficult to draw meaningful comparisons. The

O2 order for H2 oxidation over Au/TS-1 reported here suggests that the sites for this

reaction are partially covered with O2. The apparent propylene order that is slightly
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below zero can be explained by a small coverage of adsorbed propylene on the active

sites for hydrogen oxidation.

Table 6.4.
Apparent and PO-inhibition-corrected reaction orders and acti-
vation energies for propylene oxide formation and H2 oxidation
determined by averaging the measured kinetic parameters for
eight separate Au/TS-1 samples (0.092Au/TS-1(75), 0.019Au/TS-
1(143), 0.040Au/TS-1(81), 0.030Au/TS-1(81), 0.044Au/TS-1(81),
0.033Au/TS-1(143), 0.069Au/TS-1(143), and 0.064Au/TS-1(143)).

Product
Reaction Orders Eapp

(kJ mol−1)H2 O2 C3H6 PO CO2 H2O

POa 0.6 ± 0.08 0.2 ± 0.01 0.2 ± 0.08 −0.6 ± 0.2 0 0 33 ± 0.9

POb 1.0 ± 0.20 0.4 ± 0.06 0.4 ± 0.10 −0.6 ± 0.2 0 0 52 ± 6.0

H2O
a from

H2 oxidation

0.9 ± 0.10 0.3 ± 0.10 −0.3 ± 0.07 0.0 ± 0.2 0 −0.1 ± 0.07 31 ± 10

aNot corrected for inhibition.

bReactant orders and Eapp corrected by a factor of 1.6 to account for PO inhibition [306].

Figure 6.5 shows the mechanism for hydrogen oxidation over Au/TS-1 catalysts

proposed by Barton and Podkolzin [321]. In agreement with observations over 3-

atom Au particles simulated by Wells et al. [324], H2 dissociation proceeds with

assistance by adsorbed molecular oxygen (reaction (4), Figure 6.5). However, Barton

and Podkolzin also included unassisted dissociative hydrogen adsorption (reaction (2),

Figure 6.5) in order to simplify the definition of kinetic model parameters and the

derivation of rate expressions [321]. H2O2 decomposition proceeds through breakage

of the O−O bond to form 2 −OH species on the surface (reaction (5), Figure 6.5). The

OH surface species can then can react with adsorbed H to form water (reaction (6),

Figure 6.5). Adsorbed OOH and H species were reported to be more stable on smaller

Au particles [321], rendering these particles unreactive for hydrogen oxidation but

active in oxygen-assisted hydrogen dissociation. H2O2 decomposition on intermediate-



236

size (13–55 Au atoms) and large Au particles (>55 Au atoms) was predicted to occur

by breaking an O−O bond (reaction (5), Figure 6.5) [321]. This mechanism results in

a hydrogen and oxygen reaction orders of 1 assuming exclusively empty sites, and can

result in a hydrogen order of ∼1 and oxygen order of ∼0.3, as reported here (Table

6.4), if O2* has a coverage of ∼0.7.

Figure 6.5. Single-site reaction mechanism proposed by Barton and
Podkolzin for hydrogen oxidation over Au/TS-1 catalysts [321].

Nijhuis et al. observed that propylene adsorbed to Au sites in Au/SiO2 catalysts

during pre-adsorption experiments at 353 K, partially poisoning the hydrogen oxida-

tion reaction, though to a lesser extent than when propylene was co-fed with hydrogen

and oxygen (conditions under which PO was formed) over Au/TiO2 catalysts [325],

similar to the observation of Hayashi and Haruta that the presence of C3H6 in the feed

stream decreased the rate of H2 consumption over Au/TiO2/SiO2 catalysts between

273 and 400 K [280]. These results imply that propylene adsorbs to active sites for H2

oxidation in Au-Ti catalysts at 353 K and are consistent with the observed slightly
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negative apparent reaction order in propylene for hydrogen oxidation reported here.

While the H2 and O2 order differences compared to those for PO formation could be

explained by different kinetically relevant steps over the same active sites involved

from the PO formation mechanism, the lack of PO inhibition for the H2 oxidation

reaction(s), a surface intermediate which occupies the surface on both sites in the PO

formation mechanism (Section 6.4.2.1), suggests that H2 oxidation occurs primarily

on a site that is not involved in PO formation. A distribution of Au and Ti sites

over Au/Ti-SiO2 that form PO and water over Au sites in the vicinity of Ti sites and

that form H2O over Au sites that are not near Ti sites was proposed by Kanungo et

al. [301]. The data presented here suggest a similar collection of sites is present over

Au/TS-1, wherein Au sites that form water from H2 oxidation must be distinct from

those that form water along with PO, as the coverages of PO and C3H6 required for

the observed reaction orders in PO and C3H6 would exceed 1 if PO were only bound

to Ti sites and propylene and oxygen were only bound to Au sites. Thus, PO appar-

ently binds to Au sites that are relevant for PO formation, but not those that are

relevant for H2O formation by H2 oxidation, resulting in a zero order dependence on

PO pressure for H2 oxidation. The data presented here do not exclude the possibility

that a minority of the H2 oxidation events could occur over PO formation sites, but

the dominant sites for H2 oxidation must be distinct from those involved in formation

of PO.

6.5 Conclusions

Apparent reaction orders and activation energies consistent with those reported

previously over titanosilicate-supported Au catalysts were measured for a series of

Au/TS-1 catalysts in a gas-phase CSTR reactor. Measurement of product inhibition

by co-feeding propylene oxide has revealed significant inhibition by propylene oxide

in the Au/TS-1 system, while CO2 and H2O do not inhibit propylene epoxidation

rates. Previous reports of apparent reaction orders have not accounted for product

inhibition, and thus these reaction orders for propylene oxide formation over Au/TS-1
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and similar catalysts reported in the literature are incorrect by substantial amounts (a

factor of ∼1.6) and, therefore, can lead to incorrect mechanistic interpretations. We

have found, however, that reaction orders corrected for propylene oxide inhibition are

consistent with the previously proposed two-site simultaneous mechanism in which

an HOO-S1-H species reacts with propylene adsorbed on a neighboring site, but rule

out a two-site sequential mechanism in which H2O2 formed on Au sites desorbs and

reacts with propylene adsorbed on Ti sites. The precise nature of the active species

that we designate as HOO-S1-H is not yet clear and is a subject of continuing study.

H2 oxidation is not inhibited by propylene oxide, suggesting this reaction occurs

on sites other than the sites responsible for PO formation. This finding implies

the possibility of improved catalyst formulations in which the H2 oxidation sites are

minimized while the epoxidation sites are maximized, resulting in a catalyst with

high epoxidation rates and H2 selectivity, as required for industrial application of

this reaction. Without accurate measurement of kinetics, in this case enabled by

use of a gas-phase CSTR, discovering the physical identity of the active site, the

use of mechanistic conclusions to guide new catalyst formulations, and the pairing of

molecular-level theory with experiments would all not be possible.

6.6 Supporting Information

6.6.1 Reactor Apparatus

(See Figures 6.6 and 6.7)

6.6.2 XRD Patterns

(See Figure 6.8)

6.6.3 Nitrogen Isotherms

(See Figure 6.9)
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Figure 6.6. Photograph of gas-phase CSTR system with heat-traced
recirculation loop (left). P&ID diagram for gas-phase PFR/CSTR
system (right).
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Figure 6.7. Diagram of Pyrex reactor (left). Photograph of Pyrex reactor (right).
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Figure 6.8. XRD patterns for calcined (a) TS-1(75) and (b) TS-
1(81) and (c) TS-1(143). Patterns are normalized to their maximum
intensity and offset vertically for clarity.
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Figure 6.9. N2 adsorption isotherms for TS-1(75) (circles) and TS-
1(81) (squares) TS-1(143) (triangles). Isotherms are offset by 120
cmSTP

3 g-1 for clarity. Micropore volumes are reported in Table 6.1.
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6.6.4 Diffuse Reflectance UV Visible Spectroscopy

DRUV spectra of dehydrated TS-1 samples (Figure 6.10) were used to produce the

Tauc plots shown in Figure 6.11 for each TS-1 sample. The lowest energy x-intercepts

of these plots (∼5 eV) correspond to the Ti edge energies [326–328] and are reported

in Table 6.1.

6.6.5 Additional Kinetic Data and Derivations

The absence of diffusion limitations was confirmed by calculation of the Mears’

criterion and the Thiele Modulus for the Au/TS-1 catalysts studied here, as adapted

from the derivation in Lee et al. [329]. The absence of external diffusion limitations

is confirmed if the Mears’ criterion (Equation 6.17) is met, specifically that:

−rAobs
ρbR ∗ n

kcCAb

< 0.15 (6.17)

where −rAobs
is the observed reaction rate (kmol kgcat

-1 s−1); R is the catalyst pellet

radius (m); n is the reaction order of reactant A; CAb
is the concentration of reactant

A in the bulk gas phase at 473 K (kmol m-3); and kc is the mass transfer coefficient

for reactant A (m s-1). Finally, ρb is the catalyst bed density (kg m-3), defined as:

ρb = (1− Φ)ρc (6.18)

where ρc is the pellet bulk density (kg m-3) and Φ is the porosity of the catalyst bed.

The Reynolds number for this system is defined as:

Re = 2U ∗R ∗ ρ
µ

(6.19)

where U is superficial velocity (m s-1), ρ is the density of the reactant mixture (kg m-3,

approximated by air at 473 K), µ is the viscosity of the reactant mixture (kg (m-s)-1,

approximated by air at 473 K). Since the Reynolds number is much smaller than 1,

the mass transfer coefficient (kc) can be estimated by assuming that the Sherwood

number, Sh, defined as:

Sh = kc
2R

De
(6.20)
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Figure 6.10. DRUV spectra in Kubelka-Munk units (normalized to
the maximum F(R) intensity) for (a) TS-1(75) (b) TS-1(81) and (c)
TS-1(143), collected (i) under ambient conditions (solid line), (ii) after
dehydration at 523 K (dashed line).
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Figure 6.11. Tauc plots for (a) TS-1(75) and (b) TS-1(81) and (c)
TS-1(143) measured under dehydrated conditions (He flow, 523 K).
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is equal to 2, where De is estimated diffusivity of reactant A in the bulk gas phase

[330]. All parameters used in these equations are listed in Table 6.5.

Table 6.5.
Parameters used to calculate the Mears’ criterion for Au/TS-1 cata-
lysts used in this study.

Parameter Value Units

Highest observed PO rate at 473 K ∼7.2 x 10-7 kmol kgcat
−1 s−1

Density of catalyst pellet 500 kg m−3

Catalyst bed density (estimated bed porosity 0.3) ∼350 kg m−3

Radius of catalyst pellet 7.5 x 10-5 m

Bulk gas concentration of propylene at 473 K 2.6 x 10-3 kmol m−3

Reynolds numbera ∼1.3 x 10-2 unitless

Estimated gas phase diffusivity of propylene in air

at 473 K [329,330]

∼3 x 10-5 m2 s−1

Mass transfer coefficient for propyleneb 0.4 m s−1

Reaction order of C3H6 ∼0.5 unitless

Estimated Mear’s criterion 9.1 x 10-6 unitless

aSuperficial velocity = 0.0021 m s-1 (flow rate = 65 cm3 min-1 through a reactor

with inner diameter ∼0.025 m), estimated fluid kinematic viscosity (∼air at 473

K): ∼3.7 x 10-5 (m2 s-1)

bSince Re� 1, mass transfer coefficient was estimated by assuming Sh (Sherwood

number) = 2 (Equation 6.20)

The absence of internal diffusion limitations was confirmed by estimating the

Thiele modulus for the Au/TS-1 catalysts used here under the standard reaction

conditions employed. The catalysts were sieved to pellets of approximately 150 µm

diameter, but each pellet contains many TS-1 crystallites with an average diameter

of ∼200 nm, as shown in Figure 6.17. Thus, calculations related to internal mass
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transfer assumed that this diameter was the relevant characteristic diameter. The

Thiele modulus is defined as:

Φ =
−rAobs

ρcR
2

DeCAs

= ηφ2 (6.21)

where −rA(obs)
is the observed reaction rate (kmol kgcat

-1 s−1), ρc is the TS-1 crystal-

lite density (kg m-3), R is TS-1 crystallite radius (m), De is the effective gas-phase

diffusivity at 473 K (estimated from the Knudsen equation assuming that the con-

striction factor, tortuosity and pellet porosity were 0.8, 6 and 0.3 respectively [330],

assuming a pore radius of ∼0.25 nm for the TS-1 crystallites), (m2 s-1), CAs is the gas

concentration of A at the catalyst surface (kmol m−3), η is the internal effectiveness

factor and φ is the Thiele modulus. If φ � 1, then η ≈ 1 and φ is easily calculated.

The parameters used for the Thiele modulus estimation are listed in Table 6.6.

Table 6.6.
Parameters used to calculate the Mears’ criterion for Au/TS-1 cata-
lysts used in this study.

Parameter Value Units

Density 1.7 x 103 kg m−3

TS-1 crystallite size 1.0 x 10-7 m

Effective gas phase diffusivity 3.3 x 10-9 m2 s−1

Estimated Thiele modulus 1.2 x 10-3 -
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Figure 6.12. Determination of the deactivation rate constants in the
initial deactivation (large dashed line, circles) and the steady-state
deactivation (small dashed lines, squares) regimes for 0.092Au/TS-
1(75). Note that after 24 h time on stream, the space velocity was
changed from 14,000 to 26,000 cm3 gcat

-1 h-1 and the reactor operating
mode changed from PFR to CSTR, resulting in an increased reaction
rate at 25 h time on stream. (T = 473 K, feed was 10% H2/10%
O2/10% C3H6/70% N2 by volume).
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Figure 6.13. Example determination of the first-order exponential
decay constant for correction of steady-state reaction rates during
PO order measurement on 0.063Au/TS-1(75). Data collected in
CSTR mode, SV= 26,000 cm3 gcat

-1 h-1, T = 473 K, feed = 10%
H2/10%O2/10%C3H6/0%-0.012% PO/Balance N2 over 0.063Au/TS-
1(75) and represent returns to the standard condition with 0% PO co-
feed. Over the time scale studied, the deactivation is approximately
linear.
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Figure 6.14. Apparent (a) H2, (b) O2, and (c) C3H6 reaction orders
measured over 0.092Au/TS-1(75) at 473 K and a space velocity of
26,000 cm3 gcat

-1 h-1 in a gas-phase CSTR.

Figure 6.15. Apparent activation energies (deactivation corrected,
not PO corrected) for PO formation measured over (a) 0.019Au/TS-
1(143), (b) 0.040Au/TS-1(81), and (c) 0.022Au/TS-1(143) from 443-
483 K with a feed composition of 10% H2/ 10% O2/ 10% C3H6/ 70%
N2 and a space velocity of 26,000 cm3 gcat

-1 h-1 in a gas-phase CSTR.
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Table 6.7.
Apparent reaction orders and activation energies for PO formation
measured over all catalysts in this study. Activation energies were
measured in the temperature range 443-483 K with a feed composition
of 10% H2/ 10% O2/ 10% C3H6/ 70% N2 and a space velocity of 26,000
cm3 gcat

-1 h-1 in a gas-phase CSTR. Reaction orders were measured at
473 K with a feed composition of 2.5-10% H2/ 2.5-10% O2/ 2.5-10%
C3H6/ 0-0.3% PO/ Balance N2 and a space velocity of 26,000 cm3

gcat
-1 h-1 in a gas-phase CSTR.

Catalyst
Reaction Orders Eapp

(kJ mol−1)H2 O2 C3H6 PO CO2 H2O

0.092Au/TS-1(75) 0.5 0.2 0.3 −0.8 - - -

0.019Au/TS-1(143) 0.7 0.2 0.2 −0.5 - - 32

0.040Au/TS-1(81) 0.7 0.2 0.2 −0.8 - - 33

0.030Au/TS-1(81) 0.7 0.2 0.1 −0.6 - - 34

0.044Au/TS-1(81) 0.7 0.2 0.2 −0.7 - - 34

0.033Au/TS-1(143) 0.7 0.2 0.2 −0.4 - 0.0 34

0.069Au/TS-1(143) 0.6 0.2 0.3 −0.4 - 0.0 32

0.064Au/TS-1(143) 0.6 0.2 0.3 −0.5 - 0.0 33
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Table 6.8.
Apparent reaction orders and activation energies for propylene oxide,
acrolein, acetone, ethanal, propanal, carbon dioxide, and H2 oxida-
tion determined by averaging the measured kinetic parameters for
eight separate Au/TS-1 samples (0.092Au/TS-1(75), 0.019Au/TS-
1(143), 0.040Au/TS-1(81), 0.030Au/TS-1(81), 0.044Au/TS-1(81),
0.033Au/TS-1(143), 0.069Au/TS-1(143), 0.064Au/TS-1(143)).

Product
Reaction Orders Eapp

(kJ mol−1)H2 O2 C3H6 PO CO2 H2O

PO 0.6 ± 0.08 0.2 ± 0.01 0.2 ± 0.08 −0.60 ± 0.20 0 0.02 ± 0.03 33 ± 0.9

POa 1.0 ± 0.20 0.4 ± 0.06 0.4 ± 0.10 − 0 − 52 ± 6.0

Acrolein 0.0 ± 0.09 0.4 ± 0.90 0.3 ± 0.04 −0.06 ± 0.04 0 −0.05 ± 0.08 72 ± 9.0

Acetone 0.3 ± 0.20 0.3 ± 0.20 0.0 ± 0.10 0.20 ± 0.20 0 −0.01 ± 0.03 40 ± 20

Ethanal 0.7 ± 0.08 0.2 ± 0.05 −0.2 ± 0.04 0.10 ± 0.05 0 0.02 ± 0.04 57 ± 4.0

Propanal 0.4 ± 0.04 0.1 ± 0.03 0.1 ± 0.02 0.40 ± 0.06 0 0.03 ± 0.04 63 ± 9.0

CO2 0.2 ± 0.07 0.1 ± 0.03 −0.10 ± 0.04 0.03 ± 0.06 0 0.04 ± 0.01 20 ± 5.0

H2 oxidation 0.9 ± 0.10 0.3 ± 0.10 −0.30 ± 0.07 −0.01 ± 0.20 0 −0.14 ± 0.07 31 ± 10

aCorrected for PO inhibition (-0.6 order)
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Figure 6.16. Example PO order measurement (a) before and (b) af-
ter correction for deactivation over time on stream. Numbers near
each data point represent the non-monotonic order in which the data
were collected (data points 1 and 6 represent no PO co-feed). Data
collected in CSTR mode, SV= 26,000 cm3 gcat

-1 h-1, T = 473 K,
feed = 10% H2/10%O2/10%C3H6/0%-0.024% PO/Balance N2 over
0.069Au/TS-1(143).

The reaction orders measured for each of the minor products are reported in

Table 6.8, along with the reaction orders for propylene oxide and H2 oxidation for

comparison. Of the products, acetone, ethanal, propanal, and CO2 had average

measured H2 reaction orders of 0.3, 0.7, 0.4, and 0.2 respectively, while the acrolein

rate was not affected by changing the H2 inlet pressure.

The oxygen reaction orders are similar to that for PO formation (0.2) for acrolein,

acetone, and ethanal (0.4, 0.3, 0.2, respectively), while the reaction orders for propanal

(0.1) and CO2 (0.1) formation are notably lower.

Differences in apparent propylene orders, from slightly positive to slightly negative,

were observed over all species and imply differences in common intermediates or
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Figure 6.17. Propylene oxide formation rate as a function of time
on stream (filled circles) and CO2 inlet pressure (open squares) over
0.11Au/TS-1(81) with 10% H2/10% O2/10%C3H6/Balance N2 flow
(SV = 14,000 cm3 gcat

-1 h-1, T = 473 K).

differences in the sites in which side products are formed. For instance, acrolein (0.3

order) and propanal (0.1 order) were promoted by increased propylene pressure, while

acetone (∼0), ethanal (-0.2), and CO2 (-0.1) were unaffected or slightly inhibited by

propylene, similar to the observed kinetics for H2 oxidation (-0.3 order).

Differences in apparent propylene oxide orders, from slightly positive to slightly

negative, were observed over all species and imply differences in common interme-

diates or differences in the sites in which side products are formed. Propanal (0.4

order) in particular appears to be a series product from propylene oxide similar to

acetone (0.2 order), as might be expected for these two ring opening products. In

contrast, acrolein (∼0), CO2 (∼0), and ethanal (0.1) formation rates were less de-
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Figure 6.18. Apparent water order measured over 0.069Au/TS-1(143)
at 473 K, SV = 26,000 cm3 gcat

-1 h-1, 10% H2, 10% O2, 10% C3H6,
0-0.86% H2O/Balance N2 in a gas phase CSTR.
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pendent on PO pressure, suggesting the possibility of alternate pathways to forming

these products than via propylene oxide.

The apparent activation energies for acrolein, acetone, ethanal, and propanal (72,

40, 57, and 63 kJ mol-1, respectively) were distinct from that for CO2 (∼20 kJ mol-1).

Those for acrolein, ethanal, and propanal were higher, outside of experimental error,

than those for propylene oxide formation (∼33 kJ mol-1) and H2 oxidation (31 kJ

mol-1).

6.6.5.1 Example Log Derivative Derivation

As derived in Section 6.4.2.1, the rate of PO formation is:

rPO
L2

=
k7K6K5K4PC3H6PO2PH2

(1 +K2PO2 +K5K4PO2PH2 +K8PC3H6O)(1 +K6PC3H6 +K9PC3H6O)
(6.22)

For example, to arrive at the equivalence of the H2 reaction order with 1 − θHOOH ,

we first note that:
∂ln(rPO/L2)

∂ln(PH2)
=

PH2

rPO/L2

∗ ∂(rPO/L2)

∂PH2

(6.23)

For convenience, we define:

rPO,L2 ≡
rPO
L2

(6.24)

Then, taking the derivative of the rate expression with respect to hydrogen pressure

results in:

k7K6K5K4PC3H6PO2

(1 +K2PO2 +K5K4PO2PH2 +K8PC3H6O)(1 +K6PC3H6 +K9PPO)

∗ (1− K5K4PH2PO2

1 +K2PO2 +K5K4PO2PH2 +K8PPO
)

(6.25)

And thus:

PH2

rPO,L2

∗ ∂(rPO,L2)

∂PH2

= 1− K5K4PH2PO2

1 +K2PO2 +K5K4PO2PH2 +K8PPO
(6.26)

Or equivalently:
∂ln(rPO,L2)

∂ln(PH2)
= 1− θ1,HOOH (6.27)
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6.6.5.2 Sequential Mechanism, Rate Law, and Log Derivatives

In general, the sequential mechanism (Figure 6.19) features hydrogen peroxide

production on gold sites (S1), which then desorbs and adsorbs to titanium sites (in

this case, S2-OH) to form a hydroperoxy species, which then epoxidizes propylene.

Figure 6.19. One variation of the sequential mechanism. In this mech-
anism, S1 refers to a Au site, and S2 refers to a Ti site.

Assuming steps 1-8 and 10 are quasi-equilibrated, step 9 is the rate determining

step, and that the MASIs on the Ti site (in order of appearance in the denominator
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of the rate law) are empty sites (S2-OH), C3H6-S2-OH, C3H6-S2-OOH, and C3H6O-

S2-OH results in the rate expression shown in equation 6.28.

r =
rPO
L2

=
k9K8K7K6K5K4PC3H6PH2PO2

PH2O +K7PC3H6PH2O +K8K7K6K5K4PC3H6PH2PO2 +K10PPOPH2O

(6.28)

Where k11 is the forward rate constant for step 11, Ki is the equilibrium constant for

step i, Pj is the partial pressure of component j, and L2 is the number of Ti sites.

This rate law results in the following log derivative relationships (Equations 6.29-

6.32), describing the relationship between surface coverages and reaction orders. An

example derivation is shown above (Equations 6.23-6.27). Based on these log deriva-

tives, the coverages required for the sequential model to reproduce the measured

kinetics presented in this study (Table 6.2, Table 6.7.) necessitate a coverage on the

Ti-OH site that is greater than 1.

∂ln(r)

∂ln(PO2)
= 1− θC3H6−S2−OOH (6.29)

∂ln(r)

∂ln(PH2)
= 1− θC3H6−S2−OOH (6.30)

∂ln(r)

∂ln(PC3H6)
= 1− θC3H6−S2−OH − θC3H6−S2−OOH (6.31)

∂ln(r)

∂ln(PC3H6O)
= −θC3H6O−S2−OH (6.32)



259

7. THREE-DIMENSIONAL ANTIMONY NANOCHAINS FOR LITHIUM-ION
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7.1 Abstract

Three-dimensional antimony nanochain architectures with a rhombohedral phase,

possessing particle sizes of ∼30 nm, have been prepared via ammonia–borane reduc-

tion of SbCl3 in an aqueous medium, followed by nucleation and capping processes.

These offer adequate space to abate the large volumetric expansion during lithia-

tion. Lithium-ion batteries fabricated with these antimony nanochains exhibited a

stable specific charge capacity of 523 mAh g–1 at a C rate of 0.5 C with a Coulombic

efficiency of 99.8% and a capacity retention of 92% after 100 cycles.
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7.2 Introduction

Lithium-ion batteries (LIBs) remain a device of choice for electrochemical energy

storage three decades after their commercialization. [331] An extensive demand for

transportation, portable electronics, and multifarious stationary and grid energy stor-

age systems has brought considerable attention on improving LIBs, particularly their

anodes. [332–334] Currently, the commercial graphite anode offers a specific capacity

of ∼330 mAh g–1 (theoretical capacity, LiC6, 372 mAh g–1) with a moderate rate

of C/5. Nevertheless, the use of a graphitic anode leads to lithium (Li) plating at

low electrochemical potential, making it unsafe because of the instability of lithiated

graphite and hindering high-power applications [335]. Alternate negative electrode

materials with improved characteristics, such as moderate, safe electrochemical nega-

tive potentials (0.2–0.5 V) and high specific capacities (>350 mAh g–1) with prolonged

cycling stability, are desired to implement next-generation LIBs. Recently, materials

chemists have devoted their attention to alloy-based anode materials, such as tin,

antimony (Sb), silicon, etc., for LIBs. [336–340] However, such alloy-based anode ma-

terials suffer a large volume expansion during the lithiation process, which promotes

a decrement of electronic conduction, because of the degradation of active particles

and the loss of Li-ion host species. [341] All of these factors lead to a rapid loss of

capacity and limit the charge–discharge cycling of the LIBs. [341]

Sb is considered to be a potentially superior anode material for LIBs because

of its high theoretical specific capacity (Li3Sb, 660 mAh g–1) and good reversibility

at moderate current density. [342] However, its large volumetric expansion, ∼147%,

during the lithiation and delithiation reactions, promotes a continuous loss of specific

capacity and therefore a lack of cycling performance. [343] One approach to dealing

with this problem is to prepare Sb nanoparticles supported on or confined in carbon

materials. [344] Another possibility is the design and preparation of new hollow Sb

nanoarchitectures, such as nanotubes and interconnected nanoparticles. [345–348] The

synthesized Sb alloy anodes incorporating these proposed strategies should lead to
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the alleviation of mechanical strain, [349] resulting in a high retention of the specific

capacity and prolonged cycling stability. [350,351]

The preparation of tailored metallic nanoparticles with desired size and shape has

become a topic of active investigation in several areas of research. Several meth-

ods have been reported for the reduction of different metal salts to prepare metal-

lic nanoparticles, using hydrogen, hydrazine, sodium borohydride, etc., as reducing

agents with fast kinetic rates. Control of the particle size and shape, particularly with

the use of capping agents, has also been reported. Recently, amine–boranes with mild

reducing characteristics have garnered attention because they provide much better

control of the particle size distribution of the nanoparticles. [352,353] Over a decade,

we have been involved in the synthesis [354] and chemistry [355] of amine–boranes

and have developed several efficient protocols for the preparation of amine–boranes,

particularly ammonia–borane (AB). [356] Our expertise in this chemistry provides an

exclusive opportunity to study the effect of a variety of amine–boranes on the reduc-

tion of metal salts, and we initiated a program to prepare Sb nanoparticles with a

desirable morphology that can function as superior Li-ion anodes. Reported herein is

the preparation of unique 3D Sb nanochain architectures, via AB reduction, offering

wide and abundant pores to withstand the large volume expansion of Sb during the

insertion and extraction of Li ions (Figure 7.1).

7.3 Results and Discussion

7.3.1 Nanoparticle Synthesis

Different Sb salts, SbCl3 and SbF3, were reduced with AB, methylamine–borane,

piperidine–borane, and triethylamine–borane in water for 2 h, followed by treatment

with either tri-n-octylphosphine (TOP)/oleylamine (OA) or TOP/poly(vinyl alcohol)

as a cosurfactant/capping agent at 230 ◦C for 2 h. The morphology of the obtained

Sb nanoparticles was compared with those obtained via reduction with sodium boro-

hydride. [357] Transmission electron microscopy (TEM) analysis of the morphology
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Figure 7.1. Illustration of the Formation of Sb Nanochains

and size distribution of the resulting nanomaterials (Figure 7.9 and Figure 7.10) re-

vealed that the reduction of antimony trichloride with AB afforded the most uniform

3D Sb nanochain morphology and has the potential to exhibit enhanced performance

as an anode material in LIBs. The above two-stage synthetic process involving the

reduction, followed by nanoparticle growth and capping, resulted in a superior level

of self-assembly with the formation of ∼30 nm Sb nanoparticles (Figure 7.1).

7.3.2 Structural Characterization

The crystalline structure of the Sb nanochains was examined using powder X-ray

diffraction (XRD) and Raman spectroscopy. Figure 7.11a shows the XRD patterns

of Sb nanoparticles having 3D nanochains. The diffraction peaks observed at the 2θ

positions of 23.7, 28.7, 40.1, 41.9, 47.1, 48.5, 51.7, 59.4, 62.8, 65.9, and 68.8 correspond

to the Miller indices of (003), (012), (104), (110), (015), (006), (202), (024), (107),

(116), and (122), respectively, which agree with JCPDS 01-071-1173, revealing the

rhombohedral Sb phase. The additional peaks at the 2θ positions of 13.7, 27.6,
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32.0, 35.0, 46.0, 54.5, 57.3, and 67.2 correspond to the Miller indexed planes (003),

(020), (130), (131), (022), (231), (113), (171), and (271), respectively, related to the

orthorhombic Sb2O3 phase, which is in tune with JCPDS 00-001-0729. Moreover,

Raman scattering measurement analysis confirmed that the Sb nanoparticles contain

traces of antimony oxide (Figure 7.11b), corroborating the analysis with the obtained

powder XRD pattern. Some weak active bands can be observed near 192 cm–1) (F2g),

254 cm–1 (A1g) and 453 cm–1 (A1g), which are related to the Raman active mode of

Sb2O3. Meanwhile, the strong vibrations around 112 and 150 cm–1 are associated with

the Ag mode and the degenerated Eg band of the rhombohedral Sb phase. [358,359]

(Scanning) transmission electron microscopy (STEM) imaging was performed on a

FEI Talos F200X S/TEM microscope with an X-FEG high brightness electron source

and a Super-X EDS system to determine the morphology of the homogeneous 3D Sb

nanochains. Energy-dispersive X-ray spectroscopy (EDS) was also performed on this

instrument to confirm the identity of the Sb nanoparticles (Figure 7.2d–f). The EDS

spectrum (Figure 7.11c) displayed an oxygen (O) peak, confirming the presence of

Sb2O3 as well as revealing the presence of nearly equal amounts of carbon and Sb.

This seems to indicate that the TOP/OA cosurfactant system might be incorporated

into the final nanochain architecture. Figure 7.12a–c shows the presence of homo-

geneous 3D Sb nanochain morphology with higher crystallinity (Figure 7.12d). This

indicates microdomains of agglomerated particles with random organization and with-

out a clear particle shape, pointing to nanometric Sb particles. These observations

indicate that the use of AB as a reducing agent allows the precipitation of metallic Sb

as interconnected 3D nanochains (Figure 7.2a) containing voids and cavities in the

formed chains. These chains appear to be porous nanostructures, as indicated in Fig-

ure 7.2b. Additionally, the crystalline nature of the 3D Sb nanochains was confirmed

by the presence of lattice fringes (Figure 7.2c) and the fast Fourier transform [FFT;

inset (#) in Figure 7.2c]. Detailed peak assignments are shown in Figure 7.13c,d

for clarity. The relative positions and atomic distances of 0.11, 0.19, 0.22, and 0.34

nm were found, via the use of the CrysTbox program, to correspond with the (208),
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(11̄5), (105), and (011̄) (of known distances of 0.112, 0.192, 0.224, and 0.354 nm,

respectively). [360] Thus, the zone axis of Figure 7.2c was found to be the [41̄1] Sb

zone axis. [361] Matching of the lattice structure with known Sb diffraction analysis

was verified by the analysis of multiple high-resolution TEM (HRTEM) images. From

the high-angle annular dark-field (HAADF)-STEM image reference (Figure 7.2d) and

elemental mapping (Figure 7.2e,f), the presence of Sb (yellow in Figure 7.2e) and O

(cyan in Figure 7.2f) can be seen. Clearly, the impurity phase Sb2O3 is much less

intense than the overall Sb concentration, which can be shown in the EDS spectrum

(Figure 7.11c).

7.3.3 Electrochemical Studies

Electrochemical studies were carried out by fabricating working electrodes that

contain a 8:1:1 weight ratio of Sb nanochains, Super P as the conductive material,

and carboxymethyl cellulose as the binder. The mixture was coated on copper foil,

with a loading density of the active material of ∼2 mg cm–2. The resultant film

was dried at 80 ◦C for 12 h in vacuo and cut into circular disks for use in CR-2032

coin cells. A Li metal foil was used as the reference–counter electrode with 1 M

LiPF6 in a 1:1 volumetric mixture of ethylene carbonate and diethyl carbonate as the

electrolyte. The Li cells were assembled under an argon atmosphere in a glovebox

using a disk of Celgard 2500 as the separator. Cyclic voltammetric analysis was

performed between 0.01 and 2.5 V at a scan rate of 0.1 mV s–1 using a Gamry 600

potentiostat/galvanostat/ZRA. Galvanostatic discharge–charge cycling studies were

carried out between 0.01 and 2.5 V versus Li/Li+ at 25 ◦C using an Arbin battery

cycler.

The electrochemical performance of the LIBs using the 3D Sb nanochain material

as the anode is shown in Figure 7.3. Figure 7.14 (first, second, and fifth cycles) and

the inset of Figure 7.3a (second cycle) show the cyclic voltammograms of the 3D

Sb nanochains between 0.01 and 2.50 V at a scan rate of 0.1 mV s–1 with respect

to Li metal used as reference and counter electrodes. During the first cycle of the
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Figure 7.2. Micrographs of the Sb nanochains: (a) conventional TEM
image displaying the connected Sb nanochain structure; (b) HAADF-
STEM image showing the hollow structure of the Sb nanochains; (c)
FFT bandpass-filtered HRTEM image displaying the crystal lattice of
Sb with the corresponding FFT inset (#) relating to the [41̄1] Sb zone
axis; (d–f) STEM–EDS elemental maps with (d) a reference HAADF-
STEM image with (e) the Sb elemental map in blue and (f) the O
elemental map in yellow revealing an O impurity phase.

negative scan (Figure 7.14), irreversible broad peaks were obtained at ∼1.53, 1.17,

0.63, and 0.35 V versus Li/Li+, which are related to solid electrolyte interphase

(SEI) film formation and the lithiation process. The cathodic reversible peak at

0.82 V is related to lithiation reactions: (i) Sb2O3 + Li → Sb + Li2O and (ii) from

crystalline Sb to Li3Sb. [343, 362, 363] The corresponding first cycle anodic peak at

1.14 V (vs Li/Li+), related to the delithiation reaction, [343, 362, 363] overlaps with

the subsequent CV curves, as shown in the inset of Figures 7.3a and 7.14. This shows
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a reversible electrochemical redox reaction, displaying a stable performance as the Li-

ion host anode material. Another anodic peak (Figure 7.14) at 1.37 V versus Li/Li+

corresponds to the reaction Li2O + Sb→ Sb2O3 + Li. [363]

Figure 7.3. Electrochemical performance of Li-ion cells fabricated us-
ing a 3D Sb nanochain anode material: (a) voltage versus (dis)charge
capacity profiles (the inset corresponds to the cyclic voltammetric
analysis acquired between 0.01 and 2.5 V versus Li/Li+ at 0.1 mV s–1);
(b) capacity versus cycling performance for 100 cycles at 0.5 C, with
a comparison between Sb nanochains and Sb supported on graphene;
(c) rate capability studies of voltage versus (dis)charge capacity pro-
files; (d) comparison of the rate capability between Sb nanochains and
Sb supported on graphene.
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The galvanostatic cycling performance and rate capability studies of the 3D Sb

nanochains were carried out between 0.01 and 2.5 V versus Li/Li+ at 25 ◦C, where all

of the capacities were calculated based on the mass of Sb. The charge–discharge pro-

files of 3D Sb nanochains for the 1st, 2nd and 100th cycles show the typical plateau

associated with the lithiation and delithiation processes and are depicted in Figure

7.3a. The Sb nanochain delivers an initial specific discharge capacity of ∼956 mAh

g–1 at 0.05 C that is higher than its theoretical specific capacity (660 mAh g–1) be-

cause of SEI layer formation during the first discharge cycle of the anodic electrode.

This is in line with the first discharge cycle of the cyclic voltammetric analysis (inset

of Figures 7.3a and 7.14). After the first cycle, the interconnected Sb nanoparticles

show a stable and high specific charge capacity of ∼523 mAh g–1 at a C rate of 0.5

C, with a Coulombic efficiency of ∼99.8%, and an excellent cycle retention of ∼92%

after 100 cycles (Figure 7.3b). A recent publication utilizing Sb nanosheets as the

anode material achieved a slightly higher specific charge capacity of ∼584 mAh g–1 at

a C rate of 0.5 C. [348] The obtained higher specific discharge–charge capacity of the

3D Sb nanochains and the reported nanosheets could be attributed to the presence of

voids, cavities, or pores that accommodate the continuous volumetric changes result-

ing from the lithiation and delithiation processes (Figure 7.15). Traces of Sb2O3 also

might contribute with a certain capacity (∼70 mAh g–1) via a reversible conversion

reaction of Sb2O3 and Li that occurs from ∼1.5 to 0.9 V versus Li/Li+. [343,362,363]

In contrast, Sb nanoparticles (80 wt %) supported on multilayer graphene (Sb/Gr;

Figure 7.16) deliver a capacity of 236 mAh g–1 at a C rate of 0.5 C, with a Coulombic

efficiency of ∼98%, and lose more than 50% of their capacity after 100 cycles.

The rate performance of the 3D Sb nanochains was also investigated at various C

rates, as shown in Figure 7.3c,d. These materials deliver a reversible specific discharge

with capacities of ∼762, 705, 673, 611, 542, and 430 mAh g–1, recover to 665 mAh

g–1 at C rates of 0.04, 0.05, 0.1, 0.25, 0.5, and 1 C, respectively, and then fall back

to 0.05 C. These capacities are higher than that delivered by Sb/Gr under similar

experimental condition (Figure 7.3d).
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Figure 7.17 presents the Nyquist plots of fresh and cycled Sb nanochains and

Sb/Gr anodes, wherein the cycled Sb nanochains show a stable electrode/electrolyte

interface layer formation and its charge-transfer resistance does not change dramati-

cally from 2 to 100 (dis)charge cycles. In contrast, the Sb/Gr anode shows a continu-

ous increase of its charge-transfer resistance, which indicates a constant growth of the

SEI layer during cycling. The enhanced cycling performance and rate capability of

the 3D Sb nanochains could be associated with their porous structure, which aids in

the prevention of nanoparticle pulverization, resulting in the maintenance of a good

electric contact between the Sb nanoparticles in the electrode. As a result, a high

capacity retention is achieved by abating volume expansion during Li cycling.

7.4 Conclusions

In conclusion, we have reported the preparation of novel 3D Sb nanochains by

AB reduction of SbCl3 in water. This nanoarchitecture offers considerable voids,

providing sufficient space to accommodate the large volumetric changes of Sb during

the discharge and charge cycles of the LIBs. The fabricated 3D Sb nanochain anode

delivers a specific charge capacity of about 523 mAh g–1 at a C rate of 0.5 C, with a

high Coulombic efficiency of >99% and a capacity retention of ∼92% after 100 cycles.

The cycling studies of the 3D Sb nanochains anode have also been extended to high

C -rate capability, delivering ∼430 mAh g–1 at a C rate of 1.0 C.

7.5 Supporting Information

7.5.1 Synthesis and NMR Characterization

7.5.1.1 General Information

11B and 1H NMR spectra were recorded at room temperature, on a Varian INOVA

300 MHz NMR spectrophotometer. Chemical shifts (δ values) are reported in parts

per million relative to BF3.Et2O for 11B NMR respectively. Data are reported as: δ

value, multiplicity (s=singlet, d=doublet, t=triplet, q=quartet, p=pentet, h=hextet,
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m=multiplet, br=broad) and integration. All solvents for routine isolation of prod-

ucts were reagent-grade. Sodium borohydride (powder, purity >99% by hydride

estimation [364]) was purchased in bulk from Dow Chemical Co. (Rohm and Haas).

Ammonium sulfate (ACS reagent >99.0%, Fisher Chemical), was powdered prior

to use. Tetrahydrofuran (THF, ACS reagent >99.0% containing 0.004% water and

0.025% BHT) was purchased from Sigma-Aldrich. Antimony (III) chloride (Crys-

talline ACS reagent >99.0%, Alfa Aesar), antimony (III) fluoride (Crystalline ACS

reagent >99.8%, Alfa Aesar), polyvinyl alcohol (PVA) 13-23k (ACS reagent 86-89%

hydrolyzed, Alfa Aesar), methanol (Anhydrous, Macron), tri-n-octylphosphine (97%,

Sigma-Aldrich), oleylamine (98%, Sigma-Aldrich), acetone (ACS reagent >99.0%,

Mallinckrodt Chemicals) were purchased from the respective commercial sources and

used without further purification. Piperidine borane and triethylamine borane were

prepared in accordance with literature reports, and methylamine borane was prepare

from the hydrochloride salt of methylamine [365].

7.5.1.2 Procedure for the Preparation of Ammonia-Borane [366]

Sodium borohydride (SBH) (18.91 g, 0.5 mol, 1 eq.) and powdered ammonia

sulfate (66.07 g, 0.5 mol, 1 eq.) were transferred to a dry 2 L round bottom flask

containing a large magnetic stir bar. The flask was then cooled in an ice-water

bath followed by the addition of 495 mL of reagent-grade tetrahydrofuran. With

vigorous stirring 4.5 mL of water was then added dropwise over a period of 5 minutes

to limit frothing. Once all water is added the flask is moved to room temperature

and stirred vigorously. The reaction is monitored using 11B NMR until completion

(∼5 h) as judged by the absence of sodium borohydride peaks in the 11B NMR.

(Prior to running the 11B NMR experiments, a drop of dimethyl sulfoxide is added

to the aliquot to solubilize any sodium borohydride present.) Once complete, the

reaction mixture is filtered through celite and the filter cake thoroughly rinsed with

tetrahydrofuran. The solvents were removed from the combined filtrates via rotary
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evaporation, followed by drying in vacuo for 12 h to obtain ammonia borane (AB) as

a white solid. A hydride analysis [364] revealed this to be >98% chemically pure.

7.5.1.3 11B NMR Spectroscopic Monitoring of Ammonia-Borane Synthesis

(See Figure 7.4)

Figure 7.4. 11B NMR spectrum of the progress of ammonia-borane
synthesis: (a) prior to water addition (SBH: AB, 1:0); (b) 15 min.
after addition of water (SBH: AB, 4.4:1.0); (c) 4 h after addition of
water (SBH: AB, 0.01:1.00); and (d) 5 h after addition of water (SBH:
AB, 0:1).
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7.5.1.4 Characterization of Ammonia-Borane

1H NMR (300 MHz, Tetrahydrofuran-d8 ) δ 4.26 – 3.69 (m, 3H, NH3), 2.08 – 0.74

(m, 3H, BH3) (see Figure 7.5)

11B NMR (96 MHz, Tetrahydrofuran-d8 ) δ -22.04 (q, J = 95.6 Hz) (see Figure

7.6)
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7.5.1.5 Procedure for the Preparation of Antimony Nanoparticles and Nanochains
[367]

Antimony trichloride (0.080 g, 0.35 mmol, 1 eq.) or antimony salt (0.35 mmol,

1 eq.) was dissolved in 10 mL of deionized water in a 50 mL round bottom flask.

Ammonia-borane (0.054 g, 1.75 mmol, 5 equiv.) or reducing agent (1.75 mmol, 5

equiv.) was dissolved in 10 mL of deionized water in a 25 mL round bottom flask.

The metal salt/water solution was then quickly added to the ammonia borane/water

solution. The flask was then sealed with a rubber septum and kept under nitrogen and

stirred at room temperature for 2 h, followed by the addition of 10 mL methanol. The

resultant solution was centrifuged, and the supernatant was decanted. The nanopar-

ticles were then dispersed in tri-n-octylphosphine (6.0 mL, 13.5 mmol) and carefully

added to a flask containing oleylamine (6.0 g, 50.0 mmol) or other capping agent (for

PVA 6.0 g with 10 mL water) kept at 230 ◦C and stirred for 2 h, after which the reac-

tion was cooled to room temperature, followed by the immediate addition of 10 mL of

methanol. The resultant solution was then centrifuged and the supernatant decanted.

When using PVA as a capping agent, the solution obtained after methanol addition

was added to 100 mL of dichloromethane prior to centrifugation. The nanoparticles

were resuspended in acetone. The centrifugation, decantation, and resuspension were

repeated twice more and the nanoparticle/acetone solution was transferred to a 20

mL vial and sealed.

7.5.2 Discussion of Antimony Nanoparticles Synthesis via Ammonia Borane Reduc-
tion

Our synthesis of antimony nanochains, based on the procedure developed by Re-

vaprasadu and co-workers for the synthesis of alkylamine capped antimony nanopar-

ticles, was modified by the use of ammonia-borane as a reducing agent instead of

sodium borohydride. The first stage involves the reduction of antimony trichloride

using ammonia-borane, and in the second stage the nanoparticle growth and cap-

ping takes place. It has been previously observed [367,368] that antimony trichloride
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reduced using sodium borohydride can produce nanoparticles in the same diameter

range as produced by the ammonia-borane reduction (10-20 nm). They have also been

observed to undergo some self-assembly to higher order nanostructures, particularly

when using alkylamine or other capping agents and hot-injection methods. However,

the NPs produced with SBH do not form nanoarchitecture to the same extent that

was produced when using ammonia-borane as a reducing agent (Figure 7.10e). It is

postulated that the more extensive 3-dimensional nanochain architecture is critical

for the results observed during our electrochemical study.

Some mechanistic information for the methods involving NaBH4 reduction [367,

368], sodium hydride reduction [369], and metal amide reduction [370], has been

proposed. The cation of the reducing agent forms a salt with the anion of the metal

salt. This happens with a concurrent release of hydrogen gas, the formation of the

neutral metal, and usually the production of a secondary byproduct containing the

cation of the reducing agent.

Ammonia-borane, a compound with a dative bond between the borane and am-

monia moieties, does not contain any ‘cationic’ species and is expected to undergo

a related, but altered mechanism. When antimony trichloride dissolves in water it

can be hydrolyzed to form antimony oxychloride and hydrogen chloride as shown

in equation 7.1 below [371]. It was observed during our synthesis that the pH of

the water dramatically decreased after the dissolution of the antimony trichloride (to

approximately 1 from 5).

SbCl3 +H2O → SbOCl + 2HCl (7.1)

Upon combination of the antimony trichloride solution and ammonia-borane so-

lution, there was a vigorous release of hydrogen and an immediate darkening of the

mixture, indicative of the reduction of the metal salt. It is assumed that the overall

reaction proceeds as in equation 7.2.

2SbCl3 + 6NH3BH3 + 18H2O → 2Sb0 + 6NH4Cl + 6H3BO3 + 15H2 (7.2)
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Figure 7.7. Reaction Solution, prior to the addition of methanol.11B
NMR (96 MHz, water) δ 19.03. (s).

Figure 7.8. 11B NMR of boric acid (96 MHz, water) δ 19.06. (s).

The hydrogen chloride produced through antimony trichloride hydrolysis is pre-

sumed to be involved in two processes, (i) having a role in the formation of the

ammonium chloride byproduct by capture of the ammonia released from ammonia

borane and (ii) as a driving force for the formation of boric acid, which is the only

boron species observed in the reaction mixture prior to the addition of methanol (Fig-

ure 7.7). The 11B NMR spectra matches almost exactly with a commercial sample of

boric acid (Figure 7.8). Previous work by the Ramachandran group has also shown

that in the presence of RuCl3 that ammonia borane is dehydrogenated to produce

ammonium tetraborate, [372] a compound which forms boric acid in the presence of

HCl.
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Once the water soluble byproducts are removed through centrifugation and water

decantation, the reduced antimony is suspended in tri-n-octylphosphine (TOP) and

injected into hot (230 ◦C) oleylamine (OA). The TOP/OA combination acts as a

co-surfactants and capping agents, providing an environment which has been shown

to be conducive to more controlled and stable nanoparticle growth [367, 373]. The

overall schematic for this stage of the nanoparticle synthesis is described in equation

7.3.

Sb0 + Tri−n−octylphosphene+Oleylamine→ Capped Sb particles (7.3)

7.5.3 Effect of the Sb Salt, Reducing and Capping Agents on the Architecture of Sb
Nanoparticles

(See Figure 7.9 and Figure 7.10)

7.5.3.1 Analysis of the Effect of the Sb salt, Reducing and Capping Agents on the
Nanoarchitecture

In reference to Figure 7.9 and Figure 7.10: (a) The nanochain architecture is

shown nicely in the TEM micrograph and the nanoparticles appear to be uniform.

HAADF shows noticeable lower Z, potentially from a surface layer of carbon. Overall

the material appears to be composed of single crystals, not polycrystalline. (b) The

nanochain architecture is apparent here as well, but the size distribution appears be

to more bimodal, with both smaller and larger chains being visible. Numerous hollow

pockets or pores can be seen, and overall the bulk material looks to be composed of

single crystals with a few regions of polycrystallinity and sharp surface facets. (c)

Again, nanochains are apparent, and display a bimodal distribution, but there is a

smaller disparity between the two general size categories. A less HAADF intense

surface layer is also present, most likely a carbon surface layer. Visible pockets are

smaller and less numerous than the previous materials. While low polycrystallinity

is again present, with even the corners and turns of the nanochain being within the

same zone axis, some small crystals do appear on the surface of the material. (d)
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Figure 7.9. TEM analysis of antimony nanoparticles synthesized us-
ing; antimony salt, reducing agent, capping agent: (a) SbCl3, ammo-
nia borane, oleylamine; (b) SbCl3, methylamine borane, oleylamine;
(c) SbCl3, triethylamine borane, oleylamine; (d) SbCl3, piperidine
borane, oleylamine
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Figure 7.10. Continued from Figure 7.9: (e) SbCl3, sodium borohy-
dride, oleylamine; (f) SbF3, ammonia borane, oleylamine; (g) ammo-
nia borane, SbCl3, PVA.
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The bulk of the volume of this material is presented as large crystals, with only as

estimated 20% showing nanochain-like structure. What nanochains are presents are

nonuniform is size and appear to have grown on the large crystals. (e) A uniform

nanochain is present in this material, and it seems to be clusters of spherical particles

with narrow bridges between them. Pockets of varying sizes are again visible, and

while small amounts of polycrystallinity appear near the pockets the material looks

crystalline overall. A surface layer is again visible, likely an amorphous carbon layer.

(f) No nanochain are apparent in this material, only what appear to be agglomerates

of massive crystals with small crystals creating a rough surface layer. (g) Large,

uniform crystals are present in this material, with a highly polycrystalline surface

layer.

7.5.4 Structural Characterization

7.5.4.1 Powder XRD, Raman, and EDS Spectrographic Crystallinity and Composi-
tional Analysis

The crystalline structure of antimony nanochains were examined using powder X-

ray diffraction (XRD) technique equipped with Rigaku diffractometer. Subsequently,

the Raman spectroscopic measurement was carried out for structural analysis using

a LASER Raman spectrometer. (See Figure 7.11)

7.5.4.2 Transmission Electron Microscope Images

The morphology and 3D antimony nanochains were examined using scanning elec-

tron microscopy (JEOL NeoScope JCM6000 Benchtop, SEM) and transmission elec-

tron microscopy (TEM) at 300 kV on a FEI Titan ETEM 80-300 with fast Fourier

transform (FFT) analysis to further confirm the crystallographic orientation of anti-

mony nanochains under its simulated diffraction patterns obtained by the CrysTBox

software. (See Figure 7.12)
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Figure 7.11. The crystalline structure and composition of 3D
antimony-nanochains investigated using (a) powder X-ray diffraction,
(b) Raman spectroscopic measurements, and (c) energy dispersive X-
ray spectroscopy.
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Figure 7.12. Homogeneous morphological investigation of 3D anti-
mony nanochains (a), (b), (c) and crystallinity (d) examined using
transmission electron microscopic technique.
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7.5.4.3 High Resolution Transmission Electron Microscope Images

(See Figure 7.13)

7.5.5 Electrochemical Studies

7.5.5.1 Cyclic Voltammetric Analysis

(See Figure 7.14)

7.5.5.2 Li-ion Insertion into and Extraction from Antimony Nanochains

TEM images of the antimony nanochains demonstrate that the interconnected

nano-architecture remains after (de)lithiation process (Figure 7.15 below). (a) shows

the nanochains prior to lithiation, (b) is while the nanochains are lithiated, and (c)

is after delithiation. (a) Large nanochains are visible in this material with some

larger crystals also present, and large pockets appear throughout. There are also

some parts of the structure which have the appearance of nanochains, but with less

intensity than the crystal, possibly the results of antimony leaching into the larger

crystals, leaving a less dense structure. (b) This material appears to be mixture of

larger crystals and nanochains, and close-up the nanochains show a ‘fuzzy’, possibly

polycrystalline, structure which looks like agglomerated crystals. A low-Z material is

covering the particles, most probably binder added during the assembly of the battery

cell. (c) The same low-Z material is present, again mostly likely binder present

from the battery assembly process. The material also possesses many structures

with a hollow appearance, with pockets that are larger and more exaggerated than

previous samples. The material has a rougher appearance overall compared to the

charged material, but with the same external ‘fuzzy’, polycrystalline appearance. It

is noteworthy that the average particle size shifts towards lower values while going

from lithiated to delithiated state. This indicates that the cycling process allows

the existence of small nanoparticles within the electrode. Filling the pores of the
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Figure 7.13. High resolution transmission electron microscope im-
age displays (a) & (c) the lattice fringes of crystalline antimony and
(b) & (d) the corresponding fast Fourier transform of 3D antimony
nanochains of the characteristic zone axes [01̄1] & [41̄1] of the rhom-
bohedral antimony phase, respectively.
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Figure 7.14. Cyclic voltammetric analysis of the 3D antimony
nanochains anode material between 0.01 – 2.5 V at 0.1 mV s−1 using 1
M LiPF6 in ethylene carbonate (EC) and diethyl carbonate (DEC) in
the volume ratio of 1:1 as electrolyte and CelgardTM 2500 separator.
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antimony nanochains with Carbon Super P, which is present in the electrode, could

act to stabilize the architecture of the active material.

Figure 7.15. TEM analysis of (a) pristine, (b) lithiated and (c) delithi-
ated antimony nanochains.
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7.5.5.3 Preparation and Physical/Chemical Characterization of Graphene Supported
Antimony

Antimony nanoparticles supported on graphene nanosheets were prepared via im-

pregnation of graphene with antimony acetate solution. Using an antimony:graphene

weight ratio of 9, graphene (0.2 grams) and antimony acetate (1.8 grams) were com-

bined in 50 ml of acetic acid. The mixture was then heated at 80 ◦C overnight to

remove the solvent. The resultant material was pyrolyzed at 650 ◦C for 2 h under in-

ert atmosphere. After pyrolysis antimony nanoparticles supported on graphene were

obtained as a dark powder. (Shown in Figure 7.16)
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7.5.5.4 Electrochemical Impedance Spectroscopic Analysis

(See Figure 7.17)

Figure 7.17. Electrochemical impedance spectroscopy information of
3D antimony nanochains and Sb/Gr before and after 2nd, 100th cycles.
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8. EFFECT OF SYNTHESIS METHOD, USING VARYING TYPES OF

MICROPORE LEVEL SULFUR INFILTRATION, ON ELECTROCHEMICAL

PERFORMANCE IN LITHIUM-SULFUR BATTERIES

Energy Technology 2019, 7, 1900194-1900194. https://doi.org/10.1002/ente.201900194

Arthur Dence Dysart, Neal Amadeus Cardoza, Garrett Mitchell, Volkan Ortalan, and

Vilas Ganpat Pol

8.1 Abstract

The role of physically restrained, noncrystalline sulfur species in rechargeable

lithium–sulfur batteries is examined by electrochemical and high-resolution material

characterizations. Carbon–sulfur composites are created by melting and sublimation

of sulfur in an isochoric reactor via the autogenic process. These noncrystalline sul-

fur cathodes demonstrate a high specific capacity of ≈1000 Ah kg−1 after 100 cycles

with a gravimetric current of 557 A kg−1. Interestingly, this high-performance sul-

fur allotrope lacks a long-range structural order: high-resolution X-ray diffraction,

performed at the Advanced Photon Source, indicates the lack of crystalline (i.e.,

orthorhombic or monoclinic) sulfur in the nanoscale domain. Electrochemical and

material characterizations suggest that noncrystalline sulfur is a consequence of syn-

thesis and not necessarily evidence of electrochemical efficacy. Rather, a high rate

capacity depends on sulfur distribution, in turn, controlled by synthesis pathway. At

higher sulfur content, the performance of carbon–sulfur composites is limited by the

available surface area in which crystalline sulfur coincides with reduced gravimet-

ric capacity and greater charge transport impedance, suggesting suboptimal sulfur

containment.
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8.2 Introduction

The progress of electric transportation and portable electronics necessitates better

energy storage. In particular, petroleum-free electric vehicles require a gravimetric

energy of ≈350 Wh kg−1 [374, 375] unachieved by modern commercial batteries op-

erating with lithium cobalt oxide and graphite electrochemistry. In response, there

has been increasing interest and research upon the rechargeable lithium–sulfur bat-

tery, whose theoretical gravimetric energy of 2509 Wh kg−1 and practical estimate of

502 Wh kg−1 exceed viability requirements for electric vehicles. [374–378] Yet, after

decades of research, the lithium–sulfur battery remains in the research sector due to

inherent challenges of its multistage electrochemistry and inherent resistivity.

The lithium–sulfur battery operates on reversible electrochemistry between el-

emental sulfur and lithium. During discharge, orthorhombic crystalline sulfur S8

reduces to soluble intermediate polysulfide species (Li2Sn 4<n< 8) and insoluble

dilithium sulfide Li2S through chemical intermediates known as lithium polysul-

fides [379,380] (see equations below).

S8 + 2Li+ + 2e− → Li2S8 (8.1)

3Li2S8 + 2Li+ + 2e− → 4Li2S6 (8.2)

2Li2S
2−
6 + 2Li+ + 2e− → 3Li2S4 (8.3)

Li2S4 + 2Li+ + 2e− → 2Li2S2 (8.4)

Li2S2 + 2Li+ + 2e− → 2Li2S (8.5)

These inorganic species are soluble in conventional glyme electrolytes: unrestricted

polysulfide dissolution and migration are behind most of the major technical chal-

lenges facing the Li–S technology (i.e., low columbic efficiency, self-discharge, sulfur

electrode dissolution, and dendrite growth). [376, 378, 380–383] In addition, the re-

peated dissolution and deposition of these active materials on electrode surfaces accel-

erate dendrite formation. Recent advances suggest that the full redox mechanism is an

intricate network of elementary steps dependent on local thermodynamic properties.
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With this knowledge, reported approaches to polysulfide suppression include opti-

mized and engineered morphologies, electrolytes, binders, and separators. [382–389]

Electrode substrates produced via morphological approaches increase effective

cathode conductivity and suppress polysulfide migration away from the cathode. Var-

ious morphology approaches have been demonstrated in the literature: the work of Ji

et al. [390] demonstrated that the microporous carbon substrate CMK-3 effectively

restrains polysulfide migration, with a high gravimetric capacity and long-term cy-

cling performance. [391] Similarly, Li et al. demonstrated a great gravimetric capacity

of ≈800 Ah kg−1 using the high-temperature heating synthesis. [392] Work done by

Zhang et al. [393] and Chen et al. [394] showed a stable capacity for 400–500 cycles via

simple melt diffusion, due to sulfur encapsulation. Additional work done by Zhang

showed that different surface level initial mixing of sulfur does not have an appreciable

change on the initial performance of the cell and that more performance gain can be

extracted from electrolyte control. [395] However, work done on sulfur and polysulfide

deposition shows that a large portion of the conductive surface was left unoccupied,

due to that the spatial homogeneity improves the electrochemical performance. [396]

This leads to more performance gained via working with polysulfide mitigation via

electrolyte changes.

Electrolyte control uses tailored electrolytes and additives to reduce the solu-

bility of polysulfides to suppress the migration away from the cathode. The work

of Park et al. [397] demonstrated that polysulfides were effectively suppressed us-

ing unique lithium salts with anions bis(trifluoromethanesulfonyl)amide [TFSA]−,

bis(pentafluoroethanesulfonyl)amide [BETA]−, and hexafluorophosphate [PF 6]−; how-

ever, low Li+ ion diffusivity in these electrolytes hinders the applications of these elec-

trolytes. The addition of Li+ salts mitigates the low diffusivity issue, as demonstrated

by Tachikawa et al. [398] Solid electrolytes improved safety and ionic conductivity,

showing that the nanosized lithium sulfide allows increased ionic conductivity. [399]

This work implements autogenic synthesis to examine the infiltration process of

creating carbon–sulfur composites. Autogenic synthesis, studied by Pol et al., [400]
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enables chemical processes through thermal pressurization of isochoric reactor vol-

umes. Typical applications of the autogenic process include the synthesis of inorganic

nanoparticles (i.e., vanadium oxide [401]), amorphous carbons (polyethylene-derived

carbon nanotubes [402]), and biphase composites (i.e., silicon carbide nanospheres

[403]). In this work, autogenic heating drives homogeneous distribution of sulfur

throughout carbon substrate Ketjenblack EC-600JD, a high conductivity and high

surface area carbon black. Autogenic carbon–sulfur composites demonstrate a great

gravimetric capacity at a high gravimetric current C/3, values almost twice that of

their mechanically synthesized counterpart. High-resolution X-ray powder diffraction

and scanning transmission electron microscopy of noncrystalline sulfur species suggest

that electrochemical performance is determined by the efficacy of sulfur distribution

throughout the composite, not necessarily the presence of noncrystalline sulfur. At

greater sulfur loadings, autogenic composites exhibit crystalline orthorhombic sul-

fur, suggesting the significance of the autogenic loading of the carbon pores. This

point where crystalline orthorhombic sulfur is detected is theorized because the pores

that are full noncrystalline orthorhombic sulfur can now sublimate on the surface

of the carbon. There is a possibility that crystalline orthorhombic sulfur does exist

in the pores of the carbon, and due to carbon shielding, it shows up as noncrys-

talline. However, even high-energy X-ray powder diffraction fails to detect crystalline

orthorhombic sulfur signals, therefore lending to the occurrence of noncrystalline or-

thorhombic sulfur within the carbon pore. This work, therefore, examines not only

the effect of different autogenic settings on the overall electrochemical performance of

the material but also the effect of using high sulfur loadings with autogenic synthesis

and its characterization.
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8.3 Experimental Section

8.3.1 Synthesis of Autogenic Carbon–Sulfur Composites

Carbon–sulfur composites were produced using the autogenic synthesis process

[402] (Figure 8.1). Any air-sensitive processes were carried out in a glove box (Nexus

II, Vacuum Atmospheres Co.) that was filled with 99.999% argon gas (Indiana Oxygen

Co.). In a given mass ratio, orthorhombic sulfur (Sigma Aldrich Corp.) and Ketjen-

black EC-600JD carbon (Akzo Nobel N.V.) precursors were gently homogenized using

a mortar and pestle. The stainless-steel autogenic reactor (reactor volume of ≈5 mL)

was loaded with the carbon–sulfur mixture and sealed under argon atmosphere (Indi-

ana Oxygen Co.). The loaded autogenic reactor was placed within a horizontal steel

tube furnace (MTI). The steel tube furnace was heated to a prespecified tempera-

ture at a constant temperature rate of 5 ◦C min−1. Similar cooling rates were used

to cool the furnace chamber down to room temperature. Heating profiles included

temperatures of 155 and 445 ◦C for a total dwell time of 7 h. Autogenic samples are

termed vaporization percentages, that is to say autogenic 30% refers to 4.9 h at 155

and 2.1 445 ◦C. The collected products, termed autogenic carbon–sulfur composites,

were used as is without any other modifications as active materials.

8.3.2 Synthesis of Mechanical Carbon–Sulfur Composites

Mechanically synthesized carbon–sulfur composites were produced using a vibra-

tion ball mill (Quantachrome Instruments). All reactor preparations were carried out

in a glove box (Nexus II, Vacuum Atmospheres Co.) that was filled with 99.999%

argon gas (Indiana Oxygen Co.). In a given mass ratio, orthorhombic sulfur (Sigma

Aldrich) and carbon Ketjenblack EC-600JD carbon (Akzo Nobel) precursors were

gently homogenized using a mortar and pestle. The stainless steel milling jar (reactor

volume of ≈50 mL) was loaded with the carbon–sulfur mixture, and then, the stain-

less steel ball (Quantachrome) was sealed under argon atmosphere (Indiana Oxygen

Co.). The loaded milling jar was placed within the vibrating ball mill and processed
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Figure 8.1. Autogenic synthesis of carbon–sulfur composites. Car-
bon–sulfur composites are synthesized by controlled deposition of sul-
fur vapor. Heating carbon and sulfur within the autogenic reactor
distributes sulfur vapor throughout the carbon substrate. Upon cool-
ing, solid sulfur deposits on the available surface area of the carbon
substrate.

for 7 h at a vibration frequency of 10 Hz. The collected products, termed mechanical

carbon–sulfur composites, were used as is without any other modifications as active

materials.

8.3.3 Battery Fabrication and Assembly

The slurry mixture was comprised of 85 wt% autogenic sulfur composite, 15 wt%

polyvinyl-pyrrolidone (Sigma Aldrich), and Type 1 water (Thermo Fisher Corp.) in

polypropylene cups (Flacktec Inc.) with zirconium oxide mixing balls (MTI). This

mixture was then homogenized in the same polypropylene cups (Flacktec Inc.) with

the zirconium oxide mixing balls (MTI) in a planetary mixer (Thinky Corp.). This

slurry was then coated on a carbon-laminated aluminum foil that is 18µm thick,

battery grade (MTI). To create the thin film lamination, the slurry was coated

using a film applicator “doctor’s blade” (Gardco Inc.) using an automatic film

coater unit (MTI). The resulting coating was dried for at least 12 h at the tem-
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perature of 30 ◦C. To create the electrodes, the now dried thin film lamination was

cut with a 0.25 in. diameter arch punch (General Tools Co.) and placed into stainless

steel CR2032 coin cells (MTI). The electrolyte utilized in all cells comprised 1.0 m

bis(trifluoromethane)sulfonimide lithium salt (LITFSI, Sigma Aldrich) in a solution

of 1,3-dioxolane (DOL) and 1,2-dimethoxyethane (DME) in a volume ratio of 1:1

with 0.1 m lithium nitrate (LiNO3) additive. A reference electrode of lithium metal

(MTI) and polypropylene separator (Celgard 2500, Celgard LLC) were also used.

The cells were sealed in the glove box (Nexus II, Vacuum Atmospheres Co.) that

was filled with 99.999% argon gas (Indiana Oxygen Co.) under a hydraulic pressure

of ≈1000 lb in−2. The assembly of these cells was also carried out in the same glove

box (Nexus II, Vacuum Atmospheres Co.) that was filled with 99.999% argon gas

(Indiana Oxygen Co.).

8.3.4 Electrochemical Characterization

The newly fabricated batteries were left resting for ≈12 h at their open cell voltage

(OCV). After this rest period, galvanostatic testing was performed on a multichannel

battery cycler (Arbin Instruments Inc.). The initial rest period was preformed to

improve electrode wetting. All cells were tested in the voltage window of 2.6–1.7 V,

which was the cutoff voltage, without any additional conditioning.

The reference electrode was considered when defining the charge and discharge

processes: lithiation of sulfur was the discharge when the voltage approached 1.7 V,

whereas the charge was defined as delithiation of sulfur when the potential approached

2.6 V. [376, 390] All reported gravimetric variables, such as specific capacity, were

determined with basis or reference to the sulfur mass. The potentials here were

relative to lithium metal ’s ionization potential versus Li0/+.
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8.3.5 Characterization of Carbon–Sulfur Composites

High-resolution X-ray diffraction (XRD) experiments were performed at beam-

line 11-BM of the Advanced Photon Source (APS). Around 2 mg of the material was

packed into polyimide capillaries (Kapton, 3M Corp.) mounted into custom alu-

minum sample holders. Diffraction patterns were produced using a hard X-ray beam

with an energy range of ≈15–35 keV and wavelengths of 0.34–1 Å. Spectral patterns

were produced in the 2θ scattering range of 2–50◦ at a scanning rate of 0.5◦min−1.

Reported spectral patterns were not smoothed or reduced for background. Control

materials (viz., carbon and sulfur) and reference standards (viz., polyimide sample

holder, aluminum sample mount, and air scattering) were performed or reproduced

from beamline 11-BM at Advanced Photon Source, ANL. Reference standards were

not corrected for runtime calibration.

The thermogravimetric analysis (TGA) was performed using a simultaneous ther-

mal analyzer (Q600, TA Instruments Inc). The sample was loaded into an aluminum

oxide crucible (TA Instruments), and this was tared prior to loading the sample. The

crucible now loaded was placed inside the machine, in the horizontal furnace chamber.

The furnace chamber was run with a continuous compressed air flow of 100 mL min−1.

The mass of the sample was recorded continuously during the heating, done at a rate

of 10 ◦C min−1 to a temperature of 1000 ◦C. Synthesis efficiency was calculated as the

ratio of the precursor sulfur mass fraction and product sulfur mass fraction.

Scanning electron microscopy (SEM) was performed using a scanning electron mi-

croscope (Nova 200 DualBeam, FEI Co.). Around 5 mg of the material was placed

on a double-sided carbon tape (3M), and the tape was used to secure the material

on the aluminum sample stage. The stage was then placed inside the microscope

chamber, which was then evacuated down to ≈2.6 nbar for a high vacuum. Micro-

graphs were recorded at different levels of magnification, after the optimization of

the parameters, such as stigmation, focus, brightness, and beam alignment. Energy

dispersive X-ray spectroscopy (EDXS) was performed using an 80 mm2 area silicon
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drift detector (Oxford Instruments PLC) at an energy level of 10 keV. Electron pixel

maps were produced using the AZTEC analysis software suite (Oxford Instruments).

Scanning transmission electron microscopy (STEM) was performed using an envi-

ronmental transmission electron microscope (Titan, FEI). Dispersion was created by

suspending 5 mg of the sample in anhydrous ethanol (Decon Labs). The dispersion

was then loaded onto a 200-mesh carbon TEM grid (Pelco, Ted Pella Inc.). The

ethanol was then evaporated at a temperature of 30 ◦C. The sample-loaded grid was

then loaded into the specimen chamber, which was then evacuated to high vacuum

(i.e., <2.6 nbar). Micrographs were recorded at different levels of magnification, after

the optimization of the parameters, such as stigmation, focus, brightness, and beam

alignment.

Adsorption and desorption isotherms for nitrogen gas were measured using a sur-

face area and pore-size analyzer (Nova 2200e, Quantachrome). A quartz sample tube

cell was dehydrated and then loaded with a sample. The sample was then degassed at

300 ◦C for 24 h in a vacuum on a heating mantle. The loaded sample cell, cooled by a

dewar bath of liquid nitrogen, was subsequently loaded into the gassing chamber for

sorption measurements. Measurements were recorded in the relative pressure range of

0.005–0.999 with a minimum equilibration time of 60 s. Masses of the quartz sample

tube cell, both with and without sample, were measured using an analytical balance

(Sartorius).

8.4 Results and Discussion

8.4.1 Influence of Synthesis on Material Properties of Carbon–Sulfur Composites

The results of this work show that the applied synthesis method controls sulfur

distribution and structural order in carbon–sulfur composites. With Ketjenblack EC-

600JD high porosity carbon substrates at a moderate sulfur loading of ≈40 wt%, auto-

genic and intensive mechanical synthesis processes produce composites with noncrys-

talline sulfur. In their composite products, the autogenic and mechanical processes
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differ according to sulfur mass percentage and physisorption surface area. These dif-

ferences suggest more homogeneous sulfur distribution in the autogenic composite

compared with that in its mechanically produced counterpart (Figure 8.2).

Figure 8.2. Sulfur distribution in carbon–sulfur composites. Deposi-
tion of fluid sulfur phases encourages homogeneous sulfur distribution.
In the autogenic process, sulfur vapor can access and deposit onto the
large surface area of small carbon micropores. In the mechanical mix-
ing process, solid sulfur species are unable to penetrate or access pores
beyond particle surfaces.

Autogenic synthesis produces noncrystalline sulfur composites by pressurizing the

vapor phase of the heated isochoric reactor. In the first step, carbon and sulfur precur-

sors are heated within the isochoric autogenic reactor under inert atmosphere. [401]

During heating, local temperature governs phase transitions of the precursor mix-

ture. At atmospheric pressure, high purity carbon does not experience significant

phase transition at temperatures below 4800 K. [404] In contrast, orthorhombic sulfur

experiences three phase transitions: [405] orthorhombic-monoclinic solid phase tran-

sition at a temperature of 373 K, monoclinic solid–liquid phase transition at 388 K,

and liquid–vapor phase transition at 723 K. The extent of heating at solid–liquid and

liquid–vapor transition temperatures controls fluid sulfur viscosity and, subsequently,

sulfur distribution within carbon substrates. In the second step, sulfur vapor fuses or
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deposits as solid sulfur upon cooling to room temperature at ≈300.15 K. [405] Within

carbon micropores, sulfur deposits or fuses as noncrystalline species. Interestingly,

sulfur does not recrystallize after prolonged storage.

Product sulfur mass fraction is sensitive to applied synthesis pathway. A thermo-

gravimetric analysis (Figure 8.3), heating in an advective inert gas stream, measures

composition of carbon–sulfur products. Here, synthesis efficiency measures sulfur

mass conservation; greater efficiency implies greater sulfur retention through the

given synthesis pathway. For the autogenic pathway, synthesis efficiency increases

toward unity as a sulfur mass fraction increases. For the mechanical pathway, syn-

thesis efficiency is constant at ≈96 wt% sulfur and generally independent of the sulfur

mass fraction. Efficiency differences among autogenic and mechanical synthesis are

attributed to the underlying pathway mechanism. Autogenic synthesis uses thermal

pressurization to mobilize sulfur and homogenize distribution in the composite. With

significant vaporization, a fraction of sulfur vapor may remain thermodynamically

stable in the vapor phase and not deposit in the composite. In contrast, mechanical

synthesis operates on inelastic collisions with stainless steel surfaces to combine pre-

cursors. This process does not induce appreciable vaporization, permitting synthesis

efficiencies very close to unity.

Structural disorder of the bulk sulfur phase occurs in both the autogenically and

mechanically derived composites. Hard X-ray diffraction (Figure 8.4a), performed at

the Advanced Photon Source, enables long penetration depth (i.e., mean X-ray energy

of ≈30 keV with wavelengths of ≈1.0–0.34 Å) and resolution (i.e., differential vector

magnitude 2× 10−4): ideal facilities for crystallinity measurements at the nanometer

scale. Interestingly, carbon–sulfur composites exhibit diffractogram features of disor-

dered carbon but not those of crystalline sulfur. For bare carbon, low intensity and

significant breadth of diffractogram features suggest a short-range structural order

as nanocrystallites [406] and long-range disorder. Bare carbon exhibits diffractogram

bands [407] at scattering angles of ≈6.38◦, 11.32◦, and 19.74◦ corresponding to princi-

ple reflections of the 002, 100, and 110 carbon lattice facets, respectively. Crystalline
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Figure 8.3. Controlled sulfur loading for autogenic carbon–sulfur com-
posites. (a) As sulfur–carbon precursor ratio increases, the efficiencies
of sulfur loading for the autogenic and mechanical mixing processes
converge toward unity. (b) While it is constant for mechanical process,
synthesis efficiency for the autogenic process is a monotonic function
of final sulfur mass percent. (c) Targeted sulfur loading for different
weight percent sulfur.

orthorhombic sulfur exhibits several high intensities and narrow diffractogram bands

in a scattering angle range of ≈3–20◦. Rigorous diffractogram accuracy, afforded by

high-energy synchrotron X-rays, confirms a long-range disorder in synthesized com-

posites containing ≈40 wt% sulfur and Ketjenblack EC-600JD carbon.
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Figure 8.4. High-resolution X-ray powder diffraction of autogenic
carbon–sulfur composites. (a) The characteristic diffraction features
of orthorhombic sulfur (green) are absent in diffractograms of car-
bon–sulfur composites. (b) Diffractogram features not associated
with amorphous carbon are likely attributable to experimental ar-
tifacts. High-resolution X-ray powder diffraction was conducted at
beamline 11-BM at Argonne National Laboratory with a wavelength
of 1–0.34 Å.
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In addition, diffractograms exhibit additional intensity features not associated

with carbon or sulfur; these features are caused by experimental artifacts (Fig-

ure 8.4b). Typically, diffractogram features of experimental artifacts are negligible

when compared with those of ordered materials (e.g., orthorhombic sulfur; Figure

8.4a). [408] However, artifact features and disordered materials produce diffractogram

features of comparable intensity. There are three principle diffraction artifacts ob-

served across the studied materials. In all diffractograms, ambient air produces the

diffuse band between 0◦ and 10◦. This broad feature occurs at a low scattering angle

due to air molecules. [409] In the autogenic, mechanical, and bare carbon diffrac-

tograms, the polyimide capillary produces features between ≈5◦ and 9◦. Polyimide

films exhibit scattering bands at 5.1◦ and 6.9◦ corresponding to intrachain polyimide

reflections and diffuse bands between 10.9◦ and 26.8◦ corresponding to interchain re-

flections. [410] In the mechanical composite, narrow features in a scattering range of

≈11.1–37◦ are attributed to the aluminum sample mount. [411] The relative inten-

sities of features centered at 10.6◦, 15.0◦, 18.5◦, and 28.4◦ match the relative peak

intensity profile of the diffractometer reference. Overall, experimental artifacts well

describe the appearance of intense diffractogram features unrelated to bare carbon

or synthesized composites. Therefore, high-resolution hard X-ray diffraction justifies

the absence of orthorhombic sulfur in high porosity carbons.

The autogenic method produces more homogeneous carbon–sulfur composites

than the mechanical method. Following the synthesis, the change in material sur-

face area quantifies sulfur distribution. Isothermal nitrogen sorption (Figure 8.5)

measures physisorption surface area before and after synthesis. [412] Differences in

the surface area suggest that autogenically deposited sulfur does not greatly obstruct

nitrogen sorption, whereas mechanically deposited sulfur significantly hinders sub-

surface porosity access. Autogenic synthesis produces composite with a gravimetric

surface area of 263 m2 g−1, whereas mechanical synthesis produces composite with a

gravimetric surface area of 10 m2 g−1. Prior to synthesis, bare carbon black exhibits

a high gravimetric surface area of 1338 m2 g−1. Modal micropore radii, calculated
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using a nonlinear density functional theory, of the bare carbon substrate are 3.63 and

1.18 nm; the autogenically derived composites are 3.79 and 1.23 nm, and the mechan-

ically derived composite is 4.15 nm. For each material, a gravimetric surface area is

proportional to differential volume at modal micropore radii. Low differential vol-

ume and singular modal pore radius in the mechanically derived composite evidence

micropore blockage.

Figure 8.5. Isothermal nitrogen sorption of autogenic carbon–sulfur
composites. (a) Specific volume of carbon precursor compared with
the specific volumes of composites postsynthesis. Showing mechani-
cal synthesis possibly has a high amount of surface sulfur. (b) Pore
distribution of carbon precursor compared with the pore distributions
of carbon–sulfur composites post synthesis.

Electron microscopy (Figure 8.6) further suggests homogeneous distribution of sul-

fur throughout autogenically synthesized carbon–sulfur composites. Scanning elec-

tron micrographs show a large sample of autogenically derived composite particles

with carbon and sulfur distributed throughout the composite. At deeper magnifica-

tion, scanning transmission electron micrographs (Figure 8.7) show a great morpho-

logical similarity of the carbon-coated sulfur and bare carbon black. The particle

geometry appears branched, without a significant change in particle morphology be-
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fore or after sulfur loading. Even after optimization, the sulfur-loaded carbon shows

poor contrast, likely attributable to the loaded sulfur.

Figure 8.6. Scanning electron micrographs of autogenic carbon–sulfur
composites. Autogenic carbon–sulfur composites (left) show carbon
(middle) and sulfur (right) species distributed throughout the com-
posites.

In summary, a high-resolution characterization demonstrates that sulfur lacks a

long-range order when loaded into microporous carbon. Ultimately, applied synthesis

pathway controls sulfur efficiency—that is, the final sulfur mass loading and spatial

arrangement. While both synthesis routes produce noncrystalline sulfur, the distri-

bution of sulfur is less obstructive to molecular probes in the autogenic composite.

This critical feature has significant implications on the rate-dependent gravimetric

capacity of these amorphous sulfur-containing composites.

8.4.2 Influence of Synthesis on Electrochemical Performance of Carbon–Sulfur Com-
posites

Material characterization of autogenically and mechanically derived carbon–sulfur

composites suggest that noncrystalline sulfur allotropes are not present in microp-

orous carbons with appreciable sulfur loading. The chemical storage of nonorthorhom-

bic sulfur is seemingly independent of the synthesis method, producible in carbon–sulfur

composites synthesized by all studied synthesis methods. Though all materials con-



307

Figure 8.7. Scanning transmission electron micrographs of auto-
genic carbon–sulfur composites. (a,c) Autogenic composites and (b,d)
pure carbon generally appear the same in scanning transmission mi-
croscopy.
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tain amorphous sulfur, the electrochemical performance of autogenically derived com-

posites surpasses that of its mechanically derived counterpart.

Between the autogenically and mechanically derived composites, a gravimetric

surface area is directly proportional to gravimetric capacity. A gravimetric capacity

of ≈1000 Ah kg−1 is measured after extended gravimetric cycling of the autogeni-

cally derived carbon–sulfur composite with 40 wt% sulfur loading (Figure 8.8). The

performance of a conventional sample derived via ball milling is shown for compar-

ison. When cycled at various cycling rates, the autogenically derived carbon–sulfur

composite shows a greater capacity of around 1100 Ah kg−1 after extended cycling.

However, all materials demonstrate unstable coulombic efficiency (Figure 8.9), in

which a gravimetric capacity decreases to ≈700 Ah kg−1 following 100 cycles at the

rate C/3. In comparison, the ball milled composite shows a much lower capacity of

≈300 Ah kg−1 at similar rates. When analyzing the coulombic efficiency, the auto-

genic composite demonstrates better efficiency closer to unity (≈100%) during the

rate cycles corresponding to 836, 1672, and 3344 Ah kg−1.

Following the testing at C/3 for 100 cycles, cells were cycled at C/2, 1C, 2C, C/5,

C/10, and C/2 for 10 cycles each, respectively. Chronopotentiograms of carbon–sulfur

composites show improved capacity profiles compared with mechanical mixing (Fig-

ure 8.10). In cycle 130, all autogenic composites show voltage profiles with a great

specific capacity and less hysteresis than the mechanically mixed composite. Inter-

estingly, voltage profiles show two characteristic sulfur voltage plateaus: the high

voltage plateau near 2.3 V and the low plateau near 2.1 V. The presence of the high

voltage plateau during discharge suggests the reduction of high-order polysulfides to

species of the form Li2S6, which eventually leads to the reduction of low-order poly-

sulfides and lithium sulfide Li2S. The sloping transition and activation overpotential

observed at ≈350 Ah kg−1 are due to high-order polysulfide salvation. [413] Note that

the overpotential feature, which occurs during charging, is negligible in the autogenic

materials but prevalent in the mechanically derived composite. This overpotential

feature is attributed to activation barriers for lithium–sulfide dissolution. [414] The



309

Figure 8.8. Extended galvanostatic cycling of autogenic carbon–sulfur
composites. Autogenic carbon–sulfur composites, under various ex-
tent of vaporization time at a temperature of 445 ◦C, demonstrate a
high specific capacity compared with mechanical mixing synthesis, in
addition, to the high capacity demonstrated by the 30% vaporization
high sulfur loading (HS) at 80 wt%. Autogenic samples are termed
vaporization percentages, that is to say autogenic 30% refers to 4.9 h
at 155 ◦C and 2.1 h at 445 ◦C.
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high sulfur case of the 30% vaporization, where the sulfur is loaded at 80 wt%, has

an initial activation period. After 50 cycles, the capacity stops increasing. Lending

to the hypothesis that at high sulfur loadings, sulfur deposition occurs on the surface

of carbon in an orthorhombic crystalline form. In addition, this high sulfur loading

typically results in low specific capacity at high C rates. [376,387,413,415] However,

this material even at high C rates maintains ≈400 Ah kg−1 even after 160 cycles.

Figure 8.10. Chronopotentiograms for autogenic carbon–sulfur com-
posites. (a) After ten cycles at a current density of 3344 A kg−1 (cor-
responding to cycle 130), which was the last cycle at that current
density. (b) Similarly, ten cycles at a current density of 84 A kg−1

(corresponding to cycle 160), which was the last cycle for that cur-
rent density. Autogenic carbon–sulfur composites demonstrate high
capacity and greater energy efficiency than mechanically synthesized
composites.

8.5 Conclusions

Homogeneity of sulfur distribution, within carbon substrates supporting morpho-

logical polysulfide control, dictates electrochemical performance and lifetime of car-

bon–sulfur composites. This property is most sensitive to synthesis pathway rather

than the structural order of the sulfur phase. The effective interfacial surface area
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(e.g., measured by isothermal nitrogen sorption) of the bare carbon substrate governs

the maximum sulfur loading in which morphological polysulfide control can apply.

Electrochemical experiments suggest that available surface area governs the maxi-

mum extent of constrained sulfur loading, in which high sulfur loading approaches

the electrochemical performance of mechanically synthesized composites with less sul-

fur. That is ≈400 Ah kg−1 for 80 wt% sulfur loading compared with ≈750 Ah kg−1 for

40 wt% sulfur in mechanical milling.

The pathway of synthesis determines the electrochemical performance of the car-

bon–sulfur composite performance. Synthesis methods, which encourage homoge-

neous distribution of sulfur (i.e., with thinner effective sulfur coating thickness), pro-

duce composites with better electrochemical performance and less resistance features.

In particular, specific capacity and capacity retention were found to increase for com-

posites as homogeneity of sulfur distribution via the production process.
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[82] J.; Vora B.; Imai T.; Pujadó P. Bhasin, M.; McCain. Dehydrogenation and
oxydehydrogenation of paraffins to olefins. Appl. Catal., A, 221:397–419, 2001.

[83] J.; Santillan-Jimenez E.; Weckhuysen B. M. Sattler, J. J. H. B.; Ruiz-Martinez.
Catalytic dehydrogenation of light alkanes on metals and metal oxides. Chem.
Rev., 114:10613– 10653, 2014.

[84] J. K.; Barteau M. A.; Chen J. G. Kitchin, J. R.; Nørskov. Modification of the
surface electronic and chemical properties of pt(111) by subsurface 3d transition
metals. J. Chem. Phys., 120:10240– 10246, 2004.

[85] J. K. Hammer, B.; Nørskov. Electronic factors determining the reactivity of
metal surfaces. Surf. Sci., 343:211– 220, 1995.

[86] S. G.; Cortright R. D.; Dumesic J. A. Natal-Santiago, M. A.; Podkolzin. Mi-
crocalorimetric studies of interactions of ethene, isobutene, and isobutane with
silica-supported pd, pt, and ptsn. Catal. Lett., 45:155– 163, 1997.

[87] J. A. Cortright, R. D.; Dumesic. Microcalorimetric, spectroscopic, and kinetic
studies of silica supported pt and pt/sn catalysts for isobutane dehydrogenation.
J. Catal., 148:771– 778, 1994.

[88] K. Nykänen, L.; Honkala. Density functional theory study on propane and
propene adsorption on pt(111) and ptsn alloy surfaces. J. Phys. Chem. C,
115:9578– 9586, 2011.

[89] K. Nykänen, L.; Honkala. Selectivity in propene dehydrogenation on pt and pt
3 sn surfaces from first principles. ACS Catal., 3:3026– 3030, 2013.

[90] G.; Vining W. C.; Chi M.; Bell A. T. Sun, P.; Siddiqi. Novel pt/mg(in)(al)o
catalysts for ethane and propane dehydrogenation. J. Catal., 282:165– 174,
2011.



319

[91] J. M.; Casella M. L.; Fierro J. L. G.; Requejo F. G.; Ferretti O. A. Siri, G.
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A. A SHORT DESCRIPTION OF (S)TEM IMAGING

Since there are many different kinds of electron microscopy images shown in this

dissertation, a short description of the differences between techniques is given. In

conventional Transmission Electron Microscopy (TEM), parallel beams are transmit-

ted through the sample, and are partially diffracted and partially transmitted without

interference. In conventional TEM, both the diffracted beams and the direct beam

have to be in focus or artifacts in the imaging will be seen. This focus-condition

leads to extreme low-contrast imaging, as well as increased image artifacts since it

is difficult keep the entire image in focus due to z-height differences. In bright-field

TEM (BF-TEM), seen in Figure A.1, an objective aperture is inserted to block the

diffracted beams and thus allow slight defocusing (Scherzer defocus) to the end of

slightly increasing contrast and therefore create a more interpretable image [416]. BF

and conventional TEM can be recognized by a high-intensity (white) background,

intensity in this kind of imaging (and TEM in general) is not strictly related to the

amount of mass, and the simple orientation of the sample can greatly change the

intensity in the images, leading to difficulties in image interpretation.

It is also possible to tilt the electron beam and place the objective aperture in

such a way so as to collect an image only from some of the diffracted patterns. This

technique, called dark field (DF) imaging (see Figure A.1) is useful for collecting

information such as the orientation of the crystal planes of the particles in view. DF

imaging will therefore often be similar to a negative image of a BF image, but since

only diffraction information is collected by this kind of imaging, different information

is found. Since DF-TEM images are not shown in this article, the reader is directed

to an excellent TEM book [416], it additional information if desired. DF images are

characterized by a low intensity (black) background.
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Figure A.1. Ray diagrams and sample TEM images demonstrating BF
and DF TEM imaging. Dashed lines indicate electrons scattered or
diffracted by the sample. Note the position of the objective aperture.

Scanning Transmission Electron Microscopy (STEM) imaging is another form of

electron microscopy, where the electron beam is focused into a small point, or probe

at the height of the sample and rastered, via scan coils, across a section of the sample

to form an image (see Figure A.2 for clarification). In STEM imaging, detectors

are used (no inherent spatial resolution) at each pixel location to create images. In

essence, for each pixel in an image, the electron probe must rest on that spot in the

sample, while a detector simply integrates the total intensity of electrons it’s area for

that point in time. Therefore, a STEM image collects pixels sequentially, since it is

the moving of the electron probe, not the detector itself, that creates an image [417].
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This is in contrast to TEM imaging, where a near parallel beam interacts with the

sample creating an image at the camera (depending on focusing), that can be collected

simultaneously [416].

Figure A.2. A ray diagram showing the elements of the electron beam
in STEM mode. Dashed lines indicate deflection of the beam path by
the scan coils in order to raster the electron probe across the sample
surface. Faint lines indicate electrons scattered or diffracted from the
sample.
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An important advantage of STEM imaging is that since detectors are used to col-

lect information about the sample, techniques without an inherent spatial resolution

such as electron energy loss spectroscopy (EELS) and energy dispersive spectroscopy

(EDS) can be used to gain spatial resolution. Also, high angle annular dark field

(HAADF) imaging is possible with a detector located at large angles >40 mrad from

the incident electron beam, which is difficult to achieve in TEM imaging without long

imaging times and specialized apertures [417]. The use of STEM mode also allows

the ability to do many different kinds of imaging at the same time, simultaneous

HAADF, ADF, EELS and EDX acquisition is possible, depending on the setup of the

software and equipment.

STEM-HAADF imaging, the most commonly used type of imaging in this report,

is novel in that the intensity is directly related to the atomic number squared (Z2)

of the sample via Rutherford scattering by the electrons near the nucleus. This

Z2 contrast makes images readily understandable, as there are no diffraction effects

that can confuse the reader. For this clarity, and since the samples characterized in

this paper are mostly high Z nanoparticles on a low Z support, perfect for HAADF

imaging, this is the main imaging technique utilized in this report.

STEM imaging still has its drawbacks though, as it can be more damaging to

the sample due to the intense localization of the electron beam. STEM imaging also

usually suffers from a lower resolution when compared to TEM imaging (∼5x in the

old on-campus TITAN, ∼1.3x on the on-campus TALOS). The resolution can be

dramatically improved via the use of aberration-corrected microscopes, at the cost of

availability, lower focus depths, and dramatically increased intensities. The last two

side-effects can be benefits depending on the experiment [417].

On a final note, S/TEM imaging results in a 2D projection of a 3D object, so care

should be taken to avoid confusion by phenomena such as two particles lying on top

of each other. Such confusing artifacts are inherently common in S/TEM imaging,

so care should be taken to understand and ignore them.
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B. ELECTRON ENERGY-LOSS SPECTROSCOPY (EELS) AND ENERGY

DISPERSIVE SPECTROSCOPY (EDS)

EELS is a very powerful method to determine the electron binding energies of a

sample. To first understand this method, it is necessary to first show the mechanism

by which electrons are inelastically scattered by the sample.

Figure B.1. Cartoon depicting the mechanism of incident electron
deflection via excitation of an electron in an atom.

In Figure B.1, it is shown that interaction of the high-energy electrons in the

microscope electron beam with the electrons in the target atoms will deflect the in-
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coming high-energy electron. This deflection is inelastic in nature, as the electron in

the atom is raised to an excited state. In EELS, since this mechanism will reduce the

energy of the incoming electron by the amount that the atomic electron is excited, this

leads to a powerful technique which can be used to investigate binding energies of the

electrons in the sample [418]. Signals are generated by collecting the electrons that

pass through the sample and measuring the energy difference between those electrons

and the unaffected transmitted electron beam, called the zero-loss peak (ZLP). Since

peaks for different elements are tabulated and well-known [419], elemental analysis

is possible. Via the use of a microscope in STEM mode, spectrum imaging (SI) is

possible, where an image is taken with each pixel containing the data for an entire

spectrum. This leads to the possibility of creating chemical maps of different ele-

ments. EELS can be used to obtain a variety of information, such as chemical shifts,

oxidation states, and fine-structure analysis with a spatial resolution. EELS is very

dependent on having a high-quality electron beam (narrow energy distribution), and

a thin sample, where multiple collisions causing erroneous electron-energy readings

are negligible [416,418].

EDS is very similar to EELS in method of signal-generation. After the sample

electrons are excited by the incident high-energy electron beam, they relax into the

ground state quickly, creating X-rays of energies related to the energy levels of the

different atomic orbitals. These X-rays are collected, with the use of STEM mode

imaging, to spectrum images that can be used to create chemical maps. For this

purpose, EDS is superior to EELS for high Z elements (Z > 13), where EELS is

the better for lower Z elements. It is also noted that EELS has a higher energy

resolution due to current technology, making it the choice technique for fine-structure

analysis [416–418]
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