
CELLULAR INACTIVATION USING NANOSECOND PULSED 

ELECTRIC FIELDS 

by 

Aginiprakash Dhanabal 

 

A Thesis 

Submitted to the Faculty of Purdue University 

In Partial Fulfillment of the Requirements for the degree of 

 

Master of Science in Agricultural and Biological Engineering 

 

School of Agricultural & Biological Engineering 

West Lafayette, Indiana 

May 2020 

 

  



2 

 

THE PURDUE UNIVERSITY GRADUATE SCHOOL 

STATEMENT OF COMMITTEE APPROVAL 

Dr. Allen L. Garner, Chair 

School of Nuclear Engineering 

Dr. David A. Detwiler 

Nanovis, LLC 

Dr. Kevin V. Solomon 

Department of Agricultural and Biological Engineering 

 

Approved by: 

Dr. Nathan Mosier 

Head of the Graduate Program 
  



3 

 

To my parents, friends and advisors that inspired me to pursue novel scientific exploration. 

 

 



4 

 

ACKNOWLEDGMENTS 

I would like to express my very great appreciation to Dr. Allen Garner for his valuable and 

constructive suggestions during the planning and development of this research work. His 

willingness to give his time so generously has been very much appreciated. This work could not 

have happened without the constant support and encouragement of Dr. David Detwiler. I would 

also like to thank Dr. Kevin Solomon for the thought-provoking questions and reviewing efforts.  

 

I would also like add a special thanks to Dr. Anand Vadlamani for guiding me and supporting me 

both in and out of lab over the past few years.  

 



5 

 

TABLE OF CONTENTS 

LIST OF TABLES .......................................................................................................................... 7 

LIST OF FIGURES ........................................................................................................................ 8 

ABSTRACT .................................................................................................................................. 10 

1. INTRODUCTION ................................................................................................................. 12 

 Pulsed Electric Field Manipulation of Biological Cells ................................................... 13 

 Nanosecond Pulsed Electric Fields ................................................................................... 13 

2. ENHANCING GRAM POSITIVE ANTIBIOTIC EFFECTIVENESS ON GRAM 

NEGATIVE BACTERIA USING NANOSECOND ELECTRIC PULSES ................................ 16 

 Introduction ....................................................................................................................... 16 

 Materials and Methods ...................................................................................................... 18 

2.2.1 Equipment: ................................................................................................................. 18 

2.2.2 Sample Preparation: ................................................................................................... 18 

2.2.3 Electric Pulse Treatment Protocol: ............................................................................ 19 

2.2.4 Plating: ....................................................................................................................... 21 

2.2.5 Statistical Analysis: ................................................................................................... 21 

 Results and Discussion ..................................................................................................... 21 

2.3.1 Bacterial inactivation combining Electric Pulses (PEFs) with antibiotics ................ 21 

2.3.2 Inactivating Gram-negative bacteria with Gram positive antibiotics ........................ 26 

 Implications and Conclusion ............................................................................................. 30 

3. MODELLING CANCER CELL POPULATION DYNAMICS WITH NANOSECOND 

PULSED ELECTRIC FIELDS ..................................................................................................... 33 

 Introduction ....................................................................................................................... 33 

 Materials and Methods ...................................................................................................... 36 

3.2.1 Pulsed Power Equipment ........................................................................................... 36 

3.2.2 Cell Suspension Preparation. ..................................................................................... 37 

3.2.3 Electric Pulse Treatment Protocol ............................................................................. 37 

3.2.4 Plating/Counting ........................................................................................................ 38 

3.2.5 Mathematical Modeling of Cell Population Dynamics ............................................. 38 

 Results ............................................................................................................................... 40 



6 

 

3.3.1 Determination of Initial Fractions of Proliferating and Quiescent Cells ................... 40 

3.3.2 Fitting the Model to Experimental Data .................................................................... 42 

 Conclusion ........................................................................................................................ 47 

4. CONCLUSION ...................................................................................................................... 50 

REFERENCES ............................................................................................................................. 52 

VITA ............................................................................................................................................. 62 

 

  



7 

 

LIST OF TABLES 

Table 1:ANOVA p-values for antibiotic effectiveness on bacterial inactivation compared to either 

no PEF treatment or PEF treatment without antibiotics. Bold values are significant (p < 0.05). . 22 

Table 2: Dunnett’s comparison of the statistical significance of 2 and 20 µg/mL of each drug to 

the no drug treatment following no pulsed electric field (PEF) exposure and treatment with either 

500 20 kV/cm or 222 30 kV/cm 300 ns PEFs. Significant values (p < 0) are bolded. ................. 23 

Table 3: Summary of the fraction of Jurkat cells in quiescent (G0) phase or combine G0/G1 phase. 

N/A indicates that the study did not specifically report that fraction. .......................................... 42 

Table 4: Values for fitting parameters obtained from fitting 300 ns, 5 kV/cm treatments 

experimental data to mathematical models of cell population assuming an initial cell population 

comprised of 84% proliferating cells with no (0) electric pulses representing the unpulsed control.

....................................................................................................................................................... 43 

 

 

 

  



8 

 

LIST OF FIGURES 

Figure 1: Representative waveforms for the 20 kV/cm and 30 kV/cm 300 ns electric pulses with 

applied electric field E = V/D, where V is the measured voltage and D is the cuvette gap distance.

....................................................................................................................................................... 20 

Figure 2: Inactivation of MRSA USA300 following treatment with 300 ns electric pulses (PEFs, 

500 at 20 kV/cm and 222 at 30 kV/cm) and/or various concentrations of antibiotics. Adding 2 or 

20 g/mL of rifampicin with 30 kV/cm PEFs, 2 g/mL of rifampicin with 20 kV/cm PEFs, 20 

g/mL of linezolid with 30 kV/cm PEFs, or 20 g/mL of mupirocin with 30 kV/cm PEFs induced 

a statistically significant increase in microorganism inactivation compared to the corresponding 

with no drug. The error bars are determined from standard deviation. Significant differences in 

inactivation at each electric field intensity are denoted as follows: * p < 0.05; **p < 0.01. ........ 25 

Figure 3: Inactivation of E. coli following treatment with 300 ns electric pulses (PEFs, 500 at 20 

kV/cm and 222 at 30 kV/cm) and/or various concentrations of antibiotics. The error bars are 

determined from standard deviation. Significant differences in inactivation at each field intensity 

are marked as follows: *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001. The increased 

membrane permeabilization induced by the PEFs increased the inactivation for both drug 

concentrations and PEF intensities for rifampicin and mupirocin, for the higher PEF intensity for 

erythromycin and vancomycin, and for the lower PEF intensity for linezolid. ............................ 28 

Figure 4: Inactivation of P. aeruginosa following treatment with 300 ns electric pulses (PEFs, 500 

at 20 kV/cm and 222 at 30 kV/cm) and/or various concentrations of antibiotics.  Adding 20 g/mL 

of linezolid or 2 or 20 g/mL of rifampicin to the 30 kV/cm PEF train induces a statistically 

significant increase in inactivation compared to the PEFs themselves. The error bars are 

determined from standard deviation. Significant differences in inactivation at each field intensity 

are marked as follows: *p < 0.05; **p < 0.01. .............................................................................. 29 

Figure 5: Schematic representing a simple mathematical model for cancer cell population 

dynamics assuming that it is comprised of proliferating cells x(t) and quiescent cells y(t) that vary 

as functions of time t. The proliferating cells divide at a rate b and transition to the quiescent state 

at a rate P(x,y). The quiescent cells transition to the proliferating state at a rate Q(x,y) and die at a 

rate d. Typically, Q(x,y) << P(x,y). ............................................................................................... 33 

Figure 6: Representative waveforms for 300 ns (left) and 60 ns (right) electric pulses. .............. 37 

Figure 7: Percentage change in cell concentration for the control population over the 

experimentally measured time span by increasing or decreasing each parameter by 10% with all 

others fixed.................................................................................................................................... 44 



9 

 

Figure 8: Percent change in cell concentration for the 300 ns 5 kV/cm 30 pulse treatment 

population over the experimentally measured time by increasing or decreasing each parameter 10% 

with all other parameters fixed. .................................................................................................... 45 

Figure 9: Growth curves and model fitting of Jurkat cells (control). ........................................... 45 

Figure 10: Growth curves and model fitting of Jurkat cells after PEF treatment: 300 ns, 5 kV/cm, 

10 pulses........................................................................................................................................ 46 

Figure 11: Growth curves and model fitting of Jurkat cells after PEF treatment: 300 ns, 5 kV/cm, 

30 pulses........................................................................................................................................ 46 

Figure 12: Growth curves and model fitting of Jurkat cells after PEF treatment: 300 ns, 5 kV/cm, 

50 pulses........................................................................................................................................ 47 

  



10 

 

ABSTRACT 

Author: Dhanabal, Aginiprakash. MS 
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Degree Received: May 2020 

Title: Cellular Inactivation using Nanosecond Pulsed Electric Fields 

Committee Chair: Allen Garner 

 

Pulsed electric fields (PEFs) can induce numerous biophysical phenomena, especially 

perturbation of the outer and inner membranes, that may be used for applications that include 

nonthermal pasteurization, enhanced permeabilization of tumors to improve the transport of 

chemotherapeutics for cancer therapy, and enhanced membrane permeabilization of individual 

cells to enhance RNA and DNA delivery for gene therapy. The applied electric field and pulse 

duration determine the density, size, and reversibility of the created membrane pores. PEFs with 

durations longer than the outer membrane’s charging time will induce pore formation with the 

potential for application in irreversible electroporation for cancer therapy and microorganism 

inactivation. Shorter duration PEFs, particularly on the nanosecond timescale (nsPEFs), induce a 

larger density of smaller membrane pores with the potential to permeabilize intracellular 

membranes, such as the mitochondria, to induce programmed cell death. Thus, the PEFs can 

effectively kill multiple types of cells, dependent upon the cells. This thesis assesses the ability of 

nsPEFs to kill different cell types, specifically microorganisms with and without antibiotics as well 

as varying the parameters to affect populations of immortalized leukemia cells (Jurkats).  

Antibiotic resistance has been an acknowledged challenge since the initial development of 

penicillin; however, recent discoveries by the CDC and the WHO of microorganisms resistant to 

last line of defense drugs combined with predictions of potential infection cases reaching 50 

million a year globally and the absence new drugs in the discovery pipeline highlight the need to 

develop novel ways to combat and overcome these resistance mechanisms. Repurposing drugs, 

exploring nature for new drugs, and developing enzymes to counter the resistance mechanisms 

may provide potential alternatives for addressing the scarcity of antibiotics effective against gram-

negative infections. One may also leverage the abundance of drugs effective against gram-positive 

infections by using nsPEFs to make them effective against gram-negative infections, including 
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bacterial species with multiple natural and acquired resistance mechanisms. Numerous drug and 

microbial combinations for different doses and pulse treatments were tested and presented here. 

 Low intensity PEFs may selectively target cell populations at different stages of the cell 

cycle (quiescence and mitosis) to modify cancer cell population dynamics. Experimental studies 

of cancer cell growth when exposed to a low number of nsPEFs, while varying pulse duration, 

field intensity and number of pulses reveals a threshold beyond which cell recovery is not possible, 

but also a point of diminishing returns if cell death is the intention. A theory comprised of coupled 

differential equations representing the proliferating and quiescent cells showed how changing PEF 

parameters altered the behavior of these cell populations after treatment. These results may provide 

important information on the impact of PEFs with sub-threshold intensities and durations on cell 

population growth and potential recurrence.   
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1. INTRODUCTION 

Electricity and biology are inextricably connected.  From ion channels in membranes to ion 

transport between the extracellular fluid and the cytoplasm, the movement of charged species plays 

a major role in cellular function. Thus, engineers and physicists frequently consider a cell as a 

multilayered dielectric with each layer (namely the plasma membrane, cytoplasm, nuclear 

envelope, and nucleoplasm) defined electrically by a permittivity (or capacitance) and conductivity 

(or resistivity).  A eukaryotic cell containing a nucleus may thus be represented schematically, as 

in Fig. 1a [1-2], or as a circuit, as in Fig. 1b [3-4]. Each layer is therefore electrically defined by a 

capacitance that gives its charging time in the presence of an external electric field and a resistance 

that represents its ability to hinder ionic flow in the membranes or its concentration of ions in the 

cytoplasm or nucleoplasm.  

 

 
    

              (a)                                                                      (b) 

 

Fig 1.  Electrical representation of the cell.  (a) Multilayer dielectric representation of a cell [1] 

where  and  represent the permittivity and conductivity, respectively, of each layer, and ne, np, 

cp, and m represent the nuclear envelope, nucleoplasm, cytoplasm, and plasma membrane, 

respectively.  (b) Circuit representation of a cell between two electrodes where b represents the 

extracellular (or buffer) solution, pm represents plasma membrane, and R and C are the 

resistance and capacitance of each layer, respectively [4]. 
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 Pulsed Electric Field Manipulation of Biological Cells 

Given the importance of electrical properties in biological cells, it stands to reason that 

applying external electric fields to tissues and cells will induce functional and structural changes 

at the cellular, tissue, and organism levels.  Pulsed electric fields (PEFs) above a certain intensity 

threshold can eradicate microorganisms [5-6].  Initially explained in terms of dielectric breakdown, 

charging the plasma membrane above a threshold voltage induced a rapid increase in membrane 

conductivity [7], subsequent experiments showed that PEFs of appropriate duration and field 

intensity induced temporary membrane permeabilization followed by cellular recovery [8]. This 

electropermeabilization can facilitate the cellular delivery of molecules normally unable to traverse 

the plasma membrane, paving the way for vaccine delivery, transdermal delivery [9], gene therapy 

[10], and electrochemotherapy [10-11].  

The currently accepted mechanism for electropermeabilization is electroporation, or the 

formation of pores in the plasma membrane [12].  These pores arise when membrane voltages 

exceeding a few hundred millivolts alter the lipid bilayer [13].  Although incontrovertible 

experimental evidence of electroporation remains elusive, molecular dynamics (MD) simulations 

provide insight on the mechanism involved [14].  Through MD, Levine and Vernier showed that 

pore formation begins when an electric field induced a water defect into the bilayer interior [15].  

Subsequent reorganization of the phospholipid head groups around the defect formed the pore with 

additional water and head groups migrating into the pore during pore maturation.  Upon removing 

the electric field, the pore shrinks as the head groups and water vacate the membrane interior with 

membrane integrity restored once the head groups separate into two groups and all the water 

vacates the pore [15].  

 Nanosecond Pulsed Electric Fields 

Conventional PEFs must be applied for a sufficient duration, typically on the order of 

hundreds of microseconds to a few milliseconds, to charge the cell membrane to induce sufficient 

membrane potential to permeabilize the cell membrane for electroporation. These pulses are my 

be  square, exponentially decaying or Gaussian in shape with typical electric field strengths on the 

order of hundreds of V/cm to a few kV/cm. Applying similar total energies (which may be 

estimated by Q = P/, where Q is energy, P is power, and  is pulse duration with P = IV = V2/R = 
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I2R, where I is the current through the load, V is the electric potential drop through the load, and R 

is the resistance of the load, where the load is the cell suspension. To be completely correct, this 

must integrated with respect to time [102]) as these conventional electroporation PEFs over shorter 

durations of tens to hundreds of nanoseconds will not charge the membrane sufficiently to induce 

conventional membrane permeabilization in larger eukaryotic cells. Instead, these nanosecond 

duration PEFs (nsPEFs), which typically have pulse durations from 10-300 ns and electric field 

intensities from tens to hundreds of kV/cm, create nanopores on the outer cell membrane [16-18]. 

However, shorter duration of the nsPEFs is sufficient to fully charge the membranes of smaller 

intracellular structures such as the mitochondria, the membranes of vesicles to induce the release 

of intracellular calcium stores, or the nuclear envelope. Initial nsPEF experiments hypothesized 

that these nanosecond PEFs, nsPEFs, bypassed membrane effects to induce intracellular effects. 

These results were demonstrated in multiple ways with various mammalian cells. For instance, 

experiments showed that applying nsPEFs could induce apoptosis in certain cells without inducing 

permeabilization. Later experiments using electrical measurements [1] and the dye YO-PRO-1 

[16-18] showed that nsPEFs induced pores of sufficient size to permit ions or small molecules to 

traverse the membrane, indicating the presence of nanopores smaller than those typical of 

conventional electroporation. These characteristics have paved the way for other applications of 

nsPEFs, such as platelet activation [19-21], which requires the permeabilization of membranes to 

facilitate Ca2+ entry to activate platelets and release the growth factors necessary for wound healing. 

In this thesis, the cytotoxicity of nsPEFs are explored for in vitro elimination of cancer cells.  

Since bacteria are similar in size to the intracellular organelles, nsPEFs will be more likely 

to fully charge their membranes to induce pore formation. Chapter 2 of this thesis examines the 

combination of nsPEFs with various drug combinations to increase the cytotoxicity and 

effectiveness of gram-positive antibiotics on gram negative microbes, which may open a new 

pipeline for drugs to combat AMR. The ability to repurpose drugs that have already cleared the 

antibiotic regulatory pathways will provide additional options to healthcare personal for treating 

antibiotic resistant infections.  

Chapter 3 investigates the impact of nsPEFs on the populations of E6 Jurkat cells, an acute 

T-cell leukemia suspension cell. The main focus of this Chapter is to extend previous experimental 

population studies to assess the applicability of a simple mathematical model for exploring the 

underlying biophysical behavior of the treated cell population due to a subthreshold PEF exposure, 
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which is important for in vivo studies where all cells may not be exposed to a uniform therapeutic 

PEF intensity. Characterizing the cancer cells as a population consisting of proliferating and 

quiescent cells, then further defining the transition rates to and from each with parameters for birth 

and death rates provides a framework to understand the effects of different pulse parameters to a 

single population over time. The limitations and conditions of the simple model are explained and 

appropriately fitted parameters.  
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2. ENHANCING GRAM POSITIVE ANTIBIOTIC EFFECTIVENESS ON 

GRAM NEGATIVE BACTERIA USING NANOSECOND ELECTRIC 

PULSES  

This research was published (R. A. Vadlamani, A. Dhanabal, D. Detwiler, R. Pal, J. 

McCarthy, M. N. Seleem, and A. L. Garner, “Nanosecond electric pulses rapidly enhance the 

inactivation of Gram-negative bacteria using Gram-positive antibiotics,” Applied Microbiology 

and Biotechnology, 104, 2217–2227 (2020).). R. A. Vadlamani and A. Dhanabal contributed 

equally to this work.  

Reprinted by permission from Springer Nature: Applied Microbiology and Biotechnology, 

(Nanosecond electric pulses rapidly enhance the inactivation of Gram-negative bacteria using 

Gram-positive antibiotics, R. A. Vadlamani, A. Dhanabal, D. Detwiler, R. Pal, J. McCarthy, M. N. 

Seleem, and A. L. Garner), 2020. License Number 4814280288346.  

 Introduction 

The discovery of antibiotics and their subsequent excessive or careless consumption has created 

antibiotic resistant pathogens, increasing the mortality rates from these infections and the cost 

burden on global healthcare systems [22]. Alexander Fleming expressed his concern of the 

population self-medicating inappropriately, either excessively or insufficiently [23], leading to the 

development of penicillin resistant microbes. The earliest pathogens resistant to penicillin arose 

within a decade of its discovery, and resistance mechanisms to various antibiotics can occur before 

completing their clinical trials or shortly after clinical use [22, 24-25]. Applying antibiotics in 

agriculture [26] and livestock farming [27] has further enhanced resistant pathogen development, 

potentially heralding the onset of the “post-antibiotic era” [28], where routine surgeries and simple 

scratches could lead to deadly infections reminiscent of the pre-antibiotic era. Antimicrobial 

resistance accounts for approximately 700,000 deaths annually, with predictions of 10 million 

deaths per year by 2050 [27]. The increased obsolescence of antibiotics, combined with the slow 

pace of new antibiotic development, especially in combating fluoroquinolone resistance in P. 

aeruginosa, has forced medical facilities to more frequently treat Gram-negative infections with 

older drugs, such as colistin, which are traditionally drugs of last resort and have more undesired 

side effects [27].  
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 The pandemic nature of resistant plasmids and genes and the low economic return on 

investment for antibiotic discovery and development has discouraged pharmaceutical companies 

over the past two decades, leading to the dissipation of the antibiotic pipeline, especially for Gram-

negative bacteria [24]. Gram-positive infections, such as methicillin-resistant Staphylococcus 

aureus (MRSA), comprise a significant portion of clinically relevant bacteria [27], and numerous 

novel antimicrobial drugs have been licensed to target them in the past decade [29]. While the list 

of essential medicines contains many drugs for combating Gram-positive infections [30], several 

of them, such as linezolid and vancomycin, have no clinically significant effect on most Gram-

negative bacteria [31]. Even with public funding to incentivize new antibiotic development, such 

programs often require up to a decade to produce new molecules and compounds, and the nature 

of resistance mechanisms makes it likely that antibiotic resistance will develop more rapidly than 

new drug development. Thus, the current strategy of following a long and arduous process to 

develop new drugs followed by the rapid development of resistant microbes is one of escalating 

biological warfare.  

 This necessitates novel antimicrobial techniques. One approach entails repurposing drugs 

used for other medical treatments, such as arthritis, which exhibit antimicrobial properties [31-32]. 

Alternatively, one may combine drugs with different effects, such as one overcoming drug 

resistance mechanisms and the other inactivating the microbe by a common mechanism, such as 

inhibiting protein synthesis, nuclei acid synthesis, or cell wall synthesis. We previously achieved 

a similar result by combining nanosecond pulsed electric fields (nsPEFs) with antibiotics to 

inactivate microorganisms [33]. Other studies have examined electric fields for inactivating 

bacteria and biofilms for multiple applications [34], including sterilization [35] for wastewater 

treatment, food preservation and pasteurization [36-38], and biofilm removal from biomedical 

implants [39]. Electric fields can also enhance the susceptibility of biofilms and membranes to 

antibiotics [40], a concept that we extend to treat antibiotic resistant strains of bacteria.  

We previously demonstrated that combining nsPEFs with antibiotics synergistically 

inactivates microbes [33]. In other words, combining trains of electric pulses (PEFs) and 

antibiotics, that were alone inadequate to induce clinically relevant microorganisms, could induce 

clinically significant microbe reduction (and in some cases complete sterilization) with a three to 

four minute nsPEF treatment time and ten-minute overall exposure time of the drug to the cells. 

This technique provides several advantages for treating antibiotic resistant mechanisms. First, 
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minimizing the drug dose and exposure time limits the possibility of creating resistance 

mechanisms. Second, the increased inactivation further reduces the likelihood of a surviving 

pathogen developing a resistance mechanism in that short time period. Finally, minimizing the 

exposure time could minimize any potential side effects to surrounding cells.  

Another novel approach to combining nsPEFs with antibiotics involves leveraging the 

ability of PEFs to permeabilize microbial membranes to rapidly transport sufficient antibiotic 

levels into the microbe to overcome the antibiotic resistance mechanisms.  While on the surface 

this may appear a subtle distinction, most studies combining PEFs to improve delivery of 

molecules or drugs, such as chemotherapeutics, into cells do so to enhance the delivery of a drug 

designed specifically to target the cell (or, at least, is highly cytotoxic). In this case, we propose to 

use the PEFs to permeabilize cells to make antibiotics that are normally ineffective at targeting a 

specific microorganism effective. Specifically, the relative abundance of Gram-positive antibiotics 

coupled with the dearth of Gram-negative antibiotics that can target resistant microorganisms 

motivated the current study. This study was designed to demonstrate the feasibility of using 

nsPEFs to render Gram-positive antibiotics effective against multiple species of resistant Gram-

negative microorganisms.   

 Materials and Methods 

2.2.1 Equipment:  

A Blumlein pulse generator consisting of two lines comprised of twelve 2000 pF capacitors 

connected by inductors produced 300 ns PEFs with rise-times of 30 ns and fall-times of 35 ns at a 

repetition frequency of 1 Hz [41]. The PEFs were applied to a standard 2 mm gap electroporation 

cuvette (Dot Scientific ®) filled with a solution containing the microorganisms. We used a Luria 

broth of 0.5% salinity (5 g/L NaCl) for the solution to electrically match the resistance of the 

sample with the impedance of the pulse generator (11 ) to prevent signal reflection. The voltage 

measurements were taken using a LeCroy PPE 20 kV high voltage probe with a 1000:1 attenuation 

recorded by a TeleDyne LeCroy ® Waverunner 6 Zi Oscilloscope with a bandwidth of 4 GHz. 

2.2.2 Sample Preparation:  

These experiments combined nsPEFs with Gram-positive antibiotics to enhance the 

inactivation of two clinically relevant antibiotic resistant Gram-negative strains of bacteria and one 
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Gram-positive strain.  The Gram-negative clinical isolates included a carbapenem-resistant 

Escherichia coli (ATCC® BA-2452™, New Delhi metallo-beta-lactamase NDM-1 positive, 

Carbepenem-resistant strain including imipenem and ertapenem) and a gentamicin, streptomycin 

and sulfonamide resistant Pseudomonas aeruginosa (BEI Resources NR-31040). We assessed the 

Gram-positive strain of methicillin resistant Staphylococcus aureus (MRSA USA300, a strain 

linked most frequently to skin infections in the United States), which is also resistant to 

erythromycin and tetracycline. Samples were cultured in Luria broth (LB Broth Lennox, powder 

microbial growth medium, SIGMA-ALDRICH ®) by taking 25 mL of broth in a 50 mL sterile 

conical tube and incubating in a shaker for 16 h at 37 °C. Samples were diluted 50 % by adding 

25 mL media to the incubated sample as we plated controls for each experiment and condition. 

 The experiments assessed the following antibiotics: vancomycin, linezolid, rifampicin, 

mupirocin, erythromycin, and fusidic acid. Except for rifampicin, which has a broad spectrum of 

effectiveness against most Gram-positive and Gram-negative organisms, the five other antibiotics 

in this study primarily target Gram-positive bacteria and are largely ineffective or not used against 

Gram-negative bacteria in a clinical setting since they cannot effectively traverse their membranes 

[29][42]. Vancomycin is used primarily to treat Gram-positive bacteria such as MRSA, MRSE 

(methicillin resistant Staphylococcus epidermis), and other resistant strains of enterococci. 

Linezolid is used primarily against Gram-positive bacteria such as MRSA, vancomycin resistant 

enterococci and streptococci. Mupirocin is used primarily to treat MRSA and other S. aureus 

strains, with mupirocin resistant S. aureus. arising almost immediately after clinical trials. 

Although its mechanism is incompletely understood, erythromycin is bacteriostatic and acts 

internally by binding to the 50s subunit of the rRNA complex and is also used primarily against 

Gram-positive bacteria. Fusidic acid is another bacteriostatic compound used primarily to treat 

Gram-positive bacteria with MRSA and S. aureus strains exhibiting resistance. Of the antibiotics 

studied here, the WHO Model list of essential medicines includes rifampicin and vancomycin and 

classifies linezolid as a drug of last resort [30]. 

2.2.3 Electric Pulse Treatment Protocol:  

Samples were treated in 2 mm gap cuvettes containing 365 µL of sample between the 

electrodes, with bio-grade mineral oil added on top of the electrodes to prevent arcing. PEF 

treatments in previous studies [34], [43] examined the effect of electric fields on microbial 
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inactivation, while recent studies [33] assessed the synergistic combination of nsPEFs and 

antibiotics. This study used similar nsPEF parameters as our previous study [33], which started 

with low electric fields and antibiotic dosages that induced minimal inactivation alone, but showed 

significant inactivation when combined.  These results were compared to a higher electric field 

capable of inactivating bacteria independently with varying effectiveness across strains. We then 

assessed the improvement in inactivation introduced by adding the antibiotics to these PEFs.  

 To establish a common baseline for comparing different nsPEF parameters, we fixed the 

energy density U delivered to the cuvettes according to  

 U = NE2, (1) 

 

where N is the number of pulses and  is the pulse duration [44]. We applied either 500 300 ns 

PEFs at 20 kV/cm or 222 300 ns PEFs at 30 kV/cm to deliver equivalent energy to the sample. 

Figure 1 shows a representative waveform for each PEF intensity with the electric field E = V/D, 

with V the measured applied voltage and D the cuvette gap distance.  

 

 

 

Figure 1: Representative waveforms for the 20 kV/cm and 30 kV/cm 300 ns electric pulses with 

applied electric field E = V/D, where V is the measured voltage and D is the cuvette gap 

distance. 
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2.2.4 Plating:  

Tissue culture Petri dishes from VWR ® (15 cm diameter, 10 mm height) were utilized for 

plating. Each plate was covered with 15 mL of Luria broth (Agar, microbiology tested powder, 

SIGMA-ALDRICH ®), which was prepared by adding 20 g of LB Lennox (SIGMA-ALDRICH) 

and 15 g/L of agar to water prior to being autoclaved. The salinity of the agar was the same as the 

LB (0.5% NaCl) to minimize additional environmental stressors on the bacteria. 

 We removed 20 µL from each cuvette and added it to 180 µL of PBS in a 96-well dish in 

triplicate. Each well was then diluted by a ratio of 10:1 five additional times by taking 20 µL of 

the diluted sample into subsequent wells using multi-channel pipettes (using fresh tips for each 

dilution). We plated the six dilutions of each sample two times each by adding 4 µL from each 

well onto the Petri dish using a multi-channel pipette, which allowed the plating of all three 

replicates on the same plate to then averaged to find the final concentration. These plates were then 

cultured overnight in an incubator at 37 °C and counted the next day. We performed at least three 

replicates for each condition.  

Counts were taken for relevant dilutions (colony counts ranged from 15 to 25 colonies) and 

multiplied by 25×10dilution, to account for the 4 µL plated for each condition. These experiments 

were repeated three times each over different days with different incubated samples.  

2.2.5 Statistical Analysis: 

 A two-way ANOVA (alpha = 0.05) was run to determine the statistical significance of the 

log reduction from drug and field treatments. Performing a Dunnett’s multiple comparison test in 

addition to the ANOVA permitted us to compare the different concentrations of each drug at each 

field intensity. Results are presented as p-values and significant differences from the Dunnett’s 

test are marked appropriately in the figures.   

 Results and Discussion 

2.3.1 Bacterial inactivation combining Electric Pulses (PEFs) with antibiotics 

 We assessed various combinations of the antibiotics above with nsPEFs for inactivating 

one Gram-positive and two Gram-negative bacteria.  Table 1 summarizes the ANOVA assessment 

of the various treatments to assess the statistical significance of adding 2 or 20 g/mL with or 
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without PEFs. All drugs except fusidic acid had significant effects on E. coli inactivation. For P. 

aeruginosa, rifampicin is the only drug that had a significant effect, indicating that the Gram-

positive drugs remained ineffective against this Gram-negative strain. Combining mupirocin and 

rifampicin with PEFs significantly improved the inactivation of the Gram-positive strain MRSA 

compared to PEFs alone.  

Table 1:ANOVA p-values for antibiotic effectiveness on bacterial inactivation compared to 

either no PEF treatment or PEF treatment without antibiotics. Bold values are significant (p < 

0.05). 

Drug MRSA E. coli P. aeruginosa 

Linezolid 0.3349 0.0076 0.2915 

Fusidic acid 0.8543 0.15 
 

Erythromycin 0.771 0.0088 0.1559 

Mupirocin 0.03 <0.0001 0.1559 

Rifampicin 0.0009 <0.0001 0.0288 

Vancomycin 0.588 0.0021 0.1888 

 

Table 2 shows our application of Dunnett’s test to compare 2 and 20 µg/ml doses to no 

drug concentration to further elucidate PEF-enhancement of drug effectiveness and specifically 

assess whether further increasing drug concentration enhances inactivation. These results are also 

evident in Figures 1-3 for each individual microorganism.  
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Table 2: Dunnett’s comparison of the statistical significance of 2 and 20 µg/mL of each drug to 

the no drug treatment following no pulsed electric field (PEF) exposure and treatment with either 

500 20 kV/cm or 222 30 kV/cm 300 ns PEFs. Significant values (p < 0) are bolded. 

Drug 

Electric 

Field 

(kV/cm) 

Concentration 

Compared to no 

Drug 

(g/mL) 

MRSA E. coli P. aeruginosa 

Linezolid 

0 
2 0.9891 0.9956 0.9476 

20 0.9891 0.9956 0.8715 

20 
2 0.8759 0.0209 0.9891 

20 0.9972 0.0041 0.3510 

30 
2 0.2234 0.0617 0.7909 

20 0.0371 0.1246 0.0011 

Fusidic acid 

0 
2 0.9912 0.9990  

20 0.9601 0.9997  

20 
2 0.9762 0.7310  

20 0.7844 0.5057  

30 
2 0.3935 0.1076  

20 0.2754 0.0647  

Erythromycin 

0 
2 0.9383 0.9936 0.0138 

20 0.9841 0.7533 0.8956 

20 
2 0.8253 0.1154 0.9681 

20 0.9960 0.6584 0.6966 

30 
2 0.5644 0.0097 0.2143 

20 0.4251 0.0002 0.3124 

Mupirocin 

0 
2 0.9773 0.9871 0.6583 

20 0.9974 0.9497 0.8970 

20 
2 0.9772 0.0093 0.7885 

20 0.5447 0.0123 0.9812 

30 
2 0.3875 <0.0001 0.0534 

20 0.0015 0.0003 0.2321 

Rifampicin 

0 
2 0.5859 0.9573 0.9947 

20 0.4717 0.9891 0.4850 

20 
2 0.0086 0.0342 0.9528 

20 0.3090 <0.0001 0.3603 

30 
2 0.0311 0.0001 0.0087 

20 0.0015 <0.0001 0.0029 

Vancomycin 

0 
2 0.9900 0.9196 0.9908 

20 0.9777 0.9537 0.6618 

20 
2 0.9899 0.5812 0.7648 

20 0.9899 0.1002 0.7964 

30 
2 0.3019 0.0390 0.5665 

20 0.1851 0.0003 0.1245 
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Figure 2 highlights the inactivation of MRSA USA300 under these conditions and the 

resulting improvement due to adding a single antibiotic to the nsPEFs.  Treating MRSA USA300 

with either 2 g/mL or 20 g/mL of any of the drugs alone induced less than 1-log10 reduction.  

Applying either 500 20 kV/cm or 222 30 kV/cm 300 ns PEFs with no drugs induced over 1.5-log10 

or 4-log10 reduction, respectively.  Since these nsPEFs had the same pulse duration and delivered 

the same overall energy density to the microbes, and the time between PEFs of 1 s is sufficient for 

many pores to reseal [45], this suggests that the higher electric field has a dramatic and statistically 

significant (p < 0.0001) effect on MRSA USA300 inactivation compared to the lower electric field. 

With all else equal, raising the electric field increases the membrane potential, making both 

reversible and irreversible electroporation more likely. Because only very long-lived pores will 

remain for either nsPEF condition, the driving factor for membrane level effects will likely be the 

increased membrane potential and subsequent pore formation from a single nsPEF, suggesting that 

the 30 kV/cm should have the larger impact.   

Figure 2 shows that combining certain concentrations of specific drugs with PEFs can 

induce a statistically significant improvement in inactivation efficacy compared to applying PEFs 

alone. For instance, adding 2 or 20 g/mL of rifampicin with 30 kV/cm PEFs, 2 g/mL of 

rifampicin with 20 kV/cm PEFs, 20 g/mL of linezolid with 30 kV/cm PEFs, or 20 g/mL of 

mupirocin with 30 kV/cm PEFs induced a statistically significant increase in microorganism 

inactivation compared to the corresponding PEF with no drug. This suggests that the improved 

permeabilization of these nsPEFs plays a critical role in enhancing the efficacy of these specific 

drugs for inactivating MRSA USA300. Since all the drugs except for rifampicin specifically target 

Gram-positive microorganisms, incorporating these levels of nsPEFs to facilitate their entry into 

MRSA does not statistically significantly improve the efficacy compared to nsPEFs alone. The 

ability to improve nsPEF efficacy by incorporating a small level of rifampicin could be valuable 

in cases necessitating broad spectrum antibiotics since treatments usually attempt to avoid over-

reliance on rifampicin to mitigate the risk of the development of antibiotic resistance [46-47]. 

Moreover, since combinations of rifampicin and fusidic acid are often used to treat MRSA, 

particularly for prosthetic joint infections [47], this result could have practical clinical application 

for localized infections. 
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Figure 2: Inactivation of MRSA USA300 following treatment with 300 ns electric pulses (PEFs, 

500 at 20 kV/cm and 222 at 30 kV/cm) and/or various concentrations of antibiotics. Adding 2 or 

20 g/mL of rifampicin with 30 kV/cm PEFs, 2 g/mL of rifampicin with 20 kV/cm PEFs, 20 

g/mL of linezolid with 30 kV/cm PEFs, or 20 g/mL of mupirocin with 30 kV/cm PEFs 

induced a statistically significant increase in microorganism inactivation compared to the 

corresponding with no drug. The error bars are determined from standard deviation. Significant 

differences in inactivation at each electric field intensity are denoted as follows: * p < 0.05; **p 

< 0.01. 
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2.3.2 Inactivating Gram-negative bacteria with Gram positive antibiotics  

Figure 3 shows the inactivation of Gram-negative E. coli by Gram-positive antibiotics.  

Applying 2 g/mL or 20 g/mL of linezolid, fusidic acid, erythromycin, mupirocin, rifampicin, or 

vancomycin induced no statistically significant changes in E. coli population, relative to untreated 

control.  Applying the 20 or 30 kV/cm nsPEFs induced a statistically significant 1.5-log10 or 2.6-

log10 inactivation (p < 0.0001), respectively.  

Combining the 20 or 30 kV/cm nsPEFs with 2 g/mL or 20 g/mL of rifampicin or 

mupirocin induced statistically significant increases in microorganism inactivation, indicating that 

the nsPEF induced membrane permeabilization enhances the efficacy of these antibiotics. 

Specifically, applying 2 or 20 g/mL of rifampicin with 20 kV/cm PEFs resulted in an additional 

0.7 and 1.6-log10 reduction, respectively, compared to PEFs alone and 1.5 and 3.6-log10 reduction, 

respectively, compared to 30 kV/cm PEFs. Combining the 30 kV/cm PEFs with 20 g/mL of 

rifampicin resulted in over 6.1-log10 reduction, which was the highest of any combination studied. 

Adding 2 or 20 g/mL of mupirocin with 20 kV/cm PEFs led to approximately 0.8-log10 additional 

inactivation compared to the PEFs alone. Adding 2 or 20 g/mL of mupirocin with the 30 kV/cm 

PEFs enhanced inactivation by 1.8- or 1.232-log10, respectively, compared to the PEFs alone.   

Combining 2 or 20 g/mL of vancomycin or erythromycin with the 20 kV/cm PEFs did 

not improve inactivation efficacy; however, combining either concentration of these antibiotics 

with the 30 kV/cm PEFs did improve E. coli inactivation. Specifically, combining 2 or 20 g/mL 

of erythromycin with the 30 kV/cm PEFs improved inactivation by 1-log10 and 1.6-log10, 

respectively, compared to the 30 kV/cm PEFs alone. Combining 2 or 20 g/mL of vancomycin 

with the 30 kV/cm PEFs enhanced inactivation by 1 and 2.1-log10, respectively, compared to the 

PEFs alone. The peak inactivation of 4.4-log10 and 4.6-log10 for erythromycin and vancomycin, 

respectively, occurred when combining 20 g/mL of each antibiotic with the 30 kV/cm PEFs.  

For linezolid, combining 2 or 20 g/mL of the antibiotic with the 20 kV/cm PEFs resulted 

increased the inactivation by 1.268- or 1.601-log10, respectively, compared to the PEFs alone to 

an overall inactivation of 3-log10. Combining either concentration of linezolid with the 30 kV/cm 

PEFs improved inactivation by approximately 1-log10 compared to the PEFs alone for a total 

inactivation of 3.6-log10; however, this improvement was statistically insignificant compared to 

the 30 kV/cm PEFs. Thus, both the enhanced inactivation induced by linezolid compared to the 
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nsPEFs alone and the overall inactivation was smaller than the peak levels of rifampicin, mupirocin, 

vancomycin, and erythromycin.  

Combining either 2 or 20 g/mL of fusidic acid with 20 kV/cm PEFs did not induce a 

statistically significant change in inactivation compared to the PEFs alone. Combining 2 or 20 

g/mL of fusidic acid with the 30 kV/cm PEFs induced a 1.383- or 1.566-log10 improvement in 

inactivation compared to the PEFs alone, respectively, for an overall inactivation of 4.1-log10; 

however, the improvement was not statistically significant compared to the PEFs alone.  
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Figure 3: Inactivation of E. coli following treatment with 300 ns electric pulses (PEFs, 500 at 20 

kV/cm and 222 at 30 kV/cm) and/or various concentrations of antibiotics. The error bars are 

determined from standard deviation. Significant differences in inactivation at each field intensity 

are marked as follows: *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001. The increased 

membrane permeabilization induced by the PEFs increased the inactivation for both drug 

concentrations and PEF intensities for rifampicin and mupirocin, for the higher PEF intensity for 

erythromycin and vancomycin, and for the lower PEF intensity for linezolid. 
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Figure 4: Inactivation of P. aeruginosa following treatment with 300 ns electric pulses (PEFs, 

500 at 20 kV/cm and 222 at 30 kV/cm) and/or various concentrations of antibiotics.  Adding 20 

g/mL of linezolid or 2 or 20 g/mL of rifampicin to the 30 kV/cm PEF train induces a 

statistically significant increase in inactivation compared to the PEFs themselves. The error bars 

are determined from standard deviation. Significant differences in inactivation at each field 

intensity are marked as follows: *p < 0.05; **p < 0.01. 
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  For P. aeruginosa, a biofilm forming bacteria, Figure 4 shows that the drugs alone induced 

no activation, the 20 kV/cm nsPEFs induced approximately 0.2-log10 reduction, and the 30 kV/cm 

nsPEFs induced 0.8-log10 reduction.  In this case, combining 20 g/mL of linezolid to the 30 

kV/cm PEF train induced a statistically significant increase of approximately 0.9-log10 of 

inactivation compared to the PEFs alone for a total of 1.7- log10 inactivation. Adding 2 or 20 g/mL 

of rifampicin to the 30 kV/cm PEF train led to a statistically significant 1.211- or 1.282- log10 

increase in inactivation compared to the PEFs alone, respectively for a total of 2-log10 inactivation. 

No other drug concentrations resulted in a statistically significant increase in inactivation 

compared to the PEF trains alone. Adding 2 g/mL of erythromycin alone induced a statistically 

significant inactivation of 0.5 log10 inactivation without PEF trains.  

 Implications and Conclusion  

 Previous studies have established the ability of nsPEFs to inactivate bacteria [34][48-49] 

and demonstrated a synergistic effect of nsPEFs on the effectiveness of antibiotics [33] to 

inactivate both Gram-positive and Gram-negative bacteria or natural ingredients  [50-51] to 

inactivate Gram-negative bacteria. The growing threat of antibiotic resistant infections combined 

with a lack of drugs in the discovery pipeline necessitates the exploration for novel ways to 

enhance the effectiveness of existing antibiotics to treat these infections. nsPEFs may provide a 

means to make Gram-positive antibiotics, which are abundant, effective against Gram-negative 

resistant strains of bacteria, for which new and effective medicines are sorely lacking, while 

accomplishing this on a sufficiently short timeframe to prevent resistance mechanisms from 

developing (due to long exposure times, allowing the bacteria to evolve under antibiotic pressure). 

The statistically significant levels of inactivation for certain combinations of Gram-positive 

antibiotics and PEFs on both Gram-positive and Gram-negative bacteria compared to PEFs alone 

indicates that the antibiotics can enhance inactivation due to the PEFs facilitating the antibiotics’ 

ability to reach their targets inside the bacteria. Of particular note, combining certain 

concentrations of rifampicin, vancomycin, mupirocin, erythromycin, and linezolid with different 

trains of PEFs induced a statistically significant increase in E. coli inactivation compared to the 

PEFs alone, indicating that PEFs overcome the resistance mechanisms that prevent these 

antibiotics from acting. This could enable the repurposing of these antibiotics toward treating 

Gram-negative bacteria and minimize the need to design new Gram-negative antibiotics. Further 
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tuning PEF duration, electric field, number of PEFs, or repetition rate may improve the synergistic 

inactivation antibiotics. Traditionally, scientists tune PEF parameters to modify the plasma 

membrane potential Vm. Inducing Vm ≳ 250 mV for sufficient duration [13] generates sufficient 

membrane pores to transport molecules across the membrane. However, PEFs also induce 

temperature changes and temperature gradients that facilitate membrane permeabilization and ion 

and molecular transport [52-54]. Thus, adjusting PEF parameters may not only enhance electro 

permeabilization by increasing Vm, but induce other physical mechanisms that may provide 

additional positive feedback to facilitate antibiotic delivery and enhance inactivation. 

It is difficult to inactivate P. aeruginosa with these PEF parameters except in combination 

with rifampicin and, even then, the inactivation levels are much lower than for E. coli. This could 

necessitate using longer duration PEFs, higher electric fields, or longer overall exposure times than 

studied here. It may also necessitate combining with other potentially helpful phenomena, such as 

increasing temperature. Thus, future studies may additionally explore additional optimization of 

the treatment approach. Since targeted microorganisms or clinically relevant conditions may vary, 

such as treating the surface of a wet wound or treating an implant, a flexible pulsed power 

architecture that permits treating various electrical impedances and modify PEF parameters [55] 

across pulse durations may be valuable. Moreover, or exploration of bipolar waveforms may 

enhance treatment efficacy for millisecond duration PEFs [56].   

As alluded to in previous nsPEF studies [33], the present approach would be useful for 

treating localized infections, such as at a surgical site, wound, or implant, and not for treating 

systemic infections. Since many systemic infections have their origin from localized infections 

during surgery or due to a wound, this approach could mitigate the risk of subsequent infection by 

inactivating microorganisms prior to the infection becoming systemic. Moreover, nsPEFs provide 

an advantage over other inactivation techniques, such as cold atmospheric pressure plasmas 

(CAPPs) [57], for treating wounds because the liquid present in the wound actually provide a 

medium for delivery rather than an impediment for reactive species transport for inactivation in 

the case of CAPPs.  

In summary, these in vitro results demonstrate that combining Gram-positive antibiotics 

with nsPEFs can enhance the inactivation of E. coli compared to nsPEFs alone, but only very 

slightly for P. aeruginosa. Future studies exploring treatment mechanism and PEF parameter 
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optimization will further elucidate the potential clinical application of this approach for localized 

infection treatment.  

  



33 

 

3. MODELLING CANCER CELL POPULATION DYNAMICS WITH 

NANOSECOND PULSED ELECTRIC FIELDS  

This Chapter extends prior work presented in a prior dissertation [58] in the research group. 

This prior work assessed the behavior of the number of Jurkat cells, an immortalized T-cell 

leukemia cell line, to various pulsed electric fields (PEFs). Part of this work attempted to fit these 

results to a mathematical theory, but with limited success. This thesis completes this effort and 

demonstrates the conditions under which this theory may be applied. Some of the background and 

methods come from this prior dissertation.  

 Introduction 

Cancer cell populations contain proliferating, quiescent, and dead cells that drive tumor 

growth and cancer metastasis based on the surrounding microenvironment [59-62].  Effective 

cancer treatments often target the proliferating cells [63-66], which simplified population models 

show will ultimately eradicate the cancer cell population if the transition from quiescent to 

proliferating is sufficiently small [61]. Thus, characterizing the transition between these states is 

critical for understanding treatment effectiveness. One way to do this is by mathematically 

modeling the cell population as a combination proliferating cells and quiescent cells, as shown in 

Fig. 3.1. More details on this model will be provided in Section 3.2. 

 

Figure 5: Schematic representing a simple mathematical model for cancer cell population 

dynamics assuming that it is comprised of proliferating cells x(t) and quiescent cells y(t) that 

vary as functions of time t. The proliferating cells divide at a rate b and transition to the 

quiescent state at a rate P(x,y). The quiescent cells transition to the proliferating state at a rate 

Q(x,y) and die at a rate d. Typically, Q(x,y) << P(x,y). 
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The transition between cell division states becomes particularly important for cancer stem 

cells (CSCs), which are a small subpopulation of abnormal cells that maintain and drive tumor 

growth for multiple cancer types and are thus an important target in cancer treatment [67]. Because 

they may remain quiescent for extended periods of time, making them less susceptible to 

treatments for proliferating cells [69-72], and their metabolism strongly resembles other cells [67-

68], eradicating CSCs remains a tough clinical challenge.  In this state, CSCs exhibit great 

“robustness,” characterized by a long cell cycle (thus appearing quiescent), the ability to detoxify 

or mediate cytotoxic agents (including pumping out drugs), resistance to oxidative stress, and 

responsiveness to DNA damage [63], [68].  CSCs may also ultimately recruit blood vessels and 

metastasize [69]. 

Thus, effective cancer treatments must simultaneously eradicate the proliferating cells 

responsible for tumor growth and cancer spread while additionally impacting the quiescent, or 

dormant, cells that may eventually induce a relapse.  Since the dormancy of CSCs makes targeting 

them with traditional treatments challenging, one alternative strategy involves targeting their 

quiescence [68].  For instance, chronic myeloid leukemia (CML) is often treated with imatinib, 

which targets the oncogenic fusion protein produced by the Philadelphia chromosome [73]; 

however, imatinib strongly inhibited differentiated leukemia cells, while not depleting the stem 

cells [74].  Ablating Fbw7, an antimetastatic protein, can successfully make imatinib-resistant 

CML cells sensitive to the drug again [68].  Thus, one may control cell cycle as a means to 

effectively treat cancer.  

Nanosecond PEFs (nsPEFs), with durations from 10-300 ns and electric fields from ~30 

kV/cm to 300 kV/cm, may also interact with biological cells [4].  While nsPEFs may create 

nanopores in the plasma membrane [75], they may also manipulate intracellular structures, such 

as the mitochondria, since they fully charge these smaller structures before the plasma membrane 

[76].  These nsPEFs have effectively induced apoptosis in melanomas [24] and have since been 

used for basal cell carcinoma (BCC) therapy [77] and breast cancer treatment [78] in humans.  

They also cause pyknosis of the nuclei in the BCC while also inducing the endoplasmic reticulum 

to release the protein calreticulin [77]. When calreticulin is trapped in the lipid bilayer, it signals 

the dendritic T-cells that the apoptotic pathway has been opened [77].   
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The importance and utility of different PEFs for treating cancer and the importance of 

targeting populations of both proliferating and quiescent cells for an effective treatment motivates 

better understanding the impact of PEFs on cancer cell population dynamics.  This is particularly 

critical since PEFs may selectively target different cells [79] and lower strength electric fields may 

actually increase cell growth [80].  In fact, even for tumor treatment, although PEFs may initially 

destroy a small fraction of the cancer cell population, the total cell population may actually increase 

over time [25].   

Another promising alternative PEF approach is electrochemotherapy [81]. The utilization 

of nsPEFs in this approach fixate on tumor regions without excessive heating, essentially 

permitting exposure of toxic drugs into the cancer cells as a result of electropermeabilization. 

Electrochemotherapy can be used minimally and effectively towards a single target region for the 

eradication of tumors through nsPEFs. The importance of nsPEF in electrochemotherapy can be 

emphasized in the lack of thermal ablation causing necrosis of tissue and the direct poration of 

cancer cell membranes. In actuality, nsPEFs typically affect the tissue in the area of the delivery 

electrode whilst inhibiting tumor blood flow to prevent metastasis.  

The nanosecond pulsed electric fields have been proven to serve as effective candidates 

[82] in cancer therapy, mainly as a mechanism directly targeting intracellular structures, 

surrounding vasculature, and the plasma membrane.  

Recent studies have demonstrated the utility of nsPEFs for in vivo tumor treatment [83]. 

In on example, nsPEFs induced cell apoptosis in pancreatic carcinoma through the intrinsic 

pathway (mitochondrial-dependent). In other cases, nsPEFs can target the mitochondrial 

membrane potentials leading to a BcL-2 protein imbalance [84]. In the same microenvironment, 

the cell proliferation function in the NF-kB signaling pathway was disrupted through the repression 

of cyclin proteins responsible for transcriptional activity of DNA. A critical aspect to this study 

was the inhibition of metastasis by suppression of the Wnt/β-Catenin signaling pathway, which 

directly inhibits cell proliferation and cell migration. The nsPEFs involved in disrupting cancer 

growth in these targeted areas reveal extensive biological effects and warrant further study in the 

PEF parameters required to trigger apoptotic responses [85].  

Thus, this chapter explores the impact of various numbers and intensities of 60 ns and 300 

ns PEFs on E6 Jurkat cells, an acute T-cell leukemia suspension cell line found in the peripheral 

blood of tissues as a result of acute T-cell leukemia.  This chapter extends work reported in a 
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previous dissertation by another member of the research group [58] and determines the relevant 

conditions for which the mathematical model is valid. Specifically, this chapter shows that the 

model is relevant when the cell population continues to increase following treatment, exhibiting 

an S-curve (logistic) behavior similar to untreated population growth. The critical difference 

between the treated and the untreated cell populations is the final steady state behavior. The 

mathematical model under the treatment conditions can elucidate the impact of PEF parameters 

on cell population behavior and provide valuable information about sub-threshold fields on long-

term cancer cell survival. This can provide valuable information for clinical applications where, 

despite best efforts, the PEF exposures to tumors will be nonuniform, causing some cells to 

undergo sub-threshold fields. The application of the simple theory reported here provides some 

preliminary insight into the behavior of cells following sub-threshold treatment in vitro that may 

ultimately be extended for studies in in vivo environments.   

Section 3.2 will outline the equipment, procedure, and mathematical model used in this 

study.  Section 3.3 summarizes the experimental results and the parameters that arise from fitting 

the model. We discuss the implications of the results in Section 3.4 and make concluding remarks 

in Section 3.5.   

 Materials and Methods 

3.2.1 Pulsed Power Equipment  

As described previously [58], this study used 300 ns and 60 ns Blumlein pulse generators 

designed to terminate into an 11  and 20  load, respectively, with a pulse repetition frequency 

of 1 Hz and triggered using a brass spark gap switch. The 300 ns Blumlein pulse generator was 

charged by twenty-four 40 kV capacitors and twenty-four 600 nH inductors.  The 60 ns pulse 

generator was a two-stage Blumlein consisting of RG-213 transmission lines. We applied PEFs 

from the generators into 2 mm gap cuvettes (Biorad®) containing the cell suspension.   

We measured the applied voltage using a high voltage probe of 1000:1 attenuation (LeCroy 

100 MHz, 20 kV model PPE20KV) connected to a Waverunner 6 Zi Oscilloscope (TeleDyne 

LeCroy®).  We report the applied electric field as E = V/d, where V is the peak voltage of the 

applied pulse and d is the gap distance. Fig. 6 shows representative waveforms for each pulse 
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generator with the 60s ns pulse generator duration taken as the full width at half maximum (FWHM) 

and the 300 ns pulse generator duration taken at the peak.  

 

Figure 6: Representative waveforms for 300 ns (left) and 60 ns (right) electric pulses. 

3.2.2 Cell Suspension Preparation.  

Cells were cultured in RPMI 1640 (Gibco™) containing 1% antibiotics (penicillin-

streptomycin) and 10% fetal bovine serum (FBS) and 5 mM L-Glutamine in 10 cm cell culture 

treated Petri dishes (VWR ®) in a 5% CO2 incubator at 37°C. The 0.5% salinity of the growth 

media provides the ideal conductivity to electrically match the cuvettes to the pulse generator’s 11 

 output impedance. This experiment used Jurkat, Clone E6-1 cells (ATCC ®), an immortalized 

acute T-cell leukemia suspension cell line. The cells were preserved in liquid nitrogen and thawed 

in a 37°C water bath, centrifuged to remove the supernatant and then suspended in RPMI-1640 

growth media. The cells were passaged upon reaching 90% confluency, between 60 and 72 hours 

(approximately 3106 cells/ml), with fresh media added for every third passage by centrifuging, 

draining supernatant, and resuspending the pellet in fresh media to drain away detritus, with plating 

for each passage plated at 5105 cells/ml. To maximize consistency between experiments, samples 

were tested between the eighth and twenty-fifth passages. 

3.2.3 Electric Pulse Treatment Protocol 

Cells were placed in 2 mm cuvettes, filled with 410 µL of the sample diluted to a concentration 

of 2106 cells/ml as determined using a Countess II ® Automated Cell counter (confirmed initially 

using a hemocytometer), and pulsed using clinically relevant parameters [24]. The cuvettes were 

pulsed at a repetition rate of 1 Hz to minimize potential effects from multiple pulses at high 

repetitions rates [86] such membrane sensitization and temperature effects, including sample 

heating and localized temperature gradients, which may facilitate membrane permeabilization [87].  
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We applied trains of ten, thirty and fifty 300 ns PEFs at 5 kV/cm, 20 kV/cm and 30 kV/cm to 

assess the impact of applied electric field. To assess the effect of pulse duration, we applied 360s 

PEFs such that the applied energy, determined by,  

 U = NE2 (1) 

 

was the same as 5 kV/cm, 300 ns PEFs. We counted the cells immediately post pulsing by using a 

50% by volume Trypan Blue mix with the disposable slides for the Countess to determine the 

immediate kill – off due to pulsing. Each experiment had 3 different parameters along with a 

control that were performed, entailing 4 different conditions in 12 wells, totaling 3 replicates per 

condition.  

3.2.4 Plating/Counting 

Counts were taken every twelve hours with samples spun down and media exchanged every 

twenty-four hours. Unlike previous studies [88], we fed our samples with additional nutrients 

during the study to more closely mimic a physiological condition where the cancer cells may 

undergo periodic or consistent nutrient replenishment.  

After PEF exposure, the samples were plated in six-well plates (VWR ®), where 400 µL of 

the sample media was mixed with 1.6 mL of growth media, totaling 2 mL/well. Each set of 

parameters was tested in triplicate. We extracted 10 µL of each sample every twelve hours into an 

individual 0.5 mL Eppendorf tube and mixed with 10 µL of Trypan-blue to count the sample in 

the Countess. We report the results as the average of three samples with the standard deviation.  

Upon attaining 2106 cells/mL, the sample was spun down, resuspended in fresh media using 2 

mL Eppendorf tubes, and re-plated.  

3.2.5 Mathematical Modeling of Cell Population Dynamics 

As depicted in Figure 5, we consider the cancer cell population as comprised of 

proliferating cells that may divide or transition to quiescence and quiescent cells that may 

transition to proliferating or undergo irreversible death. The resulting growth kinetics may 

therefore be represented mathematically by a pair of coupled differential equations, given by [61], 

[88] 

 

 𝑥′(𝑡) = 𝑏𝑥(𝑡) − 𝑃(𝑥, 𝑦)𝑥(𝑡) + 𝑄(𝑥, 𝑦)𝑦(𝑡) (2) 
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 𝑦′(𝑡) = 𝑃(𝑥, 𝑦)𝑥(𝑡) − 𝑄(𝑥, 𝑦)𝑦(𝑡) − 𝑑𝑦(𝑡) (3) 

 

where x(t) and y(t) are the number of proliferating and quiescent cells at time t, respectively, b and 

d represent the rates of proliferating cell division and quiescent cell death, respectively,  

 

 𝑃(𝑥, 𝑦) = 𝑐[𝑥(𝑡) + 𝑎𝑦(𝑡)] (4) 

 

 describes the intensity of cell transition from proliferating to quiescent, where a is the 

dimensionless constant that measures the nutrient uptake by all cells and c represents the rate of 

the transition from the proliferating to the quiescent state, and 

 
𝑄(𝑥, 𝑦) =

𝐴𝑥(𝑡)

1 + 𝐵𝑥2(𝑡)
. (5) 

 

describes the intensity of cell transition from quiescent to proliferating, x(0) and y(0) are the initial 

number of proliferating and quiescent cells, respectively, and the total number of cells given by 

[61], [88] 

 𝑧(𝑡)  =  𝑥(𝑡)  +  y(𝑡) . (6) 

 

Previous studies justified that Q(x,y)  0 under most physically relevant conditions and that the 

entire cell population would eventually decay exponentially if x(t) <  c/b as long as Q(x,y) was 

sufficiently small to not provide another source of proliferating cells [61]. Physically, this 

condition shows that once a system contains fewer than one proliferating cell and no source for 

creating more, the cell population will eventually decay to zero [61]. Combining (2) through (5) 

yields  

 𝑥′(𝑡) = 𝑏𝑥(𝑡) − 𝑐[𝑥(𝑡) + 𝑎𝑦(𝑡)]𝑥(𝑡) (7) 

 

 𝑦′(𝑡) = 𝑐[𝑥(𝑡) + 𝑎𝑦(𝑡)]𝑥(𝑡) − 𝑑𝑦(𝑡). (8) 

 

Ref. [61] nondimensionalized (7) and (8) and showed that r = d/b was an important dimensionless 

quantity representing the ratio of the rates of cell death d and cell division b. In this thesis, we 
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solved (7) and (8) to fit measured z(t) over the interval of cell counts to obtain a, b, c and d using 

a least squares fit with a time step of 0.1 d (2.4 h).  

 One of the important characteristics from (7) and (8) is that z(t) will ultimately reach a 

steady state for long time t. One can obtain these steady-state values by setting (7) and (8) to zero 

and solving for the resulting nontrivial steady states xss and yss of x(t) and y(t), respectively, given 

by  

 

 
𝑥𝑠𝑠 =

𝑑𝑏

𝑐(𝑎𝑏 + 𝑑)
 (9) 

 

 
𝑦𝑠𝑠 =

𝑏2

𝑐(𝑎𝑏 + 𝑑)
. (10) 

 

The steady state value of the full population will therefore be zss = xss + yss. While not explicitly 

stated in the derivation of these equations, fitting (7) and (8) to experimental data that does not 

follow a standard sigmoidal shape (s-curve) is very challenging since (7) and (8) generally lead to 

scenarios of cell population growth.  

A previous dissertation from our group [58] attempted to fit (7) and (8) to various PEF 

treatment scenarios with limited success. This thesis focuses on the condition where subthreshold 

PEFs reduce the rate of cell population growth such that the general shape remains sigmoidal (s-

curve), but zss is depressed. This is an important practical consideration for clinical applications of 

PEFs, such as nsPEFs or irreversible electroporation, where regions of the tumor may receive 

subthreshold exposures and continue to undergo cell population growth following treatment. It is 

possible that feeding the cells daily as we are doing could increase the transition from quiescent to 

proliferating, which we do not explicitly consider here, but could be worth additional study.  

 Results 

3.3.1 Determination of Initial Fractions of Proliferating and Quiescent Cells 

To apply the model outlined in Section 3.2, we must first determine an appropriate initial 

condition for the fractions of proliferating and quiescent cells, or x* = x(0)/z(0) and y* = y(0)/z(0), 

respectively. A cell typically undergoes three distinct states: resting (quiescent), interphase, and 

cell division [89-90]. A cell is considered in the G0 (Gap 0) phase when it has left the cell cycle 
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and stopped dividing [89-90]. Interphase consists of the G1, S, and G2 phases. The cell grows in 

the G1 phase and there is a checkpoint at the end to ensure that the cell is prepared for DNA 

replication, which occurs in the S phase. The G2 phase is the gap between DNA synthesis and 

mitosis, or the M phase. For the purposes of this theory, we consider cells in the G0 phase as 

quiescent and the other phases, when the cells are actively growing or replicating, as proliferating. 

As we shall see when we summarize data on the fraction of Jurkats in the quiescent state, many 

studies report cells in the G0/G1 phase rather than in the G0 phase, which may date back to 

preliminary debate concerning the distinctness of the G0 phase [91]. Another issue is that the 

traditional single parameter DNA content histogram analysis using flow cytometry cannot easily 

distinguish G0 from G1 or G2 from M [92].  

 In their initial theoretical study, Solyanik et al. demonstrated that individual cell populations 

under the same environmental conditions could undergo different cell population dynamics due to 

differences in either the initial total number of cells or the proportions of quiescent and 

proliferating cells.  They used data from Wallen et al. (1984a, 1984b) for testing their models and 

determined that 70% of the cells were proliferating based on DNA distribution of the cells in 

exponential cultures. Solyanik et al. also considered the effect of hypoxia on cell growth and 

estimated by data fitting that the initial fraction of proliferating cells decreased from 70% to 30% 

due to hypoxia.  

Thus, the first challenge in performing these fits is determining an appropriate fraction of initial 

proliferating cells. Table 3 summarizes typical fractions of Jurkat cells in the G0 and G0/G1 phases. 

For the studies that distinguished the G0 from combined G0/G1 phase, the percentage of quiescent 

cells ranged from 5-8.4%. Except for one outlier at 16.17% [95], the percentage of Jurkat cells in 

the combined G0/G1 phase ranged from 40 % to 58 %. Therefore, we would anticipate 0.9 < x* < 

0.95 for a control under typical conditions since that corresponds to the cells that we would 

consider quiescent by the definition above. Since Solyanik, et al. observed that they could fit 

hypoxic effects by a reduction in x*, we would anticipate that PEF treatment of Jurkat cells would 

reduce x* compared to the values reported here. In other words, we would anticipate x*≲ 0.9.  
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Table 3: Summary of the fraction of Jurkat cells in quiescent (G0) phase or combine G0/G1 

phase. N/A indicates that the study did not specifically report that fraction. 

Reference % of Cells in G0 % of Cells in G0/G1 

[92] 8.4 43.2 

[93] 5 55 

[94] 5 N/A 

[95] N/A 16.17 

[96] N/A 48 

[97] N/A 56 

[98] N/A 46.27 

[99] N/A 54.3 

[100] N/A 58 

[101] N/A 40 

 

We chose a fixed quiescent rate of 16.17% for all the runs from the experimental measurements 

reported on Jurkat cell cycle analysis [95]. Although this study reported G0/G1 and we define G0 

as quiescent, this value satisfies the conditions above for x*≲ 0.9 and is reasonable based on the 

observations by Solyanik, et al. Future studies will examine the impact of variations in x* on 

sensitivity and fitting the other model parameters. We applied the theory in (4), (5), (7) and (8) to 

the experimental data for the parameters at 5 kV/cm, 20 kV/cm, and 30 kV/cm assuming that y* = 

y(0)/z(0) = 0.1617 and x* = x(0)/z(0) = 0.8383. The quality of the fit of the model to the 

experimental data was assessed using correlation coefficient (r2). This is lower than predicted by 

Refs. [92-94], which specifically account for the quiescent state, but higher than observed by 

Solyanik et al., both before and after hypoxic treatment. Based on this assessment, this value 

seemed reasonable.  

3.3.2 Fitting the Model to Experimental Data 

Now that we have a reasonable value for x*, we next fit (5) and (6) to experimental data [58] 

for trains of 10, 30, and 50 300 ns PEFs using a least-squares curve fit in MATLAB. We performed 

ten iterations of this fit with slight modifications in the initial conditions to assess the robustness 

of the fit, over the iterations the parameters stabilized to the final results. Moreover, we set 

appropriate upper and lower bounds of a, b, c, and d to prevent unphysically large or negative 

values.  Table 4 reports the fit values of a, b, c, d, r = d/b, and r2 to fit (5) and (6) to the measured 

cell counts assuming x* = 0.8383. Note that another assumption would be fix a, b, c, and d and 

examine the resulting changes in x*. The challenge with this is that PEFs may also change cellular 
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functions, most notably cell death rate d and reproduction rate b, so we started with this approach 

as being the most convenient to fit and the most likely to elucidate the implications of PEFs on 

these parameters.  

 

Table 4: Values for fitting parameters obtained from fitting 300 ns, 5 kV/cm treatments 

experimental data to mathematical models of cell population assuming an initial cell population 

comprised of 84% proliferating cells with no (0) electric pulses representing the unpulsed 

control. 

Number 

of Pulses 
a 

b 

(d-1) 

c 

(cell-1 d-1) 

d 

(d-1) 
r r2 

0 0.43 0.713 0.707 4.1710-7 5.8510-7 0.9952 

10 0.54 0.641 0.203 3.7710-4 5.8810-4 0.9868 

30 4.88 0.701 0.280 2.0510-3 2.9210-3 0.9916 

50 185 0.579 0.0192 6.2110-1 1.07 0.9918 

 

Figures 7 and 8 show the sensitivity of the final cell concentration to these extracted parameters 

from Table 4 by increasing or decreasing a given parameter by 10% with all others fixed and 

reporting the percentage change in the total cell population at the final time point for the control 

and the 30 pulse data, respectively. For both conditions, changing d had the least effect on the 

calculated cell population after seven days, while b had the greatest effect. This suggests that the 

model will be more sensitive to changes in the cellular replication rate than to the death rate, while 

changes altering the transition between quiescent and proliferating states were generally more 

moderate.  Most noticeable is the minimal effect of the death rate on the population outcome. 

Figures 9-12 show that the number of proliferating and quiescent cells both increase with time for 

the first 4-6 d post-treatment regardless of the number of PEFs. In Figure 9, y(t) > x(t) after 

approximately 4.5 d for the control, indicating the transition toward the steady state since a larger 

population of quiescent cells is generally necessary to balance out the net growth of the full cell 

population. For the cases of 0, 10, and 30 PEFs, the total cell population appears to approach the 

final steady state population after approximately 7 d. As anticipated, the steady state population 

decreases with increasing number of PEFs. For 50 pulses, the results are a bit more ambiguous. 

While the shape of the model fit and the experimental data suggest that the total cell population is 

approaching a steady state, the model indicates that the cell population will decrease. The fit 

parameters in Table 3 may provide some insight into this behavior. The values of b range from 

0.579 to 0.713 for all PEF trains studied here with the lowest value of 0.579 occurring after 50 
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pulses. This indicates that exposure to an increasing number of PEFs reduces the division rate of 

the proliferating cells. The most significant difference in the fitting parameters is the change in d, 

which goes from 4.1710-7 d-1 for the control to 6.2110-1 d-1 for 50 PEFs, changing r from 

5.8510-7 to 1.07, emphasizing the six orders of magnitude change in d between control and 50 

PEFs. We note that r gradually increases with increasing number of PEFs, as one would expect 

due to the impact of the number of PEFs. Also of note is that the overall ratio of proliferating to 

quiescent cell is fairly constant across time for 0, 10, and 30 PEFs. This lends further credence to 

our selection of a fixed x* for the initial condition for all these cases since the ratio and trends are 

relatively similar across time. The data for 50 PEFs requires further study as the number of 

quiescent cells is much higher initially than the other conditions. While this makes sense based on 

the biophysics involved, it is unclear how this occurred mathematically. Future studies will explore 

the effect of considering x* for this condition to assess the sensitivity of the fit.   

 

Figure 7: Percentage change in cell concentration for the control population over the 

experimentally measured time span by increasing or decreasing each parameter by 10% with all 

others fixed. 
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Figure 8: Percent change in cell concentration for the 300 ns 5 kV/cm 30 pulse treatment 

population over the experimentally measured time by increasing or decreasing each parameter 

10% with all other parameters fixed. 

 

 

Figure 9: Growth curves and model fitting of Jurkat cells (control). 
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Figure 10: Growth curves and model fitting of Jurkat cells after PEF treatment: 300 ns, 5 kV/cm, 

10 pulses. 

 

 

 

 

Figure 11: Growth curves and model fitting of Jurkat cells after PEF treatment: 300 ns, 5 kV/cm, 

30 pulses. 
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Figure 12: Growth curves and model fitting of Jurkat cells after PEF treatment: 300 ns, 5 kV/cm, 

50 pulses. 

 One final point concerns the data itself in Figures 9-12. Although the data looks very 

similar, it is important to note that it is on a logarithmic scale. Thus, between these figures, the 

later data points may differ by several fold. This difference becomes significant when fitting the 

theory above to the data, resulting variations in the parameters that may seem large. Additionally, 

the fits show that the slopes of the line are somewhat different, with the control exhibiting a slightly 

sharper slope indicating that the population is still increasing compared to the PEF treatments. This 

highlights the advantage of applying the theory in this case to examine long-term steady state 

behavior due to these PEF treatments that may not necessarily be evident from the data alone. This 

is particularly critical for these subthreshold PEFs where the cell still approach what appears to be 

a reduced steady state when compared to control.  

 Conclusion 

This Chapter showed that a simple theory for cancer cell population dynamics that considers 

the cells as either proliferating or quiescent may be applied to conditions for an external PEF to 

biological cells. This particular theory is most relevant when the cell population behaves 
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sigmoidally (S-curve) and not for other cases, such as when the PEFs lead to noticeable and 

dramatic cell population reduction [58]. Future studies may adapt this theory in a number of way. 

First, the initial application of this theory by Solyanik, et al. assumed that the cells were unfed. 

Due to issues with cell viability, we changed the cell culture media daily. Most likely, we would 

anticipate that this could change each parameter within the theory since it could increase b, 

decrease d, and increase the transition from quiescent to proliferating. In general, we would expect 

many of these changes to be incorporated into the fitting and the transition from quiescent to 

proliferating to remain sufficiently small to be negligible. A future model could more explicitly 

account for this media changing, but we suspect that the changes will not be significant. 

Second, as mentioned several times earlier, the model fails to adequately fit non-sigmoidal 

data. One way to account for this may be to more explicitly include the effect of the external 

stimulus. Right now, we have directly applied this theory as written to cell populations under 

external stimulus with no modification. A future iteration of this theory could involve adapting it 

account explicitly for the stimulus. The challenge with this is knowing a priori what this change 

will be. For instance, vast literature exists examining the interaction of PEFs with cell membranes, 

both examining the change in transmembrane potential and in membrane pore formation. At their 

root, these phenomena are directly induced by the PEFs and may be derived from known principles. 

In this case, the interaction with cell population dynamics is not a direct physical change; instead, 

it occurs due to an overall change in cellular function. This makes developing a first-principles 

based (or inspired) theory much more challenging. The data obtained here shows noticeably effects 

to b and d, but there is no clear indication of how to relate these changes to pulse parameters. Such 

an approach would likely need to be semi-empirical based on multiple experiments.  

These two potential extensions basically emphasize the need for more detailed experiments. 

First, experiments using PEFs with different cell lines could be performed to examine changes in 

the cell cycle. This would be valuable because it could provide information on the cell cycle both 

in control over time and then immediately after biological cell treatment. Culturing the cells for 

many days and revisiting this would provide us with the ability to benchmark the model and 

characterize the implications of sub-threshold PEFs on therapy. At that point, the theory may be 

adjusted to account for PEF-induced changes in the cell cycle such that it may gain more predictive 

power. 
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Ultimately, the real significance of this work is to apply it to elucidate the implications of 

subthreshold conditions for PEF-induced cancer cell treatment. This has implications across PEF 

cancer treatment modalities, including irreversible electroporation, nsPEFs, and 

electrochemotherapy, because all conditions are susceptible to non-uniform field exposure. Thus, 

while much of a treatment area may undergo an appropriate PEF exposure for cancer treatment, 

areas on the periphery may not; the experiments and application of the theory presented here are a 

first step to characterizing these conditions. This simple theory may be used to determine the 

resulting steady-state population anticipated under certain sub-threshold fields to provide insight 

into the necessity of future treatments and the required parameters.  

To transition such an approach toward clinical parameters, the next step will involve 

considering more realistic conditions. One such approach could be a 3D-cell culture, which 

possesses some of the properties of the real physiological conditions but provides much more 

control in the system to permit application of simple theories. Another approach could involve 

investigating multicellular tumor spheroids (MTS). This would involve a completely different 

theory, much like studied elsewhere [62] because one would then need to account for the different 

structures of the tumor, most notably the proliferating rim and necrotic core. MTS are equivalent 

to avascular tumors since they do not have blood vessels to provide nutrients, making diffusion 

the driving force. An artificial tumor with blood vessels would provide a more realistic model 

system to further examine the anti-angiogenic nature of PEFs for cancer treatment.  

In conclusion, this simple theory provides some insight into the behavior of cell population 

over time and the implications of treatment. Additional experimental data and theoretical 

modification may make this model more valuable as a predictive tool. Further extension to 

conditions more relevant for in vivo studies, such as 3D cell culture, may ultimately provide a 

means to benchmark the impact of non-uniform PEF treatments to aid device and system design 

prior to animal and clinical studies.  
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4. CONCLUSION  

 This thesis has focused on applying nsPEFs to inactivate different cell types, specifically 

microorganisms in combination with antibiotics and immortalized leukemia cells (Jurkat).  

Specifically, it has demonstrated the broad utility of nsPEFs for these purposes and provided some 

important insight in future applications of antimicrobial treatments and theoretical insight into 

cancer cell treatment.  

Chapter 2 extends prior work combining nsPEFs with antibiotics to enhance 

microorganism inactivation by making Gram positive antibiotics effective against Gram negative 

microorganisms. This has significant implications since developing new Gram-negative antibiotics 

is difficult. Repurposing already existing Gram-positive antibiotics by using nsPEFs to 

permeabilize microorganism membranes could open up new methods for addressing antibiotic 

resistance. Future work will involve developing PEF systems for applying this approach to 

surfaces and implants, including electrode systems and PEF parameter optimization, specifically 

pulse duration and repetition rate. Moreover, a detailed assessment of different drugs and 

microorganisms may lead to other applications. Additionally, different PEF parameters and 

synergies, such as temperatures, temperatures, and other drugs may be incorporated.  

Chapter 3 outlines the application of a simple mathematical theory to subthreshold PEF 

treatments to Jurkat cells for characterizing the behavior of quiescent and proliferating cells 

following different numbers of PEFs. The theory provides insight into the long-term behavior of 

the cells following PEF treatment. Further experimental studies into cell state and ultimate into 3-

D cell culture or multicellular tumor spheroids could provide guidance for system design and 

parameter selection for in vivo treatments. Of particular notes, characterization of sub-threshold 

PEF treatment is important for optimizing therapy. This is a particularly important consideration 

for treatment development.  

The work can be extended by adding other treatments, such as chemotherapeutic drugs, 

and examining synergistic effects on cell population and the model fit parameters. Future studies 

may also consider the stage of the cell cycle at various points before and after PEF treatment to 

validate the model predictions. Of particular interest, how does changing the PEF parameters 

(particularly pulse duration and electric field intensity) change the stage of the cell cycle targeted? 

Because shorter duration PEFs target intracellular structures, would certain stages during division 
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when nuclear materials may be more greatly exposed be more targeted by nsPEFs than 

microsecond PEFs? Such studies may be undertaken by controlling the cell cycle prior to PEF 

treatment to examine the implications of PEFs parameters on subsequent proliferation and death.  

Finally, the primary motivation of this effort was to characterize the implications of subthreshold 

PEFs on cell population dynamics since practical PEF cancer therapies will inevitably exhibit some 

degree of field nonumiformity which will impact treatment efficacy. While this study provides 

initial insight on the resulting cell population behavior following PEF application that does not 

completely kill the cells, a more detailed subsequent study could examine these effects in an 

intermediate system between a cuvette and an in vivo, such as a multicellular tumor spheroid or a 

3D cell culture. This would provide a first order test of the implications of treatment geometry and 

cellular alignment and interaction not present in a cuvette while avoiding the complications or 

expense of a physiological or clinical environment. Extending the theory of PEF parameters on 

cell population dynamics would provide fundamental insight that may guide clinical pulse delivery, 

particularly electrode design and PEF parameters.   

In summary, this thesis elucidates the use of PEFs for cellular inactivation of 

microorganisms and cancer cells. While not the only application of PEFs, these are two critical 

areas in medicine and this thesis demonstrates how simple, fundamental experimental and 

theoretical studies can provide valuable information. Both areas could be extended for clinically 

relevant applications based on the results presented here.             
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