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ABSTRACT 

Urban meteorology has developed in parallel to other sub-fields in the science, but in many 

ways remains poorly described. In particular, the study of urban rainfall modification remains 

behind compared to other comparable features. Urban rainfall modification refers to the change of 

a precipitation feature as it crosses an urban area. Typically, this manifests as rainfall initiation, 

local suppression, local invigoration, and/or storm morphology changes. Research in the prior 

decades have shown urban rainfall modification to arise from a combination of land-atmosphere 

and aerosol-cloud interaction. Urban areas create a greater surface roughness, which produces 

local convergence and divergence, modifying local thunderstorm inflow and morphology. The 

land surface also generates vertical velocity perturbations which can act to initiate or modify 

existing convection. Urban aerosols act as CCN to perturb existing cloud and precipitation 

characteristics. Higher CCN narrows the cloud droplet distribution, creating more smaller cloud 

droplets, and initially reducing precipitation efficiency by keeping more liquid water in the cloud 

than what would form into rain. The CCN-cloud interaction eventually increasing heavy rainfall 

production as graupel riming is enhanced by the narrower cloud droplet distribution, leading to 

more larger raindrops and higher rain in areas. 

 This dissertation addresses the observation and modeling of urban thunderstorm interaction 

from both the land surface and aerosol perspective. It reassesses the original urban rainfall anomaly: 

The La Porte Anomaly. First analyzed in the late 1960s, the La Porte Anomaly was ultimately 

dismissed by 1980 as either a temporary, biased, or otherwise unexplainable observation, as the 

process level understanding had yet to be explained. The contemporary analysis utilizes all existing 

data and objective optimal interpolation to show that a rainfall anomaly downwind of Chicago has 

indeed existed at least since the 1930s. The current rainfall anomaly exists as a broad region of 

warm season rainfall downwind of Chicago that is 20-30% greater than the regional average. Using 

synoptic parameters, the rainfall anomaly is shown to be independent of wind direction and most 

closely associated with local land surface forcing. Weekdays, where local aerosol loading has been 

measured at 40% or more greater than weekends, have up to 50% more warm season rainfall than 

weekends. The analysis is able to show that there is a land surface and aerosol contribution to the 

rainfall anomaly, but cannot unambiguously separate them. 
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In order to separate the land surface and aerosol effects on urban rainfall distribution, a 

numerical model was improved to better handle urban weather interaction. The Regional 

Atmospheric Modeling System (RAMS 6.0) was chosen for its base land surface and cloud physics 

parameterization. The Town Energy Budget (TEB) urban canopy model was coupled to RAMS to 

handle the urban land surface. The Simple Photochemical Module (SPM) was coupled with the 

cloud physics to handle conversion of surface emissions to CCN. The model utilized an external 

traffic simulation to create a realistic diurnal and weekly cycle of surface emissions, based on 

human behavior. The new Urban RAMS was used to study the land surface sensitivity of city size 

and of aerosol loading in two studies using the Real Atmosphere Idealized Land surface (RAIL) 

method, by which all non-urban features of the land surface are removed to isolate the urban effects. 

The city size study determined that the land surface of a given city eventually has a maximum 

effect on thunderstorm modifying potential, and that rainfall does not continue to increase or 

decrease locally for cities larger than a certain size based on that storm’s own motion. The aerosol-

cloud analysis corroborated previous observations on the non-linear effects of aerosol loading on 

clouds. It also demonstrated that understanding the aerosol effect in an urban environment requires 

high resolution observations of precipitation change. In a single thunderstorm, regions can be both 

impacted by local rainfall rate increases and decreases from urban aerosols, leading to little total 

change in precipitation. But the rainfall rate changes can significantly affect soil moisture and 

drought potential in and around urban areas. 

Following the idealized studies, the historical and current La Porte Anomaly was simulated 

to separate the land surface from the aerosol factors near the Chicago area. The Urban RAMS 

model was deployed on a real land surface with full model physics. Simulations with 1932, 1962, 

1992, and 2012 land covers were run over an exceptionally wet Aug. 2007 to approximate the rain 

variability for an entire summer season. Surface emissions were also varied in the 2012 land cover 

for variable aerosol loading. The simulations successfully reproduced the location of the 

downwind rainfall anomaly in each land cover scenario: farther east toward La Porte in 1932, 

moving southwestward to its current location by 2012. Doubling surface emissions eliminated the 

downwind anomaly, as was observed during the highest pollution decade of the 1970s. Eliminating 

surface emissions also decreased the downwind anomaly. As the land cover at the upwind edge of 

Chicago became more connected from the 1932 to 2012 land cover scenarios, a local upwind 

rainfall anomaly developed, moving westward with urban expansion. The results of these 
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simulations enabled the conclusions that a) at the upwind edge, the land surface dominates urban 

rainfall modification, b) the aerosol loading sustains and increases the locally downwind rainfall 

increase, and c) that the total modification distance is static on given day and given urban footprint. 

A more expansive city does not produce a rainfall anomaly more distantly downwind, but rather 

the distance of rainfall modification moves to where the upwind edge of the city begins. 

The modeling work ends with a two-city simulation in the southeast United States, of a bow-echo 

forming near Memphis, TN and crossing Birmingham, AL before splitting. Simulations were 

performed on different surface emissions rates, land covers where Birmingham did not exist, and 

a novel approach with two inner emitting grids over both Birmingham and Memphis. A storm 

tracking algorithm enabled one-to-one comparisons of point simulated storm characteristics 

between scenarios. The results of most scenarios only corroborated previous research, showing 

how increased aerosol loading changes cloud and rainfall characteristics until the highest aerosol 

loading shuts down riming and rainfall enhancement. However, the two most accurate simulations, 

where the storm forms and splits over Birmingham, were a non-urban higher rural aerosol scenario 

and the scenario with Memphis also emitting pollution. In order to split the storm over Birmingham, 

the upwind cloud characteristics were primed by higher upwind aerosols, either from a realistic 

city upwind or unrealistically high rural aerosols. The conclusions produced by this study 

demonstrated the importance of aerosol cloud interaction, perhaps equal with land surface, but also 

the need for far upwind information for a storm in a given city. Memphis and Birmingham are 

separated by over 300km, far exceeding the threshold thought to connect two cities by mutual 

rainfall modification. 

The overall conclusions of the research presented in this dissertation shows a more unified 

approach to the effects of urban rainfall modification. The upwind edge of a city is a fixed location, 

and a thunderstorm begins modifying at that point. The thunderstorm usually produces a local 

rainfall maximum at the upwind edge, due to the vertical velocity of the urban land surface. The 

urban aerosols proceed to narrow the cloud droplet distribution, locally reducing rainfall as the 

storm passes over the urban area. Eventually the enhanced rainfall from enhanced riming produces 

a maximum somewhere downwind. However, “downwind” is a location relative to the storm’s 

motion and could exist anywhere over the urban footprint or downwind in a rural region. The 

climatological location of increased rainfall is an average of every storm in a season and beyond. 

The results of each part of the study provide a way to continue the research presented here.
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CHAPTER 1. INTRODUCTION 

What is urban thunderstorm modification? Simply put, the observed features of a 

thunderstorm may change as they pass over a city, compared to a similar storm that does not. 

Observable features of an individual storm may increase or decrease: rainfall rate, cloud height, 

storm duration, lightning frequency, and many others. And when the seasonal total of thunderstorm 

changes is considered, an urban area can broadly change local climate through the regional 

variability in rainfall. Urban areas may increase the risk of local flash flooding, but in some cases 

can exacerbate regional drought. It is commonly cited that over 50% of the Earth’s population 

lives on the “less than 2%” of the land surface that is developed (i.e. urban)1, and that number is 

growing (Snow et al. 2012). One cannot understate the importance of understanding localized 

urban effects on thunderstorms and rainfall. 

Urban thunderstorm interaction is forced primary from a combination of land-atmosphere 

and cloud-aerosol interaction. But understanding its features involves a multidisciplinary approach 

from within atmospheric sciences and the broader scientific community. The mechanisms by 

which an individual thunderstorm changes can be understood through the mesoscale dynamics of 

that thunderstorm. Both the land surface and the cloud-aerosol interaction impact these dynamics. 

The individual processes of each of these atmospheric specialties require the use of numerical 

weather models. Outside the immediate realm of atmospheric sciences, inadvertent weather 

modification in the built environment is a fundamentally human problem, given that over 50% of 

the population lives on such a small part of the surface. The built environment can be considered 

both through the lens of how it changes its local environment and how it was created in the first 

place – e.g. through urban planning and architecture. Human activity links the land surface with 

cloud physics through pollution generated on the surface which later perturbs clouds. Urban 

aerosols cannot exist without the people in the built environment generating through there activity. 

And it is ultimately the people who are impacted by localized flooding or changes in agriculture 

due to changes in the greater urban envelope. 

 
1 New research presented in Chapter 4 of this dissertation shows that the fraction of developed land on the Earth’s 

surface is closer to 0.6% than 2%. 



 

 

16 

Finally, the study of urban thunderstorms, as a complex system within urban weather, can 

only be studied in the context of its own history. The first urban rainfall studies began in the 1960s. 

However, the processes necessary to explain observations of urban thunderstorm modification and, 

urban weather in general, may have not existed at the time certain studies were performed. The 

understanding itself is surrounded by the history of how that understanding evolved (Figure 1). 

The earliest studies of urban weather may be better explained by processes first researched decades 

later, but our contemporary research must be guided by the details of the earliest studies. This 

introduction is presented as a survey of our contemporary understanding of urban weather (1.2), 

through more fundamental processes (1.3), but always guided by the history of how it was 

discovered (1.1). 

 

Figure 1. Conceptual flowchart of scientific disciplines in the complex system of urban 

thunderstorm modification. 
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1.1 History of Urban Rainfall Modification (pre-1900 – 2000) 

The possibility that cities could impact thunderstorms and precipitation patterns was 

described as early as 1921 (Horton). However, the study of urban weather evolved with the 

innovation of meteorology as an independent science. The urban heat island (UHI), wherein the 

center of a city is observably warmer than its surrounding, especially at night, was first studied in 

detail by Luke Howard in 1833 (Mills 2008). The Climate of London became the first in-depth 

study of urban weather, however the UHI phenomenon had been at least qualitatively for centuries. 

In particular, Benjamin Franklin made limited observations of the effect in Philadelphia in 1752 

(Meyer 1991), and it is possible that the notion of cities being warmer than surrounding areas was 

reported for nearly as long as cities have existed, potentially noted by Aristotle in Politics2. The 

bibliographies in reviews by Mills (2014) and Stewart (2019) provide a historical timeline of 

observational UHI research leading up to the first precipitation experiments. 

From the 1920s to the 1960s, urban weather research focused mostly on temperature and 

UHI effects. However, there was a select few observations and experiments which noted 

potentially significant rainfall variability around urban areas. Changnon’s 1968 “The La Porte 

Weather Anomaly – Fact or Fiction” (Changnon 1968) was the first scientific study that noted 1) 

a significant difference in rainfall across an urban area and 2) attributed cause – increased cloud 

water due to urban aerosols. The results were controversial because of the possibility that the 

increased rainfall was due to observer bias at a single site. Subsequent debate ensued as to whether 

the rainfall increase was “Fallacy” (Holzman 1971) or “Fact” (Changnon 1971). The increased 

rainfall downwind of Chicago was inconsistent from year to year and appeared to disappear 

entirely during the 1970s (Changnon and Huff 1977), leading to the conclusion that the rainfall 

feature was merely temporary (Changnon 1980a,b). Even as research on the anomaly itself 

concluded, debate remained as to whether it was due to observer Err (Clark 1979) or a significant 

urban meteorological feature (Rao 1980). 

Research on La Porte, along with earlier concerns of urban areas affecting heavy rainfall 

(Huff and Changnon 1960) prompted the METROpolitan Meteorological EXperiment 

(METROMEX) (Changnon et al. 1971) to investigate urban rainfall effects outside of St. Louis. 

 
2 It’s unclear if Aristotle was referring to literal warmth in cities, or if it was a metaphor for human personality traits. 
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METROMEX found that warm precipitation downwind of St. Louis increased 20-40% compared 

to rural areas (Dettwiller and Changnon 1976). Studies noted that weekday rain was increased 

compared to weekend and that the increased seasonal rainfall primarily manifested as increased 

heavy rainfall (Huff and Changnon 1972). Increased hail downwind and lightning over the entire 

urban environment was also noted (Huff and Changnon 1973; Huff 1975). METROMEX 

concluded that urban areas created increased rainfall downwind due to unspecified interactions 

between the urban land surface and the atmosphere and urban aerosols with clouds (Changnon et 

al. 1976). Much of the continued skepticism (Eichenlaub 1972; Clark 1979; Braham 1979; Dirks 

1983) of the results or existence of urban rainfall modification was due to the limited scope and 

lack of detail into the individual atmospheric processes in METROMEX (Lowry 1998). Because 

of changing research priorities in the United States, METROMEX represented the high point of 

urban research for nearly 30 years, with most subsequent urban studies analyzing the limited data 

collected during the campaign (Ackerman 1985; Changnon and Huff 1986; Hjelmfelt 1982; 

Vukovich and King 1980). Some other studies from the time did probe urban effects on rainfall in 

London (Atkinson 1968), Mumbai (Khemani and Murty 1973), Washington (Harnack et al. 1975), 

Hungary (Lowry et al. 1978), and Tokyo (Yonetani 1982), but none with results as widely 

discussed as METROMEX. Lowry’s 1998 “Urban Effects on Precipitation Amount” (Lowry 1998) 

provides a review of research to that point as well as recommendations for the future – namely 

designed, replicable experiments and consistency in data collection. 

As noted by Lowry and reiterated by Shepherd (2005), the apparent failures of the first 

golden age of urban rainfall research was the inability to attribute causation of observed effects. In 

part, the processes behind the effect had not yet been described (see 1.3). But even if they had, the 

complex system of urban thunderstorm modification could not fully be described because the 

effects were overlapping and non-linear. While numerical weather models existed at the time (i.e. 

Myrup 1969), they lacked the complexity necessary to separate each factor at play in the urban 

climate system. By the early 21st century, computer power and weather model complexity had 

sufficiently evolved to begin to study the causation of observed urban rainfall patterns. But 

skepticism from the apparent disappearance3 of the La Porte anomaly to the shortcomings of 

METROMEX ultimately resulted in its principal researchers, Stanley Changnon and Floyd Huff, 

 
3 Note: The anomaly did not disappear. See Chapter 2. 
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to never speak again. And the residual skepticism toward urban weather modification persists in 

the atmospheric science community over 50 years after their results were first reported (Mills 2020, 

personal conversation). 

1.2 Contemporary Understanding of Urban Rainfall Effects (2000 – present) 

From the early 2000s, our understanding of both observations and processes affecting urban 

rainfall variability has continued to evolve. The contemporary understanding of urban rainfall 

interaction is of a complex synergy between the urban land surface and urban aerosols (Grimmond 

et al. 2010). Our understanding is sufficient to describe the interactions but conclusions have been 

slow to change in the past 40 years (Mills 2014). For individual rainfall events, urban areas modify 

storms in one or more of the following ways: 

a) Storm initiation (Ashley et al. 2011; Han and Baik 2008) 

b) Local rainfall enhancement (Kishtawal et al. 2010; Yang et al. 2014; Ganeshan et al. 

2013) 

c) Local rainfall suppression (Rosenfeld 2000; Alpert et al. 2008; Kawecki et al. 2016) 

d) Storm morphological modification, such as splitting (Bornstein and Lin 2000; 

Villarini et al. 2009) 

Individual storms may experience both rainfall enhancement and suppression over the same 

urban area. And the dynamics forcing urban rainfall modification are a complex interplay between 

land-atmosphere interaction and urban aerosol-cloud interaction. 

The urban land surface has a significant effect on local precipitation (Pielke et al. 2011). The 

effects of the urban heat island on rainfall result from the UHI either initiating convection or 

perturbing existing convection (Bornstein and Lin 2000). While the temperature increase in the 

UHI is strongest at night (Hu et al. 2016), the day-time UHI creates a deeper planetary boundary 

layer over and downwind (Han and Baik 2008) of an urban center. Similar to a land-sea breeze, 

the UHI creates vertical circulations across the urban land surface (Ryu et al. 2013), which initiates 

convection at the upwind boundary (Zhang et al. 2009), but generally suppresses moist convection 

over the center of large urban areas (Schmid and Niyogi 2013; Oke 1973). The urban circulations 

are more intense, wider, deeper vertically, and drier than those upwind in rural areas (Baik et al. 



 

 

20 

2001). Because the UHI dries the urban boundary layer, the UHI initiates moist convection (e.g. 

resulting in rain) only if there is a sufficiently moist upwind boundary layer (Dixon and Mote 2003; 

Miao et al. 2011). The bulk UHI effects produce near surface horizontal divergence upwind and 

convergence downwind (Bornstein and Lin 2000; Zhong and Yang 2015b), combined with 

competing vertical divergence at urban edges and convergence at the urban center (Lo et al. 2007). 

Synoptic conditions determine how these UHI features affect an existing convective system (Snow 

et al. 2012): Stronger external forcing favors horizontal upwind divergence which weakens or 

splits existing convection producing a rainfall minimum over the city and increased rainfall 

downwind. Weaker external forcing favors the vertical convergence which produces a 

precipitation maximum near the center, but would advect rainfall from initiated convection to the 

downwind edge. Given that many of the UHI processes were described earlier and independent of 

aerosol processes, it is possible that the strength and significance of urban land surface effects were 

misattributed to processes dominantly controlled by aerosols (Schmid and Niyogi 2017). 

Different aerosol-cloud processes have the ability to change the rainfall amount, intensity, 

and variability in and around the urban environment (Tao et al. 2012). Increased aerosols in the 

urban environment yield higher cloud condensation nuclei (CCN) concentration. More 

concentrated CCN values yield a larger number of smaller cloud droplets in a narrower cloud 

droplet distribution (Twomey and Twomey 1977; Twohy et al. 2005). These small droplets reduce 

the efficiency of droplet growth by collision-coalescence (“warm rain” process) and reduce the 

number of raindrops formed at temperatures above freezing (Givati and Rosenfeld 2004) and 

initially suppress rainfall (Rosenfeld 2000). However, a cloud with these properties has an 

increased lifetime (Albrecht 1989) and deeper mixed layer (Koren 2005). Because of the smaller 

droplets, more supercooled liquid water exists in the mixed phase region of the cloud (Rosenfeld 

and Woodley 2000). This enhances graupel and hail formation by riming of ice crystals (Rosenfeld 

et al. 2008). The increased number of larger frozen hydrometeors eventually results in larger rain 

drops and thus increased rain rates and amount at the surface (Han et al. 2012). The riming 

enhancement is non-linear and non-monotonic (Li et al. 2008). With very high aerosol loading, 

the liquid cloud droplet distribution becomes so narrow that riming is decreased compared to 

clean-air values (Saleeby et al. 2016), resulting in decreased precipitation (Khain et al. 2011). The 

same riming enhancement in the mixed phase region of the cloud results in increased lightning 
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flash density (Orville et al. 2001; Stallins et al. 2013), detectable both in individual storms and in 

the lightning climatology across an urban area (Bell et al. 2008). The weekly cycle of lightning 

(Bell et al. 2009) provides conclusive evidence of urban aerosol impacts on convective processes 

and may extend to hail and tornadoes (Rosenfeld and Bell 2011). Aerosol interactions are able to 

invigorate dynamic convection at the mesoscale (Ntelekos et al. 2009; Kawecki et al. 2016), which 

further enhances rainfall via increased moisture ingestion into the cloud (Lee 2012), and can 

prompt thunderstorm morphological changes such as splitting (Khain and Lynn 2009). 

Giant CCN have an opposite impact on precipitation – enhancing the warm rain process by 

increased drizzle nucleation, and suppressing cold rain (Feingold et al. 1999). GCCN may form in 

the urban environment as large carbon aerosols, normally hydrophobic, are coated in smaller 

hygroscopic aerosols (Andreae and Rosenfeld 2008).  Outside of cloud interaction, urban aerosols 

can change the intensity of the UHI: sulfate and nitrate aerosols scatter sunlight, decreasing UHI 

intensity (Wang et al. 2012); carbon aerosols absorb heat, increasing UHI intensity (Wang 2007). 

The urban aerosol interaction can be detected via a weekly cycle in rainfall intensity (Jin et al. 

2005; Tuttle and Carbone 2011). While rainfall intensity increases, total rainfall from an individual 

storm may be unchanged or decrease due to the competing aerosol effects which reduce 

precipitation efficiency outside the context of riming (Li et al. 2009; Yang et al. 2011). Aerosol 

perturbation produce more spatially variable rainfall because of different regions of a system being 

preferentially enhanced or suppressed (Altaratz et al. 2014; Shi et al. 2017). The consensus on the 

relation between aerosols and rainfall is still evolving, but agrees that precipitation increases when 

aerosols increase cloud condensation: in moist environments with moderate external forcing 

(Khain et al. 2008). As non-local forcing increases, there must be a higher aerosol loading to 

produce the same effect as a more locally forced system (Carrió and Cotton 2011). 

Isolating the individual urban aerosol effects on rainfall is especially difficult operationally 

or even in field studies because the hypothesized processes are not regularly measured (Feingold 

2009). Urban aerosols also coexist in a highly non-linear interplay with the urban land surface 

(Deng et al. 2016) with each produces compounding or opposing effects on rainfall. Some studies 

thus conclude that there is no detectable relation between urban aerosols and precipitation (Jin et 

al. 2005; Jin and Shepherd 2008) or that the apparent aerosol effect is more related to covarying 

synoptic features (Storer et al. 2010; Fan et al. 2009). Other studies find a significant (Lacke et al. 
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2009; Berg et al. 2008) or even dominant (Zhong et al. 2015; Kawecki et al. 2016; Schmid and 

Niyogi 2017) effect of urban aerosols on precipitation. 

Quantifying the contribution of individual land surface and aerosol effects requires the use 

of numerical weather models (van den Heever and Cotton 2007). Numerical models have evolved 

with parallel cooperative research to urban-rainfall theory (Shepherd 2005). Models are 

particularly useful isolating the individual land surface and aerosol sensitivities leading to rainfall 

modification (Shepherd et al. 2010; Chen et al. 2012; Li et al. 2013). Specific modeling studies 

have been undertaken in Houston (Burian and Shepherd 2005; Carrió et al. 2010), Washington-

Baltimore (Zhang et al. 2011a; Ryu et al. 2016), New York (Hosannah and Gonzalez 2014), 

Atlanta (Dixon and Mote 2003; Shem and Shepherd 2009), Indianapolis (Niyogi et al. 2011), St. 

Louis (Rozoff et al. 2003), Mexico City (Ochoa et al. 2015), Tokyo (Takahashi et al. 2011), the 

Pearl River delta (Lo et al. 2007; Wang et al. 2014), the Yangtze River valley (Wan et al. 2013), 

Mumbai (Lei et al. 2008), and multiple Indian cities (Kishtawal et al. 2010). The results have led 

to a particular interesting in advancing urban hydrology (Chen et al. 2012), given that urban areas 

tend to increase heavy rainfall and are constructed of impervious surfaces more prone to flash 

flooding (Smith et al. 2002). Urban rainfall modification makes cities more uniquely prone to flash 

flooding (Villarini et al. 2009; Wright et al. 2012), especially in locally forced events (Smith et al. 

2016). Recent studies on aerosol variability indicate that aerosols are the mechanism behind an 

increased flash flood risk (Fan et al. 2015; Zhong and Yang 2015a). But smart planning via 

understanding of urban hazards can help mitigating the flooding risk in both current and future 

climates (Yang et al. 2016). 

1.3 Structure of Original Research Presented 

In order to understand the individual processes behind urban rainfall variability, numerical 

weather models are required. Rather than present the research in the order in which it was 

undertaken, this dissertation is presented from the steps needed to gain a greater understanding of 

urban thunderstorm modification: 

• Chapter 2: Observations of the La Porte Anomaly – This chapter confirms the historic 

and continued existence of the first well-studied urban rainfall feature (see 1.1), and 
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uses innovative analysis to show what processes behind urban thunderstorm 

modification require the most attention. 

• Chapter 3: Numerical Model Development – This chapter discusses the 

parameterizations and features used in the numerical model for the remainder of the 

research. 

• Chapter 4: Idealized Simulations of Urban Thunderstorm Modification – This 

chapter presents two published studies of simulations from the model on an idealized 

land surface, in order to isolate urban from non-urban effects. 

• Chapter 5: Modeling the Historic and Current La Porte Anomaly – This chapter 

shows the simulation of the La Porte Anomaly to demonstrate the sensitivity of the 

observed features to hypothesized processes. 

• Chapter 6: A Multicity Simulation of a Thunderstorm Impacting Birmingham, 

Alabama – This chapter expands the urban environment to a superregional setting to 

show that two seemingly separated urban areas can be reconnected through by a 

modified thunderstorm. 

Chapter 7 presents a synthesis of the results and conclusions from the prior research chapters, 

highlighting what new innovations have come from it. Given the human element of the urban 

weather system, and the growing the urban population, it ends with recommendations of where 

this research can proceed in the future. 
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CHAPTER 2. OBSERVATIONS OF THE LA PORTE ANOMALY 

Following the historical discussion in Chapter 1, it is important to reiterate here that the La 

Porte Anomaly was the first urban precipitation feature to be described and studied in detail 

(Changnon 1968, 1971). It apparently manifested as a region of precipitation, centered in La Porte, 

Indiana, 80 km downwind of Chicago, where warm-season rainfall at one station was over 50% 

greater than upwind. The increased total warm-season rainfall (Dettwiller and Changnon 1976) 

was primarily due to more frequent heavy rain downwind of the city (Changnon et al. 1976), and 

it was accompanied by increased hail and more frequent lightning (Huff and Changnon 1973). The 

original research indicated that the La Porte anomaly existed at least as early as the 1930s, persisted 

through the mid-1960s, but by the 1970s it had apparently disappeared (Changnon 1980a; Rao 

1980). This chapter will present results of research using historical to contemporary data to 

demonstrate: 

• The La Porte Anomaly indeed existed as originally observed. 

• While the rainfall anomaly downwind of Chicago disappeared during the 1970s, it 

reappeared and persists to today in seasonal precipitation. 

• The rainfall variability is most prominent under locally forced conditions, 

demonstrating they are an urban modification. 

• The urban rainfall changes exist independent of wind direction and influences from 

Lake Michigan. 

• From 2005 – present, the summer rainfall downwind of Chicago is 30% greater than 

upwind and the downwind weekday rainfall is over 50% greater than on weekdays – 

a characteristic indicator that urban aerosols influence the local variability. 

2.1 Data and Methodology 

Critiques of the original studies of the La Porte anomaly almost universally focus on data 

and methodological quality (Lowry 1998; Changnon 1992). The data and methods for this chapter 

rely on objective and multi-sensor observations, with robust, statistically significant analyses. 
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2.1.1 Historical Data and Methods 

The precipitation from 1930 – 2000 was gridded at 9-km spacing in the 90,000 km2 (30 × 

30 grids) region around Chicago using an optimal interpolation technique (Gandin 1966; Bellerby 

2013). Irregularly spaced surface precipitation observations from the Global Historical 

Climatology Network (GHCN)(Peterson et al. 1998; Menne et al. 2012), which include weather 

service and cooperative sites, were interpolated over a background field of a hydrological 

reanalysis (Livneh et al. 2013), chosen for its minimal urban signature. The optimal analysis field 

PA is computed by weighting (w) the difference between the point observations PO and the 

background reanalysis PB. 

𝐏𝐀 = 𝐏𝐁 +𝐰(𝐏𝐎 − 𝐏𝐁) 

The weights are computed based observation point distances from the center of each grid, 

with the observational error computed as the difference between individual observational monthly 

variance and observational-background covariance. The S matrix represents the Gaussian distance 

(Dg) of each site from the center of the grid (b), and the R matrix represents the Gaussian distances 

of each site from each other. Correlation length (clen), at which two sites would be considered 

identical, was defined as 600 m. 

𝐷𝑔 = exp(−
𝐷2

𝑐𝑙𝑒𝑛
2 ) 
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𝐄 = 𝑣𝑎𝑟(𝐏𝐎) − 𝐂𝐎𝐁𝐑
−𝟏𝐂𝐎𝐁

𝐓   where   𝐂𝐎𝐁 = [
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⋮

] 

𝐰 = (𝐑 + 𝐈𝐄)−1𝐒𝐓 

For grids with zero or one point observations, the optimal analysis was the background or the 

average of the background and point with maximum expected error respectively. Optimal 
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interpolation provides a sufficient precipitation analysis because seasonal rainfall values are 

temporally independent – i.e. the observed rainfall in the 1960s is not significantly dependent on 

the observed values in the 1950s. 

2.1.2 Contemporary Data and Methods 

From 2005 – present, this study used in situ  raingauge observations and the 4km, 

Advanced Hydrologic Prediction Service Multisensor Precipitation Reanalysis (MPR) (Nelson et 

al. 2010) available from 2005 to assess the warm season rainfall. The 4-km grid spacing of the 

product is sufficient to analyze specifically urban rainfall features (Paul et al. 2018). The MPR, 

like any gridded precipitation analysis, may differ from individual rain gauges but the errors are 

greatest at the smallest temporal and spatial scales (hourly or sub 1-km). These errors become 

acceptably small at the daily time scale and greater (Wu et al. 2012). 

The errors in the gridded precipitation product continue to decrease as the time scale of 

evaluation becomes larger. The root mean square error (RMSE) between n individual rain gauges 

and the AHPS analysis, bilinearly interpolated to the gauge, defined as: 

𝑅𝑀𝑆𝐸 = √∑ (𝑅𝐴𝐻𝑃𝑆̅̅ ̅̅ ̅̅ ̅̅ − 𝑅𝑔𝑎𝑢𝑔𝑒)
2

𝑛

𝑛
 

At a daily time scale, over the study region, the average daily RMSE = 3.6 mm·day-1, lower but 

comparable to the values found in other studies(Wu et al. 2012) (4.5 mm·day-1). At the seasonal 

and 10-year scale, the RMSE are an order of magnitude less than their daily values -  RMSEseason 

= 0.61 mm·day-1, and RMSE10-yr = 0.43 mm·day-1. 

The MPR has been used in the operational and research communities for over a decade 

(McEnery et al. 2005). In particular, it has been used to quantitatively diagnose rainfall(Zhang et 

al. 2011b), operationally assess flash flooding (Zhang et al. 2014), and seasonally analyze drought 

severity (McRoberts et al. 2012; Cumbie-Ward and Boyles 2016) with these acknowledged errors 

– RMSE ≈ 100% per day. Recent studies have noted how radar alone could diagnose urban rainfall 

anomalies at a climatological scale (Hamidi et al. 2016; Fabry et al. 2017), and that incorporating 

rain gauges improves the skill of a precipitation analysis. While the daily RMSE between MPR 
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product and rain gauges is near 100%, it decreases to 18% when reassessed at a seasonal scale and 

9.9% at 10-years. Given that the La Porte anomaly manifests as a seasonal to climatological feature 

with a magnitude of 40% greater than the regional average, the MPR is able to quantitatively 

describe and analyze it. 

The North American Regional Reanalysis (NARR) was used to categorize rain events 

(Mesinger et al. 2006)– separating storms by mean regional wind direction (see ) and regional 

storm speed, CAPE, and PBL height (see 2.6). To produce Fig. 3, individual daily rainfall totals 

were transformed into a generalized upwind-downwind coordinate centered through downtown 

Chicago. Daily rainfalls directly upwind and downwind of the center of Chicago were sampled in 

swaths 40 km perpendicular to the storm motion and 300km parallel to storm motion with a 2-km 

grid sample radius, with a minimum of 10 days at each angle of storm motion. The storm motions 

across Fig. 3 represent 92% of summer days and 98.7% of summer rainfall. To determine the 

location of “peak” rainfall, a three-point boxcar average was applied to the gridded rainfall data to 

remove highly variable outlier points. The “relative anomaly” was computed as a percent 

difference between the average precipitation in a 30-km radius surround the peak anomaly rainfall 

and the average precipitation of the entire domain. The urban footprint overlaid in the figure uses 

the MODIS land cover product from 2010 (Friedl et al. 2002; Friedl and Sulla-Menashe 2015). 

The urban effects presented at different storm motion vectors were objectively classified by 

assessing a hybrid clustering (Bernard et al. 2013) of the principal components (PCA) (Cheng et 

al. 2010) of the rainfall in the upwind, central, and downwind regions. Due to the correlation, the 

first principal component was representative of mean rainfall, but the 2nd and 3rd PC captured the 

rainfall variability to cluster the angles into distinct, related classes. 

The methods to detect if rainfall regimes are “different” follow a series of non-parametric 

statistical tests because rainfall, even in very large sample sizes, rarely follows a known or 

consistent distribution (Wilks 2011). To test the significance of the difference between two regions 

of rainfall (i.e. upwind vs downwind), the Mann-Whitney U test was used. The Mann-Whitney U-

test is the non-parametric alternative to the sample t-test to determine if two samples arise from 

independent distributions (Gabriel 2002; Lamptey 2008). For three or more sets, the Mann-Whiney 

was supplemented with the Kruskal-Wallis one-way analysis of variance to determine if data arise 
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from the same or distinct distributions (Maia et al. 2007). Spatial trends along a transect (Fig. 3) 

were calculated using the non-parametric Mann-Kendall trend analysis to determine how 

significantly and monotonically an trend could be detected (De et al. 2005; Chen et al. 2013). 

The relative anomaly is assessed with respect to the NARR domain average values of storm 

velocity (independent of direction), PBL height, CAPE, and convective fraction. The independent 

variables are distributed into bins: ranges of values and the rainfall is averaged over the set of days 

corresponding with each value, with at least 10 days of data required. The daily domain mean 

storm motion was assessed in two bin sizes: 1° reported in the results, and 10° noted in Table S2. 

A least squares linear regression, weighted by the number of days in each bin, was performed on 

the highly correlated variables to assess their relation and the significance 

2.2 The Contemporary Rainfall Anomaly 

The contemporary “La Porte” anomaly is shown in Figure 2 as a broad region of rainfall, 

centered near (41N, -87W), greater than the summertime regional average. The rainfall anomaly 

in NWI emerges as a ‘hotspot’ with values 100 – 120 mm greater than the regional average (a 30-

40% increase). This rainfall anomaly is climatologically downwind of Chicago: the mean summer 

storm motion vector is from the NW (156°), while the rainfall-weighted mean storm motion is 

from the WNW (124°).  A positive rainfall anomaly also exists from near downtown Chicago, 

extending east into Lake Michigan. The increased rainfall is especially notable, given that Lake 

Michigan itself reduces warm season rainfall compared to locations far from the lake (Notaro et 

al. 2013). Northwest of the Chicago urban area receives climatologically more precipitation during 

the summer. Thus, there is a local reduction in precipitation at the upwind edge, which gradually 

increases across the urbanized area, extending into a broad region of increased rainfall downwind 

of the city. 
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Figure 2.  2005 – 2016 climatology of summertime (JJA) rainfall in the 

Chicago region, and anomalies with respect to the regional mean. The 

non-linear scale highlights the location and extent of the anomaly 

downwind of Chicago in NWI. 

Locations labeled: * - anomaly location, V – Valparaiso, L – La Porte, C 

– downtown Chicago, R – Rockford. 
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Figure 3. Seasonal, regional rainfall transformed into a generalized upwind/downwind vs storm 

motion coordinate system. The extent of the Chicago urban footprint is overlaid. Precipitation 

from all angles were scaled to represent seasonal rainfall if all summer precipitation occurred at a 

given angle. The wind angles displayed represent 92% of all summer days, and 98.7% of total 

summer precipitation during the 2005 – 2016 study period. The mean storm motion angle is 

156.9° overall, and 124.7° when weighted by precipitation intensity. The weighted storm motion 

vs precipitation average explains the precipitation maximum at 41.0N, -87.0W (80 km 

downwind). Table 1 summarizes the statistical significance of upwind/urban/downwind 

difference, demonstrating most angles are p  < 0.01. 
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 Figure 3 displays a Hovmöller-like diagram of scaled, seasonal precipitation in a 

generalized upwind-downwind coordinate. The rainfall with sufficient data to analyze all upwind 

and downwind rainfall (70° – 190°) represent 76.1% of summer days, and 93% of seasonal rainfall. 

The urban effects were analyzed for different storm motions in three regions: upwind, central 

(urbanized), and downwind. The urban effects were objectively separated using a cluster analysis 

which yielded the following regimes: 

• Cluster 1. Storms moving from south of due west (< 90°), those from WNW to NW (120° 

– 145°), and those within a few degrees of due north (180°) demonstrate an abrupt decrease 

in rainfall at the upwind boundary, then a gradual increase across the central urban area 

extending downwind. 

• Cluster 2. Storms from the W and WNW (90° – 120°) show a gradual decrease across the 

urban boundary, then increased rainfall downwind. 

• Cluster 3. Storms from the NW and NNW (145° – 165°) show an abrupt increase at the 

upwind boundary, then gradual decrease across the central region, followed by a slight 

increase downwind. 

• Cluster 4. Systems moving from north of 165° exhibit generally low rainfall values, but 

decrease upwind, increase across the center, then decrease downwind.  

The rainfall of Clusters 1 and 2 exhibits the “classic” urban rainfall pattern of an abrupt 

decrease at the upwind boundary followed by a gradual increase over the urban area to downwind.  

Notably, storms from the WNW (120-145°) account for 22.9% of days, and 33.1% of seasonal 

rainfall, and are largely responsible for the location and shape of the climatological precipitation 

anomaly downwind of Chicago. The narrow downwind enhancement in storms from near due 

north (Cluster 4) is possibly due to the lake-land boundary, rather than urban-rural. In all days with 

sufficient data to analyze a complete upwind/downwind path, the downwind rain is greater than 

the upwind and central or trending upward in 54.8% of days, representing 62% of seasonal rainfall. 
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2.3 Rainfall Variability is Due to the Urban Area 

A Kruskal-Wallis test between all three regions showed that the rainfall distribution is 

statistically distinct between all three groups (p < 0.01) for almost every 1° bin of storm motion 

vectors. A Mann-Whitney test was performed to compare the pairs of each of the three regions. 

There is less distinction between the upwind and central rainfall distributions for storms with west-

to-east motion (90°-105°) where the p > 0.01. The central-downwind distributions are statistically 

distinct except for storms from a more NW-SE motion (145°), where there is also less distinction 

between all three regions. The same tests, when performed over the adjacent rural area with 

arbitrary boundaries, show no significant difference in precipitation distribution over the same 

transect lengths. Therefore, the precipitation distribution differences across the urban transects 

indicate an urban modification. 

Analysis of Figure 3 demonstrates the existence of distinct urban rainfall patterns and the 

modes of urban modification of storms originating from different directions. Thunderstorm motion 

also represents a proxy of differential exposure to urban land cover because of the non-circular 

shape of the Chicago urban footprint. However, despite that the cross section of urban footprint 

varies from 70–170km, there is no significant or monotonic relation between urban extent and 

rainfall modification. This indicates that the Chicago urban area is large enough to “fully modify” 

incipient thunderstorms causing climatological signature (Schmid and Niyogi 2013).  

The direction of storm propagation can act as a proxy for thunderstorm morphology and how 

different storm types respond to urban modification. For example, in the Chicago area during the 

summer, linear storm morphologies (e.g. squall lines, bow echoes) typically move from the NW 

or N, while single-cell convection is more likely to move from the SW or W (Niyogi et al. 2011). 

Cluster 1 represents weak cellular (from SW) or quasi-linear (from NW) convection which is 

weakened by the upwind urban-rural boundary. The UHI circulation suppresses convection while 

the urban aerosol plume perturbs the cloud, which initially reduces convective rainfall. The UHI-

convergence over the city along with aerosol-cloud interaction gradually intensifies the storm, 

leading to enhanced precipitation downwind. Cluster 2 represents stronger cellular and linear 

convection. Strong individual cellular convection still experiences an abrupt upwind boundary, 

while linear convection may erode both the land surface and aerosol pre-storm boundaries. Thus 
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the linear storms of Cluster 2 do not show a significant upwind change. The strong external forcing 

present in Cluster 2 storms likely dampens the urban effects. Cluster 3 and 4 represent weakly 

forced linear convective or non-convective (stratiform) systems. At the upwind edge, convection 

may be initiated by the UHI circulation, or enhanced. Rainfall at the boundary could also be 

enhanced by a faster convective response to the aerosol-interactions or general enhancement of 

non-convective precipitation, where greater cloud water can increase stratiform rainfall. However, 

in all cases, these observations alone cannot distinguish the land-surface from the urban aerosol 

effects in upwind and central regions and need to be considered as the total urban impact on the 

thunderstorms 

2.4 Day-of-week as a proxy for urban aerosol loading 

In Chicago, weekend pollutants are typically only 40-50% of their weekday values 

(Blanchard et al. 2008). These difference in urban aerosols produce a remarkable effect on 

observed precipitation (Figure 4). A summer season comprised entire of weekday precipitation 

events would receive 15% more precipitation (40 mm) across the entire domain than weekend 

events. The difference is most pronounced in the downwind anomaly region, where the maximum 

weekday-weekend difference is coincident with the maximum seasonal anomaly. Locales 

downwind of Chicago, receive nearly 50% more rainfall on weekdays than weekends. The 

weekday-weekend difference also eliminates what influences urban land boundaries and Lake 

Michigan have on regional rainfall variability leaving only the urban aerosol forcing. While most 

of the study area receives more weekday precipitation, on weekends there is an increase at the 

upwind boundary. The statistical distributions of weekday and weekend urban rainfall are distinct 

for most of the domain. A Mann-Whitney test for each grid shows that weekday precipitation is 

statistically distinct from weekend for approximately 87% of the domain (p < 0.01). However, all 

downwind grids are distinct to this level of significance. There is less distinction in the upwind 

grids, suggesting an urban aerosol influence on the rain anomaly. 
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Figure 4. 2005 – 2016 summertime precipitation, scaled to the same seasonal total in Fig. 1, for a) weekdays (Tues. – Fri.) and b) weekend 

(Sat. – Mon.) days, with the c) weekend – weekday difference between (b) and (a). For the entire region, 60.6% of seasonal precipitation 

falls on weekdays, which comprise only 57.2% of days. For the downwind anomaly region, the weekday contribution to total seasonal 

precipitation rises to 63.0%. The largest difference between weekdays and weekends is located near the peak overall downwind anomaly at 

40.9N, -86.8W (80 km downwind). 
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The weekday-weekend cycle of precipitation can show both the aerosol and land-surface 

contribution to precipitation modification. The aerosol field is approximately coterminous with the 

urban land cover at the upwind edge, but it can advect far downwind of the city. When a storm 

initially approaches the city, it encounters the edge of the urban land cover and urban aerosol field 

concurrently. However, a storm will remain in the downwind aerosol field far from the urban land 

itself. On weekdays, an approaching storm ingests a heavier aerosol load at the city edge, which 

can initially suppress convective precipitation as seen in the rainfall reduction at the upwind edge 

of the city but increases precipitation downwind. On weekends, the aerosol loading is decreased, 

and a system is prone to a greater contribution from the land surface. The UHI-induced circulation, 

strongest at the urban edge, invigorates the storm updraft and produces more intense rainfall at the 

city edge. The lower aerosol load modifies precipitation processes more slowly, so there is still a 

positive rainfall anomaly downwind. 

2.5 Historical Variability of the Anomaly 

The combined land-surface and aerosol interactions synergistically explain the 

climatological variability of the location and strength of the downwind anomaly. The original 

studies (Changnon 1971, 1968, 1980a) explained the observational history of the La Porte anomaly 

until 1980. The NWI rainfall began to increase at least by 1920, peaking during the 1950s. From 

the mid-1950s to 1970, the peak anomaly migrated southwestward 40 km, from near the La Porte 

observation station to near Valparaiso. By 1980, the anomaly had apparently disappeared. The 

studies during that time utilized only limited observations, which excluded many cooperative sites. 

They utilized non-objective analyses (i.e. hand-analyzed maps), fueling the controversy over its 

existence. 

An optimal interpolation method was employed to assemble all historical data, including 

cooperative sites not in the original studies. The optimally interpolated rainfall anomaly for the 

Chicago region at 9-km spacing from 1930-2000 is shown in Figure 5. Each map shows the 

average summertime rainfall anomaly relative to the decadal mean over the ten-year period of each 

decade. By the 1930s, there was a consistent positive precipitation anomaly in NWI, downwind of 

Chicago. During the 1940s and 1950s, it intensified and migrated eastward toward La Porte. A 

peak seasonal anomaly of 120 mm (a 40% enhancement) occurred in 1959, in the grid containing 
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the La Porte station. It is possible that observer bias was responsible for the magnitude of the 

anomaly, however, the surrounding region also shows a consistent positive anomaly throughout 

the time. During the 1960s, the rainfall anomaly in La Porte had weakened, or possibly migrated 

far to the southeast of the urban area. In the 1970s, the anomaly seemingly disappeared, and led to 

scientific debates regarding the urban rainfall modification (Holzman 1971; Rao 1980). During the 

1980s, the downwind anomaly began to return and persists to the present. 

Given that the 1970s was the decade with the highest total aerosol output from Chicago 

(Lyons and Stedman 1991; Landis 1980), the “disappearance” of the anomaly may have been due 

to the nonlinear response of precipitation to very high aerosol loading (Rosenfeld et al. 2008). 

During the 1970s, the portion of heavy rain events downwind is historically low (less than 20% of 

rainfall), indicative of suppressed convection at the time. Despite a continued increase in 

metropolitan population and urban land cover extent, the implementation of the Clean Air Act 

(CAA) reduced Chicago’s pollution in the decades after the 1970s. During the 1980s, the anomaly 

began to “reappear” south and slightly west of its previous location. Along with increased regional 

rainfall in 1990s to the 2000s, consistent with other urban areas following the CAA (Diem 2013), 

the positive anomaly persisted and migrated from the east to the southeast of the city. The shift 

and broadening of the downwind anomaly coincided with a predominantly westward suburban 

expansion. The largest urban footprint influences a greater number of storms, producing a 

downwind anomaly over a larger location. When a storm is perturbed by urban effects at a more 

westward location, it completes the process to intensify surface precipitation at a more westward 

location. Therefore, the location of the precipitation anomaly shifted to its current location. 
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Figure 5.  The relative precipitation anomaly to the regional mean for each decade from the 1930s to 2000s over the study region, as 

reconstructed using optimal interpolation of surface rainfall measurements. The peak anomaly magnitude in the 1950s may be due to 

observer bias. Its apparent disappearance during the 1970s is likely due to the extremely high aerosol loading suppressing precipitation 

in polluted areas. The general westward movement of the anomaly is explained by the preferential expansion of the Chicago urban 

footprint to the west. Individual storm systems in 2000 encounter the urban edge at a more westerly location, begin modification 

earlier, and produce increased rainfall at a more westerly location. 
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2.6 Continued Existence and Dependence on Synoptic Factors 

While the overall downwind anomaly is a climatological feature, its location and intensity 

for any given event is dependent on external conditions. Figure 6 details how the anomaly varies 

depending on storm speed, synoptic instability (quantified through convectively available potential 

energy or CAPE), and the degree of local land-atmosphere coupling (represented by planetary 

boundary layer or PBL height). Results identify a significant linear relation between maximum 

rainfall location and storm speed (Fig. 6a). Independent of latitudinal location, a weighted linear 

regression shows that for every 1 m∙s-1 increase in storm velocity, the location of maximum rainfall 

moves approximately 10 km to the east. This indicates that the urban modification is time-

Figure 6.  Graphs showing the relation between a) storm velocity and anomaly longitude, 

b) CAPE and downwind anomaly intensity, c) PBL height and downwind anomaly 

intensity, and  d) Table summarizing relevant statistics and regression slopes and 

significances. In (d), regressions are not performed for insignificant relationships. The 

relation between the precipitation anomaly shows that a) faster moving storms produce 

an anomaly at a location farther downwind (more easterly), b) for storms within a regime 

sufficient for cold convective precipitation (CAPE > 500 J∙kg-1), the more strongly 

forced storms decrease the relative intensity of the downwind anomaly, and c) the 

downwind anomaly is most intense on days with strong land-atmosphere coupling (i.e. 

low PBL height). 
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dependent. The surface heterogeneity and feedback from the urban environment modifies a storm 

to produce a downwind increase in rainfall after a “sufficient” time threshold, on the scale of 

cycling a surface perturbation throughout a storm (an hour or two). Faster storms have moved 

farther downwind than the slower ones thus the maximum anomaly is located farther to the east. 

The relative intensity of the downwind anomaly (defined as the ratio of peak rainfall to the 

domain mean) is inversely related to synoptic forcing (Fig. 6b) and land-atmosphere coupling (Fig. 

6c). The total domain precipitation increases monotonically for both increased CAPE (10% per 

100 J/kg) and higher PBL heights (20% per 100 m), but the relative anomaly decreases. Meanwhile, 

the relative anomaly decreases by 10% for every 100 m increase in PBL height, further 

highlighting that the anomaly is due to the coupling between the land surface and atmosphere. 

CAPE has a non-linear impact on the prominence of the downwind anomaly. On stable days 

(CAPE < 500 J∙kg-1), there is no detectable relation. But for higher values, the relative downwind 

anomaly decreases by 8.2% per 100 J∙kg-1 of added CAPE. This indicates that the downwind 

rainfall anomaly is created by the modification of convective precipitation and is most prominent 

on days with moderate but not high instability. 

2.7 Discussion 

Considering the results from this study, a paradigm by which thunderstorm modify in the 

urban environment is possible: 

1) An incipient storm encounters the land-cover and aerosol boundary at the upwind urban edge. 

Both effects simultaneously perturb the storm, but the variable aerosol effects can be seen 

in the weekday-weekend difference. Weekend precipitation increases only at the upwind 

edge. In environments with the weakest forcing, the upwind UHI may initiate convection, 

but the upwind effect for most storms is rainfall reduction. In the most strongly forced 

environments, the storm weakens more gradually, due to dampened urban effects. 

2) The storm continues to ingest urban aerosols and weak surface perturbations from the urban 

surface as it crosses. For most convection, a system will modify to eventually produce 

enhanced rainfall. Depending on the speed of a storm and synoptic forcing, this 

enhancement may occur while the system is still over the urbanized area. In systems with 
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the strongest external forcing, the total urban modification is realized only as a gradual 

reduction in rainfall, with possibly no further enhancement.  

3) Downwind the aerosols maintain an “urban thunderstorm” well past the edge of the urban land. 

The land surface no longer directly provides urban perturbations, but the rainfall 

enhancement may exist downwind, dependent on storm velocity. The location of the 

downwind anomaly depends on where a storm begins modification upwind with its speed.  

Across all events, the relative anomaly is most prominent in locally forced, highly coupled 

storms, further confirming that urban environments significantly modify rainfall climatology. This 

modification can be detected in observational climatology when the data are reviewed with 

consideration of urban dynamics and aerosol-cloud processes. While the effects of the urban land 

surface and aerosols both impact a system, the magnitude of the weekday-weekend rainfall 

difference compared to measures of land-atmosphere coupling, along with the process 

understanding of aerosol-cloud interaction, indicate that the aerosol-cloud modification can be a 

dominant mechanism by which urban rainfall modification occurs. The urban land effects forcing 

is secondary, however, the land is reason that the aerosols are elevated into the cloud via UHI 

circulation and the reason the aerosol exist in the first place via human activity.  
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CHAPTER 3. NUMERICAL MODEL DEVELOPMENT 

Observations alone can identify urban precipitation patterns, and careful analysis can 

demonstrate the sum of potential forcings. But separating the individual factors contributing to 

urban thunderstorm modification absolutely requires the use of a robust numerical weather model 

(Shepherd 2005; Grimmond et al. 2010; Mills 2014). This chapter focuses on the numerical model 

features and innovations used in the simulations in the forthcoming chapters. The model developed 

is Urban RAMS: An implementation of the Regional Atmospheric Modeling System (RAMS, 3.1) 

coupled with the Town Energy Budget (TEB, 3.2.1) urban canopy model, the Simple 

Photochemical Module (SPM, 3.2.2) air quality and chemistry model, and using a urban procedural 

model derived schedule of surface emissions which incorporates simulated human activity into the 

weather system (3.2.3). The innovations used to improve this model represent a completely new 

contribution to the field and contain original published work (Schmid and Niyogi 2017, 2013). 

3.1 The Regional Atmospheric Modeling System (RAMS) 

RAMS is a non-hydrostatic, cloud-resolving model particularly suited to handling urban-

atmospheric interactions (Cotton et al. 2003; Pielke et al. 1992). It is well suited for these types of 

numerical simulations because it is capable of resolving surface convection at a relative fine scale, 

and it utilizes a robust cloud microphysics scheme to handle cloud-aerosol interactions. It uses 

two-way interactive Arakawa C grid nesting, with few restrictions on the nest locations and ratios. 

The relatively forgiving grid geometry also enables multiple nests within one broader grid (Walko 

et al. 1995), providing enhanced potential for multicity simulations (see Chapter 6). It employs the 

Harrington 2-stream radiative parameterization (1997), the Kain-Fritsch (1993; Kain 2004) 

convective parameterization for grids with greater than 10-km spacing4, Klemp and Wilhelmson 

lateral boundary conditions (1978), Mellor and Yamada turbulence closure (1982). 

The model uses the LEAF-3 land surface parameterization (Walko et al. 2000; Walko and 

Tremback 2005). LEAF-3 parameterizes typical surface features such as soil and vegetation, using 

 
4 None of the simulations from Chapter 4-6 were in tropical locations. For tropical and some marine convection, 

parameterization should be employed in grids as fine as 4-km. 
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30 different land surface classes. It also can represent sub-grid variability in surface characteristics 

by divided model grid cells into patches. This makes it particularly well suited in a complex urban 

environment, as it can approximate the existence of urban trees or lakes without the need to define 

an entirely new land surface class. Along with being able to create features such as “greenness” 

(i.e. 95% urban, 5% trees) within an urban grid, the patch framework creates a more realistic urban-

rural boundary by more transitioning from urban to rural over a few model grid cells. This type of 

transition prevents unrealistically large circulations at the boundary (e.g. more typical of a land-

sea breeze). 

RAMS cloud microphysics are particularly well-suited to handle urban aerosol-cloud 

interaction because the parameterization explicitly considers cloud nucleation (van den Heever 

and Cotton 2007). The microphysical parameterization uses the bin-emulating Colorado State 

University (CSU) scheme with eight two-moment water substance types, including six 

hydrometeor types representing two “bins” of small-mode/large-mode hydrometeors: drizzle/rain, 

graupel/hail, snow/aggregates. It includes explicitly nucleating aerosols (Saleeby et al. 2004; 

Meyers et al. 1997) with dry and wet deposition, and a hybrid-binned riming scheme for the 

formation of graupel and hail (Saleeby and Cotton 2008). The small (CCN) aerosols activate to 

form cloud droplets (Feingold et al. 1994), while the large (GCCN) aerosols nucleate directly to 

drizzle (Feingold et al. 1999). The bin-approximating approach of the CSU scheme is particularly 

useful for urban aerosol-cloud interaction because it parameterizes the hydrometeors important for 

both warm-rain and cold-rain modification. In particular, the riming scheme accurately simulates 

the cold-rain enhancement via autoconversion of snow to graupel via riming, then melting into 

large rain drops.  

3.2 Development of Urban RAMS Parameterization 

To create an urban version of RAMS, it needed the capacity to simulate the urban land 

surface through an urban canopy model (3.2.1) and a better way to handle urban aerosols (3.2.2, 

3.2.3). The “out-of-the-box” model (RAMS 6.0) initializes CCN and GCCN homogeneously in 

space. Many previous RAMS studies (van den Heever and Cotton 2007; Carrió et al. 2010; Collins 

et al. 2012) varied concentrations over the entire domain. But the urban model required for this 

study required some way of capturing the spatial variability of an urban aerosol plume. Aerosols 
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(CCN) could be heterogeneously distributed in 

space at model initiation, but preliminary 

simulations showed that the column collapsed and 

left the domain within a few hours (Figure 7). In 

fact, without nudging, model CCN ultimately leave 

the entire domain after a few days of simulation 

time, which leads to a dry bias in long term RAMS 

simulations. The solution to this problem was to 

treat urban areas as aerosol sources in order to 

create variability and replenish the entire model’s 

supply of cloud-nucleating aerosols. 

3.2.1 The Town Energy Budget (TEB) 

The Town Energy Budget (TEB) 

parameterization (Masson 2000) parameterizes the 

urban energy balance in the urban roughness 

sublayer. It replaces LEAF-3 for the roughness 

sublayer in urban grid squares in the model. It 

treats urban grids as a street canyon with mostly 

uniform geometry to calculate temperature, 

humidity, wind speed, and energy fluxes. Urban 

grids are still divided into patches near boundaries 

through LEAF-3, so different urban grids can 

contain different levels of urbanization. TEB 

simplifies the urban canyon to fluxes between a 

generic “wall”, “roof”, and “road”, each with a prescribed albedo and emissivity. The street canyon 

geometry requires building height, building fraction, building roughness length, and overall 

roughness length (z0). As long as there are model-realistic values for each of these parameters, any 

number of urban types (e.g. local climate zones Ching et al. 2018) can be defined. Table 1 shows 

the values used for this implementation of TEB. The population density and job density values are 

not simulated in RAMS, but rather in an external traffic model used to calculate surface emissions 

TIME 
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Figure 7. Six hour simulation of 

heterogeneous aerosol initialization. The 

aerosol column almost immediately 

disperses and leaves the domain. 
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for each urban type. The “Downtown” climate zone is also not implemented in RAMS as it would 

populate so few model grid squares, that its inclusion was not warranted in simulations at or around 

1-km grid spacing. 

Table 1. TEB parameters defined for this implementation of RAMS. Note the population and job 

density values are not for a RAMS simulation but used in the external traffic model (3.2.3) to 

simulation time-dependent surface emissions. 

  Old Urban Suburban Downtown 

Building Height (m) 15 5 55 

Building fraction 0.6 0.4 0.8 

Building HL 0.75 0.50 3.00 

Canyon Aspect Ratio 1.125 0.333 12 

Building roughness 1.50 0.40 6.75 

z0 0.92 0.19 5.41 

Roof Albedo 0.18 0.15 0.13 

Roof Emissivity 0.91 0.91 0.90 

Road Albedo 0.16 0.18 0.15 

Road Emissivity 0.95 0.95 0.90 

Wall Albedo 0.20 0.20 0.25 

Wall Emissivity 0.90 0.90 0.85 

        

Pop. Density (km-2) 5,000 1,200 12,000 

Job Density (km-2) 2,800 350 60,000 

3.2.2 The Simple Photochemical Module (SPM) 

Urban RAMS is coupled with the Simple Photochemical Module (SPM) (Freitas et al. 

2005), which handles the atmospheric chemical species most important to air quality prediction. 

In particular, the SPM handles the formation and dispersion of sulfur dioxide. The SPM emits 

during each time-step on the innermost model grid from the urban land surfaces separate vehicular 

and industrial components of NO, NO2, PM2.5, SO2, and VOCs, predicting their interactions and 
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subsequent byproducts. Industrial emissions are temporally constant from the urban land grids 

while vehicular emissions vary with local time-of-day and day-of-week. Vehicular emissions are 

determined using results from an offline traffic simulator described in 3.2.3. On weekdays, the 

emissions show two daily maxima corresponding to traffic rush hours, while on weekends, there 

is a single maximum during midday (Figure 8). The timing of the traffic rush hour(s) of any urban 

area is determined by that area’s day-of-week and local time zone, and it can also be changed to 

reflect non-traditional work or commuting practice. 

 

Figure 8. Comparison of weekday and weekend vehicular aerosol emission rates. Weekdays have 

a twice-daily rush hour with most of the day’s emissions. Weekends have a broader emissions 

spectrum peaking from mid-day to evening local time. 

SO2 is necessary for the formation of the model hygroscopic urban CCN, ammonium 

hydroxide5. The formation of CCN from SO2 in the model is approximated using a mass-balance 

approach based on measurements of nucleating sulfate formation made by Stevens et al. (2012). 

The Stevens et al. study found that 1017 to 1018 nucleating aerosol particles (0.01μm – 0.09μm 

radius) are formed per kilogram SO2. The large range yields a formation efficiency (i.e. percent of 

SO2 molecules becoming ammonium sulfate) of between 0.2% (if a kilogram of gas forms 1017 

0.01μm aerosols) to 14% (for 1018 0.06μm aerosols). The simulated CCN are among the smaller 

particles assessed in the Stevens et al. study (0.02μm radius), and a series of simulations were 

 
5 CCN chemical speciation is a very poorly studied field as observations are almost non-existent. Cloud modification 

seems to be consistent with a sulfate dominant mode of nucleation. However, nitrates theoretically nucleate more 

rapidly, but into smaller droplets which only suppresses overall precipitation. Chapter 7 discusses this in further detail 

as one of the remaining levels of complexity in urban rainfall modeling. 
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performed to determine a formation efficiency consistent with previous measurements and 

modeling studies. A constant 0.8% particle formation efficiency was found to achieve the 

approximate urban aerosol concentrations used in prior thunderstorm interaction studies. A 0.8% 

efficiency produced peak cloud-free urban CCN concentrations of approximately 2000 cm-3 using 

SO2 emission rates from Freitas et al. (2005). That urban concentrations are similar to previous 

modeling studies of urban aerosol-cloud interactions using RAMS (van den Heever and Cotton 

2007) to represent aerosol concentrations measured during METROMEX urban field campaign 

(Changnon et al. 1976). For GCCN, the model assumes it is a large carbon particle coated in 

ammonium sulfate. A one-to-one mass balance of PM2.5 at concentration 25μg∙kg-1 (a mid-range 

urban concentration) equates to a number concentration of 0.1 cm-3 of carbon particles with mean 

r = 3μm and density = 2.16g∙cm-3 (80% carbon, 20% (NH4)2SO4). Given that the mass balance 

produces the desired urban/rural CCN and GCCN concentration, no explicit new particle formation 

routine has been implemented yet. 

3.2.3 Surface Emissions from Traffic Simulations 

The SPM separates emission into traffic and industrial components. While the industrial 

component is held constant (i.e factories are always running at approximately the same level), the 

traffic component varies by time-of-day and by day-of-week. To simulate traffic aerosol loading, 

an offline traffic simulator was used (Garcia-Dorado et al. 2014, 2017). The traffic simulation used 

the population and job density from the TEB classes (Table 1) to simulate the behavior of up to 

300,000 individual vehicles. The model can accommodate up to 360 km of roads either in a defined 

map or in an arbitrary configuration to simulate the behavior of the drivers of those vehicles 

traveling from home to work or on other trips. Drivers can be defined to make optimal travel, or a 

more realistic version wherein they do not take a perfect route from home to work. 

Using The traffic model outputs vehicular carbon monoxide, which was used to scale the 

SPM traffic emissions. First traffic simulations used a 25 km radius circular city, with a 12 km 

inner radius of “Old Urban”, and a small 10 km2 core of downtown (Figure 9). This setup was used 

in conjunction with the method described in 3.2.4 and results in Chapter 4. The traffic simulation 

produced emission patterns on weekdays which showed two peaks corresponding to morning and 

evening rush hours, and it produced a pattern on weekends with a broader mid-afternoon peak 
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from non-work travel (Fig. 7). The weekend peak emissions value was slightly less than 50% that 

of weekday, corresponding to the few studies which measured vehicular emissions in time (CITE). 

The ultimate goal of this technique is to provide an explicitly simulated human feedback within 

the weather model – That is: aerosols from human behavior modify urban rainfall, it rains where 

it may have not rained before, human behavior changes due to the rain. 

 

Figure 9. View of simulated circular (RAIL) city with point emissions from each individual 

vehicle. 

3.2.4 The Real Atmosphere Idealized Land Method (RAIL) 

Originally as a calibration tool for the SPM and vehicular emissions, the Real Atmosphere 

Idealized Land (RAIL) method found use as a way to isolate purely urban from non-urban factors 

in simulations. By removing heterogeneous non-urban features and topography, RAIL can help 

isolate urban feature for sensitivity studies (Schmid and Niyogi 2013, 2017). The RAIL method 

initializes the atmospheric component of a numerical model with 3D, heterogeneously variable 

data, but keeps the land component as simple as possible. In order to minimize non-urban effects, 

the terrain is completely flat (set to a mean value in the region simulated), and the only land surface 

types are the urban grids and crops. The “control” in RAIL studies uses a homogeneous, crop-only 

land surface. And to compare to the control, a circular urban area is subjectively placed in the path 

of a simulated thunderstorm to ensure the thunderstorm passes directly over the region of interest. 
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3.3 Caveats of Increased Model Complexity 

The complexity of Urban RAMS represents a balance between operational-level speed and 

high-level parameterizations designed to optimally study one element of the urban modeling 

system. Any of all of the urban (or non-urban) parameterization schemes could be improved: 

• The two urban climate zones in this adaptation of TEB can be adapted to a more 

robust LCZ scheme such as that provided by WUDAPT6 (Ching et al. 2018; Mills et 

al. 2015). 

• The fixed layer building scheme of TEB can evolve into a more robust building 

energy model (BEM) (Nie et al. 2016). 

• RAMS cloud microphysics can evolve from the two-moment bin-approximating 

scheme into a very robust spectral bin microphysics (Khain et al. 2011). 

• The model chemistry (SPM) could be improved or even replaced by a more robust 

model similar to WRF-Chem (Ntelekos et al. 2009). 

• With the finer scale urban complexity provided by an LCZ scheme and BEM, the 

spatial resolution of the model can decrease to provide finer scale simulations. 

The obvious caveats of “improving” any model parameterization is a loss of model skill. In 

many studies the increased complexity of a BEM decreases how realistically the model simulates 

urban features. This is because all of the parameterizations of any urban model and coupled and 

dependent on a balance of interconnected assumptions. RAMS cloud-aerosol interactions are 

based on measurements taken during METROMEX (1971). While contemporary studies (Nie et 

al., 2016) show the values to be correct, adding complexity in any part of the model requires the 

rest of it to be rebalanced in order to maintain reasonable atmospheric simulations. A lofty near-

future goal in urban meteorology is to provide operational, 100-m simulations at the 2024 Paris 

Olympics (Masson et al. 2020). 

 

 
6 WUDAPT can likely be implemented within this adaptation of TEB without even a model recompile. The LCZ 

scheme would just require the TEB parameters. 
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CHAPTER 4. IDEALIZED SIMULATIONS OF URBAN 

THUNDERSTORM MODIFICATION 

This chapter discusses the results of two sets of quasi-idealized simulations (RAIL) to 

determine the specific sensitivities of 4.1: city footprint size and 4.2: urban aerosol generation on 

the susceptibility to thunderstorm modification. The concept of urban footprint shape is discussed 

in 4.3, noting that while shape could theoretically matter, the question is perhaps moot, as every 

urban area on Earth not bound by coastline or topography is relatively circular. 

4.1 Sensitivity of Thunderstorm Modification to City Size 

The goal of this study was to provide a framework by which cities most prone to 

thunderstorm modification could be evaluated. Given that no two cities, even within the same 

region could be impacted by the exact same system, the RAIL modeling framework enables this 

kind of sensitivity study to be performed. The study investigated whether there was a minimum or 

maximum urban land cover, in a certain configuration, that would impact how a given storm 

developed as it crossed the urban envelope. 

4.1.1 Model Setup 

Using the Urban RAMS model described in Chapter 3 with SPM emissions disabled, this 

study simulated a series of weak linear convection events over the eastern Great Plains from 7-11 

May 2010. In a RAIL framework, a set of three nested grids 12 km – 3km – 0.75 km were centered 

at (37.5N, -95.5W) in SE Kansas, with a constant model elevation of 300 m. The central location 

was chosen to assure the simulated precipitation passed directly over the center of the inner grid. 

Table 2 details the size, location, and parameterizations used on each grid. For this study, the blank 

terrain is considered to be the control to which each urban scenario is compared. Cities with a 

radius of 5, 10, 15, 20, 25, 30, and 40 km were created in the center of the inner domain to simulate 

the sensitivity of city size to the urban rainfall modifying effects. The model was initialized from 

NAM reanalysis and nudged at the lateral boundaries every 12 hours. Given this study was 

originally for model calibration, the scenarios were also run on a 16 km – 4km – 1km nest to verify 

the results. 
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4.1.2 Results 

Table 2. Details of model grids and parameterizations. 

Before simulated precipitation 

arrived at the cities, the local urban 

effects can be assessed. The average 

maximum heat island ∆T over the urban 

area increases linearly with city size to 

maximum of approximately 1ºC at a 20 

km radius city. The heat island intensity 

does not continue to increase for larger 

cities (Oke 1973). The “dry island” 

moisture deficit in the urban area 

decreases the dewpoint linearly with 

increasing city size. Due to the high 

moisture content of the surrounding 

rural air, the dewpoint continues to 

decrease linearly with larger cities. 

Figure 10 shows the average daily 

urban heat island values (difference 

between city and no city) for 

temperature increase and dewpoint 

decrease for each city. Also shown is 

the morning (12UTC) maximum 

equivalent temperature difference, 

which increases linearly to a city of 20km then remains more constant for larger cities. 

Model Parameter Grid 1 Grid 2 Grid 3 

Number points 

(nx,ny) 
114 x 114 122 x 122 102 x 102 

Grid spacing (∆x, ∆y) 12km 3km 0.75km 

Time step 20s 5s 1s 

Domain center City Center E. of City City Center 

        

Num. Vert. levels 

(nz) 
48 48 48 

Vertical spacing (∆z) 40m 40m 40m 

Vertical stretch 1.08 1.08 1.08 

Max. ∆z 1000m 1000m 1000m 

        

Nudging time 12h 12h 12h 

Rel. nudging weight 1 0.8 0.5 

        

Cumulus 

parameterization 

Kain-

Fritsch 
none none 

        

Microphysics Meyers et al., 1997   

Cloud Aerosols Saleeby and Cotton, 2004   

Boundary conditions 
Klemp and Wilhelmson, 

1978 
  

Radiation 

parameterization 
Harrington 1997   

Eddy Diffusion Mellor and Yamada, 1982   
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The control simulation produced a line of precipitating storms, with a maximum simulated 

dBZ of 50-55, in grids with no convective parameterization. While the line propagated west-to-

east, the individual updrafts composing the multicellular line propagated from the southwest-to-

northeast. Figure 11a shows the distribution of precipitation at the surface for control Grid 2. 

Surface precipitation values of 1-3cm are common throughout the domain with values of 5-6cm 

in the eastern portion of Grid 2.  

The addition of cities had a consistent precipitation-modifying effect on the simulated 

storms. Relative to the individual updrafts (SW-to-NE), there was a decrease in precipitation 

compared to the control. However, relative to the overall line motion (W-to-E) there was an 

increase in precipitation. The updrafts which passed directly over the city produced storms with 

less precipitation than with no city present. The updrafts which did not pass over the city land 

surface but did encounter the downwind aerosol field were invigorated and produced more 

precipitation than with no city. Figure 11b-e shows the change in precipitation in Grid 2 as a 

percent of control. While there are regions of increased and decreased precipitation downwind of 
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Figure 10. Average daily maximum simulated urban heat island (difference of city temperature 

and control), moisture depression, and equivalent temperature perturbation (in K). 
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the city, as the city size grows, there is a consistent reduction in precipitation across the overall 

domain. There was no consistent pattern of precipitation increase or decrease in the city center, 

due to the variable location of the urban circulation in the cities of different sizes. 

As with the heat-island and moisture depression effects, the precipitation modification 

(either suppression or invigoration) increases linearly with city size up to a city of 20 km in radius 

(Figure 12). Maximum suppression downwind was 1.2 cm and maximum downwind invigoration 

was 0.8 cm for a city of 25 km in size. The 30 and 40 km cities showed slightly smaller suppression 

and invigoration, but the values were approximately constant with the 25 km city size. Figure 11 

shows the maximum downwind suppression and invigoration for both northeast and southeast of 

the city. For the largest cities, precipitation decreases compared to the control more so southeast 

of the city due to heavy rain from invigoration effects. 

  

Figure 11. Simulated precipitation and differences for a) control precipitation (cm) displayed for 

Grid 2 domain, and precipitation difference as a percent of a) for b) 10 km city, c) 20 km city, d) 

30 km city, and e) 40 km city. 



 

 

69 

 

 

 

 

 

Figure 12. Maximum downwind precipitation suppression and invigoration (cm) for downwind 

regions northeast and southeast of circular city center for cities of different sizes. 
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4.1.3 Discussion 

The specific location of the suppression and invigoration zones of precipitation is due to 

the specific characteristics of the simulated storm. The urban heat island creates a vertical 

circulation with a downward node near the urban-rural boundary. For an approaching updraft, this 

decreases vertical velocity in the storm. The moisture deficit in the city center advects toward the 

southwest via the storm inflow. The combined effects of the downward circulation and moisture 

deficit lead to precipitation reduction upwind of the city. In the city center, there is no consistent 

trend of suppression or invigoration. As the city size increases, the specific orientation of the urban 

circulation does not change linearly. Figure 13 shows a cross section of vertical velocity 

Figure 13. Cross section across city (SW to NE) of simulated difference in vertical velocity 

(cm s-1 ) between control land surface and a) 10 km city, b) 20 km city, c) 30 km city, and d) 

40 km city. 
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differences for increasing city size. Urban updrafts do not increase in radius with increased city 

size, but they become more numerous. The size (radius) of an urban circulation couplet is the same 

size as a dry convective updraft outside the city: dependent on relative humidity and local synoptic 

instability. The northeast side of the city shows a large downdraft of increasing velocity with larger 

city size. This broad downdraft helps suppress precipitation immediately downwind of the city. 

The size threshold of 20 km for maximum urban thunderstorm modification potential can 

be explained by the characteristic size of the city, storm, and velocity of the updraft. Typical 

average values for the forward motion (V), depth (H), and updraft velocity (W) of a thunderstorm 

are 20 m∙s-1 (60 km∙hr-1), 10 km, and 10 m∙s-1. A thunderstorm moving at 20 m∙s-1 will take 2000 

s to cross a city 20 km in radius. It also takes 2000 s for a complete updraft/downdraft transit of 

storm 10 km deep at 10 m s-1. A surface perturbation put forth by land-surface heterogeneity will 

be communicated to the full thunderstorm at that time scale, so it will take that amount of time for 

a thunderstorm to modify in the presence of land-surface heterogeneity. So, for this spcific case, a 

very average thunderstorm, it becomes fully modified from a city of 20 km in radius and does not 

modify further for larger cities. So for this case, a city with radius 20 km is where the modification 

from the land surface reaches its maximum and does not continue to increase for larger cities, 

because the time the land surface perturbation takes to be communicated through the storm updraft 

(t1) is equal to the time it takes for the storm to cross the urban area (t2). 

t1 = 2H∙W-1  t2 = 2R∙V-1  t1 = t2 

For the nested grids of 16 km-4 km-1 km, the threshold of a 20 km radius city was also found, 

indicating that the result is not necessarily dependent on grid spacing. Faster moving storms would 

theoretically require a larger city to produce modification, but such storms may not follow the 

trend noted here. However, faster storms typically have stronger synoptic forcing and are less 

susceptible to urban modification. 

 This study utilized a simplified land surface, the RAIL method, to study the impact of city 

size on potential thunderstorm modification. A weak linear convection case was simulated over 

circular cities varying in radius from 5 km to 40 km. When the storms passed over the cities, an 

increase in precipitation was noted downwind of the city relative to line motion, while a decrease 
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in precipitation was noted downwind and slightly upwind in the direction of updraft motion. The 

magnitude of precipitation modification increased linearly with city size up to a 20 km city, where 

it became more consistent with increasing city size. The 20 km city threshold exists as it is the 

minimum size of a city for the simulated thunderstorm to communicate surface perturbation 

throughout the storm. 

Note that, the distribution of precipitation modification for just a single case is similar to 

seasonal to climatological time scales. Based on other studies in the vicinity of Indianapolis and 

St. Louis (Changnon et al. 1976; Niyogi et al. 2011), there is a precipitation decrease in the 

direction of the updrafts and increase for the updrafts which did not pass over the urban center.  

The land-surface discontinuity was the focus for this study, but aerosol effects in place in the model. 

Assessing their effects require a more realistic heterogeneous distribution in space (4.2). The RAIL 

method would remain useful to assess the heterogeneously initialized aerosol problem, as well as 

the problem of urban production.  

4.2 Sensitivity of Thunderstorm Modification to Aerosol Loading 

4.2.1 Model Setup 

The RAIL method, with all model parameters from Chapter 3, was used to simulate this 

study. The model was initialized from North American Model (NAM) reanalysis of a low pressure 

system crossing the Southern Great Plains beginning at 1200UTC 11 May 2013. The model 

simulated conditions for 144 hours that included 96 hours of rain-free conditions (to assess CCN 

formation and dispersion), and 48 hours wherein a low pressure system with mixed precipitation 

crosses the model domain. The location most subject to cold and warm rain was 36.6N, 97.4W 

(north central Oklahoma, near the ARM SGP site), so it was selected as the center of the model 

domain, with a constant 300 m elevation. The base run produced a reasonable simulation of the 

low-pressure system: deep convective rain passes from west to east beginning at Hour 100, 

followed by stratiform rain from east to west from Hours 120-140, comparable to observations. A 

25 km radius city (the critical size for a system with this motion based on 4.1.3) was subjectively 

placed there to investigate the urban impacts, with the remainder of the domain being crops.  
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Six scenarios, representing different SPM emission rates, were simulated. The “Control” 

for this study was with the 25km radius city with no active emissions and homogeneous CCN 

concentrations of 1000 cm-3 throughout the domain. It was compared with each of the emitting 

scenarios to demonstrate the pure effect of modified aerosol concentrations. The four emission 

scenarios contain an identical land surface to the Control, but varied the total SPM emissions rate, 

to yield characteristic values of peak clear-air urban CCN concentration.  

• X1 corresponds to 1000 cm-3 

• X2 corresponds to 2000 cm-3: the METROMEX values and typical for a large, Midwestern 

city. 

• X3 corresponds to 3000 cm-3 

• X4 corresponding to 4000 cm-3 

In each of the emitting scenarios, the rural concentration far upwind of the city was initialized at 

500 cm-3. The peak CCN concentrations occur during the morning rush hour, when the urban 

boundary layer is low such that they are accumulated near the surface, then disperse upwards and 

downwind. Figure 14 shows the simulated CCN values at simulation Hour 74 (local 9am) forming 

from rush hour emissions, and dispersing by Hour 78 (local 1pm) in the X1 scenario. A final 

simulation (NoUrban) was conducted with all rural land and rural CCN, to assess the land surface 

component of this study. It is cautioned that the setup and corresponding results are by design to 

understand the specific urban feedbacks and require simplifications. Transferring the results into 

a real urban environment requires consideration of other local factors and uncertainties. 

For the Control and each scenario, the model uses three nested grids with 16km – 4km – 

1km spacing, with respective time steps of 24s – 6s – 1.5s, in horizontal domains of 102×88, 

98×102, and 114×114, respectively. The NAM reanalysis of temperature, moisture, and wind was 

downscaled to create the initial conditions and the outermost (16km) grid was nudged every 12 

hours. All grids used 52 vertical levels, stretched from 40m spacing at the surface to a maximum 

of 1000m spacing, near the top of the model. The modules and parameterizations described in 

Chapter 3 were used in each model level applicable. The SPM emissions, and subsequent CCN 

formation, are only processed on the innermost model grid, then upscaled to the other grids, to 

preserve mass balance. 
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4.2.2 Results 

Figure 14. Simulated model CCN values in the horizontal (left) and vertical (right) directions for 

the X1 emission scenario at a) Hour 74 (9am Monday local time) – morning rush hour, and b) 

Hour 78 (1pm Monday local time) – midday. The morning CCN is maximum during the morning 

rush hour at a value of approximate 1000 cm-3, half of the METROMEX values (typical of X2). 
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The pre-storm environment for this simulation encompasses the 96 hours between model 

spin up and the arrival of precipitation in the innermost domain: Hour 4 to Hour 100. Figure 15  

shows the diurnal progression of (a) CCN differences between the control and each scenario, and 

(b) vertical velocity differences between each scenario and the control, averaged over the area 

within 10km of the city center, to show potential effects on storm microphysics and surface 

dynamics respectively. Simulation Hour 0 is 7am local time on a Saturday, so emissions are less 

than for a weekday. At Hour 48 (local 7am, Monday morning), the rush-hour dependent emission 

cycle is noted. CCN concentrations are greatest during the morning hours (Hours 48, 72, 96) 

because along with the rush hour emissions, the PBL is shallow, and aerosols do not mix vertically 

as extensively. As the PBL grows during the day, the vertical mixing and thermals cause aerosols 

to mix out and lower the peak concentrations. The concentrations increase again after 7pm local 
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Figure 15. Comparison of a) aerosol loading (number∙cm-3) and b) vertical velocity 

(cm∙s-1) in the pre-storm environment compared to the control. Peak aerosol 

concentrations occur during the morning rush-hour when the PBL is shallow. There are 

broadly decreased values with no city present (NoUrban), but the changes due to aerosol 

direct effects (i.e. reflection) is orders of magnitude less. 
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time (Hours 60, 84), due to evening rush-hour emissions and the collapse in the PBL height after 

sunset.  

The increased urban CCN concentrations during this time period do not significantly 

impact clouds, because the model atmosphere is too dry to form clouds at the top of the PBL. The 

completely homogeneous NoUrban scenario has vertical velocities of 0.05 to 0.15m∙s-1 less than 

the urban land-surface scenarios, representing the magnitude of the pure UHI-induced circulation. 

Figure 16 shows the UHI circulation as depicted as the difference between the Control and 

NoUrban vertical velocities at Hour 57 (4pm local time). The most intense UHI circulation, 

corresponding to the most vigorous vertical mixing is at the urban/rural boundary and at the 

intraurban boundary between the two TEB urban climate zones. These edge circulations extend 1-

3km vertically, indicative of deep mixing of urban CCN. Smaller urban thermals exist across the 

urban footprint, but are an order of magnitude less than the edge circulations. Downwind of the 

city, the vertical velocity perturbations propagate as bounded vertical waves. 

 

Figure 16. Map (left) and cross section (right) of the difference between the Control and 

NoUrban vertical velocity (cm∙s-1) at Hour 57. While land surface in both simulations contain 

updrafts and downdrafts due to daytime heating of the surface, the pure urban land surface effect 

is shown here. Maximum vertical motion occurs at the city edge and transition from one urban 

zone to the other, noted as concentric circles at the approximate location of these features. 
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Figure 17. Change in instantaneous precipitation rate for a) X1, b) X2, c) X3, and d) X4 aerosol 

scenarios at simulation hour 106, compared to the control. There is a similar aerosol-induced 

invigoration effect as the precipitation reaches the urban aerosol field. Table 1 notes the differing 

times of invigorated precipitation arrival. Note for the X1 scenario, hour 106 is the maximum 

precipitation, but not the time of its initial arrival. 
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Figure 18. Differences between each scenario and the control at 20 minute intervals for a) 

Domain average precipitation rate (mm∙hr-1), b) Non-urban cloud droplet radius (μm), c) 

Non-urban cloud number concentration (number∙cm-3), and d) Domain average cloud 

liquid water content (g∙m-3 × 103) During this time, aerosol loading suppresses the warm 

rain process. Thus, the NoUrban case exhibits a small increase in precipitation compared 

to the control. 
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 For the control and each scenario, frontal convective precipitation associated with a 

synoptic low enters the innermost domain from the east at simulation Hour 103 (2pm local time). 

When the cloud system is perturbed by urban aerosol field of the emission scenarios, precipitation 

rate increases compared to the control. In particular, the X3 scenario simulated rain rates of over 

70mm∙hr-1 greater than the control during all three 20-minute outputs at Hours 105.6 – 106.3, 

characteristic of potential flash flooding. Figure 17 shows the difference in precipitation rate 

overlaid with the CCN differences at Hour 106. The NoUrban precipitation is decreased by 20 

mm∙hr-1, compared to the control, during Hours 107-108. Figure 18 shows the differences in 

maximum precipitation rate and time of arrival over the city center for each of the scenarios, with 

maximum differences highlighted. The increased aerosol loading delays the arrival of maximum 

precipitation but increases the heaviest rain rates.  
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Table 3. Percent changes to total precipitation for different inner domain sectors. While the mean 

precipitation decreases for all aerosol loads, regions of invigorated maximum precipitation 

persist. The NoUrban scenario is left blank for urban land cover because it represents a change in 

two variables: land-cover and aerosols. The total precipitation is more spatially variable in 

scenarios with aerosols, and less variable in the NoUrban scenario. 

 

After the passage of the heaviest rain by Hour 108, there is a dry, but cloudy period, during 

which surface aerosols vertically mix into the PBL, and ultimately modify the clouds. At Hour 

114, shallower, more stratiform rain crosses the new urban aerosol field from east to west. For this 

event, the aerosols impact is opposite to that observed for heavy convective rain. Higher aerosol 

concentrations reduce precipitation, while the lowest concentration (NoUrban) produces slightly 

heavier rain rate (approximately 2 mm∙hr-1). Figure 18 shows the domain average rain rates, 

aligned with non-urban cloud droplet radius, non-urban number concentration, and domain 

average cloud liquid water content. Note, these averaged differences are characteristically lower 

than single grid values as regions of the domain. Especially in rural upwind regions, there is 

Sector 
Control 

(cm) 
X1 (%) X2 (%) X3 (%) X4 (%) NoUrban 

Mean Total 3.78 -28.95 -36.65 -43.51 -47.18 -28.32 

Mean Rural 3.57 -22.45 -33.13 -44.76 -48.24 -24.78 

Mean All Urban 5.62 -63.83 -55.53 -36.80 -41.51 --- 

Mean Suburban 5.76 -63.84 -57.76 -40.14 -46.92 --- 

Mean Downtown 5.25 -63.81 -48.88 -26.82 -25.39 --- 

Mean City Edge 6.01 -65.21 -59.13 -46.21 -46.42 --- 

Mean Downtown Edge 5.73 -62.86 -52.25 -33.62 -39.55 --- 

Max Total 10.90 41.81 62.69 41.10 48.32 56.88 

Max Rural 10.90 41.81 62.69 41.10 48.32 56.88 

Max All Urban 10.05 -3.37 11.95 21.82 32.59 --- 

Max Suburban 10.05 -5.54 11.95 21.82 29.99 --- 

Max Downtown 7.34 -4.61 6.77 24.78 44.62 --- 

Max City Edge 10.90 -7.69 10.30 -1.16 27.10 --- 

Max Downtown Edge 8.50 -4.01 14.14 14.45 20.95 --- 
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negligible change because there is little difference in aerosol forcing. For each scenario, higher 

aerosol loading leads to higher concentration of smaller droplets and more water mass remains in 

the cloud as opposed to forming into rain. 

The change in total precipitation with each scenario is most spatially variable around the 

city itself. Figure 19 shows the difference between the Control and each emission scenario. There 

is generally decreased precipitation with spatially heterogeneous aerosols, compared to the 

homogeneous Control. For the X1 scenario (Figure 19a), the urban center and nearby rural areas 

result in an almost universal decrease in rainfall compared to the Control, while the rural areas 

farther from the city edge show increased rain. As the aerosol loading progressively increases (Fig. 

19bcd), the aerosol concentration at the urban edge upwind of the convective rain event (the 

southwest side) becomes sufficient to perturb the system. This manifests as a small area in the city 

with increased total rainfall, corresponding entirely to the enhanced rain rates as the system arrived 

(Fig. 17). For the highest aerosol loading (Fig. 19d), there is a pronounced downwind (northeast 

of the city) rainfall increase from the city edge into the nearby rural area. 

Table 3 notes the differences in mean rainfall and maximum rainfall across different urban 

sectors. Across the total, rural, urban sectors, and urban edges, the total rainfall decreases for all 

scenarios, including the NoUrban. However, the difference in maximum precipitation increases 

with the presence of increasing heterogeneous aerosols. These differences are due to the changes 

in rain rate. While total precipitation decreases throughout the domain with increased aerosols, 

some locations near the city center receive over 50% more rainfall due to heavy downbursts. In 
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the NoUrban case, the decreased precipitation is mostly where the city is located in the control. 

Rural areas upwind of the city receive increased precipitation due to a lack of extra rain falling in 

the center from the urban land surface effect. In the emission scenarios, the total rainfall increase 

at the city edge is due to aerosol effects. Overall, the introduction of heterogeneous aerosol fields 

leads to results that are different than the pure urban heat island effect and from the effects of 

spatially homogeneous urban aerosols. The emitting scenarios increase rain rates where the 

aerosols are increased: in the urban center and downwind. While the rain rates and some areas of 

total rain (e.g. Fig. 19d) increase, the rural areas of the emitting scenarios receive less total 

precipitation because of the reduced aerosols in those areas not being of sufficient concentration 

to nucleate the deepest convection. 

Figure 19.  Total precipitation (% of control) difference between each simulation and the control: 

a) X1, b) X2, c) X3, d) X4. The heterogeneous aerosol field general decreases precipitation in the 

urban center (a). The edge of the city is indicated by a solid line. As emission rates increase, 

rainfall increases in the city center, upwind, and downwind for the highest aerosol loading. 
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4.2.3 Discussion 

The aerosol sensitivity study highlighted many of the general precipitation modifying features 

of urban areas. The results can be further summarized as follows: 

1. Spatially heterogeneous urban aerosols with realistic concentrations (e.g. compared to 

METROMEX) can be produced in a numerical model by coupling an air quality chemistry 

model to a cloud microphysics parameterization. 

2. The presence of the urban land surface (Control vs NoUrban) increased precipitation in the 

city center due to increased convective updrafts induced by the UHI. With no city 

(NoUrban), stratiform rain fell more uniformly over rural areas, leading to locations with 

more stratiform precipitation, but less overall, due to the decrease in convective rain. 

3. The simulated urban aerosol field was approximately coincident with the urban land 

surface upwind of the city, so the simulated storm interacted with both simultaneously. 

With sufficient aerosol loading compared to surrounding rural areas (the X2, X3, X4 

scenarios), the cloud modified at the upwind edge of the city. This lead to increased 

precipitation in the city center, and upwind edge in the X3 scenario. The increased 

precipitation was due to a briefly increased rain rate (Table 3)]. As aerosol loading 

increased, the time to modify the cloud also increased, so the highest aerosol loading 

produced increased precipitation over the city and downwind Fig. 19d. 

4. The change in precipitation from the emission scenarios corresponded with features of the 

aerosol indirect effects: a) an increase in cloud droplet concentration, b) a reduction in 

cloud droplet size and narrowed distribution, and c) increase in cloud liquid water, 

especially for the heaviest aerosol loading (Fig. 18). These microphysical modifications 

occurred over the city and persisted downwind, indicating an increase in cloud lifetime. 

Characteristically convective precipitation at the surface arises from melted hail or graupel 

above the freezing level in the clouds. Higher aerosol loading leads to smaller, more numerous 

cloud droplets with a narrower size distribution compared to lower aerosol loads. The aerosol-

cloud interaction increases the amount of cloud water present above supersaturation, enhancing 

the formation of graupel via riming. When graupel production is increased, the melted graupel or 

hail leads to heavier rain at the surface, and therefore an overall increase of convective precipitation. 
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Notably, the enhanced graupel production is progressively delayed by increased aerosol loads, but 

does occur for all aerosol increases in this study. For stratiform rain, formed primarily via the warm 

rain process of collision-coallescence, the precipitation effect of high aerosol loads is the opposite: 

the smaller droplets slow the warm rain process and decrease stratiform rain. In the NoUrban 

scenario, the decreased aerosol loading has the opposite effects compared to high aerosols with 

respect to the emission scenarios. Thus another important result is that aerosol loading has an 

opposite impact on convective versus stratiform precipitation in these simulations. 

Total rainwater reaching the surface is slightly increased by mesoscale circulation due to the 

land-surface heterogeneity but is generally reduced by the aerosol effect in this simulation. The 

areas where increased aerosol emissions lead to more total rain, were entirely due to a brief, but 

intense, increase in rain rate associated with the initial cloud-aerosol interaction. The increased 

rainfall was due to intense convective rain falling in a relatively small region of the city and 

downwind. This highlights the importance of the convective-stratiform rain balance in urban 

hydrological studies. A burst of convective rain due to urban effects may balance or even exceed 

the reduction of stratiform rain. However, the heavy convective rain is realized as run-off at the 

surface. Thus it may not alleviate rainfall deficits or drought as much as a longer, soaking rain 

would.  

The simulation presented to illustrate the model developed for this study has a few 

shortcomings due to its scope. The RAIL method is necessary for more generalized conclusions 

because only a single event was simulated. Observed urban rainfall anomalies also exist on a 

seasonal-to-climatological scale, with individual events exhibiting different types of individual 

modification. The riming enhancement on graupel is not-monotonic in the sense that in very high 

CCN concentrations, it will be reduced (Lee et al. 2012). In this study, we did not achieve high 

enough concentrations for long enough to demonstrate this, but the X4 scenario may be just 

entering the range of CCN where riming has passed peak enhancement. The gas to particle 

conversion in the model was instantaneous and did not account for changes in CCN characteristics 

due to particle aging. Future studies involving the urban module presented in this study will focus 

on simulations of real cities, in longer time scales, with the additional complexities of aerosol-

cloud interaction considered. 
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Despite the added features to the model simulations presented here, these simulations remain 

a simplification of urban thunderstorm interaction. The model was developed to simulate observed 

changes in rainfall to observed urban aerosols via a number of parameterized intermediate 

processes: changes to cloud formation and precipitation formation via aerosol indirect effects. 

While the simulation demonstrates some observed effects of the urban sphere, it was assumed that 

each intermediate step was accurately formulated. Therefore, the results should be interpreted as a 

generalized representation of urban weather, rather than a prescription of the sensitivities of 

potential weather modification. The model response remains a simplified representation of the 

non-linear, chaotic coupled system that is urban weather modification. 

4.3 Comments on City Shape and Potential Thunderstorm Modification 

Given the question “How does city size impact urban rainfall modification?” posed by (4.1, 

Schmid and Niyogi 2013), a second question was asked in parallel: How does city shape impact 

the same? The short answer to this question is it probably does not matter – Almost every urban 

on Earth is relatively circular unless constrained by topography. Given that coastlines and 

topography produce vertical circulations at least an order of magnitude greater than the urban effect, 

the shape of the urban footprint does not have an appreciable impact, outside of the topography. 

In this context, RAIL cannot be used for a generalized city shape. 
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CHAPTER 5. MODELING THE HISTORIC AND CURRENT LA 

PORTE ANOMALY 

The La Porte Anomaly is historically significant as the first well-studied example of urban 

rainfall modification (Changnon 1980). However, the significant limitations of the original studies 

relegated some otherwise salient conclusions into uncertainty. Among the limitations were a lack 

of process-based knowledge of the urban-atmospheric system and the inability to separate the 

proposed factors influencing rainfall variability. Chapter 2 presented observations showing the 

continued existence of the rainfall anomaly. This chapter will validate and expand on the 

observations by simulating the rainfall anomaly in a numerical model. 

5.1 Review of Observations 

Observations of the evolution of the La Porte Anomaly showed that it was a local, seasonal 

feature, and linked to forcing from the urban land surface and urban aerosols. As detailed in 

Chapter 2, the La Porte Anomaly was and continues to be a region of locally higher rainfall 

downwind of Chicago in Northwest Indiana (NWI). Locally increased rainfall was present at least 

since the 1930s, possibly peaking as 50% higher seasonal rainfall during the 1950s, apparently 

“disappearing” during the 1970s, and reemerging from the 1980s to present. Warm season rainfall 

Figure 20. a) Total seasonal rainfall juxtaposed with b) weekday – weekday difference in 

regional rainfall. Figure corresponds to Fig.2 and Fig. 4c in Chapter 2. 
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in NWI is broadly 20 – 30% greater than the regional average (Figure 20a). In particular the, the 

weekday rainfall is up to 50% greater than weekend rainfall in the anomaly region (Figure 20b). 

Urban modification of rainfall was shown to be independent of wind direction, and the seasonal 

anomaly peak represents the average of all systems moving across the Chicago urban area. The 

anomaly was shown to be most prominent on days with local forcing (moderately low CAPE) and 

high land-atmosphere coupling (low PBL height), indicating the downwind anomaly is forced by 

the urban land surface interaction with the atmosphere. The weekday-weekend difference in 

rainfall shows that urban aerosols modifying cloud characteristics is another component, and that 

the downwind rainfall anomaly exists independent of non-urban features (i.e. Lake Michigan). The 

significance of the aerosol-cloud interaction is further seen by the suppression of rainfall during 

the 1970s, the region’s most polluted decade ((Lyons and Stedman 1991)). While observations 

alone can determine the existence of the anomaly, that it is an unambiguously urban feature, and 

that it is forced by a combination of land-atmosphere and aerosol-cloud interaction, a numerical 

model simulation is required to separate the individual factors forcing the local rainfall variability.  

5.2 Modeling Strategy 

Given that the La Porte Anomaly is a supra-seasonal feature, it cannot be approximated 

though a single precipitation event. The statistical significance of the downwind anomaly increases 

with the time elapsed during the analysis period. There exist months where a downwind anomaly 

does not present, but it always appears in a seasonal analysis and becomes most significant in a 

long-term climatology. In a compromise between adherence to a seasonal simulation and 

computational speed, the event to simulation the La Porte Anomaly was the rainfall of August 

2007. The month featured very high rain totals, which were 200 – 300% average, and thus more 

typical of an entire warm season than of one month. The increased rainfall was due to a persistent 

blocking ridge over the southeast United States (NCEI 2007), rather than a climate forcing (i.e. 

ENSO), so the rainfall over the upper Midwest during that month was comprised of typical warm 

season thunderstorms. Rainfall was far above average because of more rainfall events, but the 
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characteristics of the individual events were not unusual. The downwind rainfall anomaly, while 

present in NWI, was of typical seasonal prominence7. Figure 21 shows the PRISM derived rainfall 

for August 2007 in the central and upper Midwest (Cumbie-Ward and Boyles 2016). 

The goal of the modeling simulations was to examine the combined effects of land-

atmosphere and cloud-aerosol interaction as well as separate them into individual factors. In order 

to accomplish this, the simulations were designed varying the urban land cover based on historical 

and current land cover observations. The Chicago area has a regional, high-resolution urban land 

cover map was reliably created in the 1930s (see 5.3), giving a potentially unique opportunity to 

evaluate its effects on local rainfall variability. The land cover scenarios were defined as the 1932, 

 
7 Notably, the State of Illinois had “average” August rainfall from the severe drought in the southern part of the state 

combined with the heavy rainfall in the northern part of the state.  

Figure 21. PRISM derived rainfall totals in the upper Midwest during August 2007 with daily 

rainfall totals from select regional sites. 
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1962, 1992, and 2012 urban land covers, and each of these would be compared to a “Control” of 

no urban land surface (following the RAIL framework). For the 2012 land cover, aerosol emissions 

were also simulated with a 2012x0 (homogeneous aerosols), 2012x1 (normal loading), and 2012x2 

(double aerosol loading). Table 4 summarizes the land cover and aerosol loading simulations, 

along with the source of the data. 

The urban RAMS model with full surface emissions (Chapter 3) was used to simulate from 

3-Aug 2007 to 27-Aug 2007 using NAM reanalysis for the initial conditions and nudging the 

boundaries every 12 hours. This simulation period enabled sufficient model spinup time, as well 

as capturing all major rainfall events during the month of August 2007 which produced a season’s 

rainfall in that time span. The 552 hour simulation was run over three nested grids at 32 km – 8 

km – 2 km with corresponding time steps of 48 s – 12 s – 3 s, and the Kain-Fritsch convective 

parameterization enabled on the coarsest model grid. (Figure 22) shows the locations of the nested 

grids in the model domain. The surface traffic model (3.2.3) found that the emissions for cities 

much larger than a few kilometers scales to an urban footprint the size of Chicago’s metro area.  

Table 4. Names and descriptions of each 

RAMS simulation. 

        

 

 

Scenario 

Name 

Land 

Cover 
(Source) Aerosol Loading 

Control No City   Homogeneous 

2012x1 2012 MODIS x1 

2012x2 2012 MODIS x2 

2012x0 2012 MODIS Homogeneous 

1992 1992 NLCD x1 

1962 1962 Extrapolation x1 

1932 1932 CRPA x1 

Figure 22. Location of each nest grid 

within greater model domain. 
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5.3 Constructing Historic Urban Land Cover 

Figure 23. Map of developed land in the Chicago area from c. 1930. The map is undated, the 

projection is unclear, and the scale is not correct, but the map can be geolocated using railroad 

intersections which remain at the same location as they were when this map was created. 
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The study utilized a variety of sources to construct the dated land-cover scenarios described 

in Table 4. For the “1932” scenario, the land cover was derived from a planning map (Figure 23) 

showing developed and occupied land for the entire Chicago metro area (CRPA 1930). The map 

is undated officially, but it was produced in the late 1920s to early 1930s, and the halt in 

development due to the Great Depression enables it to be valid for any of a few years of the early 

1930s. The scale on the map is not correct, however, most of the railroads extant at the time the 

map was produced still exist at the same location. The map was geolocated using trilateration of 

each of the railroad intersections with the known coordinates of their current location. The detail 

of the original map enabled a sub-100 m resolution map of development at the time, but the weather 

model did not require detail that fine. The 1992 development map was constructed from the 1992 

National Land Cover Database analysis of urban development (Fry et al. 2009). The 2012 land 

cover was constructed from the MODIS land cover classification of urban areas (Friedl and Sulla-

Menashe 2015). The 1962 land cover was extrapolated from the 1992 map using a boundary of 

home age (Sarkar 2011). Figure 24 shows the complete urban map with the 1932 urban land cover 

being assigned as TEB “Old Urban” and development since then as “Suburban”. 

Figure 24. Urbanization factor showing 2012, 1992, 

and 1932 urban land extent in the Chicago area. For 

the model, the 1932 was classified as TEB “Old 

Urban” and urbanization after that was “Suburban”. 
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5.4 Results 

 

Based on the RAIL framework, the results of the simulations will be presented as urban-

rural comparisons to isolate the individual urban effects. Figure 25 shows the simulation total 

rainfall for the Control (no urban) simulation. The rainfall variability compares favorably to the 

PRISM values but simulated rainfall totals are 15 – 20% greater than observed on a regional basis. 

This wet bias is due to the 2-km grid spacing on the finest model, which for a mesoscale urban 

model of this type will produce a wet bias. The simulated thunderstorm updrafts are slightly more 

intense than with a finer grid spacing which leads to larger raindrops. However, the characteristics 

of individual simulated storms was very reasonable: intensity, duration, and size were realistic and 

compared favorably to what was observed. The wet bias only became very apparent as the sum of 

the total seasonal simulation. In the Control, the lack of an urban land surface produces a 

Figure 25. Control (no urban land) results for the seasonal simulation. Rainfall totals are 15 – 

20% greater than observation, but the relative distribution compares favorably to the 

observations. 
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simulation where downwind rainfall is reduced by the presence of Lake Michigan (ff Notaro et al. 

2013), thus simulating a locally reduced rainfall region where the contemporary La Porte Anomaly 

would have been observed (near 41.5N, -87.25W). 

 By comparing the land cover simulations to the control, the simulated combined effects of 

urban rainfall modification can be seen. Figure 27 shows the 1932 rainfall difference from the non-

urban simulation. There is a significant rainfall enhancement near the location of La Porte, IN 

downwind of Chicago. The seasonal 120 mm increase represents an approximately 25-30% 

regional rainfall enhancement from the total urban effect. By 2012, the 2012x1 simulation (Fig. 

26) simulates a more westward downwind peak in rainfall, which agrees with historical 

observations. There has also appeared a local rainfall enhancement at the upwind edge, which also 

agree with the observations. The 2012 downwind anomaly represents approximately a 15-20% 

rainfall enhancement while the upwind anomaly is 20% enhanced. The interim land surface results 

show the development and migration of both the upwind and downwind anomalies as simulated 

in the model. In the 1962 simulation (Fig. 29), the upwind enhancement has begun to form, and 

becomes more complete by the 1992 simulation (Fig. 28). The downwind anomaly in 1962 is its 

greatest value compared to the regional average: nearly 50%. The 1992 downwind anomaly is less 

than either than 1962 or 1932 at 20-25%. The overall effects of the changing land surface in time 

are realized with:  

1) Progressive development of an upwind rainfall enhancement between 1932 and 2012. 

2) Westward movement of the downwind anomaly 

Non-linear change to the intensity of the downwind anomaly. It becomes more pronounced 

between 1932 and 1962, but gradually decreases in intensity through 1992 to 2012. 

The specific aerosol loading effects from the simulation can be determined by comparing 

the 2012x2 and 2012x0 simulations with the 2012x1. In the same way, the land surface only effects 

can be seen by comparing the 2012x0 (homogeneous aerosols with urban land) to the non-urban 

Control. Fig. 31 show the difference between the 2012x0 and the Control: There is a similar 

magnitude upwind rainfall enhancement to the 2012x1 simulation (15-20%) but a minimal if any  
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Figure 26. Difference between 2012 simulated rainfall and Control (no urban) 

Figure 27. Difference between 1932 simulated rainfall and Control (no urban) 



 

 

95 

  

Figure 29. Difference between 1992 simulated rainfall and Control (no urban) 

Figure 28. Difference between 1962 simulated rainfall and Control (no urban) 
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Figure 30. Difference between 2012x0 and 2012x1 

Figure 31. Difference between 2012x0 and Control 
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Figure 32. Difference between 2012x2 and 2012x1 

Figure 33. Difference between 2012x2 and Control 
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significant downwind rainfall enhancement. There is also an increased reduction of rainfall directly 

to the east of the urban footprint over Lake Michigan. Fig. 30 shows a similar comparison of the 

aerosol effects between 2012x0 and 2012x1. The homogeneous aerosols produce a simulation with 

a slightly wetter upwind rainfall enhancement (5-10%) but no downwind enhancement. Finally, 

Fig. 33 shows the difference between the double aerosol loading 2012x2 and 2012x1. For this, 

most of the upwind enhancement has disappeared as has much of the downwind enhancement. Fig. 

32 corroborates this by showing that there is a decreased upwind enhancement compared to the 

Control, and the downwind effect is also reduced. 

5.5 Discussion 

Based on the results of the La Porte Anomaly simulations, the specific land-atmosphere and 

aerosol-cloud interactions leading to urban thunderstorm modification can be separated. The 

factors behind the historical variability of the rainfall anomaly are also revealed through the 

combined effects from the land surface and aerosol effects. The relevant rainfall effects are the 

location and relative intensity of the downwind rainfall anomaly, the existence and characteristics 

of upwind rainfall modification, and the changing characteristics of thunderstorms as they pass 

across the urban environment. The rainfall effects change in time: 

• In 1932, there is a downwind anomaly located farthest to the east, that is 25% greater than 

the Control. 

• By 1962, an upwind anomaly has begun to develop, and the downwind anomaly has shifted 

westward, and is its greatest increase compared to the control: nearly 50% enhancement. 

• By 1992, the intensity of the downwind anomaly has decreased to below its 1932 intensity, 

while the upwind enhancement has increased. 

• And by 2012, the downwind rainfall anomaly is 15-20% greater than the control, with a 

stonger, more significant upwind enhancement. 

These results show that the location of the downwind anomaly is related to the location of the 

upwind edge of Chicago’s urban footprint. The primarily westward suburban expansion between 

1932 and present means that an incipient thunderstorm begins modifying at a more westward 

location and completes that modification at one, thus the location of the downwind anomaly 
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appears to move from east-to-west as the urban area expands. As the upwind edge fills out from 

ragged development surround rail lines into Chicago to the more continuous urban footprint, there 

is a more prompt, consistent location for the urban land surface to prompt the beginning of 

thunderstorm modification.  

The aerosol loading scenarios produce two similar results, but with different explanations. 

By decreasing aerosol loading to homogeneous values, there is still an upwind modification, 

indicating it is forced from the urban land surface. The increase in downwind rainfall disappears, 

indicating that it is due to aerosol-cloud interaction. This is similar to observations showing that 

weekend thunderstorms do not produce increased downwind rainfall. Within the model, the 

aerosol behavior is consistent with a narrowed cloud droplet distribution which appears in the 

2012x1 simulation but not in the 2012x0 simulation. In the 2012x2 simulation, the surface 

emissions are doubled, and in this scenario the aerosol loading is large enough to completely 

suppress rainfall enhancement. The 2012x2 cloud characteristics have an extremely narrow cloud 

droplet distribution wherein rainfall invigoration from enhanced riming does not occur, and thus 

the downwind rainfall enhancement disappears. The 2012x2 simulations provide a consistent 

explanation as to how the increased pollution of the 1970s caused the observed La Porte Anomaly 

to vanish during that decade. 

From these results, a more unified explanation of urban thunderstorm modification can be 

produced. Urban thunderstorm modification occurs as a combination of known land surface and 

aerosol effects: 

1) A thunderstorm approaches the edge of an urban area. There is encounters increased 

roughness and most importantly a vertical velocity perturbation from the UHI circulation. 

The more consistent the urban boundary, the stronger the perturbation, and the greater 

potential for enhanced rainfall at the urban boundary. 

2) The cloud water within the urban thunderstorm is temporarily depleted from upwind 

rainfall enhancement, so there is a local minimum of rainfall. This local minimum is not 

necessarily at a “city center” but rather depends on the size of the urban footprint and the 

speed of the thunderstorm as it progresses across the urban area. 



 

 

100 

3) Throughout the thunderstorm modification process, urban aerosols are changing the 

cloud properties. Cloud water is reloaded from thunderstorm inflow, but the narrow 

cloud droplet distribution reduces rainfall efficiency. If the storm passes out of the urban 

footprint before the aerosol modification to produce heavy rain is complete, the 

comparable downwind land surface perturbation is reduced as the thunderstorm rainfall 

has diminished the downwind UHI. 

4) In a moderate level of urban aerosol loading, the narrow cloud droplet distribution 

eventually enhances the growth of cloud graupel via enhanced riming. This ultimately 

leads to larger rain drops and a “downwind” region of enhanced rainfall. In highly 

polluted environments, the cloud droplet distribution is too small and narrow to produce 

enhanced rainfall. 

The location of a “downwind” rainfall enhancement is relative to the size of the urban area 

and the speed of the thunderstorm. The upwind edge of an urban area is a fixed location at a given 

time. But the total urban rainfall enhancement is time-dependent. Thus, a slower moving 

thunderstorm could produce a downwind rainfall enhancement over an urban space, while a faster 

moving thunderstorm produces a rainfall enhancement at a more downwind location. 

The location of the La Porte Anomaly is fundamentally a seasonal to climatological feature. 

Individual thunderstorms modify, but the combined local increases and decreases in rainfall 

intensity may not change the total rainfall a significant amount. The process level modification of 

individual thunderstorms averaged over a longer time period is what produces the more observable 

rainfall “anomaly” at the seasonal level. But the simulation indicates that the combination of these 

processes can be separated and explained in a consistent way. 
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CHAPTER 6. A MULTICITY SIMULATION OF A THUNDERSTORM 

IMPACTING BIRMINGHAM, ALABAMA 

This chapter presents a single thunderstorm simulation motivated by the question: How do 

multiple cities interact together to impact their local and regional climate? More specifically, how 

far must two cities be separated to be considered independent and distinct in terms of their own 

local climate? Urban thunderstorm modification impacts both local and regional hydrology. 

Climate models also require an understanding of whether a local feature such as urban weather 

modification can be scaled into a regional one (Oleson 2012). 

6.1 Introduction 

Based on the work presented in Chapter 4 (Schmid and Niyogi 2013), the urban land surface 

of a city with a certain size (i.e. diameter D) would fully modify a thunderstorm in the time it takes 

for the perturbation from the surface to be communicated throughout the storm via its updraft. By 

that reasoning, the thunderstorm becomes “rural” again once the non-urban land surface has 

communicated through the storm and removes the urban modification characteristics: that is 2D. 

So, City B is independent from City A if it is twice the distance away from the size of City A. This 

reasoning is echoed by conclusions in Niyogi et al. 2011 and Debbage et al. 2015. However, these 

hypotheses only consider the role of the urban land surface. Based on observation and simulations, 

urban aerosols are the mechanism which sustain the observed precipitation enhancement as a 

thunderstorm passes over an urban land surface, and those aerosols can be transported well 

downwind of their source. 

 The combined influence of multiple cities has been shown to increase heavy rainfall 

potential, both within the urban space and downwind. The UHI of a large metropolitan area may 

propagate downwind to increase rainfall in nearby satellite cities (Wan et al. 2013). And flash 

flood potential has been shown to be greater in broadly connected megacities (Yeung et al. 2015; 

Zhang et al. 2011). Urban aerosols can be transported even farther than what the land surface of 

two connected or disconnected cities. Urban pollution can be detected thousands of kilometers 

from its source (Koo et al. 2008; Wang et al. 2014), and specific studies have shown direct cloud 

and precipitation modification at least 500 km from the source of urban aerosols (Finardi et al., 
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2014). Because of the potential for distant thunderstorm modification via aerosol transport, 

otherwise disconnected cities within a broader region may influence each other via climate 

interaction in addition to human transport. This revives the concept of regional and superregional 

interconnections forming an urban climate archipelago (Sailor et al. 2016; Shepherd et al. 2013). 

6.2 Model Setup 

On 15-Jun 2009, a bow echo passed directly over Birmingham, Alabama and appeared to 

split as it crossed the urban area. There was relatively low surface based instability (CAPE < 1000 

J∙kg-1), making a storm susceptible to urban modification, but the relatively strong mid-level CAPE 

(3000 J∙kg-1) supported a longer lived mesoscale convective system which formed that day. In the 

early stages of this storm’s formation, it had passed over Memphis, Tennessee, 300 km upwind of 

Birmingham. Based on the storm’s formation and track, it could represent an example of two well 

separated cities modifying the same thunderstorm. Figure 34 shows the observed evolution of the 

bow echo to be simulated as it formed and moved split over Birmingham. 

 

Figure 34. Composite radar showing mesoscale convective system splitting 

over Birmingham, AL. 
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To simulate this event, the urban RAMS (Chapter 3) with surface emissions was used with 

different land surface and aerosol scenarios. NAM reanalysis was used to initialize the model and 

run it from 14-Jun 2009 at 00UTC to 16-Jun 2009 at 12UTC on three nested grids at 16km – 4km 

– 1km with corresponding time steps of 24s – 6s – 1s, and the Kain-Fritsch convective 

parameterization on the coarsest grid.  details the aerosol emissions and land surface characteristics 

of each scenario. The Memphis4 simulation places a second 1km inner grid, also emitting surface 

aerosols, centered over Memphis, TN. The grid locations and corresponding urban land cover is 

shown in Figure 35. 

 

Table 5. Scenario names and descriptions 

Scenario 

Name 
Land Cover 

Aerosol 

Loading 

Rural 

CCN 

  Emit x1 

(Control) 
standard 1.0 500 

Emit x1/2 standard 0.5 500 

Emit x2 standard 2.0 500 

Emit x3 standard 3.0 500 

Emit x4 standard 4.0 500 

Memphis4 Extra inner grid 1.0 500 

Homogeneous standard 0.0 1500 

NoCity no urban 0.0 1500 

NoUrban no urban 0.0 500 

 

 

Figure 35. Grid structure and urban footprint 

for simulations 
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6.3 Storm Tracking Algorithm 

 In order to analyze the changing features of a model simulated storm, traveling in space 

and time, we employed an objective technique to track a storm between two output analyses. Our 

technique is functionally similar to the Thunderstorm Identification, Tracking, Analysis, and 

Nowcasting (TITAN) algorithm but specialized for model output rather than observational radar. 

1) Storms at timestep t = n, were identified using connected components to label regions 

where dbZ > 30. Regions smaller than 5 x 5 grid cells were discarded. 

2) Following the TITAN algorithm, substorms within each 30+ dbZ region were separated 

into their own individual cell if they had a peak dbZ greater than 45 (Han et al. 2009). 

3) At timestep t = n+1, we employed a hybrid overlap – distance metric to determine what 

storm at t = n+1 corresponds to a storm at t = n (Lakshmanan and Smith 2010). 

Unambiguously matched storms were assigned. 

4) If there was ambiguity between t = n and t = n+1 for two or more storms, utilized a 

minimized (but not optimized) cost function technique to determine which storms were 

matched. The non-optimal technique was necessary as one storm at t = n, can be matched 

to two or more storms at t = n+1 (splitting), or vice versa (merging). 

The storm tracking technique, over 80 model output analyses every 20-min, perform very well 

compared to subjective human identification. It only missed a single simulated cell merger, one 

step after formation. The tracking algorithm is essentially a post-processing implementation of 

TITAN without the need for a 

“forecast”, because given it is 

analyzing model output the 

“future” (t = n+1) is already 

“known” at the present. The 

tracking algorithm enabled a 

one-to-one comparison of the 

same simulated storm between 

two different model scenarios. Figure 36. Mean rainfall rate for over the Birmingham 

urbanization for each scenario. The brown line indicates the 

Memphis4 simulation. 
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6.4 Results and Discussion 

Most of the scenarios simulated two separate linear storm features. These manifested as a 

first storm forming earlier than observed, splitting, then forming a second storm which passed over 

Birmingham 1-3 hours after observed. The Emit x4 scenario produced a completely different 

regime due to the high aerosol loading diffusing upstream and was dominated by very brief intense 

storms. The only two scenarios which accurately simulated a single bow echo, which formed near 

Memphis then split over Birmingham were the Memphis4 and NoCity scenarios. Figure 36 shows 

how the only storm to have increased rain at the upwind edge of Birmingham was the Memphis4 

scenario, where each of the other aerosol loading scenarios produced increased rainfall downwind 

of the city. The increased rain in the Memphis4 scenario at the upwind edge was what prompted 

the simulated splitting. 
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Figure 37. Cloud water content in time for the Control and Memphis4 

simulations. 
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Figure 38. Same as Fig. 37 but for Mixed Layer Depth. 

Figure 39  Same as Fig. 37 for maximum storm rainfall rate. 
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The storm-centric properties of the Memphis4 simulation demonstrate how it was influenced 

by its upwind factors. Fig. 38 shows the properties of the Memphis4 storm which passed over 

Birmingham compared to the same storm simulated by the Control (Emit x1). At the beginning of 

its evolution, the Memphis4 storm has a lower but more consistent cloud water content due to the 

higher aerosol loading. The more numerous, but smaller cloud droplets prime the system for 

modification directly at the upwind edge of the Birmingham urban footprint. At the upwind edge, 

the vertical velocity perturbation (Hour 35) decreases the mixed layer depth (Fig. 37, 40), 

characteristic of rapid graupel growth. This is turn increases the rain rate, which rains through the 

cold pool, splitting the convective system (Fig. 39). This was only simulated in the Memphis4 case 

because of the upwind aerosol loading. 

The results of most of the scenarios were not unexpected as typical behavior of urban 

thunderstorms, particularly aerosol loaded clouds were simulated as understood. Increasing 

aerosol emissions from Birmingham produced simulated storms with progressively narrower cloud 

droplet distributions. These storms modified by delaying the heaviest rainfall, then raining at 

higher rates, except for Emit x4. Yet none of the simulated storms’ sensitivity to splitting came 

from the direct Birmingham emissions, but rather the upwind aerosol concentrations. The results 

are significant both from a simulation and regional climatology approach. The urban aerosols 
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Figure 40  Same as Fig. 37 for vertical velocity. 
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provide a connectivity between two distantly separated urban areas. And simulating the features 

requires an understanding of what is upwind as well as what is present. 
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CHAPTER 7. SYNTHESIS, CONCLUSIONS, AND FUTURE 

RESEARCH DIRECTIONS 

The research presented here produces several unifying aspects for understanding urban 

rainfall modification. For an individual rainfall event, the paradigm by which an urban area 

modifies precipitation is a maximum-minimum-likely maximum distribution through time. At the 

upwind edge, rainfall from a well-developed thunderstorm increases due to land cover effects from 

the UHI vertical velocity. As the system progresses, there is locally reduced rainfall from the initial 

aerosol perturbations in the cloud combined with impacts from urban roughness. Eventually, if 

aerosol loading is not too intense, the urban aerosols enhance riming in the mixed layer of the 

cloud and increase rainfall intensity at a later location. This paradigm avoids the use of upwind-

central-downwind or similar terminology because of the relative location of those places. “Upwind” 

is a fixed location: the urban-rural edge first encountered by a precipitating system. The system’s 

modification to decrease and later increase rainfall depends on the speed of the storm as it crosses 

the urban area. “Downwind” could be anywhere from literally downwind of the urban space in a 

rural area to the center of the city itself. Numerical model simulations enable us to separate factors 

to determine the process-based effects behind this urban thunderstorm modification paradigm. 

Observing the rainfall modification requires very careful use of regular measurements. 

Given that an individual thunderstorm undergoes changes to its rainfall rate, precipitation totals 

cannot necessarily diagnose modification, as certain regional rainfall may not change in quantity 

but in intensity due to competing rainfall reduction and enhancement. Rainfall rate can be inferred 

from weather radar, and relative storm intensity can be inferred from lightning strike rate, but other 

storm properties such as vertical wind velocities and cloud properties are not observed 

operationally. The overall changes to rainfall patterns by urban areas are best observed at a 

seasonal to climatology time scale. The La Porte Anomaly’s continued existence was reestablished 

using this technique. But it exists as an average of individual events, and it cannot necessarily be 

used to determine the providence of an individual thunderstorm. The best practice for observing 

urban rainfall modification is to separate the seasonal effects from the individual storms: seasonal 

rainfall distribution affects local hydrology and water budgets, while individual thunderstorm 

modification impacts regions prone to flash flooding. Knowing the speed and direction of an 
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individual storm as it approaches an urban area can give guidance as to how its modification could 

impact flood prone areas. 

Best practice in numerical modeling urban thunderstorm modification follows 

observational analysis: individual events should be evaluated from a storm-centric approach, 

seasonal anomalies should be considered from a regional approach. The research presented here 

refined a numerical model to include an urban canopy parameterization and urban aerosol cloud 

interaction. A stated goal for urban modeling is a 100-m simulation of the 2024 Paris Olympics 

(Masson et al., 2020). Aside from the core model improvements to handle numerical simulations 

at that resolution, such a model requires direct building energy simulations, spectral bin 

microphysics for the cloud-aerosol interaction, improved chemistry with direct nucleation, and a 

sophisticated local climate zone land surface model. Modeling this type of event requires improved 

surface and remote sensed spatial measurements of aerosol concentrations, and potentially a closed 

human component of the weather model. 

Part of the development of surface emissions in the urban RAMS parameterization 

involved simulating human behavior: people travel from their homes to work 8 , the aerosols 

produced by their cars enter the atmosphere, modify clouds, and change rain patterns. Closing the 

loop of this cycle would involve simulating how the people then respond to the modified rainfall. 

Human behavior in the urban system is an integral component to understanding urban weather. 

Over 50% of the population lives on 0.6% of the land surface, and the weather modifying effects 

of that land surface only exist because people have developed it. Understanding and predicting the 

added risks due to urban rainfall modification is crucial to improving our condition as more people 

move to urbanized spaces.  

 

 
8 May 2020: Ironically, this is not the case because of the current pandemic. 


