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#### Abstract

Ph.D., Purdue University, August 2020. Some Connections Between Complex Dynamics and Statistical Mechanics. Major Professor: Roland K.W. Roeder.

Associated to any finite simple graph $\Gamma$ is the chromatic polynomial $\mathcal{P}_{\Gamma}(q)$ whose complex zeros are called the chromatic zeros of $\Gamma$. A hierarchical lattice is a sequence of finite simple graphs $\left\{\Gamma_{n}\right\}_{n=0}^{\infty}$ built recursively using a substitution rule expressed in terms of a generating graph. For each $n$, let $\mu_{n}$ denote the probability measure that assigns a Dirac measure to each chromatic zero of $\Gamma_{n}$. Under a mild hypothesis on the generating graph, we prove that the sequence $\mu_{n}$ converges to some measure $\mu$ as $n$ tends to infinity. We call $\mu$ the limiting measure of chromatic zeros associated to $\left\{\Gamma_{n}\right\}_{n=0}^{\infty}$. In the case of the Diamond Hierarchical Lattice we prove that the support of $\mu$ has Hausdorff dimension two.

The main techniques used come from holomorphic dynamics and more specifically the theories of activity/bifurcation currents and arithmetic dynamics. We prove a new equidistribution theorem that can be used to relate the chromatic zeros of a hierarchical lattice to the activity current of a particular marked point. We expect that this equidistribution theorem will have several other applications, and describe one such example in statistical mechanics about the Lee-Yang-Fisher zeros for the Cayley Tree.


## 1. CHROMATIC ZEROS ON HIERARCHICAL LATTICES AND EQUIDISTRIBUTION ON PARAMETER SPACE

### 1.1 Introduction

Motivated by a concrete problem from combinatorics and mathematical physics, we will prove a general theorem about the equidistribution of certain parameter values for algebraic families of rational maps. We will begin with the motivating problem about chromatic zeros (Section 1.1.1) and then present the general equidistribution theorem (Section 1.1.2).

We expect the equidistribution theorem to have other applications. In Section 2 we will describe one such instance.

### 1.1.1 Chromatic Zeros on Hierarchical Lattices

Let $\Gamma$ be a finite simple graph. The chromatic polynomial $\mathcal{P}_{\Gamma}(q)$ counts the number of ways to color the vertices of $\Gamma$ with $q$ colors so that no two adjacent vertices have the same color. It is straightforward to check that the chromatic polynomial is monic, has integer coefficients, and has degree equal to the number of vertices of $\Gamma$. The chromatic polynomial was introduced in 1912 by G.D. Birkhoff in an attempt to solve the Four Color Problem [1,2]. Although the Four Color Theorem was proved later by different means, chromatic polynomials and their zeros have become a central part of combinatorics (For example, a search on Mathscinet yields 333 papers having the words "chromatic polynomial" in the title). For a comprehensive discussion of chromatic polynomials we refer the reader to the book [3].

A further motivation for study of the chromatic polynomials comes from statistical physics because of the connection between the chromatic polynomial and the partition function of the antiferromagnetic Potts Model; see, for example, [4-6] and [7, p.323325].

We will call a sequence of finite simple graphs $\Gamma_{n}=\left(V_{n}, E_{n}\right)$, where the number of vertices $\left|V_{n}\right| \rightarrow \infty$, a "lattice". The standard example is the $\mathbb{Z}^{d}$ lattice where, for each $n \geq 0$, one defines $\Gamma_{n}$ to be the graph whose vertices consist of the integer points in $[-n, n]^{d}$ and whose edges connect vertices at distance one in $\mathbb{R}^{d}$. For a given lattice, $\left\{\Gamma_{n}\right\}_{n=1}^{\infty}$, we are interested in whether the sequence of measures

$$
\begin{equation*}
\mu_{n}:=\frac{1}{\left|V_{n}\right|} \sum_{\substack{q \in \mathbb{C} \\ \mathcal{P}_{\Gamma_{n}}(q)=0}} \delta_{q} \tag{1.1}
\end{equation*}
$$

has a limit $\mu$, and in describing its limit if it has one. Here, $\delta_{q}$ is the Dirac Measure which, by definition, assigns measure 1 to a set containing $q$ and measure 0 otherwise. (In (1.1) zeros of $\mathcal{P}_{\Gamma_{n}}(q)$ are counted with multiplicity.) If $\mu$ exists, we call it the limiting measure of chromatic zeros for the lattice $\left\{\Gamma_{n}\right\}_{n=1}^{\infty}$.

This problem has received considerable interest from the physics community especially through the work of Shrock with and collaborators Biggs, Chang, and Tsai (see $8 \boxed{12}$ for a sample) and Sokal with collaborators Jackson, Procacci, Salas and others (see $13-15$ for a sample). Indeed, one of the main motivations of these papers is understanding the possible ground states (temperature $T=0$ ) for the thermodynamic limit of the Potts Model, as well as the phase transitions between them. Most of these papers consider sequences of $m \times n$ grid graphs with $m \leq 30$ fixed and $n \rightarrow \infty$. This allows the authors to use transfer matrices and the Beraha-Kahane-Weiss Theorem [16] to rigorously deduce (for fixed $m$ ) properties of the limiting measure of chromatic zeros. The zeros typically accumulate to some real-algebraic curves in $\mathbb{C}$ whose complexity increases as $m$ does; see [8, Figures 1 and 2] and [13, Figures 21 and 22] as examples. Indeed, this behavior was first observed in the 1972 work of Biggs-Damerell-Sands [17] and then, more extensively, in the 1997 work of ShrockTsai [18]. Beyond these cases with $m$ fixed, numerical techniques are used in [14] to
make conjectures about the limiting behavior of the zeros as $m \rightarrow \infty$, i.e. for the $\mathbb{Z}^{2}$ lattice.

To the best of our knowledge, it is an open and very difficult question whether there is a limiting measure of chromatic zeros for the $\mathbb{Z}^{2}$ lattice. If such a measure does exist, rigorously determining its properties also seems quite challenging. For this reason, we will consider the limiting measure of chromatic zeros for hierarchical lattices. They are constructed as follows: start with a finite simple graph $\Gamma \equiv \Gamma_{1}$ as the generating graph, with two vertices labeled $a$ and $b$, such that $\Gamma$ is symmetric over $a$ and $b$. For each $n>1, \Gamma_{n}$ retains the two marked vertices $a$ and $b$ from $\Gamma$, and we inductively obtain $\Gamma_{n+1}$ by replacing each edge of $\Gamma$ with $\Gamma_{n}$, using $\Gamma_{n}$ 's marked vertices as if they were endpoints of that edge. A key example to keep in mind is the Diamond Hierarchical Lattice (DHL) shown in Figure 1.1. In fact, one can interpret the DHL as an anisotropic version of the $\mathbb{Z}^{2}$ lattice; see [19, Appendix E.4] for more details.


Fig. 1.1. Constructing the Diamond Hierarchical Lattice (DHL).

Several other possible generating graphs are shown in Figure 1.2, including a generalization of the DHL called the $k$-fold DHL. The $k$-fold DHL, Triangle, and Split Diamond are 2-connected, while the others are not.

Statistical physics on hierarchical lattices dates back to the work of Berker and Ostlund [20], followed by Griffiths and Kaufman [21], Derrida, De Seze, and Itzykson [22], Bleher and Žalys 23 25], and Bleher and Lyubich 26].


Fig. 1.2. Several possible generating graphs.

A graph $\Gamma$ is called 2-connected if there is no vertex whose removal disconnects the graph. Our main results about the limiting measure of chromatic zeros are:

Theorem A. Let $\left\{\Gamma_{n}\right\}_{n=1}^{\infty}$ be a hierarchical lattice whose generating graph $\Gamma \equiv \Gamma_{1}$ is 2 -connected. Then its limiting measure $\mu$ of chromatic zeros exists.

Theorem B. Let $\mu$ be the limiting measure of chromatic zeros for the $k$-fold DHL and suppose $k \geq 2$. Then, $\operatorname{supp}(\mu)$ has Hausdorff dimension 2.

As shown in Figure 1.3, the support of the limiting measure of chromatic zeros for the DHL equals the union of boundaries of the black, blue, and white sets. Let $r_{q}(y)$ be the renormalization mapping for the DHL, given in 1.4. Points in white correspond to parameter values $q$ for which $r_{q}^{n}(0) \rightarrow 1$, points in blue correspond to parameter values $q$ for which $r_{q}^{n}(0) \rightarrow \infty$, and points in black correspond to parameter values for which $r_{q}^{n}(0)$ does neither. The region depicted on the left is approximately $-2 \leq \operatorname{Re}(q) \leq 4$ and $-3 \leq \operatorname{Im}(q) \leq 3$. The region on the right is a zoomed in view of the region shown in the red box on the left. See Section 1.7 for an explanation of the appearance of "baby Mandelbrot sets", as on the right. Their appearance will imply Theorem B. Figures 1.3 and 1.4 were made using the Fractalstream software [27].

Meanwhile, in Figure 1.4, the support of the limiting measure of chromatic zeros for the hierarchical lattice generated by the split diamond (see Figure 1.2) equals the union of boundaries of the black, blue, and white sets. Let $r_{q}(y)$ denote the renormalization mapping generated by the split diamond, given in (1.30). The coloring


Fig. 1.3. The support of the limiting measure of chromatic zeros for the DHL.
scheme is the same as in Figure 1.3, but using this different mapping. The region depicted is approximately $-1 \leq \operatorname{Re}(q) \leq 5$ and $-3 \leq \operatorname{Im}(q) \leq 3$.

The technique for proving Theorems A and B comes from the connection between the antiferromagnetic Potts model in statistical physics and the chromatic polynomial; see, for example, [4-6] and [7, p.323-325]. For any graph $\Gamma$, one has:

$$
\begin{equation*}
\mathcal{P}_{\Gamma}(q)=Z_{\Gamma}(q, 0), \tag{1.2}
\end{equation*}
$$

where $Z_{\Gamma}(q, y)$ is the partition function $\left.\sqrt{1.18}\right)$ for the antiferromagnetic Potts model with $q$ states and "temperature" $y$. It is a polynomial in both $q$ and $y$ by the FortuinKasteleyn (28) representation (1.19). See Section 1.5 for more details.

Remark 1.1.1. The computer plots from Figures 1.3 and 1.4 lead to several further questions. Moreover, the techniques developed in this paper can also be used to study the q-plane zeros of the partition function for the Potts Model on hierarchical lattices for fixed values of $y \neq 0$. These will be explored in the upcoming work of Chang, Shrock, and the second author of the present paper [29].


Fig. 1.4. The support of the limiting measure of chromatic zeros for the split diamond

Given a hierarchical lattice $\left\{\Gamma_{n}\right\}_{n=1}^{\infty}$ generated by $\Gamma=(V, E)$, let us write the partition functions $Z_{n}(q, y) \equiv Z_{\Gamma_{n}}(q, y)$ for each $n \in \mathbb{N}$. The zero locus of $Z_{n}(q, y)$ is a (potentially reducible) algebraic curve in $\mathbb{C}^{2}$. However, we will consider it as a divisor by assigning positive integer multiplicities to each irreducible component according to the order at which $Z_{\Gamma}(q, y)$ vanishes on that component. This divisor will be denoted by

$$
\mathcal{S}_{n}:=\left(Z_{n}(q, y)=0\right),
$$

where, in general, we denote the zero divisor of a polynomial $p(x, y)$ by $(p(x, y)=0)$. Since $\Gamma_{0}$ is a single edge with its two endpoints, we have

$$
\mathcal{S}_{0}=(q(y+q-1)=0)=(q=0)+(y+q-1=0) .
$$

If $\Gamma$ is 2-connected, there is a Migdal-Kadanoff renormalization procedure that takes $\Gamma$ and produces a rational map

$$
R \equiv R_{\Gamma}: \mathbb{C} \times \mathbb{P}^{1} \rightarrow \mathbb{C} \times \mathbb{P}^{1} \quad \text { be given by } \quad R(q, y)=\left(q, r_{q}(y)\right)
$$

with the property that

$$
\begin{equation*}
\mathcal{S}_{n+1}=R^{*} \mathcal{S}_{n} \quad \text { for } n \geq 0 \tag{1.3}
\end{equation*}
$$

Here, $\mathbb{P}^{1}$ denotes Riemann Sphere, $R^{*}$ denotes the pullback of divisors, and the rational map $r_{q}: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ has degree $|E|$ (However, the degree can drop below $|E|$ for finitely many values of $q$ ). Informally, one can think of the pullback on divisors $R^{*}$ as being like the set-theoretic preimage, but designed to keep track of multiplicities. The reader should keep in mind the case of the DHL for which

$$
\begin{equation*}
r_{q}(y)=\left(\frac{y^{2}+q-1}{2 y+q-2}\right)^{2} \tag{1.4}
\end{equation*}
$$

It will be derived in Section 1.5.
Because $R(q, y)=\left(q, r_{q}(y)\right)$ is a skew product over the identity, for each $n \geq 0$ we have

$$
\mathcal{S}_{n}=\left(R^{n}\right)^{*}((q=0)+(y+q-1=0))=(q=0)+\left(R^{n}\right)^{*}(y+q-1=0) .
$$

The chromatic polynomial of a connected graph $\Gamma$ has a simple zero at $q=0$, which we can ignore when discussing the limiting measure of chromatic zeros. It corresponds to the divisor $(q=0)$ above. Therefore, using $(1.2)$, all of the chromatic zeros for $\Gamma_{n}$ (other than $q=0$ ) are given by

$$
\begin{equation*}
\tilde{\mathcal{C}}_{n}=\left(R^{n}\right)^{*}(y+q-1=0) \cap(y=0), \tag{1.5}
\end{equation*}
$$

where each intersection point is assigned its Bezout multiplicity.
Since we want to normalize and then take limits as $n$ tends to infinity, we re-write (1.5) in terms of currents (see [30, 31] for background). We find

$$
\begin{equation*}
\tilde{\mu}_{n}:=\frac{1}{\left|V_{n}\right|}\left[\tilde{\mathcal{C}}_{n}\right]=\left(\pi_{1}\right)_{*}\left(\frac{1}{\left|V_{n}\right|}\left(R^{n}\right)^{*}[y+q-1=0] \wedge[y=0]\right) \tag{1.6}
\end{equation*}
$$

where square brackets denote the current of integration over a divisor and $\wedge$ denotes the wedge product of currents. Since $[y=0]$ is the current of integration over a horizontal line, the wedge product is just the horizontal slice of $\frac{1}{\left|V_{n}\right|}\left(R^{n}\right)^{*}[y+q-1=0]$ at height $y=0$. Since the wedge product results in a measure on $\mathbb{C} \times \mathbb{P}^{1}$, we compose with the projection $\left(\pi_{1}\right)_{*}$ to obtain a measure on $\mathbb{C}$. (In the previous two paragraphs we have used tildes on $\tilde{\mathcal{C}}_{n}$ and $\tilde{\mu}_{n}$ to denote that we have dropped the simple zero at $q=0$.)

It is relatively standard to see that

$$
\frac{1}{\left|E_{n}\right|}\left(R^{n}\right)^{*}[y+q-1=0] \rightarrow T
$$

where $T$ is the fiber-wise Green current for the family of rational maps $r_{q}(y)$. In Proposition 1.5 .4 we'll see that $\alpha:=\lim _{n \rightarrow \infty} \frac{\left|E_{n}\right|}{\left|V_{n}\right|}$ exists so that

$$
T_{n}:=\frac{1}{\left|V_{n}\right|}\left(R^{n}\right)^{*}[y+q-1=0] \rightarrow \alpha T
$$

However:
First Main Technical Issue: $T_{n} \rightarrow \alpha T$ does not necessarily imply convergence of the slices $T_{n} \wedge[y=0] \rightarrow \alpha T \wedge[y=0]$.

This issue will be handled using the notion of activity currents which were introduced by DeMarco in [32,33] to study bifurcations in families of rational maps (they are sometimes called bifurcation currents). Since then, they have been studied by Berteloot, DeMarco, Dujardin, Favre, Gauthier, Okuyama and many others. We refer the reader to the surveys by Berteloot [34] and Dujardin [35] for further details.

We can re-write (1.6) as

$$
\tilde{\mu}_{n}:=\frac{1}{\left|V_{n}\right|}\left[\left(r_{q}^{n} \circ a\right)(q)=b(q)\right],
$$

where $a, b: \mathbb{C} \rightarrow \mathbb{P}^{1}$ are the two marked points

$$
a(q)=0 \quad \text { and } \quad b(q)=1-q .
$$

(Special care must be taken at the finitely many parameters $q$ for which we have the drop of degree $\operatorname{deg}_{y}\left(r_{q}(y)\right)<|E|$. It is the Second Main Technical Issue for proving Theorem A and it will be be explained in the next subsection.)

Meanwhile, the activity current of the marked point $a$ is defined by

$$
T_{a}:=\lim _{n \rightarrow \infty} \frac{1}{\left|E_{n}\right|}\left(r_{q}^{n} \circ a\right)^{*} \widehat{\omega},
$$

where $\widehat{\omega}$ is the fiberwise Fubini-Study $(1,1)$ form on $\mathbb{C} \times \mathbb{P}^{1}$. Therefore, proving Theorem A reduces to proving the convergence

$$
\begin{equation*}
\tilde{\mu}_{n}=\frac{1}{\left|V_{n}\right|}\left[\left(r_{q}^{n} \circ a\right)(q)=b(q)\right] \rightarrow \alpha T_{a} \tag{1.7}
\end{equation*}
$$

It will be a consequence of Theorems C and C' that are presented in the next subsection.

### 1.1.2 Equidistribution in Parameter Space

Let $V$ be a connected projective algebraic manifold. An algebraic family of rational maps of degree $d$ is a rational mapping

$$
f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}
$$

such that, there exists an algebraic hypersurface $V_{\mathrm{deg}} \subset V$ (possibly reducible) with the property that for each $\lambda \in V \backslash V_{\mathrm{deg}}$ the mapping

$$
f_{\lambda}: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1} \quad \text { defined by } \quad f_{\lambda}(z)=f(\lambda, z)
$$

is a rational map of degree $d$. A marked point is a rational map $a: V \rightarrow \mathbb{P}^{1}$. (We will denote the indeterminacy locus of $a$ by $I(a)$. It is a proper subvariety of codimension at least two.)

Our result will depend heavily on a theorem from arithmetic dynamics due to Silverman [36, Theorem E] and this will require us to assume that the manifold $V$, the family $f$, and the marked points $a$ and $b$ are defined over the algebraic numbers $\overline{\mathbb{Q}}$. In other words, every polynomial in the definitions of these objects has coefficients in $\overline{\mathbb{Q}}$.

Convention. Throughout the paper, an algebraic family of rational maps

$$
f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}
$$

defined over $\overline{\mathbb{Q}}$ will mean that both $V$ and $f$ are defined over $\overline{\mathbb{Q}}$.
Theorem C. Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d \geq 2$ defined over $\overline{\mathbb{Q}}$ and let $a, b: V \rightarrow \mathbb{P}^{1}$ be two marked points defined over $\overline{\mathbb{Q}}$. Extending $V_{\mathrm{deg}}$, if necessary, we can suppose $I(a) \cup I(b) \subset V_{\operatorname{deg}}$.

Suppose that:
(i) There is no iterate $n$ satisfying $f_{\lambda}^{n} a(\lambda) \equiv b(\lambda)$.
(ii) The marked point $b(\lambda)$ is not persistently exceptional for $f_{\lambda}$.

Then we have the following convergence of currents on $V \backslash V_{\mathrm{deg}}$

$$
\begin{equation*}
\frac{1}{d^{n}}\left[\left(f_{\lambda}^{n} \circ a\right)(\lambda)=b(\lambda)\right] \rightarrow T_{a} \tag{1.8}
\end{equation*}
$$

where $T_{a}$ is the activity current of the marked point $a(\lambda)$.

The precise definition of activity current will be given in Section 1.2 .
The following version of Theorem C holds on all of $V$, without removing $V_{\mathrm{deg}}$, an essential feature for our application to Theorem A.

Theorem C'. Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d \geq 2$ defined over $\overline{\mathbb{Q}}$ and let $a, b: V \rightarrow \mathbb{P}^{1}$ be two marked points defined over $\overline{\mathbb{Q}}$. Suppose that
(i) There is no iterate $n$ satisfying $f_{\lambda}^{n} a(\lambda) \equiv b(\lambda)$.
(ii) The marked point $b(\lambda)$ is not persistently exceptional for $f_{\lambda}$.

Consider the rational map

$$
F: V \times \mathbb{P}^{1} \rightarrow V \times \mathbb{P}^{1} \quad \text { defined by } \quad F(\lambda, z)=(\lambda, f(\lambda, z)) .
$$

Then the following sequence of currents on $V$

$$
\begin{equation*}
\left(\pi_{1}\right)_{*}\left(\frac{1}{d^{n}}\left(F^{n}\right)^{*}[z=b(\lambda)] \wedge[z=a(\lambda)]\right) \tag{1.9}
\end{equation*}
$$

converges and the limit equals $T_{a}$ when restricted to $V \backslash V_{\operatorname{deg}}$. Here, $\pi_{1}: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is the projection onto the first coordinate $\pi_{1}(\lambda, z)=\lambda$.

Remark 1.1.2. We have phrased Theorems $C$ and $C^{\prime}$ in their natural level of generality. However, in most applications that we have in mind (in particular to the chromatic zeros), one can use $V=\mathbb{P}^{m}$ and define everything in the usual affine coordinates $\mathbb{C}^{m} \subset \mathbb{P}^{m}$ in the following ways:
(i) $f(\lambda, z)=\frac{P(\lambda, z)}{Q(\lambda, z)}$ with $P, Q \in \overline{\mathbb{Q}}[\lambda, z]$ and having no common factors of positive degree in $\overline{\mathbb{Q}}[\lambda, z]$, and
(ii) $a(\lambda)=\frac{R(\lambda)}{S(\lambda)}$ with $R, S \in \overline{\mathbb{Q}}[\lambda]$ and having no common factors of positive degree in $\overline{\mathbb{Q}}[\lambda]$ (and similarly for $b(\lambda)$ ).

The reader can keep in mind the simple case of the renormalization mapping for the $D H L(1.4)$ in which case everything is defined over $\mathbb{Q} \subset \overline{\mathbb{Q}}$. Here $V=\mathbb{P}^{1}$,
(i) $r(q, y)=\left(\frac{y^{2}+q-1}{2 y+q-2}\right)^{2}$,
(ii) $a(q) \equiv 0$, and $b(q)=1-q$.

The degree of this family is $d=4$ and $V_{\mathrm{deg}}=\{0, \infty\}$ because the degree of $r_{q}(y)$ drops when $q=0$ and $q=\infty$ but at no other values of $q$.

The proofs of Theorem C and C' will closely follow the strategy that DujardinFavre use in 37, Theorem 4.2]. However:

Second Main Technical Issue: The proof of [37, Theorem 4.2] requires a technical "Hypothesis (H)" that is not satisfied for the Migdal-Kadanoff renormalization mapping (1.4) for the DHL (and presumably not satisfied for many other hierarchical lattices). Indeed, $q=0 \in V_{\mathrm{deg}}$ for this mapping and there are active parameters
accumulating to $q=0$. One sees this in Figure 1.3 where $q=0$ is the "main cusp" on the left side of the black region.

Our assumption that the family and the marked points are defined over $\overline{\mathbb{Q}}$ allows us to avoid Hypothesis $(\mathrm{H})$. Note that, using quite different techniques, Okuyama has proved in [38, Theorem 1] a version of [37, Theorem 4.2] without Hypothesis (H). His proof requires the marked point to be critical, but does not require working over $\overline{\mathbb{Q}}$.

Once Theorem C is proved, one can extend the convergence (1.8) across $V_{\text {deg }}$ by an application of the compactness theorem for families of plurisubharmonic functions 39, Theorem 4.1.9], thus proving Theorem C'. Note that a similar statement to Theorem C' is found in the work of Gauthier-Vigny [40, Corollary 3.1]. The proof there also uses such compactness to extend a given convergence across various "bad" parameters that are analogous to our $V_{\text {deg }}$.

### 1.1.3 Recent Works on Interplay Between Holomorphic Dynamics and Statistical Mechanics

The present work lies in the context of several recent papers where holomorphic dynamics has played a role in studying problems from statistical physics. We describe a sample of them here.

One can interpret a rooted Cayley Tree as a type of hierarchical lattice, and this allows one to apply a renormalization theory that is similar to the Migdal-Kadanoff version used in this paper, in order to study statistical physics on such trees. This led to holomorphic dynamics playing an important role in proof of the Sokal Conjecture by Peters and Regts [41] and also in their work on the location of Lee-Yang zeros for bounded degree graphs 42]. The same renormalization theory was also recently used in combination with techniques from dynamical systems by He, Ji, and the authors of the present paper to characterize the limiting measure of Lee-Yang zeros for the Cayley Tree 43.

Meanwhile, holomorphic dynamics has been used by Bleher, Lyubich, and the second author of the present paper to characterize the limiting measure of Lee-Yang zeros for the DHL [19] and also to describe the limit behavior of the Lee-Yang-Fisher zeros for the DHL (44.

### 1.1.4 Structure of the Paper

In Section 1.2 we present the background on activity currents and describe the Dujardin-Favre classification of the passive locus, that will play an important role in the proofs of Theorems C and C'. Theorems C and C' are proved in Section 1.3 and Section 1.4.

We return to the problem of chromatic zeros in Section 1.5 by providing background on their connection with the Potts Model from statistical physics. We also set up the renormalization mapping $r_{q}(y)$ associated to any hierarchical lattice having 2-connected generating graph. We prove Theorem A in Section 1.6 by verifying the hypotheses of Theorem C'.

For the $k$-fold DHL with $k \geq 2$, one can check that the critical points $y= \pm \sqrt{1-q}$ satisfy $r_{q}( \pm \sqrt{1-q}) \equiv 0 \equiv a(q)$. Therefore, a result of McMullen 45, Theorem 1.1] gives that $\operatorname{supp}\left(T_{a}\right)$ has Hausdorff dimension 2. This is explained in Section 1.7, where we prove Theorem B.

In Section 1.8 we discuss the chromatic zeros associated with the hierarchical lattices generated by each of the graphs shown in Figure 1.2. We conclude this dissertation in Section 2 with a second application of Theorem C in statistical mechanics: the limiting current of Lee-Yang-Fisher zeros for the Cayley Tree.

### 1.2 Basics in Activity Currents

### 1.2.1 Activity Current for Holomorphic Families

Let $\Lambda$ be a connected complex manifold. A holomorphic family of rational maps of degree $d \geq 2$ is a holomorphic map $f: \Lambda \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ such that $f_{\lambda}:=f(\lambda, \cdot): \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is a rational map of degree $d$ for every $\lambda \in \Lambda$. In this context, a marked point is just a holomorphic map $a: \Lambda \rightarrow \mathbb{P}^{1}$. Remark that if one starts with an algebraic family of rational maps $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ one can delete $V_{\text {deg }}$ to obtain a holomorphic family $f:\left(V \backslash V_{\mathrm{deg}}\right) \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$.

The marked point $a: \Lambda \rightarrow \mathbb{P}^{1}$ is called passive at $\lambda_{0} \in \Lambda$ if the family $\left\{f_{\lambda}^{n} a(\lambda)\right\}$ is normal in some neighborhood of $\lambda_{0}$, otherwise $a$ is said to be active at $\lambda_{0}$. The set of active parameters is called the active locus. The active locus naturally supports an invariant current $T_{a}$ which we will describe now. (Classically, one usually chooses $a$ to be a marked critical point, but it is not necessary.)

Associated to a holomorphic family $f_{\lambda}$ of rational maps with degree $d \geq 2$ is a skew product mapping

$$
\begin{equation*}
F: \Lambda \times \mathbb{P}^{1} \rightarrow \Lambda \times \mathbb{P}^{1} \quad \text { given by } \quad F(\lambda, z)=\left(\lambda, f_{\lambda}(z)\right) \tag{1.10}
\end{equation*}
$$

Let $\omega$ be the Fubini-Study $(1,1)$ form on $\mathbb{P}^{1}$ and let $\widehat{\omega}=\pi_{2}^{*} \omega$, where $\pi_{2}(\lambda, z)=z$ is the projection onto the second coordinate. The next proposition and corollary are standard results in complex dynamics, see for example [37, Proposition 3.1].

Proposition 1.2.1. The sequence of closed positive $(1,1)$ currents, $d^{-n}\left(F^{n}\right)^{*} \widehat{\omega}$, converges to a closed positive $(1,1)$ current $\widehat{T}$.

Let $v_{n}, v_{\infty}$ be the local potentials of $d^{-n}\left(f^{n}\right)^{*} \widehat{\omega}$ and $\widehat{T}$ respectively. In the proof of Proposition 1.2 .1 one sees that that $v_{n} \rightarrow v_{\infty}$ locally uniformly, which implies the following corollary:

Corollary 1.2.2. For any marked point $a: \Lambda \rightarrow \mathbb{P}^{1}$, we have the following convergence of intersection of currents:

$$
\begin{equation*}
\frac{1}{d^{n}}\left(f^{n}\right)^{*} \widehat{\omega} \wedge[z=a(\lambda)] \rightarrow \widehat{T} \wedge[z=a(\lambda)] \tag{1.11}
\end{equation*}
$$

Let $\Gamma:=\left\{(\lambda, a(\lambda)\} \subset \Lambda \times \mathbb{P}^{1}\right.$. Since $\pi_{1}: \Gamma \rightarrow \Lambda$ is an isomorphism, one defines the activity current of the pair $(f, a)$ by

$$
\begin{equation*}
T_{a}:=\left(\pi_{1}\right)_{*}(\widehat{T} \wedge[z=a(\lambda)]) . \tag{1.12}
\end{equation*}
$$

The next result can be found in [37, Theorem 3.2], in which it was assumed that $a(\lambda)$ is a marked critical point. However, one can check that its proof does not rely on the fact that the marked point is critical.

Theorem 1.2.1. The support of the activity current $T_{a}$ coincides with the active locus of $a$.

### 1.2.2 Activity Current for Algebraic Families

Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d$. The construction from the previous subsection defines the activity current $T_{a}$ for the corresponding holomorphic family $f:\left(V \backslash V_{\mathrm{deg}}\right) \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$. We will now show that there is a natural extension of $T_{a}$ through the hypersurface $V_{\mathrm{deg}}$.

As the construction is local, without loss of generality we can suppose $V$ is an open subset of $\mathbb{C}^{m}$. We can choose a lift $\tilde{f}: V \times \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}$ which is holomorphic and so that for each $\lambda \in V$,

$$
\tilde{f}_{\lambda}(z, w):=\tilde{f}(\lambda, z, w)=\left(P_{\lambda}(z, w), Q_{\lambda}(z, w)\right)
$$

where $P_{\lambda}, Q_{\lambda}$ are homogeneous polynomials. Moreover, $P_{\lambda}, Q_{\lambda}$ have degree $d^{\prime} \leq d$, with equality iff $\lambda \in V \backslash V_{\operatorname{deg}}$. Similarly, the marked point $a: V \rightarrow \mathbb{P}^{1}$ can be lifted to a holomorphic map

$$
\tilde{a}: V \rightarrow \mathbb{C}^{2}
$$

Let $G_{n}: V \rightarrow[-\infty, \infty)$ be the PSH function defined by

$$
G_{n}(\lambda):=\frac{1}{d^{n}} \log \left\|\left(\tilde{f}_{\lambda}^{n} \circ \tilde{a}\right)(\lambda)\right\| .
$$

Proposition 1.2.3. Suppose $V \subset \mathbb{C}^{m}$ is open. The pointwise limit

$$
G(\lambda):=\lim _{n \rightarrow \infty} G_{n}(\lambda)
$$

exists and is PSH in $V$. When restricted to $V \backslash V_{\mathrm{deg}}$, the current $\tilde{T}_{a}:=d d^{c} G$ is identically equal to the activity current $T_{a}$.

Remark 1.2.4. On $V \backslash V_{\operatorname{deg}}$ the functions $G_{n}(\lambda)$ correspond to local potentials for the currents on the left side of (1.11) from Corollary 1.2.2 and the limiting function $G(\lambda)$ corresponds to the local potential for the current on the right side of 1.11). In particular, on $V \backslash V_{\mathrm{deg}}$ the continuous functions $G_{n}(\lambda)$ converge locally uniformly to the continuous function $G(\lambda)$ and the latter is not equal to $-\infty$ anywhere. See the proof of [37, Proposition 3.1] for details.

Proof. Fix a parameter $\lambda \in V$ so that $f_{\lambda}: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is a rational map with degree $d^{\prime} \leq d$. Since its lift $\tilde{f}_{\lambda}$ is defined up to a multiplicative constant, we may assume that in the unit sphere $S \subset \mathbb{C}^{2}$ we have $\sup _{S}\left|\tilde{f}_{\lambda}\right|=1$. By the homogeneity of $\tilde{f}_{\lambda}$,

$$
\left\|\tilde{f}_{\lambda}(z, w)\right\| \leq\|(z, w)\|^{d^{\prime}}, \text { which implies }\left\|\tilde{f}_{\lambda}^{n+1}(z, w)\right\| \leq\left\|\tilde{f}_{\lambda}^{n}(z, w)\right\|^{d^{\prime}}
$$

so the maps $G_{n}$ satisfy

$$
\begin{aligned}
G_{n+1}(\lambda) & =\frac{1}{d^{n+1}} \log \left\|\left(\tilde{f}_{\lambda}^{n+1} \circ \tilde{a}\right)(\lambda)\right\| \\
& \leq \frac{1}{d^{n+1}} \log \left\|\left(\tilde{f}_{\lambda}^{n} \circ \tilde{a}\right)(\lambda)\right\|^{d^{\prime}} \leq \frac{1}{d^{n}} \log \left\|\left(\tilde{f}_{\lambda}^{n} \circ \tilde{a}\right)(\lambda)\right\|=G_{n}(\lambda),
\end{aligned}
$$

which implies that $\left\{G_{n}\right\}_{n=1}^{\infty}$ is a decreasing sequence of PSH functions, so it either converges to a PSH limit function $G$ or to $-\infty$ identically. The latter is impossible, by Remark 1.2 .4 .

Proposition 1.2.5. Suppose $V \subset \mathbb{C}^{m}$ is open. The sequence of PSH functions $G_{n}$ converges to $G$ in $L_{\mathrm{loc}}^{1}(V)$. Equivalently, the sequence of currents $d d^{c} G_{n}$ converges to $\tilde{T}_{a}=d d^{c} G$.

Proof. Assume on the contrary that $G_{n} \nrightarrow G$ in $L_{\mathrm{loc}}^{1}(V)$. Then the compactness theorem for PSH functions [39, Theorem 4.1.9] implies that there is a subsequence
$G_{n_{k}}$ and some PSH function $G^{\prime} \neq G$ in $L_{\mathrm{loc}}^{1}(V)$ such that $G_{n_{k}} \rightarrow G^{\prime}$ in $L_{\mathrm{loc}}^{1}(V)$. Then there is a set $\Omega \subset V$ of positive measure in which $G^{\prime}(\lambda) \neq G(\lambda)$ for all $\lambda$. In particular, since $V_{\mathrm{deg}}$ is a hypersurface and hence has zero measure, we can find a compact set $K \subset \Omega \backslash V_{\operatorname{deg}}$ in which $G_{n_{k}} \rightarrow G^{\prime}$. However, by Corollary 1.2.2, $G_{n} \rightarrow G$ uniformly in $K$, which is a contradiction.

### 1.2.3 Classification of the Passivity Locus

## Dujardin-Favre Classification of Passivity Locus [37, Theorem 4].

Let $f: \Lambda \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be a holomorphic family and let $a(\lambda)$ be a marked point. Assume $U \subset \Lambda$ is a connected open subset where $a(\lambda)$ is passive. Then exactly one of the following cases holds:
(i) $a(\lambda)$ is never preperiodic in $U$. In this case the closure of the orbit of $a(\lambda)$ can be followed by a holomorphic motion.
(ii) $a(\lambda)$ is persistently preperiodic in $U$.
(iii) There exists a persistently attracting (possibly superattracting) cycle attracting $a(\lambda)$ throughout $U$ and there is a closed subvariety $U^{\prime} \subsetneq U$ such that the set of parameters $\lambda \in U \backslash U^{\prime}$ for which $a(\lambda)$ is preperiodic is a proper closed subvariety in $U \backslash U^{\prime}$.
(iv) There exists a persistently irrationally neutral periodic point such that a $(\lambda)$ lies in the interior of its linearization domain throughout $U$ and the set of parameters $\lambda \in U$ for which $a(\lambda)$ is preperiodic is a proper closed subvariety in $U$.

This classification is stated in [37] with the marked point being critical. However, the heart of the proof is a separate theorem (Theorem 1.1 in $[37]$ ) whose statement does not require the marked point to be critical. Meanwhile, the remainder of the proof is short and it is easy to check that the marked point need not be critical.

However, one should note that the statement in [37] claims that in Case (iii) the set $\lambda$ such that $a(\lambda)$ is preperiodic is a closed subvariety of $U$ itself, without first removing
a proper closed subvariety $U^{\prime}$. Unfortunately, that is not true, but fortunately that particular claim is not used anywhere later in their paper.

Consider the following holomorphic family of polynomial mappings

$$
f_{\lambda}(z)=z(z-\lambda)(z-1 / 2)
$$

where $\lambda \in \mathbb{C}$. The critical points of $f_{\lambda}$ are

$$
c_{ \pm}(\lambda)=\frac{(1+2 \lambda) \pm \sqrt{4 \lambda^{2}-2 \lambda+1}}{6},
$$

which vary holomorphically in a neighborhood $\mathbb{D}_{r}(0)$ of $\lambda=0$, for some $r>0$. Notice that $c_{-}(0)=0$ and $c_{+}(0)=\frac{1}{3}$. Consider the marked critical point $c(\lambda):=c_{+}(\lambda)$. One can check that

1. There exists $0<\epsilon<r$ such that $\lambda \in \mathbb{D}_{\epsilon}(0)$ implies that $f_{\lambda}^{n}(c(\lambda)) \rightarrow 0$ with $\left|f_{\lambda}^{n}(c(\lambda))\right|<1 / 2$ for all $n \geq 0$, and
2. There exists an infinite sequence $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ in $\mathbb{D}_{\epsilon}(0) \backslash\{0\}$ with $\lambda_{k} \rightarrow 0$ such that for each $k$ there is an iterate $n_{k}$ with $f_{\lambda_{k}}^{n_{k}}\left(c\left(\lambda_{k}\right)\right)=0$.

Therefore, the set of preperiodic parameters $\lambda \in \mathbb{D}_{\epsilon}(0)$ is not a closed subvariety, but they are in $\mathbb{D}_{\epsilon}(0) \backslash\{0\}$.

Proof of the claim about preperiodic parameters in Case (iii):
By taking a suitable iterate, let us suppose that $a(\lambda)$ is attracted to an attracting fixed point $p(\lambda)$. For each $\lambda \in U$ let $m(\lambda)$ denote the local multiplicity of $p(\lambda)$ for $f_{\lambda}$.

Let $m_{0}:=\min \{m(\lambda): \lambda \in U\}$ and let

$$
U^{\prime}:=\left\{\lambda \in U: m(\lambda)>m_{0}\right\} .
$$

Suppose $\lambda_{0} \in U \backslash U^{\prime}$ and choose a neighborhood $W$ of $\lambda_{0}$ such that $\bar{W} \Subset U \backslash U^{\prime}$. Then, there exists $\epsilon>0$ such that:
(i) $f_{\lambda}\left(\mathbb{D}_{\epsilon}(p(\lambda)) \Subset \mathbb{D}_{\epsilon}(p(\lambda))\right.$, and
(ii) for each $\lambda \in W$ and each $z \in \mathbb{D}_{\epsilon}(p(\lambda)) \backslash\{p(\lambda)\}$ we have that $f_{\lambda}(z) \neq p(\lambda)$, i.e. $p(\lambda)$ is the only preimage of $p(\lambda)$ under $f_{\lambda}$ within $\mathbb{D}_{\epsilon}(p(\lambda))$.

Since $\bar{W}$ is compact and $f_{\lambda}^{n}(a(\lambda)) \rightarrow p(\lambda)$ for all $\lambda \in \bar{W}$ there exists $k>0$ such that for all $\lambda \in W$ we have that $f_{\lambda}^{k}(a(\lambda)) \subset \mathbb{D}_{\epsilon}(p(\lambda))$. Then, using (ii) above, the set of preperiodic parameters in $W$ is

$$
\left\{\lambda \in W: f_{\lambda}^{n}(a(\lambda))=p(\lambda) \text { for some } 0 \leq n \leq k\right\}
$$

which is a closed subvariety of $W$.

### 1.3 Proof of Theorem C

Our proof of Theorem C will closely follow the strategy that Dujardin-Favre use to prove Theorem 4.2 in [37] and we will assume some of the basic results from their proof.

Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d$ defined over $\overline{\mathbb{Q}}$. Let $a, b: V \longrightarrow \mathbb{P}^{1}$ be marked points and assume, without loss of generality, that the indeterminacy $I(a) \cup I(b) \subset V_{\operatorname{deg}}$. Let $T_{a}$ be the activity current of $a(\lambda)$ and suppose that all hypotheses of Theorem C are satisfied.

Proposition 1.3.1. The following convergence of currents

$$
\begin{equation*}
\frac{1}{d^{n}}\left[\left(f_{\lambda}^{n} \circ a\right)(\lambda)=b(\lambda)\right] \rightarrow T_{a} \tag{1.13}
\end{equation*}
$$

holds in $V \backslash V_{\operatorname{deg}}$ if and only if there is a dense set of parameters $\lambda \in V_{\text {good }} \subset V \backslash V_{\mathrm{deg}}$ such that

$$
\begin{equation*}
h_{n}(\lambda):=\frac{1}{d^{n}} \log \operatorname{dist}_{\mathbb{P}^{1}}\left(f_{\lambda}^{n} a(\lambda), b(\lambda)\right) \rightarrow 0 \tag{1.14}
\end{equation*}
$$

where dist $\mathbb{P}^{1}$ denotes the chordal distance on $\mathbb{P}^{1}$.

Proof. A direct adaptation of the first four paragraphs of the proof of Theorem 4.2 in 37 shows that 1.13 holds if and only if $h_{n} \rightarrow 0$ in $L_{\mathrm{loc}}^{1}\left(V \backslash V_{\operatorname{deg}}\right)$. If $h_{n} \nrightarrow 0$ in $L_{\mathrm{loc}}^{1}\left(V \backslash V_{\mathrm{deg}}\right)$, then, as in paragraph seven of the same proof, one uses Hartogs' Lemma [39, Theorem 4.1.9(b)] to find an open set $U \subset V \backslash V_{\text {deg }}$ and a subsequence $n_{k}$ such that $h_{n_{k}}(\lambda) \rightarrow h(\lambda)<0$ for all $\lambda \in U$.

The proof of Theorem C will then follow immediately from the following:
Proposition 1.3.2. There is a dense set of parameters $\lambda \in V_{\text {good }} \subset V \backslash V_{\operatorname{deg}}$ such that (1.14) holds.

This is almost an immediate consequence of the following beautiful theorem:

Silverman's Theorem $\mathbf{E}\left[\mathbf{3 6 ]}\right.$. Let $\phi: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be a rational map of degree $d \geq 2$ defined over a number field $K$. Let $A, B \in \mathbb{P}^{1}(\bar{K})$ and assume that $B$ is not exceptional for $\phi$ and that $A$ is not preperiodic for $\phi$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\delta\left(\phi^{n} A, B\right)}{d^{n}}=0 \tag{1.15}
\end{equation*}
$$

where $\delta(P, Q)=2-\log \operatorname{dist}_{\mathbb{P}^{1}}(P, Q)$ is the logarithmic distance function ${ }^{1}$.
Remark that 1.15 holds if and only if $\lim _{n \rightarrow \infty} \frac{1}{d^{n}} \log \operatorname{dist}_{\mathbb{P}^{1}}\left(\phi^{n} A, B\right)=0$.
If we want to use Silverman's Theorem E directly, we need that there is a dense set of parameters $V_{\infty} \subset V \backslash V_{\operatorname{deg}}$ such that the marked point $a(\lambda)$ has infinite orbit under $f_{\lambda}$ for all $\lambda \in V_{\infty}$. We do not know if this true at this level of generality, even if the active locus is non-empty.

### 1.3.1 Proof of Proposition 1.3 .2

We will need the following result:

Algebraic Points Are Dense. Let $V \subset \mathbb{P}^{n}$ be a projective algebraic manifold that is defined over $\overline{\mathbb{Q}}$. Then, the set of points $a \in V$ that can be represented by homogeneous coordinates in $\overline{\mathbb{Q}}$ form a dense subset of $V$ (in the complex topology). I.e. $V(\overline{\mathbb{Q}})$ is dense in $V$.

We could not find this statement in the literature, but it can be proved by induction on $\operatorname{dim}(V)$. The base of the induction, when $\operatorname{dim}(V)=0$, plays an important role in the theory of Kleinian Groups, see for example [46, Lemma 3.1.5].

Proof of Proposition 1.3.2. We will consider the active and passive loci separately. Let $\lambda_{0}$ be an active parameter, and $W \subset V$ be any open neighborhood containing $\lambda_{0}$. We will find a parameter $\lambda_{1} \in W$ at which (1.14) holds. We will do this by showing that there exists a parameter $\lambda_{1} \in W$ such that iterates of $a\left(\lambda_{1}\right)$ under $f_{\lambda_{1}}$

[^0]will eventually land on a repelling cycle disjoint from $b\left(\lambda_{1}\right)$. This will immediately imply (1.14) at $\lambda_{1}$.

Pick three distinct points in a repelling cycle of $f_{\lambda_{0}}$ which is disjoint from $b\left(\lambda_{0}\right)$. By reducing $W$ to a smaller neighborhood of $\lambda_{0}$ if necessary, we can ensure that the repelling cycle moves holomorphically as $\lambda$ varies over $W$, and that $b(\lambda)$ is disjoint from the cycle for every $\lambda \in W$. Since the family $\left\{f_{\lambda}^{n} a(\lambda)\right\}_{n=1}^{\infty}$ is not normal in $W$, it cannot avoid all three points.

We now suppose $\lambda_{0}$ is in the passive locus for $a$ and let $U$ be the connected component of the passive locus containing $\lambda_{0}$. Then, the Dujardin-Favre classification gives four possible behaviors for $f_{\lambda}^{n}(a(\lambda))$ in $U$.

In Cases (i),(iii), and (iv) the classification gives a (possibly empty) closed subvariety $U^{\prime} \subsetneq U$ such that the set of parameters for which $a(\lambda)$ is preperiodic is contained in a proper closed subvariety $U_{1} \subset\left(U \backslash U^{\prime}\right)$. Moreover, the hypothesis that marked point $b(\lambda)$ is not persistently exceptional gives that there is another proper closed subvariety $U_{2} \subset U$ such that $b(\lambda)$ is not exceptional for $\lambda \in U \backslash U_{2}$. Then, $U \backslash\left(U^{\prime} \cup U_{1} \cup U_{2}\right)$ is an open dense subset of $U$. Since $V(\overline{\mathbb{Q}})$ is dense in $V$, see the beginning of this subsection, arbitrarily close to $\lambda_{0}$ is a point $\lambda_{1} \in U \backslash\left(U^{\prime} \cup U_{1} \cup U_{2}\right)$ with coordinates in $\overline{\mathbb{Q}}$. Since there are only finitely many coefficients to consider, we can find a number field $K$ so that $f_{\lambda_{1}} \in K(z)$ and the points $a\left(\lambda_{1}\right), b\left(\lambda_{1}\right) \in \mathbb{P}^{1}(K)$. Since $\lambda_{1} \in U \backslash\left(U^{\prime} \cup U_{1} \cup U_{2}\right)$, the point $a\left(\lambda_{1}\right)$ has infinite orbit under $f_{\lambda_{1}}$, and the point $b\left(\lambda_{1}\right)$ is not exceptional for $f_{\lambda_{1}}$. Hence Silverman's Theorem E implies that (1.14) holds for the parameter $\lambda_{1}$.

Finally suppose we are in Case (ii), so that the marked point $a(\lambda)$ is persistently preperiodic. By assumption, there is no iterate $n$ that satisfies $f_{\lambda}^{n}(a(\lambda)) \equiv b(\lambda)$, so there is a proper closed subvariety $U_{1} \subset U$ such that for all $\lambda \in U \backslash U_{1}$ and for all $n \geq 0$, we have $f_{\lambda}^{n}(a(\lambda)) \neq b(\lambda)$. It follows that for each $\lambda \in U \backslash U_{1}$, the quantities $\operatorname{dist}_{\mathbb{P}^{1}}\left(f_{\lambda}^{n}(a(\lambda)), b(\lambda)\right)$ are uniformly bounded in $n \geq 0$, which implies 1.14) for all $\lambda \in U \backslash U_{1}$.

### 1.3.2 Arithmetic Proof of Proposition 1.3 .2 Under Additional Hypotheses

The additional hypotheses are:
(iii) The parameter space is $\mathbb{P}^{1}$.
(iv) The marked point $a$ is not passive on all of $\mathbb{P}^{1} \backslash V_{\mathrm{deg}}$.

For applications in chromatic zeros our parameter space is $\mathbb{P}^{1}$ so that Hypothesis (iii) will automatically hold (in fact, we typically think of it as $\mathbb{C} \subset \mathbb{P}^{1}$ ). Meanwhile, for the renormalization mappings associated with many hierarchical lattices one can check Hypothesis (iv) directly, but it does not hold for all such mappings (e.g. when the generating graph is a triangle, as discussed in Section 1.8.3).

The proof will not depend on the Dujardin-Favre classification of the passive locus but instead requires technical results from arithmetic dynamics. Proposition 1.3 .2 will follow from Silverman's Theorem E and the next statement (choosing $K$ to be dense in $\mathbb{C}$ ), which is due to Laura DeMarco and Niki Myrto Mavraki.

Proposition 1.3.3. (DeMarco-Mavraki) Suppose the hypotheses in Theorem C and additionally hypotheses (iii) and (iv) above. Then, for any number field $K$ there are at most finitely many parameters $\lambda \in \mathbb{P}^{1}(K) \backslash V_{\operatorname{deg}}$ such that the marked point $a(\lambda)$ is preperiodic under $f_{\lambda}$.

We will need the following two results, which depend on having a one-dimensional parameter space. Denote the logarithmic absolute Weil height on $\overline{\mathbb{Q}}$ by $h: \overline{\mathbb{Q}} \rightarrow \mathbb{R}$. For a rational map $\phi: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ defined over $K$ and a point $P \in \mathbb{P}^{1}(K)$, we denote the canonical height function associated to $\phi$ by $\widehat{h}_{\phi}(P)$. For more background on these definitions, see (47].

## Call-Silverman Specialization [48, Theorem 4.1].

Let $(f, a)$ be a one-dimensional algebraic family of rational maps of degree $d \geq 2$ with
a marked point $a$, both defined over a number field $K$. Then, for any sequence of parameters $\left\{\lambda_{n}\right\}_{n=1}^{\infty} \subset \mathbb{P}^{1}(K) \backslash V_{\operatorname{deg}}$ such that $h\left(\lambda_{n}\right) \rightarrow \infty$, we have

$$
\lim _{n \rightarrow \infty} \frac{\widehat{h}_{f_{\lambda_{n}}}\left(a\left(\lambda_{n}\right)\right)}{h\left(\lambda_{n}\right)}=\widehat{h}_{f}(a)
$$

where $\widehat{h}_{f}(a)$ is the canonical height associated to the pair $(f, a)$.
The canonical height of the pair $\widehat{h}_{f}(a)$ was introduced in 48.
The pair $(f, a)$ is isotrivial if there exists a branched covering $W \rightarrow \mathbb{P}^{1} \backslash V_{\text {deg }}$ and a family of holomorphically varying Möbius transformations $M_{\lambda}$ such that $M_{\lambda} \circ f_{\lambda} \circ M_{\lambda}^{-1}$ is independent of $\lambda \in W$ and also $M_{\lambda} \circ a$ is a constant function of $\lambda \in W$.

Theorem 1.3.1. (DeMarco [49, Theorem 1.4]) Suppose $f: \mathbb{P}^{1} \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is a non-isotrivial one-dimensional algebraic family of rational maps. Let $\widehat{h}_{f}: \mathbb{P}^{1}(\bar{k}) \rightarrow \mathbb{R}$ be a canonical height of $f$, defined over the function field $k=\mathbb{C}\left(\mathbb{P}^{1}\right)$. For each $a \in \mathbb{P}^{1}(\bar{k})$, the following are equivalent:
(1) The marked point $a$ is passive in all of $\mathbb{P}^{1} \backslash V_{\mathrm{deg}}$;
(2) $\widehat{h}_{f}(a)=0$;
(3) $(f, a)$ is preperiodic.

Moreover, the set

$$
\left\{a \in \mathbb{P}^{1}(k): a \text { is passive in all of } \mathbb{P}^{1} \backslash V_{\mathrm{deg}}\right\}
$$

is finite.
Proof of Proposition 1.3.3. Assume on the contrary that there is a sequence of distinct parameters $\left\{\lambda_{n}\right\}_{n=1}^{\infty} \subset \mathbb{P}^{1}(K) \backslash V_{\operatorname{deg}}$ such that $a\left(\lambda_{n}\right)$ is preperiodic for $f_{\lambda_{n}}$. It follows from Northcott property [47, Theorem 3.7] that the parameters $\lambda_{n}$ satisfies $h\left(\lambda_{n}\right) \rightarrow \infty$. Meanwhile, since $a\left(\lambda_{n}\right)$ is preperiodic for $f_{\lambda_{n}}$, we have $\widehat{h}_{f_{\lambda_{n}}}\left(a\left(\lambda_{n}\right)\right)=0$. Then Call-Silverman Specialization implies $\widehat{h}_{f}(a)=0$, so by Theorem 1.3.1 the marked point $a$ must be passive in all of $\mathbb{P}^{1} \backslash V_{\mathrm{deg}}$, which contradicts hypothesis (iv).

### 1.4 Proof of Theorem C'

The following statement about convergence of sequences of PSH functions is probably standard, but we will include a proof because we cannot find an appropriate reference.

Proposition 1.4.1. Let $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ be a sequence of PSH functions in an open connected set $U \subseteq \mathbb{C}^{m}$ which is uniformly bounded above in compact sets. Suppose there is a $P S H$ function $\phi$ in $U$ such that $\phi_{n} \rightarrow \phi$ in $L_{\mathrm{loc}}^{1}(U \backslash X)$, where $X \subset U$ is an analytic hypersurface. Then $\phi_{n} \rightarrow \phi$ in $L_{\text {loc }}^{1}(U)$.

Proof. Assume by contradiction that $\phi_{n} \nrightarrow \phi$ in $L_{\mathrm{loc}}^{1}(U)$. Then there is an $\epsilon>0$, a compact set $K$ with positive Lebesgue measure, and a subsequence $\phi_{n_{k}}$ such that

$$
\left\|\phi_{n_{k}}-\phi\right\|_{L^{1}(K)}>\epsilon \text { for all } k .
$$

Note that since $\phi_{n} \rightarrow \phi$ in $L_{\mathrm{loc}}^{1}(U \backslash X)$, the compact set $K$ must intersect $X$. By the hypotheses, the sequence $\phi_{n_{k}}$ satisfies the conditions for the compactness theorem for PSH functions [39, Theorem 4.1.9], so we can find a further subsequence (which we still denote by $\phi_{n_{k}}$ ), and a PSH function $\tilde{\phi}$ in $U$ such that

$$
\phi_{n_{k}} \rightarrow \tilde{\phi} \quad \text { in } \quad L_{\mathrm{loc}}^{1}(U) .
$$

In particular $\phi_{n_{k}} \rightarrow \tilde{\phi}$ in $L^{1}(K)$, which implies $\tilde{\phi} \neq \phi$ in $L^{1}(K)$, so there exist $\delta>0$ and a compact subset $K^{\prime} \subset K$ with positive Lebesgue measure such that $|\tilde{\phi}(z)-\phi(z)|>\delta$ for all $z \in K^{\prime}$. Let $X_{\epsilon}$ be the $\epsilon$-neighborhood of $X$ in $U$, and let $X_{\epsilon}^{\prime}:=X_{\epsilon} \cap K^{\prime}$. Choose $\epsilon>0$ which satisfies $\operatorname{Leb}\left(K^{\prime}\right)=2 \operatorname{Leb}\left(X_{\epsilon}^{\prime}\right)$. It follows that

$$
\begin{equation*}
\int_{K^{\prime} \backslash X_{\epsilon}^{\prime}}|\tilde{\phi}-\phi| d \operatorname{Leb}>\delta \cdot \operatorname{Leb}\left(K^{\prime} \backslash X_{\epsilon}^{\prime}\right)=\frac{\delta}{2} \operatorname{Leb}\left(K^{\prime}\right)>0 \tag{1.16}
\end{equation*}
$$

Meanwhile, since $K^{\prime} \backslash X_{\epsilon}^{\prime}$ is a compact subset of $U$ disjoint from $X$, we must have $\tilde{\phi}=\phi$ in $L^{1}\left(K^{\prime} \backslash X_{\epsilon}^{\prime}\right)$, which contradicts 1.16.

Proof of Theorem $C^{\prime}$. This is a local statement, so we can suppose without loss of generality that $V$ is an open subset of $\mathbb{C}^{m}$. Choose a lift $\tilde{f}: V \times \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}$ and denote the iterates of each $\tilde{f}_{\lambda}: \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}$ by

$$
\tilde{f}_{\lambda}^{n}(z, w)=\left(P_{\lambda}^{(n)}(z, w), Q_{\lambda}^{(n)}(z, w)\right)
$$

Choose lifts $\tilde{a}, \tilde{b}: V \rightarrow \mathbb{C}^{2}$ and denote their coordinates by $\tilde{a}(\lambda)=\left(a_{1}(\lambda), a_{2}(\lambda)\right)$ and $\tilde{b}(\lambda)=\left(b_{1}(\lambda), b_{2}(\lambda)\right)$.

Recall from Section 1.3 that

$$
\begin{equation*}
h_{n}(\lambda):=\frac{1}{d^{n}} \log \operatorname{dist}_{\mathbb{P}^{1}}\left(f_{\lambda}^{n} a(\lambda), b(\lambda)\right) \tag{1.17}
\end{equation*}
$$

Although 1.17 is only defined on $V \backslash V_{\mathrm{deg}}$, interpreting $h_{n}$ in terms of the lifts allows its extension to all of $V$ :

$$
\begin{aligned}
h_{n}(\lambda): \left.=\frac{1}{d^{n}} \log \right\rvert\, P_{\lambda}^{(n)}(\tilde{a}(\lambda)) b_{2}(\lambda)- & \left.Q_{\lambda}^{(n)}(\tilde{a}(\lambda)) b_{1}(\lambda)\right|^{2} \\
& -\frac{1}{d^{n}} \log \left\|\left(\tilde{f}_{\lambda}^{n} \circ \tilde{a}\right)(\lambda)\right\|^{2}-\frac{1}{d^{n}} \log \|\tilde{b}(\lambda)\|^{2}
\end{aligned}
$$

Note that the last term satisfies

$$
\frac{1}{d^{n}} \log \|\tilde{b}(\lambda)\|^{2} \rightarrow 0 \quad \text { in } \quad L_{\mathrm{loc}}^{1}(V) \quad \text { as } n \rightarrow \infty
$$

and by Proposition 1.2.5,

$$
\frac{1}{d^{n}} \log \left\|\left(\tilde{f}_{\lambda}^{n} \circ \tilde{a}\right)(\lambda)\right\|^{2} \rightarrow 2 G \quad \text { in } \quad L_{\mathrm{loc}}^{1}(V) \quad \text { as } n \rightarrow \infty
$$

where $G$ is the local potential for $T_{a}$. Moreover, by Proposition 1.3.1, $h_{n} \rightarrow 0$ in $L_{\mathrm{loc}}^{1}\left(V \backslash V_{\mathrm{deg}}\right)$. Therefore we can conclude that

$$
\frac{1}{d^{n}} \log \left|P_{\lambda}^{(n)}(\tilde{a}(\lambda)) b_{2}(\lambda)-Q_{\lambda}^{(n)}(\tilde{a}(\lambda)) b_{1}(\lambda)\right|^{2} \longrightarrow 2 G \quad \text { in } \quad L_{\mathrm{loc}}^{1}\left(V \backslash V_{\operatorname{deg}}\right)
$$

Since $G$ and the sequence $\frac{1}{d^{n}} \log \left|P_{\lambda}^{(n)}(\tilde{a}(\lambda)) b_{2}(\lambda)-Q_{\lambda}^{(n)}(\tilde{a}(\lambda)) b_{1}(\lambda)\right|$ are PSH functions in $V$, it follows from Proposition 1.4.1 that

$$
\frac{1}{d^{n}} \log \left|P_{\lambda}^{(n)}(\tilde{a}(\lambda)) b_{2}(\lambda)-Q_{\lambda}^{(n)}(\tilde{a}(\lambda)) b_{1}(\lambda)\right| \longrightarrow G \quad \text { in } \quad L_{\mathrm{loc}}^{1}(V)
$$

The PSH functions on the left hand side are local potentials for the currents expressed in (1.9) and $G$ is a local potential for $T_{a}$ on $V \backslash V_{\operatorname{deg}}$.

### 1.5 The Potts Model, Chromatic Zeros, and Migdal Kadanoff Renormalization

We first give a brief account of the antiferromagnetic Potts model on a graph $\Gamma$ and its connection with the chromatic zeros of $\mathcal{P}_{\Gamma}$. Suitable references include [4-6], [7, p.323-325], and references therein. We then describe the Migdal-Kadanoff Renormalization procedure that produces a rational function $r_{q}(y)$ relating the zeros for the Potts Model on one level of a hierarchical lattice to the zeros for the next level. The remainder of the section is devoted to proving properties of the renormalization mappings $r_{q}(y)$.

### 1.5.1 Basic Setup

Fix a graph $\Gamma=(V, E)$ and fix an integer $q \geq 2$. A spin configuration of the graph $\Gamma$ is a map

$$
\sigma: V \rightarrow\{1,2, \ldots, q\}
$$

Fix the coupling constant $J<0$. The energy $H_{\Gamma}(\sigma)$ associated with a configuration $\sigma$ on $\Gamma$ is defined as

$$
H_{\Gamma}(\sigma)=-J \sum_{\left\{v_{i}, v_{j}\right\} \in E} \delta\left(\sigma\left(v_{i}\right), \sigma\left(v_{j}\right)\right)=-J \mathcal{E}(\sigma)
$$

where $\delta(a, b)=1$ if $a=b$ and 0 otherwise, and $\mathcal{E}(\sigma)$ is the number of edges whose endpoints are assigned the same spin under $\sigma$. Remark that since $J<0$ it is energetically favorable to have different spins at the endpoints of each edge, if possible. This means that we are in the antiferromagnetic regime.

The Boltzmann distribution assigns a configuration $\sigma$ on $\Gamma$ probability proportional to the weight

$$
W_{\Gamma}(\sigma)=\exp \left(-\frac{H_{\Gamma}(\sigma)}{\mathrm{T}}\right)=\exp \left(\frac{J \mathcal{E}(\sigma)}{\mathrm{T}}\right)
$$

where $\mathrm{T}>0$ is the temperature of the system (We set the Boltzmann constant $\left.k_{B}=1\right)$. The probability $\operatorname{Pr}(\sigma)$ of $\sigma$ occurring is therefore

$$
\begin{equation*}
\operatorname{Pr}(\sigma)=W_{\Gamma}(\sigma) / Z_{\Gamma} \quad \text { where } \quad Z_{\Gamma}:=\sum_{\sigma} W_{\Gamma}(\sigma) \tag{1.18}
\end{equation*}
$$

and the sum is over all possible spin configurations. Some intuition for this distribution can be gained by considering the following two extreme cases: when T is near zero, configurations with minimum energy are strongly favored. Meanwhile for high temperature, all configurations occur with nearly equal probability.

Let us introduce the temperature-like variable $y:=e^{J / T}$, so that $W_{\Gamma}(\sigma)=y^{\mathcal{E}(\sigma)}$. All the quantities above implicitly depend on $q, y$, and the graph $\Gamma$. The normalizing factor $Z_{\Gamma}(q, y)$ is called the partition function and given by

$$
Z_{\Gamma}(q, y):=\sum_{\sigma} y^{\mathcal{E}(\sigma)}
$$

It turns out that $Z_{\Gamma}(q, y)$ is actually a polynomial in both $q$ and $y$. To see this it will be helpful to express the partition function in terms of $(q, v)$ where $v=y-1$. For any subset of the edge set $A \subseteq E$ is a subgraph $(V, A)$. We have

$$
\begin{equation*}
Z_{\Gamma}(q, v)=\sum_{\sigma} \prod_{(i, j) \in E}\left[1+v \delta\left(\sigma_{i}, \sigma_{j}\right)\right]=\sum_{A \subseteq E} q^{k(A)} v^{|A|} . \tag{1.19}
\end{equation*}
$$

where $k(A)$ is the number of connected components of $(V, A)$, including isolated vertices. This is called the Fortuin-Kasteleyn [28] representation of $Z_{\Gamma}(q, v)$; see, for example, [6, Section 2.2]. (We will only express $Z_{\Gamma}$ in terms of $v$ instead of $y$ in this paragraph and in Subsection 1.5.2.)

As discussed in the introduction, we will describe the zeros of $Z_{\Gamma}(q, y)$ as a divisor denoted

$$
\mathcal{S}:=\left(Z_{\Gamma}(q, y)=0\right) .
$$

Remark that in the next subsection we will see that if $\Gamma$ is 2-connected, then we have that $Z_{\Gamma}(q, y)=q \tilde{Z}_{\Gamma}(q, y)$ with $\tilde{Z}_{\Gamma}(q, y)$ irreducible, implying $\mathcal{S}$ is a reduced divisor, i.e.
all multiplicities are one. Therefore, if $\Gamma$ is 2-connected there is no harm in thinking of $\mathcal{S}$ as a (reducible) algebraic curve.

To establish the connection between the chromatic polynomial $\mathcal{P}_{\Gamma}(q)$ and the partition function $Z_{\Gamma}(q, y)$ of the Potts model note that

$$
\mathcal{P}_{\Gamma}(q)=\sum_{\substack{\sigma \text { such that } \\ \mathcal{E}(\sigma)=0}} 1=Z_{\Gamma}(q, 0) .
$$

Therefore, the chromatic zeros are given by the intersection:

$$
\mathcal{C}:=\mathcal{S} \cap(y=0),
$$

where Bezout intersection multiplicities and multiplicities of the divisor $\mathcal{S}$ are taken into account.

### 1.5.2 Irreducibility of $\tilde{Z}_{\Gamma}(q, y)$ for 2-Connected $\Gamma$

It follows from 1.19 that we can always factor $Z_{\Gamma}(q, v)=q \widetilde{Z}_{\Gamma}(q, v)$ in the polynomial ring $\mathbb{C}[q, v]$. The goal of this subsection is to prove:

Proposition 1.5.1. If $\Gamma$ is 2-connected, then $\widetilde{Z}_{\Gamma}(q, v)$ is irreducible in $\mathbb{C}[q, v]$. (The same holds in the $(q, y)$ variables.)

We will prove this proposition using the well-known relationship between $\widetilde{Z}_{\Gamma}(q, y)$ and the Tutte Polynomial of $\Gamma$. It is defined as

$$
\begin{equation*}
\mathcal{T}_{\Gamma}(x, y)=\sum_{A \subset E}(x-1)^{k(A)-1}(y-1)^{|A|+k(A)-|V|} \tag{1.20}
\end{equation*}
$$

where $k(A)$ has the same interpretation as in (1.19). The variables $(x, y)$ in the Tutte Polynomial are related ${ }^{2}$ to the variables $(q, v)$ in the Partition Function 1.19 by:

$$
x=1+(q / v) \quad \text { and } \quad y=v+1 .
$$

[^1]Comparing (1.20) with (1.19) we see the following relationship [6, Section 2.5] between $\mathcal{T}(x, y)$ and $Z_{\Gamma}(q, v):$

$$
\begin{equation*}
\mathcal{T}_{\Gamma}(x, y)=(x-1)^{-1}(y-1)^{-|V|} Z_{\Gamma}((x-1)(y-1), y-1) . \tag{1.21}
\end{equation*}
$$

Proposition 1.5.1 will be a corollary to the following nice result by de Mier, Merino, and Noyi 50].

Irreducibility Of Tutte Polynomials. If $\Gamma$ is a connected matroid, in particular a 2-connected graph, then $\mathcal{T}_{\Gamma}(x, y)$ is irreducible in $\mathbb{C}[x, y]$.

Lemma 1.5.2. $Z_{\Gamma}(q, v)$ vanishes to order exactly $|V|$ at the origin.
Proof. For any subgraph $(V, A)$, it follows from a counting argument that we have the inequality $k(A)+|A| \geq|V|$. Moreover, for the subgraph ( $V, A_{0}$ ) without any edges, the sum $k\left(A_{0}\right)+\left|A_{0}\right|$ is exactly $|V|$. Therefore the order of vanishing is exactly $|V|$ at the origin.

Proof of Proposition 1.5.1. By the Irreducibility of the Tutte Polynomial, it suffices to prove that if $\widetilde{Z}_{\Gamma}$ is reducible then so is $\mathcal{T}_{\Gamma}$. Suppose $\widetilde{Z}_{\Gamma}$ is reducible:

$$
\widetilde{Z}_{\Gamma}=A_{1} \cdot A_{2} \cdot B
$$

where $A_{1}, A_{2}$ are non-constant irreducible factors, and $B$ can potentially be a unit. Denote by $C_{i}$ the zero set of $A_{i}$.

Let $H: \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}$ be the birational map $(x, y) \mapsto((x-1)(y-1), y-1)$, so that by (1.21) we have

$$
\mathcal{T}_{\Gamma}(x, y)=(y-1)^{-|V|+1}\left(\tilde{Z}_{\Gamma} \circ H\right) .
$$

Therefore, in order to prove that $\mathcal{T}_{\Gamma}$ is reducible it suffices to find at least two irreducible factors of $\tilde{Z}_{\Gamma} \circ H$ each of which is not equal to $y-1$.

For $i=1$ and 2 , although $H^{-1}\left(C_{i}\right)$ can possibly contain the line

$$
E:=\left\{(x, y) \in \mathbb{C}^{2}: y=1\right\}
$$

it cannot be the only irreducible component of $H^{-1}\left(C_{i}\right)$ because $H(E)$ is a single point $(0,0)$. From this observation we now have to consider two separate cases.
(i) If $A_{1} \not \equiv A_{2}$, then the zero set of $\mathcal{T}_{\Gamma}$ contains at least two distinct irreducible components, neither of which is the line $E$.
(ii) If $A_{1} \equiv A_{2}$, then the zero set of $\mathcal{T}_{\Gamma}$ contains an irreducible component of multiplicity at least two, which is not the line $E$.

In either case, we conclude that $\mathcal{T}_{\Gamma}$ is reducible.

### 1.5.3 Combinatorics of Hierarchical Lattices

Proposition 1.5.3. Suppose $\left\{\Gamma_{n}\right\}_{n=1}^{\infty}$ is a hierarchical lattice that is generated by a 2 -connected generated graph $\Gamma=(V, E)$. Then, $\Gamma_{n}$ is 2-connected for each $n \geq 0$.

Proof. The proof is by induction on $n$. Since $\Gamma_{0}$ is a single edge with two vertices at its endpoints it is 2 -connected. Suppose now that $\Gamma_{n}$ is 2 -connected for some $n \geq 0$ to show that $\Gamma_{n+1}$ is 2-connected. Recall that $\Gamma_{n+1}$ is built by replacing each edge of the generating graph $\Gamma$ with a copy of $\Gamma_{n}$ using the marked vertices $a$ and $b$ as endpoints. The vertices of $\Gamma_{n+1}$ fall into two classes:

1. The $|V|$ vertices of $\Gamma_{n+1}$ that come from the vertices of $\Gamma$. Each of them is a marked vertex $a$ or $b$ from some copy of $\Gamma_{n}$, and
2. The remaining vertices.

If the removal of a vertex of Type (1) disconnects $\Gamma_{n+1}$ then, since each $\Gamma_{n}$ is 2connected, this would imply that removal of the corresponding vertex of $\Gamma$ disconnects $\Gamma$. This is impossible because $\Gamma$ is 2 -connected. Meanwhile, if removal of a vertex of Type (2) disconnects $\Gamma_{n+1}$ then its removal will also disconnect the unique copy of $\Gamma_{n}$ that the vertex is contained in. This contradicts the induction hypothesis.

Proposition 1.5.4. Let $\Gamma_{n}=\left(V_{n}, E_{n}\right)$ be a hierarchical lattice generated by generating graph $\Gamma=(V, E)$. Then $\left|V_{n}\right|$ and $\left|E_{n}\right|$ grow at the same exponential rate as $n \rightarrow \infty$.

Proof. Observe that for any $n \geq 1$,

$$
\left|V_{n+1}\right|=\left|V_{n}\right|+\left|E_{n}\right| \cdot(|V|-2)=\left|V_{n}\right|+|E|^{n} \cdot(|V|-2) .
$$

It follows from induction that

$$
\left|V_{n}\right|=|V|+(|V|-2) \cdot \sum_{i=1}^{n-1}|E|^{i}=|V|+(|V|-2) \cdot|E| \frac{|E|^{n-1}-1}{|E|-1},
$$

which proves the assertion.

### 1.5.4 Migdal-Kadanoff Renormalization for the DHL

Let $\left\{\Gamma_{n}=\left(V_{n}, E_{n}\right)\right\}_{n=0}^{\infty}$ be the Diamond Hierarchical Lattice (DHL). For each $n \geq 0$ the partition function $Z_{n}(q, y) \equiv Z_{\Gamma_{n}}(q, y)$ has zero divisor

$$
\mathcal{S}_{n}:=\left(Z_{n}(q, y)=0\right)
$$

Remark that $\Gamma_{0}$ is always a single edge with two vertices at its endpoints, so a simple calculation yields $Z_{\Gamma_{n}}(q, y)=q(y+q-1)$ so that

$$
\mathcal{S}_{0}:=(q(y+q-1)=0) .
$$

Associated to the hierarchical lattice $\left\{\Gamma_{n}\right\}_{n=0}^{\infty}$ is a Migdal-Kadanoff renormalization mapping that relates the zero divisor $\mathcal{S}_{n+1}$ to the zero divisor $\mathcal{S}_{n}$.

Proposition 1.5.5. For the $D H L$ we have that for each $n \geq 0$

$$
\mathcal{S}_{n}=\left(R^{n}\right)^{*}\left(\mathcal{S}_{0}\right)
$$

where $R: \mathbb{C} \times \mathbb{P}^{1} \rightarrow \mathbb{C} \times \mathbb{P}^{1}$ is given by

$$
\begin{equation*}
R(q, y)=\left(q, r_{q}(y)\right), \quad \text { where } \quad r_{q}(y)=\left(\frac{y^{2}+q-1}{2 y+q-2}\right)^{2} . \tag{1.22}
\end{equation*}
$$

As usual, the superscript * denotes pullback of a divisor and we will denote points $y \in \mathbb{P}^{1}$ using the standard chart $\mathbb{C} \subset \mathbb{P}^{1}$.

The proof will be very similar to the derivation of the Migdal-Kadanoff renormalization transformation for the Ising Model on the DHL [19, Section 2.5] and it relies on the multiplicativity of the conditional partition functions which is proved in [19, Lemma 2.1], in the context of the Ising Model.

Proof. For each $n \geq 0$ consider the following conditional partition functions:

$$
\mathcal{U}_{n} \equiv \mathcal{U}_{n}(q, y):=\sum_{\substack{\sigma \text { such that } \\ \sigma(a)=\sigma(b)=1}} W(\sigma) \quad \text { and } \quad \mathcal{V}_{n} \equiv \mathcal{V}_{n}(q, y):=\sum_{\substack{\sigma \text { such that } \\ \sigma(a)=1, \sigma(b)=2}} W(\sigma)
$$

We claim for each $n \geq 0$ that

$$
\begin{equation*}
\mathcal{U}_{n+1}=\left(\mathcal{U}_{n}^{2}+(q-1) \mathcal{V}_{n}^{2}\right)^{2} \quad \text { and } \quad \mathcal{V}_{n+1}=\left(2 \mathcal{U}_{n} \mathcal{V}_{n}+(q-2) \mathcal{V}_{n}^{2}\right)^{2} \tag{1.23}
\end{equation*}
$$

To show this, it will be helpful to depict them graphically as follows:

The ones and twos in the figure denote the spins at the marked vertices $a$ and $b$. Let us graphically illustrate the derivation of the first equation from (1.23):

$$
\begin{aligned}
& \mathcal{U}_{n+1}=Z_{n+1}\left(\begin{array}{ll}
5^{51(2)} \xi^{2} \\
\xi_{2} & \xi^{3}
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\mathcal{U}_{n}^{4} \quad+2(q-1) \mathcal{U}_{n}^{2} \mathcal{V}_{n}^{2}+(q-1) \mathcal{V}_{n}^{4}+(q-1)(q-2) \mathcal{V}_{n}^{4} \text {. }
\end{aligned}
$$

The numbers one, two, and three in the second row of the figure above are meant to denote the boundary conditions imposed on each of the four copies of $\Gamma_{n}$ that are glued together to form $\Gamma_{n+1}$. The third line is obtained from the second using multiplicativity of the conditional partition functions. (Once the spins at those four
vertices are fixed, the conditional partition function is the same as that of a disjoint union of the four copies of $\Gamma_{n}$, each with its corresponding boundary conditions.) The expression for $\mathcal{V}_{n+1}$ in 1.23 can be obtained similarly.

In order to use an iteration on $\mathbb{P}^{1}$ instead of $\mathbb{C}^{2}$ it will be more convenient to iterate the ratio $y_{n}:=\mathcal{U}_{n} / \mathcal{V}_{n}$, where $n \geq 0$. A simple calculation shows that $y_{0}=y=e^{J / T}$. Using (1.23) we find that

$$
y_{n+1}=\frac{\mathcal{U}_{n+1}}{\mathcal{V}_{n+1}}=\left(\frac{\mathcal{U}_{n}^{2}+(q-1) \mathcal{V}_{n}^{2}}{2 \mathcal{U}_{n} \mathcal{V}_{n}+(q-2) \mathcal{V}_{n}^{2}}\right)^{2}=\left(\frac{y_{n}^{2}+q-1}{2 y_{n}+q-2}\right)^{2}=r_{q}\left(y_{n}\right)
$$

Therefore, $\left(q_{n}, y_{n}\right)=R^{n}(q, y)$ where $q_{n}=q$ for all $n$.
Note that

$$
\begin{equation*}
Z_{n}(q, y)=q \mathcal{U}_{n}+q(q-1) \mathcal{V}_{n} . \tag{1.24}
\end{equation*}
$$

Since the generating graph $\Gamma$ is 2 connected Proposition 1.5 .3 implies that $\Gamma_{n}$ is 2 -connected for each $n \geq 0$. Therefore, Proposition 1.5.1 gives that

$$
\tilde{Z}_{n}(q, y)=\mathcal{U}_{n}+(q-1) \mathcal{V}_{n}
$$

is irreducible, implying that $\mathcal{U}_{n}$ and $\mathcal{V}_{n}$ have no common factors of positive degree in $q$ or $y$. Therefore,

$$
\begin{align*}
\mathcal{S}_{n} & =\left(Z_{n}(q, y)=0\right) \\
& =\left(q_{n}\left(\mathcal{U}_{n}+\left(q_{n}-1\right) \mathcal{V}_{n}\right)=0\right)  \tag{1.25}\\
& =\left(q_{n}\left(y_{n}+q_{n}-1\right)=0\right)=\left(R^{n}\right)^{*} \mathcal{S}_{0}
\end{align*}
$$

where in the third equality we used that $\mathcal{U}_{n}$ and $\mathcal{V}_{n}$ have no common factors of positive degree.

The map $r_{q}(y)$ given in (1.22) is called the Migdal-Kadanoff renormalization mapping for the $q$-state Potts model on the DHL. Remark that this is an algebraic family of rational mappings of degree 4 defined over $\mathbb{Q}$. As a consequence of Proposition 1.5.5, the chromatic zeros for the DHL can be obtained dynamically:

$$
\begin{equation*}
\mathcal{C}_{n}=\left(R^{n}\right)^{*}\left(\mathcal{S}_{0}\right) \cap(y=0) \tag{1.26}
\end{equation*}
$$

and note that up to the simple zero at $q=0$ we can use

$$
\begin{equation*}
\tilde{\mathcal{C}}_{n}=\left(R^{n}\right)^{*}(y+q-1=0) \cap(y=0) . \tag{1.27}
\end{equation*}
$$

When considering the limiting measure of chromatic zeros it suffices to consider $\tilde{\mathcal{C}}_{n}$.

### 1.5.5 Migdal-Kadanoff Renormalization for Arbitrary Hierarchical Lattices

Now suppose $\Gamma_{n}=\left(V_{n}, E_{n}\right)$ is the hierarchical lattice generated by an arbitrary generating graph $\Gamma=(V, E)$. It is clear that we can repeat the procedure in Proposition 1.5 .5 to produce a renormalization mapping $r_{q}(y)$ associated to the generating graph $\Gamma$, which is a rational map in $y$ on the Riemann sphere of degree at most $|E|$, parameterized by polynomials in $q$ with integer coefficients.

However, it is possible that the generic degree of $r_{q}(y)$ is strictly smaller than $|E|$. One such example is the Tripod shown in Figure 1.2 for which we have

$$
\begin{aligned}
& \mathcal{U}_{n+1}=\left(\mathcal{U}_{n}+(q-1) \mathcal{V}_{n}\right)\left(\mathcal{U}_{n}^{2}+(q-1) \mathcal{V}_{n}^{2}\right) \quad \text { and } \\
& \mathcal{V}_{n+1}=\left(\mathcal{U}_{n}+(q-1) \mathcal{V}_{n}\right)\left(2 \mathcal{U}_{n} \mathcal{V}_{n}+(q-2) \mathcal{V}_{n}^{2}\right)
\end{aligned}
$$

The common factor of positive degree $\left(\mathcal{U}_{n}+(q-1) \mathcal{V}_{n}\right)$ is a consequence of the "horizontal" edge that is connected to the remainder of the generating graph $\Gamma$ at a single vertex. When taking the ratios $y_{n}=\mathcal{U}_{n} / \mathcal{V}_{n}$ we lose track of these common factors resulting in the drop of generic degree:

$$
R(q, y)=\left(q, r_{q}(y)\right) \quad \text { where } \quad r_{q}(y)=\frac{y^{2}+q-1}{2 y+q-2}
$$

which has degree two even though $\Gamma$ has three edges. This drop in generic degree results in $\left(R^{n}\right)^{*} \mathcal{S}_{0}<\left(Z_{n}(q, y)\right)$ for the hierarchical lattice generated by the Tripod.

This phenomenon can be avoided if the generating graph is 2-connected and the proof is exactly the same as for the DHL. We summarize:

Proposition 1.5.6. Let $\left\{\Gamma_{n}\right\}_{n=0}^{\infty}$ be the hierarchical lattice generated by $\Gamma=(V, E)$. If $\Gamma$ is 2-connected, then the associated renormalization mapping $R(q, y)=\left(q, r_{q}(y)\right)$ has generic degree $|E|$ and satisfies

$$
\mathcal{S}_{n}=\left(R^{n}\right)^{*}\left(\mathcal{S}_{0}\right),
$$

where $\mathcal{S}_{n}=\left(Z_{n}(q, y)\right)$ and $\mathcal{S}_{0}=(q(y+q-1))$. Moreover, $r_{q}$ is defined over $\mathbb{Q}$.

Several concrete examples are presented in Section 1.8.

### 1.6 Proof of Theorem A

Let $\left\{\Gamma_{n}\right\}_{1}^{\infty}$ be a hierarchical lattice, whose generating graph $\Gamma=(V, E)$ is 2connected. Let us denote its Migdal-Kadanoff renormalization mapping by

$$
R(q, y)=\left(q, r_{q}(y)\right) .
$$

Since $\Gamma$ is 2-conneced, Proposition 1.5 .6 implies that the chromatic zeros for $\Gamma_{n}$ (omitting the simple zero at $q=0$ ) are given by $\tilde{\mathcal{C}_{n}}=\left(R^{n}\right)^{*}(y+q-1=0) \cap(y=0)$. Therefore, in the language of currents,

$$
\tilde{\mu}_{n}:=\frac{1}{\left|V_{n}\right|} \sum_{\substack{q \in \mathbb{C} \backslash\{0\} \\ \mathcal{P}_{\Gamma_{n}}(q)=0}} \delta_{q}=\left(\pi_{1}\right)_{*}\left(\frac{1}{\left|V_{n}\right|}\left(R^{n}\right)^{*}[y+q-1=0] \wedge[y=0]\right),
$$

where the zeros of $\mathcal{P}_{\Gamma_{n}}(q)$ are counted with multiplicities, as always. Since $\tilde{\mu}_{n}$ and $\mu_{n}$ (see (1.1)) differ by $1 /\left|V_{n}\right|$ times a Dirac measure at $q=0$, it suffices to prove that the sequence $\tilde{\mu}_{n}$ converges. Moreover, Proposition 1.5 .4 allows us to replace the normalizing factor of $\left|V_{n}\right|$ with $\left|E_{n}\right|$. Therefore, it suffices to verify that $R=\left(q, r_{q}(y)\right)$ and the marked points $a(q)=0$ and $b(q)=1-q$ satisfy the hypotheses of Theorem C'.

By Proposition 1.5.6, the algebraic family $r_{q}$ is defined over $\mathbb{Q}$. Hypotheses (i) and (ii) on the marked points will be verified in Propositions 1.6.1 and 1.6.2 below.

Proposition 1.6.1. There are no iterates $n \geq 0$ satisfying $r_{q}^{n}(0) \equiv 1-q$.
Proof. Away from the finitely many points in $V_{\mathrm{deg}}$, the chromatic zeros of $\Gamma_{n}$ are solutions in $q$ to $r_{q}^{n}(0)=1-q$. If there is some iterate $n \geq 0$ such that

$$
r_{q}^{n}(0) \equiv 1-q,
$$

this will imply that $\Gamma_{n}$ has infinitely many chromatic zeros, which is impossible because $\operatorname{deg}\left(\mathcal{P}_{\Gamma_{n}}\right)=\left|V_{n}\right|$.

Proposition 1.6.2. The marked point $b(q)=1-q$ is not persistently exceptional for the maps $r_{q}$.

Proof. Assume by contradiction that the marked point $b(q)=1-q$ is persistently exceptional. Taking the second iterate, we can suppose it is a fixed point. Then by (1.25), the pullback of the divisor $(y=1-q)$ by the map $R^{2}$ satisfies

$$
\left(\tilde{Z}_{2}(q, y)\right)=\left(R^{2}\right)^{*}(y=1-q)=|E|^{2}(y=1-q)
$$

which implies that the partition function, $\tilde{Z}_{2}(q, y)=(y+q-1)^{|E|^{2}}$, for $\Gamma_{2}$ is reducible. However, since the generating graph $\Gamma$ is assumed to be 2 -connected, $\Gamma_{2}$ is also 2connected, so $\tilde{Z}_{2}(q, y)$ is irreducible by Proposition 1.5.1, which is a contradiction.

### 1.7 Proof of Theorem B

We will use the following famous result:

Theorem 1.7.1 (McMullen 45]). For any holomorphic family of rational maps over the unit disk $\Delta$, the bifurcation locus $B(f) \subset \Delta$ is either empty or has Hausdorff dimension two.

Although the above theorem states that the bifurcation locus, which is the union of the active loci of all the critical points, has Hausdorff dimension two (unless it is empty), one can check that the proof still applies to each individual marked critical point $c(\lambda)$, as long as it bifurcates. Indeed the proof of Theorem 1.7.1 consists of using activity of the marked point to construct a holomorphically-varying family of polynomial-like mappings, whose critical point is the marked one $c(\lambda)$. Associated to this family is the space of parameters $\lambda$ for which the orbit of the critical point remains bounded (in the polynomial-like mapping). McMullen shows that this set is a quasiconformal image of the Mandelbrot set (or a higher degree generalization). The boundary of this "baby Mandelbrot set" has Hausdorff Dimension two [51], and, by definition, the marked point $c(\lambda)$ is active at such points.

Proof of Theorem B. Using an analogous proof to that of Proposition 1.5 .5 one finds that the renormalization mapping for the $k$-fold DHL is

$$
\begin{equation*}
r_{q}(y)=\left(\frac{y^{2}+q-1}{2 y+q-2}\right)^{k} . \tag{1.28}
\end{equation*}
$$

For this family of mappings we have $V_{\mathrm{deg}}=\{0, \infty\}$. Since the generating graph is 2-connected Theorem A implies that the limiting measure of chromatic zeros exists for the $k$-fold DHL and the proof of Theorem A implies that on $\mathbb{C} \backslash V_{\operatorname{deg}}$ it coincides with the activity measure for the marked point $a(q) \equiv 0$.

One can check that $c(q):=\sqrt{1-q}$ is a critical point for $r_{q}(y)$, which we can suppose is marked after replacing $\mathbb{C}$ with a branched cover. A direct calculation shows that $r_{q}(c(q)) \equiv 0 \equiv a(q)$. Therefore, the activity loci of marked point $a(q)$ (and hence
of our limiting measure of $\mu$ of chromatic zeros) coincides with the activity locus for the critical point $c(q)$.

It remains to check that these are non-empty and not entirely contained in the set of parameters for which the degree of $r_{q}(y)$ drops. Drop in degree of $r_{q}(y)$ corresponds to values of $q$ for which numerator and denominator of $r_{q}(y)$ have a common zero. One can check that this only happens when $q=0$.

One can also check by direct calculation that $y=1$ and $y=\infty$ are both persistently superattracting fixed points for $r_{q}(y)$. One has that $r_{q}(0)$ is a degree $k \geq 2$ rational function of $q$ and that $r_{0}(0)=(1 / 2)^{k}$. Therefore, there is some parameter $q_{1} \neq 0$ for which $r_{q_{1}}(0)=1$. On some open neighborhood of this parameter one has $r_{q}^{n}(0) \rightarrow 1$. Meanwhile, one has $r_{2}(0)=\infty$ and so there is an open neighborhood of $q=2$ on which $r_{q}^{n}(0) \rightarrow \infty$. This implies that the marked point $a(q)$ cannot be passive on the connected set $\mathbb{C} \backslash\{0\}$ by the identity theorem.

Theorem 1.7.1 and the paragraph following it then give that the activity locus of $c(q)$ has Hausdorff Dimension equal to two.

In the special case that $k=2$, Laura DeMarco and Niki Myrto Mavraki observed the following:

Proposition 1.7.1. Let $r_{q}(y)$ be the renormalization mapping for the 2-fold DHL given by (1.28) with $k=2$. Then, $B\left(r_{q}\right)=\operatorname{supp}\left(T_{a}\right)$.

Proof. The critical points of the map $r_{q}(y)$ are $y=1,1-q, \infty, \frac{2-q}{2}, \pm \sqrt{1-q}$. Three of them behave similarly: $y=1$ and $y=\infty$ are superattracting fixed points, while $y=\frac{2-q}{2}$ is just a preimage of $\infty$. Meanwhile, note that $\pm \sqrt{1-q}$ are both preimages of $y=0$, so the bifurcation locus of the family is the union of the activity loci of the two marked points $y=0, y=1-q$.

The map $r_{q}$ commutes with

$$
C_{q}(y):=\left(\frac{y+q-1}{y-1}\right)^{2}
$$

which satisfies $C_{q}(1-q)=0$ and $C_{q}(0)=r_{q}(1-q)=(1-q)^{2}$. Therefore, the activity loci of $y=0$ and $y=1-q$ coincide, and it follows that the bifurcation locus of the family is equal to the activity locus of the non-critical marked point $y=0$.

### 1.8 Examples

We conclude the paper with a discussion of the chromatic zeros associated with the hierarchical lattices generated by the graphs shown in Figure 1.2. We also provide a more detailed explanation of Figures 1.3 and 1.4 .

### 1.8.1 Linear Chain

In this case, each graph $\Gamma_{n}$ is a tree so that $\mathcal{P}_{\Gamma_{n}}(q)=q(q-1)^{\left|V_{n}\right|}$. See, for example, [52]. Therefore, the limiting measure of chromatic zeros for the linear chain is a Dirac measure at $q=1$.

Meanwhile, even though the generating graph is not 2-connected, the statement of Proposition 1.5.6 still applies with

$$
r_{q}(y)=\frac{y^{2}+q-1}{2 y+q-2}
$$

which is the same formula as for the $k$-fold DHL, except with exponent $k=1$. One can check that $r_{q}$ has $y=1-q$ as a persistent exceptional point, so that Theorem C' does not apply. Indeed, the activity locus for marked point $a(q) \equiv 0$ is the round circle $|q-1 / 2|=1 / 2$ while for each $n \geq 0$ the sequence of wedge products 1.9 ) is just the Dirac measure at $q=1$.

### 1.8.2 $k$-Fold DHL, Where $k \geq 2$

In the proofs of Theorems A and B we already saw that the limiting measure $\mu$ of chromatic zeros exists for this lattice and that outside of $V_{\operatorname{deg}}=\{q=0, \infty\}$ it coincides with the activity measure for the marked point $a(q) \equiv 0$. Here, we will explain the claim the activity locus, and hence $\operatorname{supp}(\mu)$, is the boundary between any two of the colors (blue, black, and white) in Figure 1.3 .

The Migdal-Kadanoff renormalization mapping is given by (1.28). One can check that this mapping has $y=1$ and $y=\infty$ as persistent superattracting fixed points. In Figure 1.3, the set $q$ for which $r_{q}^{n}(0) \rightarrow 1$ is shown in white (i.e. not colored) and the
set of $q$ for which $r_{q}^{n}(0) \rightarrow \infty$ is shown in blue. Each of these corresponds to passive behavior for the marked point $a(q) \equiv 0$. Meanwhile, if there is some neighborhood $N$ of $q_{0} \in \mathbb{C} \backslash V_{\text {deg }}$ on which $r_{q}^{n}(0)$ does not have one of these two behaviors, then Montel's Theorem implies that $a(q)$ is also passive on $N$. Such points are colored black.

Conversely, if $q_{0}$ is on the boundary of two colors (blue, black, and white), then $q_{0}$ is an active parameter for the marked point $a(q)$. Indeed, if $N$ is any neighborhood of $q_{0}$ then along any subsequence $n_{k}$ we have that $r_{q}^{n_{k}}(0)$ will converge uniformly to 1 or $\infty$ the parts of $N$ that are white or blue, respectively, and $r_{q}^{n_{k}}(0)$ will remain bounded away from 1 and $\infty$ on the black. Therefore, $r_{q}^{n}(0)$ cannot form a normal family on $N$.

### 1.8.3 Triangles

As the generating graph is 2-connected, Proposition 1.5 .6 applies and one can compute that the Migdal-Kadanoff renormalization mapping is:

$$
\begin{equation*}
r_{q}(y)=y\left(\frac{y^{2}+q-1}{2 y+q-2}\right) . \tag{1.29}
\end{equation*}
$$

It is the same as for the linear chain, but with an extra factor of $y$. Notice that for this family of mappings $V_{\mathrm{deg}}=\{q=0,2, \infty\}$. The proof of Theorem A applies and one concludes that on $\mathbb{C} \backslash V_{\text {deg }}$ the limiting measure of chromatic zeros $\mu$ coincides with the activity measure of the marked point $a(q) \equiv 0$. However, a curious thing happens: for every iterate $n$ we have $r_{q}^{n}(0)=0$ so that the marked point $a$ is globally passive on $\mathbb{C} \backslash V_{\mathrm{deg}}$. Therefore, $\mu$ is supported on $V_{\mathrm{deg}}$. This illustrates why it was important to use Theorem C' (instead of just Theorem C) when proving Theorem A. Working inductively with 1.29 one can directly prove that $\mu$ is the Dirac measure at $q=2$.

### 1.8.4 Tripods

As explained in Section 1.5.5, the Migdal-Kadanoff renormalization mapping for the tripod coincides with that of the linear chain, due to a common factor appearing in the numerator and denominator. This drop in degree makes $r_{q}$ not useful for studying the chromatic zeros on the hierarchical lattice generated by the tripod. However, since each of the graphs $\Gamma_{n}$ in this hierarchical lattice is a tree, the limiting measure of chromatic zeros exists and is a Dirac measure at $q=1$, by the same reasoning as for the linear chain.

### 1.8.5 Split Diamonds

The split diamond is 2 -connected and Theorem A implies that there is a limiting measure of chromatic zeros $\mu$ for the associated lattice. One can check that the Migdal-Kadanoff renormalization mapping for this generating graph is

$$
\begin{equation*}
r_{q}(y)=\frac{y^{5}+2(q-1) y^{2}+(q-1) y+(q-1)(q-2)}{2 y^{3}+2 y^{2}+5(q-2) y+(q-2)(q-3)} . \tag{1.30}
\end{equation*}
$$

As for the $k$-fold DHL, one can check that $r_{q}$ has $y=1$ and $y=\infty$ as persistent superattracting fixed points. Therefore, one can use the the same coloring scheme as for the $k$-fold DHL to make computer images of the activity locus of $a(q) \equiv 0$, and hence of $\operatorname{supp}(\mu)$; See Figure 1.4. With some explicit calculations, one can rigorously verify that each of the three behaviors (white, blue, and black) actually occurs for $q \notin V_{\mathrm{deg}}$.

## 2. SECOND APPLICATION OF THEOREM C \& C' -LEE-YANG-FISHER ZEROS FOR THE CAYLEY TREE

In this section we will describe another application of Theorem C \& C' in statistical mechanics. Particular we show that the limiting current of Lee-Yang-Fisher zeros for the Cayley Tree exists. We expect that this result will be useful in studying thermodynamics quantities for this model, such as critical components.

### 2.1 Introduction

Let us first recall the Ising Model on a graph $\Gamma=(V, E)$ with vertex set $V$ and edge set $E$. Assign a "spin" to each vertex using a spin configuration $\sigma: V \rightarrow\{ \pm 1\}$. The total energy of the configuration $\sigma$ is given as

$$
\begin{equation*}
H(\sigma)=-J \cdot \sum_{\{v, w\} \in E} \sigma(v) \sigma(w)-h \cdot \sum_{v \in V} \sigma(v), \tag{2.1}
\end{equation*}
$$

where $J>0$ is the coupling constant that describes the interaction between neighboring spins, and $h$ is the externally applied magnetic field.

Let $W(\sigma):=\exp (-H(\sigma) / T)$ for temperature $T$. The partition function $Z$ is defined by

$$
Z \equiv Z(\Gamma, h, T):=\sum_{\sigma} W(\sigma)
$$

which is summed over all possible spin configurations $\sigma$. The partition function is a fundamental quantity in statistical mechanics as most aggregate thermodynamic quantities of a physical system can be derived from it.

Using the change of variables

$$
\begin{array}{ll}
z=\exp (-2 h / T) & \text { (field-like variable) and } \\
t=\exp (-2 J / T) & \text { (temperature-like variable) }
\end{array}
$$

$Z(z, t)$ becomes a polynomial after multiplying by $\sqrt{z}^{|V|} \sqrt{t}^{|E|}$ to clear the denominators. For fixed $t \in[0,1]$, T. D. Lee and C. N. Yang [53] characterized these zeros, now known as Lee-Yang zeros in their famous theorem.

Lee-Yang Theorem. For $t \in[0,1]$, the complex zeros in $z$ of the partition function $Z(z, t)$ for the Ising model on any graph lie on the unit circle $\mathbb{T}=\{|z|=1\}$.

### 2.1.1 Limiting Measure of Lee-Yang Zeros $\mu_{t}$

Let us loosely define a "lattice" to be a sequence of connected graphs $\Gamma_{n}=\left(V_{n}, E_{n}\right)$ of increasing size. The standard example is the $\mathbb{Z}^{2}$ lattice: for each $n \geq 0$, one defines $\Gamma_{n}$ to be the graph whose vertices consist of the integer points in $[1, n] \times[1, n]$ and whose edges connect vertices at distance one in $\mathbb{R}^{2}$.

For each $n \geq 0$, denote by $Z_{n}(z, t)$ the partition function associated to $\Gamma_{n}$, and let $z_{1}(t), \ldots, z_{\left|V_{n}\right|}(t)$ be the Lee-Yang zeros at temperature $t \in[0,1]$. For classical lattices ( $\mathbb{Z}^{d}$, etc), it is a consequence of the van-Hove Theorem [54] and the Lee-Yang Theorem that for each $t \in[0,1]$ the sequence of measures

$$
\mu_{t, n}:=\frac{1}{\left|V_{n}\right|} \sum_{i=1}^{\left|V_{n}\right|} \delta_{z_{i}(t)}
$$

weakly converges to a limiting measure $\mu_{t}$ that is supported on the unit circle $\mathbb{T}$, called the limiting measure of Lee-Yang zeros for the lattice $\left\{\Gamma_{n}\right\}$.

A famous unsolved problem from statistical physics is to understand the limiting measures of Lee-Yang zeros $\mu_{t}$ for the $\mathbb{Z}^{d}(d \geq 2)$ lattice and how they depend on $t$. Besides the one-dimensional lattice $\mathbb{Z}^{1}$, there are very few lattices for which a global description of the limiting measure of Lee-Yang zeros has been rigorously proved, these include the Diamond Hierarchical Lattice [19] and the Cayley Tree [43.

### 2.1.2 Lee-Yang Zeros for the Cayley Tree

Let $\Gamma_{n}^{k}$ denote the $n$-th-level rooted Cayley Tree with branching number $k$ and $\widehat{\Gamma}_{n}^{k}$ the unrooted (full) Cayley Tree of level $n$ with branching number $k$. An illustration for $k=2$ is given in Figure 2.1.


Fig. 2.1. Four levels of the rooted (left) and unrooted (right) Cayley tree with branching number $k=2$.

We will denote the corresponding lattices by $\Gamma^{k}:=\left\{\Gamma_{n}^{k}\right\}_{n=0}^{\infty}$ and $\widehat{\Gamma}^{k}:=\left\{\widehat{\Gamma}_{n}^{k}\right\}_{n=0}^{\infty}$.
Lee-Yang zeros on the Cayley Tree (see Figure 2.1) were first studied by MüllerHartmann and Zittartz in the 1970s 55, 56, also Barata-Marchetti 57, BarataGoldbaum [58], and others. The hierarchical structure of the Cayley Tree allows the following Migdal-Kananoff renormalization procedure to locate these Lee-Yang zeros, which played a key role in the aforementioned papers:

Proposition 2.1.1. For any $k \geq 2$, any $t \in[0,1)$ and any $z \in \mathbb{T}:=\{z \in \mathbb{C}:|z|=1\}$ consider the following Blaschke Product:

$$
\begin{equation*}
B_{z, t, k}(w):=z\left(\frac{w+t}{1+w t}\right)^{k} \tag{2.2}
\end{equation*}
$$

The Lee-Yang zeros for the $n$-th rooted Cayley Tree with branching number $k \geq 2$ are solutions $z$ to

$$
\begin{equation*}
B_{z, t, k}^{n}(z)=-1, \tag{2.3}
\end{equation*}
$$

and the Lee-Yang zeros for the $n$-th full Cayley Tree with branching number $k \geq 2$ are solutions $z$ to

$$
\begin{equation*}
B_{z, t, k+1} \circ B_{z, t, k}^{n-1}(z)=-1 \tag{2.4}
\end{equation*}
$$

For the classical $\mathbb{Z}^{d}(d \geq 2)$ lattice, not much has been rigorously proved about the limiting measure of Lee-Yang zeros beside the case when $t>0$ is sufficiently small. Nevertheless there is a conjectural description as detailed in [19, P.493-494]. Building on Proposition 2.1.1 and the works of the aforementioned papers, an almost global picture of the limiting measure of Lee-Yang zeros for the Cayley Tree was obtained in [43], using modern techniques from dynamical systems. The point was to determine to what extent the conjectural picture for the $\mathbb{Z}^{d}$ lattice is true for the Cayley Tree. We refer the reader to [43] for the main results and statements.

### 2.2 Lee-Yang-Fisher Zeros for the Cayley Tree

Recall that for any graph $\Gamma$, the partition function $Z_{\Gamma}(z, t)$ for the Ising model is a polynomial in two variables after clearing the denominators. In previous sections, one fixes the temperature $t \in[0,1]$ and consider the complex zeros of $Z_{\Gamma}$ in the $z$-plane.

If we allow both $z$ and $t$ to vary, the zero locus of $Z_{\Gamma}(z, t)$ is a (potentially reducible) algebraic curve in $\mathbb{C}^{2}$. We will consider it as a divisor by assigning the multiplicity to each irreducible component according to its order of vanishing in $Z_{\Gamma}(z, t)$. This divisor is called the Lee-Yang-Fisher (LYF) zeros for $\Gamma$.

For simplicity, in the remainder of the section we will focus on the rooted Cayley Tree with a fixed branching number $k \geq 2$ (see Figure 2.1). Let $\mathcal{S}_{n}$ be LYF zeros for the $n$-th rooted Cayley Tree, and let $d_{n}$ be the degree of $\mathcal{S}_{n}$. We are interested in whether the sequence $d_{n}^{-1}\left[\mathcal{S}_{n}\right]$ converges as $n \rightarrow \infty$ in weak topology of current. If such limit exists, it's called the limiting current of LYF zeros for the Cayley Tree. Similar convergence problems on the LYF zeros on the Diamond Hierarchical Lattice
have been recently studied by Bleher-Lyubich-Roeder in 44. Proposition 2.1.1 allows us to obtain $\mathcal{S}_{n}$ dynamically as follows:

By Proposition 2.1.1, the Lee-Yang-Fisher zeros for the $n$-th rooted Cayley Tree are the solutions $z, t$ to

$$
B_{z, t}^{n}(z)=-1,
$$

where

$$
B_{z, t}(w)=z\left(\frac{w+t}{1+w t}\right)^{k}
$$

Note that the degree of $B_{z, t}(w)$ is less than $k$ if and only if $z=0$ or $t= \pm 1$.
In order to apply Theorem $\mathrm{C} \& \mathrm{C}^{\prime}$, the parameter space needs to be a projective variety, in our case we will use $\mathbb{P}^{2}$ as follows: Denote the coordinates in $V:=\mathbb{P}^{2}$ by $[Z: T: U]$ such that $(z, t)=(Z / U, T / U)$. Then, $B_{z, t}$ can be extended as an algebraic family of rational maps (Section 1.1.2) $B_{[Z: T: U]}$ in $V=\mathbb{P}^{2}$, with

$$
V_{\operatorname{deg}}:=\{Z=0\} \cup\{T=U\} \cup\{T=-U\} \cup\{U=0\} \subset \mathbb{P}^{2}
$$

In the affine coordinate $(z, t)=(Z / U, T / U)$ we recover the family $B_{z, t}$. We remark that

1. Points in $V_{\mathrm{deg}}$ are precisely the parameters for which the degree of $B_{z, t}$ degenerates to less than $k$.
2. Since $U=0$ is the line at infinity with respect to the coordinates $(z, t)$, the space $V \backslash V_{\text {deg }}$ is just $\mathbb{C}^{2}$ with three lines $\{z=0\} \cup\{t=1\} \cup\{t=-1\}$ removed.

Define the skew product $B:\left(V \backslash V_{\mathrm{deg}}\right) \times \mathbb{P}^{1} \rightarrow\left(V \backslash V_{\mathrm{deg}}\right) \times \mathbb{P}^{1}$ by

$$
B(z, t, w):=\left(z, t, B_{z, t}(w)\right),
$$

and let $a(z, t):=z$ and $b(z, t):=-1$ be two marked points. Note that $a, b$ can be extended as rational functions in $\mathbb{P}^{2}$ in a natural way. Then the current of integration over $\mathcal{S}_{n}$ can be expressed as

$$
\begin{aligned}
\frac{1}{d_{n}}\left[\mathcal{S}_{n}\right] & =\frac{1}{k^{n}}\left[B_{z, t}^{n} \circ a(z, t)=b(z, t)\right] \\
& =\left(\pi_{1}\right)_{*}\left(\frac{1}{k^{n}}\left(B_{z, t}^{n}\right)^{*}[w=b(z, t)] \wedge[w=a(z, t)]\right)
\end{aligned}
$$

where $\pi_{1}$ is the projection onto the parameter space $V$.
Having this set up, the existence of the limiting current of LYF zeros for the rooted Cayley Tree is now a consequence of the equidistribution Theorems C'. Let us recall that $T_{a}$ denotes the activity current of the marked point $a(z, t)=z$ as defined in Section 1.1.2.

Theorem D. For any fixed branching number $k \geq 2$, the limiting current of Lee-Yang-Fisher zeros for the rooted Cayley Tree $S$ exists. Moreover, when restricted to $V \backslash V_{\mathrm{deg}}$, the current $S$ is equal to the activity current $T_{a}$ of the marked point $a(z, t)=z$, i.e. the following weak convergence of currents holds in $V \backslash V_{\mathrm{deg}}$ :

$$
\frac{1}{d_{n}}\left[\mathcal{S}_{n}\right]=\frac{1}{k^{n}}\left[B_{z, t}^{n}(z)=-1\right] \longrightarrow T_{a}
$$

Proof. It is enough to work in affine coordinate $U=1$ and check that family of rational maps $\left\{B_{z, t}\right\}$ along with the marked points $a, b$ in $V \backslash V_{\text {deg }}$ satisfy the hypotheses of Theorem C \& C'.

Clearly, the family of rational maps

$$
B_{z, t}=z\left(\frac{w+t}{1+w t}\right)^{k}
$$

and the two marked points $a(z, t)=z, b(z, t)=-1$ are all defined over $\mathbb{Q}$.
Suppose there is some integer $n \geq 1$ with $B_{z, t}^{n}(z) \equiv-1$, this implies that any $(z, t) \in V \backslash V_{\mathrm{deg}}$ is a zero of the partition function for the $n$-th rooted Cayley Tree, which is a non-constant polynomial in $z$ and $t$, which is impossible.

Suppose $b(z, t)=-1$ is persistently exceptional. Then for all $(z, t) \in V \backslash V_{\operatorname{deg}}$, either $w=-1$ is a superattracting fixed point, or a point in a superattracting two cycle. However, for the parameter $(z, t)=(2,0) \notin V_{\mathrm{deg}}$, the rational map

$$
B_{2,0}(w)=2 w^{k}
$$

satisfies

$$
B_{2,0}(-1)=2(-1)^{k}, \quad B_{2,0}^{2}(-1)=2^{k+1}(-1)^{k^{2}}
$$

So that the point $w=-1$ cannot be a fixed point or in a two cycle. This shows that the marked point $b$ cannot be persistently exceptional.

Since the hypotheses of Theorem C \& C' hold, the theorem follows.

Remark 2.2.1. For any fixed branching number $k \geq 2$, the proof of Theorem $D$ can be easily adjusted to show the existence of limiting current of LYF zeros for the unrooted Cayley Tree, but we will omit the details here.

REFERENCES

## REFERENCES

[1] G. D. Birkhoff and D. C. Lewis, "Chromatic polynomials," Trans. Amer. Math. Soc., vol. 60, pp. 355-451, 1946. [Online]. Available: https://doi.org/10.2307/1990348
[2] G. D. Birkhoff, "A determinant formula for the number of ways of coloring a map," Ann. of Math. (2), vol. 14, no. 1-4, pp. 42-46, 1912/13. [Online]. Available: https://doi.org/10.2307/1967597
[3] F. M. Dong, K. M. Koh, and K. L. Teo, Chromatic polynomials and chromaticity of graphs. World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2005. [Online]. Available: https://doi.org/10.1142/9789812569462
[4] F. Y. Wu, "The potts model," Rev. Mod. Phys., vol. 54, pp. 235-268, Jan 1982. [Online]. Available: https://link.aps.org/doi/10.1103/RevModPhys.54.235
[5] L. Beaudin, J. Ellis-Monaghan, G. Pangborn, and R. Shrock, "A little statistical mechanics for the graph theorist," Discrete Math., vol. 310, no. 13-14, pp. 2037-2053, 2010. [Online]. Available: https://doi.org/10.1016/j.disc.2010.03.011
[6] A. D. Sokal, "The multivariate Tutte polynomial (alias Potts model) for graphs and matroids," in Surveys in combinatorics 2005, ser. London Math. Soc. Lecture Note Ser. Cambridge Univ. Press, Cambridge, 2005, vol. 327, pp. 173-226. [Online]. Available: https://doi.org/10.1017/CBO9780511734885.009
[7] R. J. Baxter, Exactly solved models in statistical mechanics. Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers], London, 1989, reprint of the 1982 original.
[8] R. Shrock, "Chromatic polynomials and their zeros and asymptotic limits for families of graphs," Discrete Math., vol. 231, no. 1-3, pp. 421-446, 2001, 17th British Combinatorial Conference (Canterbury, 1999). [Online]. Available: https://doi.org/10.1016/S0012-365X(00)00336-8
[9] S.-C. Chang and R. Shrock, "Tutte polynomials and related asymptotic limiting functions for recursive families of graphs," Adv. in Appl. Math., vol. 32, no. $1-2$, pp. 44-87, 2004, special issue on the Tutte polynomial. [Online]. Available: https://doi.org/10.1016/S0196-8858(03)00077-0
[10] N. Biggs and R. Shrock, " $T=0$ partition functions for Potts antiferromagnets on square lattice strips with (twisted) periodic boundary conditions," J. Phys. A, vol. 32, no. 46, pp. L489-L493, 1999. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10.1088/0305-4470/32/46/102
[11] S.-C. Chang and R. Shrock, "Zeros of the Potts model partition function on Sierpinski graphs," Phys. Lett. A, vol. 377, no. 9, pp. 671-675, 2013. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10.1016/j.physleta. 2013.01.017
[12] R. Shrock and S.-H. Tsai, "Ground-state entropy of the Potts antiferromagnet on cyclic strip graphs," J. Phys. A, vol. 32, no. 17, pp. L195-L200, 1999. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10.1088/0305-4470/ 32/17/102
[13] J. Salas and A. D. Sokal, "Transfer matrices and partition-function zeros for antiferromagnetic Potts models. I. General theory and square-lattice chromatic polynomial," J. Statist. Phys., vol. 104, no. 3-4, pp. 609-699, 2001. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10.1023/A:1010376605067
[14] —_, "Transfer matrices and partition-function zeros for antiferromagnetic Potts models VI. Square lattice with extra-vertex boundary conditions," J. Stat. Phys., vol. 144, no. 5, pp. 1028-1122, 2011. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10.1007/s10955-011-0292-x
[15] B. Jackson, A. Procacci, and A. D. Sokal, "Complex zero-free regions at large $|q|$ for multivariate Tutte polynomials (alias Potts-model partition functions) with general complex edge weights," J. Combin. Theory Ser. B, vol. 103, no. 1, pp. 21-45, 2013. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10. 1016/j.jctb.2012.08.002
[16] S. Beraha, J. Kahane, and N. J. Weiss, "Limits of zeroes of recursively defined polynomials," Proc. Nat. Acad. Sci. U.S.A., vol. 72, no. 11, p. 4209, 1975. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10.1073/pnas.72.11. 4209
[17] N. L. Biggs, R. M. Damerell, and D. A. Sands, "Recursive families of graphs," J. Combinatorial Theory Ser. B, vol. 12, pp. 123-131, 1972. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10.1016/0095-8956(72)90016-0
[18] R. Shrock and S.-H. Tsai, "Asymptotic limits and zeros of chromatic polynomials and ground-state entropy of potts antiferromagnets," Phys. Rev. E, vol. 55, pp. 5165-5178, May 1997. [Online]. Available: https: //link.aps.org/doi/10.1103/PhysRevE.55.5165
[19] P. Bleher, M. Lyubich, and R. Roeder, "Lee-Yang zeros for the DHL and 2D rational dynamics, I. Foliation of the physical cylinder." J. Math. Pures Appl. (9), vol. 107, no. 5, pp. 491-590, 2017.
[20] A. N. Berker and S. Ostlund, "Renormalisation-group calculations of finite systems: order parameter and specific heat for epitaxial ordering," Journal of Physics C: Solid State Physics, vol. 12, no. 22, pp. 4961-4975, nov 1979.
[21] R. B. Griffiths and M. Kaufman, "Spin systems on hierarchical lattices. introduction and thermodynamic limit," Phys. Rev. B, vol. 26, pp. 5022-5032, Nov 1982. [Online]. Available: https://link.aps.org/doi/10.1103/PhysRevB.26. 5022
[22] B. Derrida, L. de Seze, C. Itzykson, and and, "Fractal structure of zeros in hierarchical models," J. Statist. Phys., vol. 33, no. 3, pp. 559-569, 1983. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10.1007/BF01018834
[23] P. M. Bleher and E. Žalys, "Existence of long-range order in the Migdal recursion equations," Comm. Math. Phys., vol. 67, no. 1, pp. 17-42, 1979. [Online]. Available: http://projecteuclid.org.ezproxy.lib.purdue. edu/euclid.cmp/1103905114
[24] P. M. Blekher and E. Zhalis, "Limit Gibbs distributions for the Ising model on hierarchical lattices," Litovsk. Mat. Sb., vol. 28, no. 2, pp. 252-268, 1988. [Online]. Available: https://doi-org.ezproxy.lib.purdue.edu/10. 1007/BF01027189
[25] P. M. Bleher and E. Zalys, "Asymptotics of the susceptibility for the Ising model on the hierarchical lattices," Comm. Math. Phys., vol. 120, no. 3, pp. 409-436, 1989. [Online]. Available: http://projecteuclid.org.ezproxy.lib.purdue. edu/euclid.cmp/1104177841
[26] P. M. Bleher and M. Y. Lyubich, "Julia sets and complex singularities in hierarchical Ising models," Comm. Math. Phys., vol. 141, no. 3, pp. 453-474, 1991. [Online]. Available: http://projecteuclid.org.ezproxy.lib.purdue. edu/euclid.cmp/1104248388
[27] "Fractalstream dynamical systems software," written by Matthew Noonan. https://code.google.com/archive/p/fractalstream/.
[28] C. M. Fortuin and P. W. Kasteleyn, "On the random-cluster model. I. Introduction and relation to other models," Physica, vol. 57, pp. 536-564, 1972.
[29] S.-C. Chang, R. Roeder, and R. Shrock, " $q$-plane and $v$-plane zeros of the potts partition function on diamond hierarchical graphs," in preparation.
[30] N. Sibony, "Dynamique des applications rationnelles de $\mathbf{P}^{\mathbf{k}}$," in Dynamique et géométrie complexes (Lyon, 1997), ser. Panor. Synthèses. Soc. Math. France, Paris, 1999, vol. 8, pp. ix-x, xi-xii, 97-185.
[31] T.-C. Dinh and N. Sibony, "Dynamics in several complex variables: endomorphisms of projective spaces and polynomial-like mappings," in Holomorphic dynamical systems, ser. Lecture Notes in Math. Springer, Berlin, 2010, vol. 1998, pp. 165-294. [Online]. Available: https://doi.org/10.1007/ 978-3-642-13171-4_4
[32] L. DeMarco, "Dynamics of rational maps: a current on the bifurcation locus," Math. Res. Lett., vol. 8, no. 1-2, pp. 57-66, 2001. [Online]. Available: https://doi.org/10.4310/MRL.2001.v8.n1.a7
[33] - , "Dynamics of rational maps: Lyapunov exponents, bifurcations, and capacity," Math. Ann., vol. 326, no. 1, pp. 43-73, 2003. [Online]. Available: https://doi.org/10.1007/s00208-002-0404-7
[34] F. Berteloot, "Bifurcation currents in holomorphic families of rational maps," in Pluripotential theory, ser. Lecture Notes in Math. Springer, Heidelberg, 2013, vol. 2075, pp. 1-93. [Online]. Available: https://doi.org/10.1007/ 978-3-642-36421-1_1
[35] R. Dujardin, "Bifurcation currents and equidistribution in parameter space," in Frontiers in complex dynamics, ser. Princeton Math. Ser. Princeton Univ. Press, Princeton, NJ, 2014, vol. 51, pp. 515-566.
[36] J. H. Silverman, "Integer points, Diophantine approximation, and iteration of rational maps," Duke Math. J., vol. 71, no. 3, pp. 793-829, 1993. [Online]. Available: https://doi.org/10.1215/S0012-7094-93-07129-3
[37] R. Dujardin and C. Favre, "Distribution of rational maps with a preperiodic critical point," Amer. J. Math., vol. 130, no. 4, pp. 979-1032, 2008. [Online]. Available: https://doi.org/10.1353/ajm.0.0009
[38] Y. Okuyama, "Equidistribution of rational functions having a superattracting periodic point towards the activity current and the bifurcation current," Conform. Geom. Dyn., vol. 18, pp. 217-228, 2014. [Online]. Available: https://doi.org/10.1090/S1088-4173-2014-00271-9
[39] L. Hörmander, The analysis of linear partial differential operators. I, 2nd ed., ser. Springer Study Edition. Springer-Verlag, Berlin, 1990, distribution theory and Fourier analysis. [Online]. Available: https://doi.org/10.1007/978-3-642-61497-2
[40] T. Gauthier and G. Vigny, "Distribution of points with prescribed derivative in polynomial dynamics," Riv. Math. Univ. Parma (N.S.), vol. 8, no. 2, pp. 247-270, 2017.
[41] H. Peters and G. Regts, "On a conjecture of sokal concerning roots of the independence polynomial," Michigan Mathematical Journal, vol. 68, no. 1, pp. 33-55, 2019.
[42] -, "Location of zeros for the partition function of the ising model on bounded degree graphs," preprint: https://arxiv.org/abs/1810.01699.
[43] I. Chio, C. He, A. L. Ji, and R. K. W. Roeder, "Limiting measure of Lee-Yang zeros for the Cayley tree," Comm. Math. Phys., vol. 370, no. 3, pp. 925-957, 2019. [Online]. Available: https://doi.org/10.1007/s00220-019-03377-9
[44] P. Bleher, M. Lyubich, and R. Roeder, "Lee-Yang-Fisher Zeros for the DHL and 2D Rational Dynamics, II. Global Pluripotential Interpretation," J. Geom. Anal., vol. 30, no. 1, pp. 777-833, 2020. [Online]. Available: https://doi.org/10.1007/s12220-019-00167-6
[45] C. T. McMullen, "The Mandelbrot set is universal," in The Mandelbrot set, theme and variations, ser. London Math. Soc. Lecture Note Ser. Cambridge Univ. Press, Cambridge, 2000, vol. 274, pp. 1-17.
[46] C. Maclachlan and A. W. Reid, The arithmetic of hyperbolic 3-manifolds, ser. Graduate Texts in Mathematics. Springer-Verlag, New York, 2003, vol. 219. [Online]. Available: https://doi.org/10.1007/978-1-4757-6720-9
[47] J. H. Silverman, The arithmetic of dynamical systems, ser. Graduate Texts in Mathematics. Springer, New York, 2007, vol. 241. [Online]. Available: https://doi.org/10.1007/978-0-387-69904-2
[48] G. S. Call and J. H. Silverman, "Canonical heights on varieties with morphisms," Compositio Math., vol. 89, no. 2, pp. 163-205, 1993. [Online]. Available: http://www.numdam.org/item?id=CM_1993_-89_2_163_0
[49] L. DeMarco, "Bifurcations, intersections, and heights," Algebra Number Theory, vol. 10, no. 5, pp. 1031-1056, 2016. [Online]. Available: https: //doi.org/10.2140/ant.2016.10.1031
[50] C. Merino, A. de Mier, and M. Noy, "Irreducibility of the Tutte polynomial of a connected matroid," J. Combin. Theory Ser. B, vol. 83, no. 2, pp. 298-304, 2001. [Online]. Available: https://doi.org/10.1006/jctb.2001.2058
[51] M. Shishikura, "The boundary of the Mandelbrot set has Hausdorff dimension two," Astérisque, no. 222, pp. 7, 389-405, 1994, complex analytic methods in dynamical systems (Rio de Janeiro, 1992).
[52] F. Harary, Graph theory. Addison-Wesley Publishing Co., Reading, Mass.-Menlo Park, Calif.-London, 1969.
[53] T. Lee and C. Yang, "Statistical Theory of Equations of State and Phase Transitions. I. Theory of Condensation," Physical Review, vol. 87, no. 3, 1952.
[54] L. Van-Hove, "Quelques propétés générales de l'intégral de configuration d'un systém de particles avec interaction," Physica, vol. 15, pp. 951-961, 1949.
[55] E. Müller-Hartmann, "Theory of the Ising model on a Cayley Tree," Z. Physik $B$, vol. 27, pp. 161-168, 1977.
[56] E. Müller-Hartmann and J. Zittartz, "Phase Transitions of Continuous Order: Ising model on a Cayley tree," Z Physik B, vol. 22, no. 59, 1975.
[57] J. Barata and D. Marchetti, "Griffiths' singularities in diluted Ising Models on the Cayley tree," Jour. Stat. Phys, vol. 88, pp. 231-268, 1997.
[58] J. Barata and P. Goldbaum, "On the Distribution and Gap Structure of LeeYang Zero Ising Model: Periodic and Aperiodic Couplings," Jour. Stat. Phys, vol. 103, pp. 857-891, 2001.


[^0]:    ${ }^{1}$ In 36, Theorem E] a different logarithmic distance function was used. However, as mentioned in Section 3 of the referenced paper, the result still holds if we use $2-\operatorname{dist}_{\mathbb{P}^{1}}(\cdot, \cdot)$ instead.

[^1]:    ${ }^{2}$ Although the variable $y$ appears in Equation 1.18 for the partition function and also in Equation 1.20 for the Tutte Polynomial, there is no conflict of notation because both satisfy $y=v+1$.

