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m = 6, m < (κ(n+ 1) + 1)] . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.2 Finding R (red) in a 2-D space, with Ā = {1}. [κ = 1, m = 4, m =
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ABSTRACT

Wang, Xuan PhD, Purdue University, August 2020. Distributed Control and Opti-
mization in Multi-agent Systems. Major Professor: Shaoshuai Mou.

In recent years, the collective behaviors in nature have motivated rapidly expand-

ing research efforts in the control of multi-agent systems. A multi-agent system is

composed of multiple interacting subsystems (agents). In order to seek approaches

that respect the network nature of multi-agent systems, distributed algorithms has re-

cently received a significant amount of research attention, the goal of which is allowing

multi-agent systems to accomplish global objectives through only local coordination.

Under this scope, we consider three major problems in this dissertation, namely,

distributed computation, distributed optimization, and the resilience of distributed

algorithms. First, for distributed computation, we devise distributed algorithms for

solving linear equations, which can eliminate the initialization step for agents; con-

verge to the minimum l1 and l2 solutions of under-determined linear equations; achieve

ultimate scalability inters of agents’ local storage and local states. Second, for dis-

tributed optimization, we introduce a new method for algorithm discretization so

that the agents no longer have to carefully choose their step-size. We also introduce a

new distributed optimization approach that can achieve better convergence rate with

lower bandwidth requirement. Finally, for the resilience of distributed algorithms,

we propose a new approach that allow normal agents in the multi-agent system to

automatically isolate any false information from malicious agents without identifi-

cation process. Though out the dissertation, all mentioned results are theoretically

guaranteed and numerically validated.
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1. INTRODUCTION

1.1 Background and Motivation

Through the past few decades, with the development of techniques for control

and optimization, researchers have achieved significant accomplishments on auton-

omy. We allows robots to understand the environment, make human-like reasoning,

and then do decisions. However, for single robots, due to the considerations on cost,

size and mobility, they are usually equipped with limited hardware, so that can only

offer restricted functionality and a lower level of autonomy. In such a situation, as

the current manufacturing technology is not sufficient to integrate various hardware-

dependent functionalities into one small robot, a natural way to improve the capa-

bility of the system is to introduce multiple robots (agents) [1] to work together, so

that they can offer collective intelligence, a wider range and type of operations, and

therefore a higher-level of autonomy. However, these mentioned benefits cannot be

directly obtained by simply putting these robots together. Instead, an essential gap

that naturally arises is how one can guarantee that all the agents are cooperative, say

they are working towards a same goal as a cohesive whole. To achieve corporation,

the agents in the system must be interactive. However, such interaction are usu-

ally subject to a network constraints to communications among agents, which makes

multi-agent systems more challenging to control. Specifically, the network constraints,

to the relations between agents involving sensing, communication or control, usually

prohibit the application of traditional methods from controlling the multi-agent sys-

tems in a centralized manner. In order to seek new control approaches that respect

the network nature of multi-agent systems, distributed control has recently received

a significant amount of research attention, the goal of which is to allow multi-agent

systems to accomplish global objectives through only local coordination. Here, the
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word ‘local’ contexts interaction between any given agent and a limited number of

associated ‘neighbor’ agents, often physically adjacent. Towards this end, the idea of

consensus [2], the aim of which is to drive all agents in the network to reach an agree-

ment regarding a certain quantity, has served as a basis in deriving many distributed

algorithms for multi-agent systems such as motion synchronization [1]; multi-robot

path planning/formation control [3]; flocking of mobile robots [4]; and cooperative

sensing [5].

In general, the key benefits of consensus-based distributed algorithms can be sum-

marized from two perspectives. One perspective is Top-down Analysis, where given

a sophisticated task, we care about how to decompose the task into small pieces so

that the local sub-tasks do not exceed the limited capability of individual agents.

The examples for this include the Large-scale computation [6], where you may want

to find a solution subjection to multiple constraints. In this case you can assign each

constraint to an agent and let them work together to find the solution to the original

problem. Another example is the Swarm control of autonomous vehicles [7], where

it may be difficult to use a single computer to control all the vehicles running on the

road. In this case, we allow the vehicles to control themselves, but at the meanwhile

maintain an agreement on higher-level decisions such as lane change, lane assignment,

priority in front of traffic lights. Except for top down analysis, another prospective

is Bottom-up Synthesis, where we assume each agent has some local data and our

goal to synthesize these scattered knowledges into a collective intelligence. Examples

for this include the information fusion in multi-sensor network [8] where we want to

get more accurate estimation of the overall system. Or in Collaborative learning [9],

where the objective can be local risk function, and the goal is to find a parameter set

that optimizes the learning model in a global sense.
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1.2 Key Challenges

Under the scope of consensus-based distributed coordination for multi-agent sys-

tems, the key challenges arises from the following aspects.

• Scalability. Given a complex task to the overall system, we care about how

we can decompose the task into smaller pieces, such that each piece scales well

with the limited capability of the individual agent.

• Resilience, which has become a very popular topic for cyber-physical systems

in recent years. As we have introduced, multi-agent systems have network na-

tures, which leaves the system a large attacking surface and great vulnerability

to cyber-attacks. In this case, we care about how to maintain the functionality

of the systems, even in the presence of sophisticated attacks.

In this dissertation, our goal is to introduce some methods, trying to fill the gap of

multi-agent system by addressing the challenges we have identified. In the following,

I will explain how one can formulate different types of multi-agent coordination prob-

lems into consensus-based distributed optimization problems and then solve them in

scalable and resilient ways. Particularly, this dissertation covers three major types of

problems, which are briefly introduced in the following.

1.3 Literature Review

1.3.1 Distributed Computation

Distributed computation features prominently in many of today’s most pressing

engineering and data science challenges including cooperative machine learning [9];

multi-robot coordination [10]; large-scale power grid regulation [11]; complex numer-

ical computation [6] (computational fluid dynamics, finite-element analysis); and so

on. Among all numerical computations, perhaps the most fundamental problem is

solving a system of linear algebraic equations. Efforts to develop distributed algo-

rithms to solve such systems have been underway for a long time. The objective is to
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achieve better efficiency by decomposing a large system of linear equations into smaller

ones and then being cooperatively solved by multiple computational agents [12–15].

In these results, a commonly used idea is a so-called “agreement principle” [12], in

which each agent limits the update of its state to satisfy its own equation while try-

ing to reach a consensus with its nearby neighbors’ states. Based on this idea, if the

underlying network jointly strongly connected, the distributed algorithm developed

in [12] is able to converge to an exact solution to the original linear equation with

exponential convergence speed. As [12] being one of the classical works in this area,

many related works in the literature further improves the results of this paper. For

example in [16], by adding extra modification terms to the algorithm in [12], one can

remove the initialization step that is required by the algorithm. Another modification

of [12] can be found in [17], which takes into account the sparsity of the known matrix

of the linear equation in order to reduce the agents’ state size. Furthermore, the result

in [18] studies the eigenvalue that characterize the exponential convergence parameter

of [12]. [19] studies the weakest possible conditions for the exponential convergence

of the algorithm, from a graphical prospective. [20] shows that if the communication

graph is random (instead of a strict guarantee on strongly connectedness), the algo-

rithm has almost surely convergence. Except for the mentioned works that mainly

explore the algorithm of [12] in terms of converge rate, some other works consider the

effectiveness of the algorithm under different network condition. [21] shows that the

data transmitting delays do not influence the result of [12]. [22] studies the security

issues, which introduces a verification method to protect the algorithm against the

local data manipulation in agents. In [23], an event trigger based algorithm is stud-

ied. By the trigger mechanism, the communication overhead of the network can be

reduced. In addition, a component dropping mechanism is developed [24] which also

aims to achieve better communication-efficiency.

Note that the algorithm developed in [12] is only able to achieve a feasible solution

to linear equations. If the equation has multiple solutions, one usually cares about

some special solutions in the solution space. For example, motivated by compres-
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sion sensing applications, [25] developed a distributed algorithm based on Fillipov

Set Value maps, which is able to achieve the minimum l1 norm solution of under-

determined linear equations in finite-time; motivated by energy minimization, the

algorithm developed in [16] can achieve a particular solution that has the minimum

l2 norm by a special state initialization on [12]; a same result can be achieve by [26]

through a different approach namely, M-Fejer mappings.

Except for the results that are closely related to [12], other distributed algorithms

for achieving the exact solution of a linear equation can also be found in the existing

literature. For example, for positive definite linear equations, the result in [27] parti-

tioned the linear equation such that a local square matrix is assigned to each agent

of the network, and the summation of all local matrices equals the original equation.

Then it provides an algorithm that allows the agents in the network to solve the over-

all equation. During the solving process, the agents can join and leave the network at

any time, for infinitely many times, and lose all its memory upon leaving. In [28], by

adding some partial centralized information and an adaptive momentum to agents’

state update, one can achieve accelerated convergence rate on distributed algorithms

for solving linear equations. [29] considers linear equations that are generalized di-

agonal dominant, then by developing a distributed Gauss-Seidel, one can achieve

discrete-time finite time convergence for acyclic graphs and exponential convergence

for cyclic graphs. In [13], when the known matrix of the equation is square and non-

singular, a continuous update is proposed to achieve the unique solution exponentially

fast under fixed, undirected and connected graph. [30] considers a more complicated

matrix equation, namely, AXB = F , where A,X,B, F are matrices of proper size.

By adding four sets of dual variables, it develops continuous-time algorithms that can

solve this equation in distributed manner with undirected graph. In [31], instead of

partitioning the equation into rows as in [12], it partitions the overall linear equation

into columns. By doing this, the state of each agent does not have to be a com-

plete copy of the overall equation, but only a small section of the overall unknown

vector. Under this setup, an algorithm is proposed, which can achieve the solution
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exponential fast under fixed undirected connected graphs. By combining the ideas

of [31] and [12], in [6], a linear equation can be partitioned into rows and columns

simultaneously, such that each agent only knows a small square block of the equation,

and can cooperatively achieve the solution to the linear equation exponentially fast.

1.3.2 Distributed Optimization

Apart from distributed computation, another major problem in multi-agent con-

trol is distributed optimization.Though only local coordination, the goal of distributed

optimization is to find a common decision vector which optimizes a global objective

function that can be written as an aggregate of agents’ local functions. By associating

these functions with the application specified objectives, the technique of distributed

optimization has been extensively applied to various types of multi-agent systems,

including the synchronization of coupled oscillators [11, 32], multi-robot formation

control [7], flocking of mobile robots [33], cooperative sensing [34] and multi-agent

learning [35,36].

To establish algorithms for distributed optimization, one can similarly combine

the idea of consensus with the gradient descent method [37]. Different from the case

in distributed computation where all agents’ constraints must process at least one

common solution, for distributed optimization, the local objective functions usually do

not have a common minimizer. This means in general, the consensus and the gradient

descent updates will have different equilibria so that the states in all agents can never

converge to a same point. To circumvent this difficulty, the work in [37–40] applies a

diminishing step-size (i.e. 1/t) to the gradient term in the update equations. As a side

effect, this time-variant step-size must be shared by all the agents in the network, and

the convergence rate of the algorithm will be degraded most commonly to O(1/
√
t)

(from exponential). In order to improve the convergence rate, many recent works

have shown that the exponential convergence rate can be achieved by doubling the

dimension of the state vector. See for example the continuous-time update introduced
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in [41], where the role of the extra vector is played by the Lagrangian dual vector for

the consensus error, and the discrete-time update introduced in [42, 43], where the

extra vector performs gradient tracking. In these algorithms, the extra states have to

be exchanged across the network, necessitating duplication of the network bandwidth

requirement.

In many practical applications, due to feasibility reasons, the distributed opti-

mization problems are additionally associated with local constraints [37–39, 44–46].

To solve such a constrained optimization problem, one usually needs an algorithm

that integrates consensus, gradient descent and projection all together. In [37], an

algorithm for constrained optimization is developed by assuming that the constraints

in all the agents are identical. Further, in [38], the result of [37] is generalized by

removing the extra assumption. Note that both the algorithms in [37,38] are obtained

by applying a projection operator to an existing distributed optimization algorithm

with diminishing step-sizes, they are discrete-time and have a convergence rate of

O(1/
√
t). In addition to the algorithms based on diminishing step-sizes, another line

of research for constrained optimization stems from applying projection operators to

the algorithm [41] based on doubled state dimensions. This has led to the recent

achievements proposed in [44–46]. Although these algorithms can potentially achieve

a faster convergence rate than the ones based on diminishing step-sizes, yet the ex-

ponential convergence of these algorithms has never been theoretically guaranteed.

1.3.3 Resilient Consensus-based Distributed Algorithms

Simple and powerful as the idea of consensus for developing distributed compu-

tation/optimization algorithms, its effectiveness heavily depends on the assumption

that all agents in the network are sharing trustful information with their neighbors.

In practice, however, the presence of a large number of diverse agents in multi-agent

systems (provided by different vendors, with differing levels of trust) introduces the

potential for maliciously compromised agents (Byzantine) to inject misinformation
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that propagates throughout the network and prevents the entire system from achiev-

ing a proper consensus-based coordination. As shown in [47], even one misbehaving

agent in the network can alter the states of other agents to any value it desires. To fix

such vulnerability, traditional information-security approaches (built on the pillars of

confidentiality, integrity, and availability) focus on protecting the data itself, but are

not directly applicable to distributed control algorithms, which involve not only data

gathering but also data processing, information sharing and coordination between

highly-mobile agents. Thus, instead of narrowly focusing on techniques such as data

encryption that aim to prevent attackers, a new line of research arises, which aims to

seek fundamentally new approaches that allow the network to reliably perform con-

sensus even after the adversary has successfully compromised certain agents in the

system. Towards this end, the main challenges arise from the special characteristics

of distributed systems where all agents in the network are with high mobility and

no agent has access to the global information. As a result, the paradigm of fault-

tolerant control [48] equipped with state-observers are not sufficient to capture the

sophisticated manners the malicious agents take to avoid detection.

In order to allow the normal agents in multi-agent systems to utilize only their

local information to mitigate or fully isolate the influence of malicious attackers, in the

existing literature, different attempts have been made, dating back to the results in

[49,50], which shows that a resilient consensus can be asynchronously achieved among

m agents with at most (m − 1)/3 malicious attackers. These results are applicable

to binary problems where the state of each agent either take 0 or 1. In reality,

however, engineering applications usually require the multi-agent system to reach a

consensus (synchronization) on a continuous domain that has infinite many choices.

To solve the problems of this type, the algorithm in [51] is developed, based on the

idea of letting each normal agent to run distributed consensus by excluding the most

extreme values that are far away from its other neighbors. A similar result has been

parallelly proposed in [52], which can be used for resilient distributed optimization

with applications in machine learning. Both of these results have introduced certain
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restrictions to the behavior of malicious agents, which means if the malicious agents

can intentionally choose the states they send to the normal agents that maliciously

prevent them from reaching a proper consensus, these resilient algorithms may fail.

Such worst case scenario can be handled by the algorithm proposed in [53], which

guarantees a safe consensus even the malicious agents send arbitrary information

to different normal agents. The only limitation of this algorithm [53] lies in the

requirement that the agents’ states must be scalar. Although in the multi-dimensional

case, one can run the algorithms separately on each entry of the state vector, such

a scheme will violate the convex combination property of distributed consensus (i.e.

the agents states in the new time-step are not obtained by the convex combination

of the ones at the current time-step.) and becomes ineffective if the normal agents

are subject to local state constraints [6, 12]. To reach a completely theoretically

safe distributed consensus and also respect the convex combination property among

agents states, the methods based on Tverberg-points have been proposed for both

centralized [54] and distributed cases [55, 56]. According to [57], the computational

complexity of achieving Tverberg points are usually high. To lower the computational

complexity, new approaches are developed in [58, 59], which are based on an idea

called resilient convex combination. The difference between [58] and [59] is that

in [59], each normal agent employs a special treatment on its own state so that have a

relaxed requirement on its neighbor’s state. But apart from such differences, the key

advantage of both [58] and [59], is that their resilient convex combination are locally

solvable via linear or quadratic programming methods.

1.4 Contributions

The purpose of this dissertation is to develop novel distributed algorithms for

multi-agent systems, namely, distributed computation, distributed optimization, and

the resilience of distributed algorithms.
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For distributed computation, we developed a distributed algorithm for solving

linear equations [16], which can achieve better numerical stability against round-

off errors and can eliminate the initialization step for agents. Such initialization is

necessary for traditional approaches. Second, if the linear equation system is under-

determined, traditional algorithm can only achieve an arbitrary solution. Here, by

introducing new algorithms, we allow the agents to converge to a particular solutions

with the minimum l1-norm [25,60] and minimum l2-norm [61]. Finally, compared with

traditional approaches where each agent has to know at least one complete row of

the original linear equation, by combining the idea of consensus and conservation, we

proposed a new distributed framework for solving linear equations that can achieve

ultimate scalability inters of agents’ local storage and local states.

For distributed optimization, we developed an algorithm for distributed least-

squares approximation [62, 63]. Compared with traditional approaches that needs to

carefully chose step-sizes for convergence, our approach does not involve any small

or time-varying step sizes. In addition, for more general constrained distributed

optimization [6] problems, we developed a new distributed algorithm by incorporating

the idea of integral feedback. Compared with traditional approaches, the algorithm

has better convergence rate and can save the communication bandwidth by 50%.

For the resilience of distributed algorithms, we have developed an algorithm that

allows the normal agents to compute a resilient convex combination [59]. Different

from traditional approached that are mainly based on identification, this approach

can automatically isolate any malicious information manipulated by cyber-attacks

without any identification process. In terms of implementation, it has low compu-

tational complexity, only based on local information and can be integrated into any

consensus-based distributed algorithms [64].
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1.5 Dissertation Overview

The rest part of the dissertation is organized as follows. In Chapter 2, we first in-

troduced an existing distributed algorithm for solving linear equations called DALE.

Then we modified DALE in the following ways: eliminate the requirement for initial-

ization; allows DALE to achieve a minimum l2 norm solution; allow DALE to achieve

a minimum l1 norm solution. In Chapter 3, we still focus on distributed algorithms

for solving linear equations. But compared with the ones in Chapter 2 that are based

on the idea of consensus, the algorithms in this chapter integrates another idea called

conservation. By introducing a double-layered network that actively combines the

ideas of consensus and conversation, algorithms are developed that can achieve much

better scalability. Chapter 4 introduces two algorithms for distributed optimization.

The first one considers a least square minimization problem while the second one con-

siders a more general convex optimization problem with local constraints. In Chapter

5, we discuss the resilience for consensus-based distributed algorithms, by introducing

a new concept named resilient convex combination, we allow multi-agent systems to

achieve automated resilience towards cyber attacks. At last, conclusion remarks and

future directions are summarized in Chapter 6.
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2. CONSENSUS-BASED DISTRIBUTED ALGORITHMS

FOR SOLVING LINEAR EQUATIONS 1

2.1 Introduction

Solving linear equation is a fundamental problem in many engineering applica-

tions. In recent years, the modeling and controlling of large scale systems (such as

power supply management; water quality management; and swarm control of au-

tonomous robots), calls for distributed algorithms for solving linear algebraic equa-

tions [12, 13, 16, 40, 62], which achieves efficiency by decomposing a large system of

linear equations into smaller ones that can be cooperatively solved by a network of

agents. Compared with distributed equation solvers such as Gaussian Belief Propa-

gation [66] and Neumann series approximation [67], which require the linear equation

to be either diagonally dominant or positive definite, the consensus-based distributed

linear equation solvers [12,13,16,40,62] are applicable to a much larger class of linear

equations.

Particularly, consider a network of m agents in which each agent i is able to

communicate with certain other nearby agents called its neighbors, denoted by Ni.

The neighbor relations can be described by a graph G such that there is an edge from

j to i if and only if j ∈ Ni. In this chapter, we assume G is directed. Suppose each

agent i knows a local matrix Ai ∈ Rni×n and a corresponding solution vector bi ∈ Rni ,

which are some partitions of an original linear equation Ax = b such that

[
A b

]
=


A1 b1

A2 b2

...
...

Am bm

 , A ∈ Rn̄×n (2.1)

1Resarch in this section has been published in the papers [16,65] with me as the leading author.
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Suppose each agent i controls a state vector xi(t) ∈ Rn, which could be looked as

the estimate of agent i to the solution of the overall equation Ax = b. The goal is

to develop distributed algorithms that allows the states in all agents to converge to

a common vector x∗, which is a common solution satisfying all agents’ local linear

equations, i.e.

x1 = x2 = · · · = xm = x∗ (2.2)

Aixi = bi (2.3)

Towards this end, in existing literature, the authors of [12] have devised the following

Distributed Algorithm for solving Linear Equations (DALE):

1. Initialization: At t = 0, each agent i initializes xi(0) such that Aixi(0) = bi;

2. Update: At t + 1, t = 0, 1, ...,, each agent i receives xj(t) from certain other

agents denoted by Ni(t), and then update its own state to be

xi(t+ 1) = xi(t)− Pi

xi(t)− 1

di(t)

∑
j∈Nj(t)

xj(t)

 (2.4)

Here, Pi is the orthogonal projection matrix to the kernel of Ai; Ni(t) denotes

the set of agent i’s neighbors at time t, from which agent i can receive informa-

tion. We always assume that each agent is a neighbor of itself, that is, i ∈ Ni(t);

di(t) denotes the cardinality of Ni(t).

A major result of the DALE is the following theorem:

Theorem 2.1.1 [12] Suppose Ax = b has at least one solution and assume that

the sequence of neighbor graphs G(t), t ≥ 1, is repeatedly jointly strongly connected.

Then the DALE drives all xi(t) converges exponentially fast to the same solution to

Ax = b as t→∞.

We refer to [12] for the introduction of “repeatedly jointly strongly connected”,

which has been shown to be not only the sufficient but also necessary requirement of

the network connectivity for the above theorem to hold.
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The DALE developed in [12] is applicable to all linear equations that have at least

one solution; converges exponentially fast; works for a large class of time-varying

directed graphs; operates asynchronously; and does not involve any time-varying

step-size. The aim of this chapter is to achieve further improvement to the DALE by

addressing the following two problems:

• The DALE heavily depends on that each state vector xi(t) is initialized to be a

solution to Aix = bi. When there are round-off errors in such initialization step

[68], the DALE might fail to achieve the exact solution to Ax = b. Moreover,

such initialization step requires each agent to be capable of finding an exact

solution to Aix = bi, which may be out of the computation capability of low-

cost agents. Motivated by this, the Section 2.2 of this chapter aims to eliminate

such initialization step and allows xi(0) can be chosen arbitrarily from Rn.

• When Ax = b has more than one solutions, the DALE achieves one of them.

However, it is unclear that which particular solution it converges to. In Sections

2.3 and 2.4, we will make certain modifications that allow the DALE to achieve

specific solutions with have minimum l2 or l1 norms. The significance of such

solutions are that, if x represents the state vector needed to be controlled in

industrial process [10, 69], a minimum l2 norm solution ensures the system to

achieve its goal with the lowest cost; if x represents the state vector correspond-

ing to an out signal from a compression sensing process [70–72], a minimum l1

norm solution ensures the algorithm to achieve the original sparse signal one

wants to recover.

2.2 A Modified DALE without Initialization

2.2.1 The Problem

The DALE in [12] requires an initialization step in which each xi(0) is initialized

to be a solution to Aix = bi. In this section, the problem of interest is to eliminate the
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initialization step of DALE. To do this, we modify the DALE by adding one additional

term to (2.4), which drives all xi(t) to the manifold Ax = b even when they are not

initialized to be so. Please note that a similar idea has also been discussed in [13].

2.2.2 Main Result

Let
[
Āi b̄i

]
denotes a submatrix of [Ai bi] such that kerAi = ker Āi and ĀiĀ

′
i is

non-singular, which also implies that Aix = bi if and only if Āix = b̄i. By doing

this, the orthogonal projection matrix Pi to the kernel of Ai can be expressed as

Pi = I − Ā′i(ĀiĀ′i)−1Āi. The modified DALE will be: At t = 0, xi(0) is any vector in

Rn; The update for each agent i at t+ 1 is

xi(t+ 1) = xi(t)− Pi

xi(t)− 1

di(t)

∑
j∈Nj(t)

xj(t)


−Ā′i(ĀiĀ′i)−1(Āixi(t)− b̄i) (2.5)

Remark 2.2.1 It is worth mentioning that by multiplying Āi to both sides of algo-

rithm (2.5), one has Āixi(t+ 1) = Āix(t)− (Āixi(t)− b̄i) because of ĀiPi = 0. Then

Āixi(t + 1) = b̄i for t = 0, 1, 2.... This observation implies that xi(t) for t ≥ 1 is

always a solution to Āix = b̄i even if xi(0) is not.

To prove xi(t) converges to x∗ where Ax∗ = b, we prove the error vector ei(t) =

xi(t)− x∗ converge to 0. From (2.5), Āix
∗ = b̄i, and Pi = I − Ā′i(ĀiĀ′i)−1Āi, one has

ei(t+ 1) =xi(t)− x∗

− Pi
(
xi(t)− x∗ −

1

di(t)

∑
j∈Nj(t)

(xj(t)− x∗)


− Ā′i(ĀiĀ′i)−1(Āixi(t)− Āix∗)

=ei(t)− Pi(ei(t)−
1

di(t)

∑
j∈Nj(t)

ej(t))− (I − Pi)ei(t)

=
1

di(t)
Pi

∑
j∈Nj(t)

ej(t)
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which is the same as the error equation in [12], thus, one has the following lemma:

Lemma 2.2.1 All ei(t) converge exponentially fast to be the same value e∗, where

e∗ = 0 when Ax = b has a unique solution.

From Lemma 2.2.1 and ei(t) = xi(t)− x∗, one has all xi(t) converges to be

z∗ = e∗ + x∗

When Ax = b has a unique solution. One has z∗ = x∗ and all xi(t) converges to the

unique solution x∗. Since e∗ may not be zero when Ax = b has multiple solutions, we

will need to show that z∗ is actually also a solution to Ax = b. Note that z∗ is the

common value where all xi(t) converge to. Thus, z∗ must satisfy equation (2.5). By

replacing xi(t+ 1) and xi(t) by z∗, one has

z∗ =z∗ − Pi(z∗ −
1

di(t)

∑
j∈Nj(t)

z∗)

− Ā′i(ĀiĀ′i)−1(Āiz
∗ − b̄i), i = 1, 2, ...,m (2.6)

which implies

Ā′i(ĀiĀ
′
i)
−1(Āiz

∗ − b̄i) = 0, i = 1, 2, ...,m (2.7)

Multiplying Āi to both sides of (2.7) leads to

Āiz
∗ − b̄i = 0, i = 1, 2, ...,m (2.8)

Then

Aiz
∗ = bi, i = 1, 2, ..,m

Thus, z∗ is a solution to Ax = b. To summarize, we have the following theorem:

Theorem 2.2.1 The modified DALE (2.5) with arbitrary xi(0) ∈ Rn drives all xi(t)

to converge exponentially fast to be a common solution to Ax = b.
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2.2.3 Validation

To validate Theorem 2.2.1, consider the following linear equation,


A1

A2

A3

 =



19 0 12 5 10

12 16 10 5 5

5 12 16 14 16

4 16 16 17 4

13 4 5 7 4


,


b1

b2

b3

 =



5

17

99

9

51


(2.9)

with the unique solution x∗ = [0.96 2.77 − 12.46 7.25 10.10]′.

Let V (t) =
∑3

i=1 |xi(t)−x∗|2. Then V (t) = 0 if and only if all xi(t) = x∗. Suppose

the three agents are all connected with each other with undirected edges. Fig. 2.1

shows that the modified DALE (2.5), without any initialization step, drives all agents

exponentially fast to x∗.

0 50 100 150 200 250 300 350 400
0
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400
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t

V (t)

Figure 2.1. The speed xi(t) achieves x∗ in Example 2
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2.3 A Distributed Algorithm for minimum l2 norm solution

2.3.1 The Problem

When Ax = b has multiple solutions, the DALE developed in [12] enables each

agent to achieve one of its solutions. However, which one is to be achieved is not

clear. In this section, we will modify the initialization step of the DALE, so that it

can achieve a specific minimum l2 solution. Note that minimum l2 norm solution is

defined in the Euclidean distance, which is the solution being closest to the origin.

Here, we generalize the concept of l2 norm a little bit, by finding a solution that is

closest to a specified point q ∈ Rn. Specifically, consider

xqmin = arg min
Ax=b

1

2
|x− q|2, (2.10)

where | · | denotes the Euclidean norm. Obviously, when q = 0, xqmin becomes the

traditional minimum l2 norm solution. Note that finding such a xqmin can be formu-

lated as a convex optimization problem and then being solved by the Dykstra’s cyclic

projection method [73]. Such cyclic projection method usually requires a centralized

scheduling among all agents in the network.

2.3.2 Main Result

In this section we will show that under the same network connectivity requirement

as in [12], and by utilizing the following special initialization step, the update (2.4)

achieves xqmin exponentially fast :

Initialization: Each agent i initializes its xi(0) to minimize

1

2
|x− q|2 subject to Aix = bi (2.11)

The above initialization (2.11) could be easily completed by solving a linear equation

Aix = bi and Pix = Piq according to the following lemma:
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Lemma 2.3.1 x = xqmin if and only if it satisfies Ax = b and PAx = PAq, where PA

is the orthogonal projection to kerA.

Proof of Lemma 2.3.1: By the standard Lagrange multiplier method for convex

optimization subject to linear constraints, there must exist a λ and xqmin such that

Ax = b (2.12)

x− q + A′λ = 0 (2.13)

Multiplying PA to (2.13), one has PA(x− q) + (APA)′λ = 0 which and APA=0 imply

PAx = PAq (2.14)

Thus xqmin must satisfies linear equations (2.12) and (2.14), which has the unique

solution since kerPA ∩ kerA = 0 because of the fact image PA = kerA.

To summarize, the point in Rn which is a solution to Ax = b and minimizes

1
2
|x − q|2 always exists, and must be the unique solution of (2.12) and (2.14). Thus

Lemma 2.3.1 is true.

The hold of this Lemma leads to the following theorem

Theorem 2.3.1 With the initialization (2.11) and the update (2.4), all xi(t) converge

exponentially fast to be xqmin.

Proof of Theorem 2.3.1: Note that by the initialization (2.11) one still has

Aixi(0) = bi, which is a special case of the DALE. By Theorem 2.1.1, all xi(t) con-

verges exponentially fast to be the same x∗ such that Ax∗ = b. To prove Theorem

2.3.1, we only need to prove that x∗ additionally minimizes 1
2
|x− q|2, or equivalently

by Lemma 2.3.1, PAx
∗ = PAq holds. Since x∗ is the final value that all xi(t) converges

to, it suffices to show

PAxi(t) = PAq, i = 1, 2, ..., n (2.15)

for all t = 0, 1, 2, ..., for which the induction method will be employed in the followings.
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We first show

PAxi(0) = PAq. (2.16)

From image PA = kerA, image Pi = kerAi and kerA ⊂ kerAi, one has image PA ⊂

image Pi. Then

kerPi ⊂ kerPA

which and image (I − Pi) = kerPi imply PA(I − Pi) = 0, that is,

PAPi = PA (2.17)

By the initialization (2.11), one has Pixi(0) = Piq. This, along with (2.17) leads to

(2.16).

Now we suppose (2.15) is true for all i at t, and show it is true at t + 1. From

(2.4), (2.17) and the induction assumption, one has

PAxi(t+ 1) = PAxi(t)− PAPi

xi(t)− 1

di(t)

∑
j∈Nj(t)

xj(t)


= PAxi(t)−

PAxi(t)− 1

di(t)

∑
j∈Nj(t)

PAxj(t)


=

1

di(t)

∑
j∈Nj(t)

PAq

= PAq

Thus (2.15) is true. This completes the proof.

Remark 2.3.1 It is worth pointing out that the initialization (2.11) is a special case

of the initialization step in the DALE. All the results obtained under the DALE in [12]

are directly applicable here.
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2.3.3 Validation

Suppose that the following linear equation is solved by the improved DALE with

3 agents. 
A1

A2

A3

=


1 −1 1

1 −1 −1

0 0 1

 ,

b1

b2

b3

 =


3

−3

3

 (2.18)

xqmin and the preferred point q are:

xqmin =


5.5

5.5

3

 , q =


5

6

5

 (2.19)

Here, we assume the three agents are all connected with each other with undirected

edges. Let V (t) =
∑3

i=1 |xi(t)− x
q
min|2. Then V (t) = 0 if and only if all xi(t) = xqmin.

0 1 2 3 4 5
0

1

2

3

4

5

6

7

t

V (t)

 

 
Improved DALE
DALE

Figure 2.1. The improved DALE with special initializations achieves xqmin

Fig. 2.1 shows that the DALE in [12] does not achieve xqmin while the modified DALE

with the special initialization step (2.11) does.

We also provide Fig. 2 to illustrate the detailed process of the improved DALE to

achieve xqmin. By Pixi(0) = Piq and Aixi(0) = bi, each xi(0) is chosen as the closest
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Figure 2.2. The process of each agent achieves xqmin in 3D space

point to q subject to Aix = bi. All the xi(t) then converge to reach a consensus value

which is xqmin as in indicated in Fig. 2.2.

2.4 A Distributed Algorithm for minimum l1 norm solution

2.4.1 The Problem

Note that if a linear equation Ax = b has multiple solutions, except minimum l2

norm, its sparse (minimum l0-norm) solution is also of particular interest in many

engineering applications. The examples include earthquake location detection [70],

analysis of statistical data [71], solving biomagnetic inverse problems [72], compressive

sensing, and so on. Challenged by the fact that the l0-norm minimization problem

is NP-hard [74], researchers usually turn to achieve solutions with minimum l1-norm

instead, for which the function to be minimized is convex; the obtained solution, is

almost surely unique and equals the sparse (minimum l0-norm) solution [75]. Exist-

ing results for achieving minimum l1-norm solutions are usually based on the idea

of LASSO [76], and they usually require a centralized coordinator and are not easily

generalized to the distributed case. Existing results in distributed optimization are
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also not directly applicable since they either assume all agents hold the same con-

straints [37] or different but compact constraints [38], and they typically require the

weighting matrix associated with the network graph to be doubly stochastic [37, 38]

or at least weighted balanced [41]. However, when solving under-determined equation

sets via multi-agent networks, the local equations known by different agents can not

be the same; the solution set to the local equation constraint is an affine subspace

which is not compact; and as illustrated in [77], for a directed graph, additional co-

operations among agents are usually required to guarantee its weighting matrix is

doubly stochastic.

Motivated by these facts, in this section, we consider the modification of DALE

[12], that can achieve minimum l1 norm solution of a linear equation in a distributed

manner. That is

x∗ = arg min
Ax=b
‖x‖1, (2.20)

2.4.2 Main Result

The update

As we know that the DALE developed in [12] is able to find a feasible solution to

the linear equation, to further guide its results to be the minimum l1-norm solution,

we add the subgradient of ‖x‖1 subject to Aix = bi, namely, Pisgn (xi(t)), to (2.4)

and have the following

xi(t+1)=xi(t)−Pi

(
xi(t)−sij

∑
j∈Ni

xj(t)

)
− Pi
t+1

sgn (xi(t)) (2.21)

with Aixi(0) = bi, i = 1, 2, ...,m. Please note that sij is the weight of the edge, for

DALE, a particular choice of sij is 1
di

.

Remark 2.4.1 Because Aixi(0) = bi, and image Pi = kerAi, under the distributed

update (2.21), one has Aixi(t) = bi for ∀t > 0. Note that 1
t+1

is introduced to

adjust impact of the term Pisgn (xi(t)) to the original update (2.4), a device which is
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commonly used in many distributed optimization algorithms [37]. This takes care of

the fact that Pisgn (xi(t)) cannot be expected to tend to zero. Without such adjusted

term 1
t+1

, we could never secure a consensus steady state solution xi(t) = x∗ with

Ax∗ = b.

Remark 2.4.2 The update (2.21) is different from the algorithms proposed in [37,

38]. In update (2.21), the gradient term 1
t+1
Pisgn (xi(t)) is computed with respect

to the current state xi(t) of agent i, thus, it is independent of the current round of

communication. In [37,38], the gradient follows the form of 1
t+1
Pisgn (sij

∑
j∈Ni xj(t)),

which is computed using a weighted average of agent i’s neighbors states.

The distributed update (2.21) leads to the following result

Theorem 2.4.1 Suppose the equation Ax = b is under-determined with a unique

minimum l1-norm solution. Suppose the graph G of an associated m-agent network

is directed and strongly connected, and its associated weighted adjacency matrix is

row stochastic. Let each agent knows Ai and bi. Initialize xi(0) such that Aixi(0) =

bi. Then, under the distributed update (2.21), all xi(t) converge asymptotically to

a constant given by x∗, which is the unique minimum l1-norm solution2 to equation

Ax = b.

For the convenience of establishing Theorem 2.4.1, let x(t) = col {x1(t), · · · , xm(t)}

denote a stack of all xi(t); let P̄ = diag {P1, · · · , Pm} denote a block-diagonal matrix

with the ith diagonal block equal to Pi. Further let S̄ = S ⊗ In, where S ∈ Rm×m

is a weighted adjacency matrix of the graph G. Then based on equation (2.21), the

evolution of all the states in the network can be rewritten in a compact form as

x(t+ 1) = Q̄x(t)− 1

t+ 1
P̄ sgn (x(t)) (2.22)

where

Q̄ = I − P̄ + P̄ S̄.

2Note that if the minimum l1-norm solution is non-unique, the algorithm will converge to one

of the minimum l1-norm solutions.
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To prove Theorem 2.4.1, it is sufficient to show that x(t) → x∗, where x∗ , 1⊗ x∗.

Towards this end, our proof is divided into three steps, which progressively lead to

the fact that x(t) → x∗. Firstly, for the purposes of proving the correctness of the

algorithm, but not something computed in the course of executing the algorithm, we

introduce a trajectory z(t) linked in a certain way to x(t). Then based on this z(t),

we show that x(t) → z(t). Finally, we show that z(t) → x∗. The details of these

steps are provided in the following subsections.

Introducing a trajectory z(t).

For each time step t, define

z(t, k) , Q̄kx(t). (2.23)

Then the following Proposition holds.

Proposition 2.4.1 For each fixed t, as k →∞, the following limit of z(t, k) exists,

z(t) , lim
k→∞

z(t, k) = lim
k→∞

Q̄kx(t). (2.24)

Moreover, Q̄z(t) = z(t) and for ∀t, there holds z(t) = 1m ⊗ z(t) where z(t) ∈ Rn is

a solution to Ax = b.

To prove Proposition 2.4.1, we propose the following lemma, for which we provide

the proof in the Appendix.

Lemma 2.4.1 The following statements hold:

(a) All eigenvalues of P̄ S̄ have magnitude less than or equal to 1.

(b) λ? = 1 is the only eigenvalue of P̄ S̄ with magnitude 1. It is non-defective and

any corresponding eigenvector satisfies P̄ S̄u = S̄u = u where u = 1m ⊗ u and

u ∈ kerA.
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Proof of Proposition 2.4.1: Let t be arbitrary but fixed. By definition (2.23), one

has

z(t, k + 1) = Q̄z(t, k) = (I − P̄ + P̄ S̄)z(t, k) (2.25)

with z(t, 0) = x(t). Since P̄ = diag {P1, · · · , Pm}, and setting z = col {z1, · · · , zm},

then update (2.25) can be rewritten as

zi(t, k + 1) = zi(t, k)− Pi

(
zi(t, k)− sij

∑
j∈Ni

zj(t, k)

)
. (2.26)

From update (2.26) and the fact that Pi is a projection matrix to kerAi, one has

Aizi(t, k + 1) = Aizi(t, k). Since also zi(t, 0) = xi(t) is a solution to Aixi = bi, one

has for ∀t, k, zi(t, k) is a solution to Aizi = bi.

To continue, define z∗ , 1m⊗z∗, where z∗ ∈ Rn is an arbitrary solution to Ax = b.

Since S is row stochastic, for any z∗ ∈ Rn, one has S̄z∗ = (S ⊗ In)(1m ⊗ z∗) = z∗.

Further, define η(t, k) , z(t, k)− z∗, where η(t, k) = col {η1(t, k), · · · , ηm(t, k)} and

ηi(t, k) = zi(t, k)−z∗ for all i = 1, · · · ,m. Recall that both zi(t, k) and z∗ are solutions

to Aizi = bi; then ηi(t, k) ∈ kerAi. Because Pi is a projection matrix to kerAi, one

has Piηi(t, k) = ηi(t, k), that is P̄η(t, k) = η(t, k). Then, by subtracting z∗ on both

sides of (2.25), one has

η(t, k + 1) = η(t, k)− (P̄ − P̄ S̄)η(t, k)− (P̄ − P̄ S̄)z∗

= η(t, k)− (P̄ − P̄ S̄)η(t, k)

= P̄ S̄η(t, k) (2.27)

By Lemma 2.4.1, there exists a non-singular matrix T such that

P̄ S̄ = T

I 0

0 R

T−1 (2.28)

where all the eigenvalues of R are the eigenvalues of P̄ S̄ with magnitude less than 1.

Let

M = lim
k→∞

(
P̄ S̄
)k

= T

I 0

0 0

T−1 (2.29)
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Define η(t)∗ = limk→∞ η(t, k); then by update (2.27),

η(t)∗ = lim
k→∞

(P̄ S̄)kη(t, 0) = T

I 0

0 0

T−1η(t, 0) (2.30)

Further, by the definition of η, one has

lim
k→∞

z(t, k) = lim
k→∞

η(t, k) + z∗ = η(t)∗ + z∗ (2.31)

Equation (2.31) verifies the existence of limk→∞ z(t, k), namely z(t) as defined in

(2.24). As a consequence, Q̄z(t) = limk→∞ Q̄
k+1x(t) = z(t). To further show that

z(t) = 1m⊗ z(t) and for ∀t, z(t) is a solution to Ax = b, recall from equations (2.28)

and (2.30) that

P̄ S̄η(t)∗ = T

I 0

0 R

I 0

0 0

T−1η(t, 0) = η(t)∗ (2.32)

Thus, by Lemma 2.4.1 (b), one has η(t)∗ = 1m ⊗ η(t) and for ∀t, η(t) ∈ kerA. This,

along with the definition of z∗ yields

z(t) = η(t)∗ + z∗ = 1m ⊗ (η(t) + z∗) = 1m ⊗ z(t) (2.33)

Because z∗ ∈ Rn is a solution to Ax = b and η(t) ∈ kerA, it follows that z(t) is also

a solution to Ax = b. This completes the proof.

Proof of x(t)→ z(t).

Proposition 2.4.2 For update (2.22), given any initial x(0) and the z(t) defined in

(2.24), there always exists a positive constant β independent ot t such that

‖x(t)− z(t)‖2 ≤
β

t+1
(2.34)

Proof of Proposition 2.4.2: Pre-multiply equation (2.22) on the left by Q̄k, leading

to

Q̄kx(t+ 1) = Q̄k+1x(t)− 1

t+1
Q̄kP̄ sgn (x(t)) (2.35)
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By taking k → ∞ and recalling from definition (2.24) that z(t) = limk→∞ Q̄
kx(t) =

limk→∞ Q̄
k+1x(t), one has

z(t+ 1) = z(t)− 1

t+1
lim
k→∞

Q̄kP̄ sgn (x(t)) (2.36)

Recall that Q̄ = I − P̄ + P̄ S̄ and P̄ 2 = P̄ (a property of projection matrices); then

lim
k→∞

Q̄kP̄ = lim
k→∞

(I − P̄ + P̄ S̄)tP̄

= lim
k→∞

(I − P̄ + P̄ S̄)(k−1)(I − P̄ + P̄ S̄)P̄

= lim
k→∞

(I − P̄ + P̄ S̄)(k−1)P̄ S̄P̄

= lim
k→∞

(I − P̄ + P̄ S̄)(k−2)(P̄ S̄)2P̄

= lim
k→∞

(P̄ S̄)kP̄ = MP̄ (2.37)

where M is defined in (2.29). Using this, equation (2.36) can be further written as

z(t+ 1) = Q̄z(t)− 1

t+1
MP̄ sgn (x(t)) (2.38)

Define e(t) = x(t)− z(t). Subtracting (2.38) from (2.22) yields

e(t+ 1) = Q̄e(t)− 1

t+1
(I −M)P̄ sgn (x(t)) (2.39)

Now, recall from Remark 2.4.1 and Proposition 2.4.1 that xi(t) and z(t) are solutions

to Aixi = bi, which implies that Pi(xi(t)− z(t)) = xi(t)− z(t), that is, P̄e(t) = e(t).

Thus, by using (2.37) in reverse,

Me(t) = MP̄e(t) = lim
k→∞

Q̄kP̄e(t)

= lim
k→∞

Q̄ke(t) = lim
k→∞

Q̄k(x(t)− z(t))

= z(t)− z(t) = 0

Bringing this, equations (2.28) and (2.29) into update (2.39), yields

e(t+1) = (I − P̄ + P̄ S̄ −M)e(t)− I−M
t+1

P̄ sgn (x(t))

= P̄ S̄e(t)− 1

t+1
(I −M)P̄ sgn (x(t))

= T

0 0

0 R

T−1e(t)− I−M
t+1

P̄ sgn (x(t)) (2.40)
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Since all eigenvalues of R have magnitude strictly less than one, there must exist a

scalar 0 < ρ < 1 such that

‖e(t+ 1)‖2 ≤ ρ‖e(t)‖2 +
ce
t+1

(2.41)

where ce > 0 is the upper bound of ‖(I −M)P̄ sgn (x(t))‖2.

Now, given equation (2.41), for t = 2τ , τ = 0, 1, 2, · · · , one has

‖e(2τ)‖2 ≤ ρ2τ‖e(0)‖2 + ce

2τ∑
j=1

ρ2τ−j

j + 1

= ρ2τ‖e(0)‖2 + ceρ
τ

τ∑
j=1

ρτ−j

j+1
+ce

2τ∑
j=τ+1

ρ2τ−j

j+1

≤ ρ2τ‖e(0)‖2 + ce
ρτ

1− ρ
+ ce

1

τ + 2

1

1− ρ
(2.42)

For t = 2τ + 1, τ = 0, 1, 2, · · · , one has

‖e(2τ + 1)‖2 ≤ ρ‖e(2τ)‖2 +
ce

2τ + 2

≤ ρ2k+1‖e(0)‖2 + ce
ρτ+1

1− ρ
+ ρce

1

τ + 2

1

1− ρ
+ ce

1

2τ + 2
(2.43)

Since e(t) = x(t) − z(t), by combining equations (2.42) and (2.43), for ∀t > 0, it is

evident there must exist a positive constant β such that (2.34) is true. This completes

the proof.

Proof of z(t)→ x∗.

Proposition 2.4.3 Suppose the minimum l1-norm solution x∗ to problem (2.20) is

unique. Let x∗ , 1⊗x∗. Then for update (2.22), given any initial x(0), and the z(t)

defined in (2.24), one has

‖z(t)− x∗‖2 → 0 as t→∞ (2.44)

Before proving Proposition 2.4.3, we define x∗ = 1m ⊗ x∗ where x∗ is the unique

minimum l1-norm solution defined in (2.20). Let ε(t) = z(t) − x∗ and define a
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function V (ε(t)) , ε(t)>ε(t). Let Π̄ , Π⊗ In ∈ Rmn×mn be a diagonal matrix, where

Π = diag {π1, · · · , πm} and [π1 π2 · · · πm] = π> = limk→∞
(
1>mS

k
)
∈ R1×m. Then,

we introduce the following two lemmas to summarize some useful results with proofs

provided in the Appendix.

Lemma 2.4.2 The following statements hold:

(a) The row vector π> is a left eigenvector of S corresponding to eigenvalue 1, Π̄ is

positive definite and

ε(t)>MP̄ sgn (x(t)) = ε(t)>Π̄ sgn (x(t))

(b) [sgn (x(t))]> Π̄(x(t)− x∗) ≥ ‖Π̄x(t)‖1 − ‖Π̄x∗‖1.

(c) ‖Π̄z(t)‖1 =
1>mπ

m
‖z(t)‖1 and ‖Π̄x∗‖1 =

1>mπ

m
‖x∗‖1.

(d) |‖Π̄x(t)‖1 − ‖Π̄z(t)‖1| ≤ max{πi}
√
mnβ

t+1
,

where mn is the dimension of x(t) and z(t), with m the number of agents in the

network, n the dimension of each xi(t), zi(t).

Lemma 2.4.3 Suppose the minimum l1-norm solution x∗ of the linear equation Ax =

b is unique. Further, suppose ‖ε(t)‖2 ≤ ∆ is bounded, where ε(t) = z(t) − x∗, then

there exists a positive constant α such that ∀t > 0,

‖z(t)‖1 − ‖x∗‖1 ≥ αε(t)>ε(t) = αV (ε(t)). (2.45)

Proof of Proposition 2.4.3: By (2.37), subtracting x∗ from both sides of equation

(2.36) yields

ε(t+ 1) = ε(t)− 1

t+1
MP̄ sgn (x(t)). (2.46)
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Based on (a) of Lemma 2.4.2, one has

V (ε(t+ 1))

=

[
ε(t)− 1

t+1
MP̄ sgn (x(t))

]> [
ε(t)− 1

t+1
MP̄ sgn (x(t))

]
=V (ε(t))− 2

t+1
ε(t)>MP̄ sgn (x(t)) +

1

(t+1)2
‖MP̄ sgn (x(t))‖22

≤V (ε(t))− 2

t+1
ε(t)>Π̄sgn (x(t)) +

ψ

(t+1)2

=V (ε(t))− 2

t+1
sgn (x(t))>Π̄(z(t)− x∗) +

ψ

(t+1)2

=V (ε(t))− 2

t+1
sgn (x(t))>Π̄(x(t)− x∗)

− 2

t+1
sgn (x(t))>Π̄(z(t)− x(t)) +

ψ

(t+1)2

≤V (ε(t))− 2

t+1
sgn (x(t))>Π̄(x(t)− x∗) +

2γ̄β

(t+1)2
+

ψ

(t+1)2
(2.47)

where ψ and γ̄ are positive constants such that for all ∀x(t), ‖MP̄ sgn (x(t))‖2
2 ≤ ψ

and ‖Π̄sgn (x(t))‖2 ≤ γ̄ (the last inequality in (2.47) results from (2.34) of Proposition

2.4.2). Then, by bringing (b), (c) and (d) of Lemma 2.4.2 into equation (2.47), one

has

V (ε(t+ 1))− V (ε(t))

≤ − 2

t+1

(
‖Π̄x(t)‖1 − ‖Π̄x∗‖1

)
+

2γ̄β

(t+1)2
+

ψ

(t+1)2

=− 2

t+1

(
‖Π̄z(t)‖1−‖Π̄x∗‖1−

(
‖Π̄z(t)‖1−‖Π̄x(t)‖1

))
+

2γ̄β + ψ

(t+1)2

≤ − 2

t+1

(
‖Π̄z(t)‖1 − ‖Π̄x∗‖1 −max{πi}

√
mnβ

t

)
+

2γ̄β + ψ

t2

≤ − 2

t+1

1>mπ

m
(‖z(t)‖1−‖x∗‖1) + max{πi}

2
√
mnβ

(t+1)2
+

2γ̄β + ψ

(t+1)2

= − 2γ

t+1
(‖z(t)‖1 − ‖x∗‖1) +

ψ̄

(t+1)2
(2.48)

where γ = 1>mπ
m

and ψ̄ = 2 max{πi}
√
mnβ + 2γ̄β + ψ.
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To continue, since z(t) = 1m ⊗ z(t) and x∗ = 1m ⊗ x∗, where z(t) is a solution

to Ax = b and x∗ is the unique minimum l1-norm solution to Ax = b, one has

‖z(t)‖1 − ‖x∗‖1 ≥ 0. This taken with (2.48) implies

V (ε(t+ 1)) ≤ V (ε(t)) +
ψ̄

(t+1)2
(2.49)

Since ψ̄ is a constant, and
∞∑
t=1

1

t2
< ∞, then V (ε(t)) must be bounded. Therefore,

there exists a constant ∆ such that ‖ε(t)‖2 ≤ ∆. Then, based on Lemma 2.4.3, by

introducing (2.45) to (2.48), one has :

V (ε(t+ 1)) ≤ (1− 2γα

t+1
)V (ε(t)) +

ψ̄

(t+1)2
(2.50)

The inequality (2.50) can be ‘solved’ by writing it in summation form:

V (ε(t+ 1)) ≤ ψ̄

(t+1)2
+

t∑
τ=2

[
ψ̄

(τ − 1)2

t∏
k=τ

(1− 2γα

k
)

]
(2.51)

Define F (τ0, t) =
t∏

k=τ0

(1− 2γα

k
), where τ0 is sufficiently large such that 0 < 1− 2γα

k
< 1

for ∀k ≥ τ0. Then

logF (τ0, t) =
t∑

k=τ0

log(1− 2γα

k
)

Since 0 < 1− 2γα
k
< 1 for ∀k ≥ τ0, it follows that log(1− 2γα

k
) ≤ −2γα

k
. Thus,

logF (τ0, t) ≤ −2γα
t∑

k=τ0

1

k
< −2γα

∫ t

k=τ0

1

k + 1

= −2γα log

(
t+ 1

τ0 + 1

)
.

In addition, since τ ≥ 2 and

τ0−1∏
k=τ

(1 − 2γα

k
) is a product of finite terms, with each

term being bounded by [1− γα, 1], this product must be also bounded by a certain

φ > 0; then,

t∏
k=τ

(1− 2γα

k
) =

τ0−1∏
k=τ

(1− 2γα

k
)F (τ0, t)

< φe
−2γα log( t+1

τ0+2
)

= φ

(
τ0 + 2

t+ 1

)2γα

(2.52)
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Using equation (2.52) in (2.51), one has

V (ε(t+ 1)) <
ψ̄

t2
+

t∑
τ=2

[
ψ̄

(τ − 1)2
φ

(
τ0 + 2

t+ 1

)2γα
]

=
ψ̄

t2
+

(
τ0 + 2

t+ 1

)2γα

· φ
t∑

τ=2

ψ

(τ − 1)2
(2.53)

Since α, γ, φ and ψ̄ are positive constants, as t→∞, one has
ψ̄

t2
→ 0,

(
τ0+2
t+1

)2α → 0

and φ
t∑

τ=2

ψ̄

(τ − 1)2
is bounded. Thus,

V (ε(t+ 1))→ 0 as t→∞.

That is, ε(t) = (z(t)− x∗)→ 0 as t→∞. This completes the proof.

Proof of Theorem 2.4.1.

Based on the Proportion 2.4.2 and 2.4.3, one has for any initial x(0), update

(2.22) will drive x(t) → x∗ as t → ∞. Equivalently, by update (2.21), the states

xi(t), i = 1, · · · ,m in all agents will converge to x∗. This completes the proof.

2.4.3 Validation

Here, we describe the numerical simulations in MATLAB to validate the main

result, noting a particular representative example. The simulations were conducted

for a number of randomly generated networks with randomly generated linear equa-

tions. More precisely, we employ a directed, strongly connected network of m = 16

agents, where any two agents are connected with a probability of 0.4. Let sij = 1
di

.

Let each agent knows a Ai ∈ R2×33 and bi ∈ R2 with entries randomly selected from

the interval [0, 1]. The equation set Aix = bi, i = 1, · · · , 16 has a unique mini-

mum l1 norm solution x∗ with probability 1. Define V (t) , ‖x(t) − x∗‖2
2, where

x(t) = col {x1(t), · · · , xm(t)} and x∗ = 1⊗ x∗.
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Figure 2.3. Convergence of the distributed update (2.21) under a
directed, strongly connected network of 16 agents.

The curves shown in Figure 2.3 are generally representative of the convergence

behavior in the vast majority of simulations we undertook but depict just one example.

Comparisons are given for the algorithm proposed in this section and the one proposed

in [12], as revealed by the results, the distributed update (2.21) is able to drive the

states xi(t) in all agents to the unique minimum l1 norm solution x∗ of the equation

set, which validates Theorem 2.4.1. On the contrary, the algorithm introduced in [12]

for solving linear equations is not guaranteed to achieve x∗.

Appendix

Proof of Lemma 2.4.1

(a) Since S is a row stochastic matrix corresponding to the weighted adjacency matrix

of a strongly connected graph, by the Perron-Frobenius theorem, S has a simple

eigenvalue equal to 1 and all the other eigenvalues of S have magnitude strictly

less than 1. Now let ω> =
[
ω1, · · · , ωm

]
6= 0 be a normalized left Perron-Frobenius

eigenvector3 of S. Let Ω = diag {ω1, · · · , ωm} and H = Ω−S>ΩS. Since Ω is diagonal

3A Perron-Frobenius eigenvector is an eigenvector of S corresponding to the 1 eigenvalue, fur-

thermore it is positive with entries summing to 1.
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and positive; and all elements of S are non-negative, then all the off-diagonal elements

of H are non-positive. Further note that the row sums of H have the property:

H · 1m = (Ω− S>ΩS)1m

= π − S>Ω1m

= π − S>π = 0

Thus, H must be a Laplacian matrix of a certain graph so that H = Ω− S>ΩS ≥ 0.

Recall that the graph G for our problem is strongly connected, which means πi > 0,

thus, Ω is positive. By left/right multiplying by Ω−1/2 in the expression for H, one

has

Ω−1/2S>ΩSΩ−1/2 ≤ Im. (2.54)

It follows that

σmax(Ω̄−1/2S̄>Ω̄S̄Ω̄−1/2) ≤ 1 (2.55)

where Ω̄ = Ω ⊗ In, S̄ = S ⊗ In and σmax(·) denotes the largest singular value of a

matrix. Note that Pi is the projection to kerAi and P̄ = diag {P1, · · · , Pm}, then

one must have σmax(P ) ≤ 1. This, along with (2.55), leads to

σmax(P̄ Ω̄−1/2S̄>Ω̄S̄Ω̄−1/2P̄ ) ≤ 1

Furthermore, since Ω̄ = Ω⊗In where Ω is a diagonal matrix and P̄ is a block-diagonal

matrix with each block Pi ∈ Rn×n, then one has P̄ Ω̄−1/2 = Ω̄−1/2P̄ . That is

σmax

(
(Ω̄−1/2P̄ S̄>Ω̄1/2)(Ω̄1/2S̄P̄ Ω̄−1/2)

)
≤ 1 (2.56)

This indicates that all the eigenvalues of Ω̄1/2S̄P̄ Ω̄−1/2 has magnitude less than or

equal to one. Since for all the eigenvalues, we have λ(P̄ S̄) = λ(S̄P̄ ) = λ(Ω̄1/2S̄P̄ Ω̄−1/2),

this completes the proof of statement (a).

(b) Note that the equality |λ(P̄ S̄)| = 1 holds if and only if there exist a vector u 6= 0

such that

P̄ S̄u = λ?u with |λ?| = 1 (2.57)
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Thus, S̄u 6= 0 and

Ω̄1/2S̄P̄ Ω̄−1/2Ω̄1/2S̄u = λ?Ω̄1/2S̄u. (2.58)

Let q = Ω̄1/2S̄u, since P̄ Ω̄−1/2 = Ω̄−1/2P̄ , then (2.58) can be rewritten as

Ω̄1/2S̄Ω̄−1/2P̄q = λ?q (2.59)

The equality of (2.59) holds only if

‖Ω̄1/2S̄Ω̄−1/2P̄q‖ = ‖λ?q‖ = |λ?| · ‖q‖ = ‖q‖ (2.60)

Recall that σmax(P̄ ) ≤ 1 and σmax(Ω̄1/2S̄Ω̄−1/2) ≤ 1, thus,

‖Ω̄1/2S̄Ω̄−1/2P̄q‖ ≤ ‖P̄q‖ ≤ ‖q‖. (2.61)

Then, (2.60) holds if and only if ‖P̄q‖ = ‖q‖. Further, recall that P̄ is a projection

matrix; then additionally

P̄q = q (2.62)

Bringing (2.62) into (2.59) leads to

Ω̄1/2S̄Ω̄−1/2q = λ?q, with |λ?| = 1. (2.63)

Note that Ω̄1/2S̄Ω̄−1/2 and S̄ are similar matrices with identical eigenvalues. Further,

recall the definition of S̄ = S⊗In and the fact that |λ(S)| = 1 if and only if λ(S) = 1,

thus, one has λ? = 1. Bringing this into equation (2.57) leads to

P̄ S̄u = u (2.64)

To continue, recall that q = Ω̄1/2S̄u and P̄ Ω̄1/2 = Ω̄1/2P̄ . Then equation (2.62)

implies

Ω̄1/2P̄ S̄u = P̄ Ω̄1/2S̄u = Ω̄1/2S̄u (2.65)

Since Ω̄1/2 is positive definite, one has

P̄ S̄u = S̄u (2.66)
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Equations (2.64) and (2.66) implies

S̄u = u. (2.67)

Thus, u = 1m ⊗ u, u ∈ Rn. Bringing (2.67) back to (2.64) yields P̄u = u. This,

along with u = 1m ⊗ u implies that u ∈
⋂m
i=1 kerAi = kerA. Since Ax = b is

under-determined, kerA 6= ∅ and such u exists. Till now, we have validated that

|λ(P̄ S̄)| = 1, which happens if and only if P̄ S̄u = λ?u with u = 1m ⊗ u, u ∈ kerA,

and λ? = 1.

Now, we prove that the eigenvalues of P̄ S̄ equal to 1 must be non-defective by

contradiction. Suppose the matrix P̄ S̄ has defective eigenvalues equal to 1. Then so

must the matrix Ω̄1/2S̄P̄ Ω̄−1/2 since they are similar. From the definition of defective

eigenvalues, there always exist vectors v1 6= v2, with ‖v1‖ = ‖v2‖ = 1, and v>1 v2 ≥ 0

such that

(Ω̄1/2S̄P̄ Ω̄−1/2 − I)v1 = 0 (2.68)

(Ω̄1/2S̄P̄ Ω̄−1/2 − I)v2 = v1 (2.69)

Since ‖v1‖ = ‖v2‖ = 1 and v1 6= v2, one can always find a vector ‖v̂‖ = 1 such that

v̂ = r1v1 + r2v2 with r1 + r2 > 1. Then one has

‖Ω̄1/2S̄P̄ Ω̄−1/2v̂‖
‖v̂‖

= ‖Ω̄1/2S̄P̄ Ω̄−1/2(r1v1 + r2v2)‖

= ‖(r1 + r2)v1 + r2v2‖ (2.70)

Recall that r1 > 0, r2 > 0 and v>1 v2 ≥ 0, then

‖(r1 + r2)v1 + r2v2‖ ≥ ‖(r1 + r2)v1‖ = r1 + r2 > 1.

This indicates σmax

(
Ω̄1/2S̄P̄ Ω̄−1/2

)
> 1, which contradicts with equation (2.56).

Thus, the eigenvalues of P̄ S̄ equal to 1 must be non-defective. This completes the

proof.

Proof of Lemma 2.4.2

(a) Since the matrix S is row stochastic, it has an eigenvalue equal to 1. Let π> =
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limk→∞
(
1>mS

k
)
; then one has π>S = limk→∞

(
1>mS

k+1
)

= π>. Thus, π> is a left

eigenvector of S corresponding to eigenvalue 1. Further since S is primitive (due to

the strong connectedness of the graph), then by the Perron-Frobenius theorem [78] ,

all entries of π are positive and the corresponding eigenvalue at 1 is simple.

Now, recall that z(t) = 1m ⊗ z(t), x∗ = 1m ⊗ x∗, thus, ε(t) = z(t) − x∗ =

1m ⊗ (z(t) − x∗) = 1m ⊗ ε(t). Furthermore, since both z(t) and x∗ are solutions to

Ax = b, one has Piε(t) = ε(t), that is,
(
v> ⊗ ε(t)>

)
P̄ =

(
v> ⊗ ε(t)>

)
, for any v ∈ Rm.

With this in mind, by the definition of M in (2.29), one has,

ε(t)>MP̄ sgn (x(t))

= lim
k→∞

(
1>m ⊗ ε(t)>

)
(P̄ S̄)kP̄ sgn (x(t))

= lim
k→∞

(
1>m ⊗ ε(t)>

)
(S ⊗ In)(P̄ S̄)(k−1)P̄ sgn (x(t))

= lim
k→∞

(
1>mS ⊗ ε(t)>

)
(P̄ S̄)(k−1)P̄ sgn (x(t)>)

= lim
k→∞

(
1>mS

k ⊗ ε(t)>
)
P̄ sgn (x(t))

=
(
π> ⊗ ε(t)>

)
sgn (x(t))

= ε(t)>Π̄ sgn (x(t)) (2.71)

This completes the proof.

(b) Consider a function G(ξ) = ‖Π̄ξ‖1, where ξ ∈ Rmn. G(ξ) is convex because the

l1-norm is convex. It follows that

[
sgn (Π̄ξ1)

]>
Π̄(ξ1 − ξ2) =

[
∂G(ξ)

∂ξ

∣∣∣∣
ξ=ξ1

]>
(ξ1 − ξ2)

≥ G(ξ1)−G(ξ2) = ‖Π̄ξ1‖1 − ‖Π̄ξ2‖1

Recall that Π̄ is a diagonal matrix with all entries being positive, which means

sgn (Π̄ξ1) = sgn (ξ1); then by letting x(t) = ξ1 and x∗ = ξ2 one has

[sgn (x(t))]> Π̄(x(t)− x∗) ≥ ‖Π̄x(t)‖1 − ‖Π̄x∗‖1 (2.72)

This completes the proof.
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(c) Since z(t) = 1m ⊗ z(t), x∗ = 1m ⊗ x∗, by the definition of Π̄, one has

‖Π̄z(t)‖1 = ‖ (diag {π1, π2, · · · , πm} ⊗ In) (1m ⊗ z(t)) ‖1

= ‖col {π1, π2, · · · , πm} ⊗ z(t)‖1 = ‖π ⊗ z(t)‖1

= 1>mπ‖z(t)‖1 =
1>mπ

m
‖z(t)‖1 (2.73)

Similarly,

‖Π̄x∗‖1 =
1>mπ

m
‖x∗‖1 (2.74)

This completes the proof.

(d) Let [ · ]j denote the jth entry of a vector. Using the Cauchy-Schwarz inequality,

one has

|‖Π̄x(t)‖1 − ‖Π̄z(t)‖1| =

∣∣∣∣∣∣
mn∑
j=1

|[Π̄x(t)]j | −
mn∑
j=1

|[Π̄z(t)]j |

∣∣∣∣∣∣
=

mn∑
j=1

∣∣|[Π̄x(t)]j | − |[Π̄z(t)]j |
∣∣ ≤ mn∑

j=1

∣∣[Π̄x(t)]j − [Π̄z(t)]j
∣∣

=

mn∑
j=1

∣∣[Π̄e(t)]j
∣∣ ≤ max{πi}

mn∑
j=1

∣∣[e(t)]j
∣∣ · 1

≤max{πi}

mn∑
j=1

∣∣[e(t)]j
∣∣2 1

2
mn∑
j=1

12

 1
2

= max{πi}
√
mn‖e(t)‖2 = max{πi}

√
mnβ

t+1

This completes the proof.

Proof of Lemma 2.4.3

If z(t)− x∗ = ε(t) = 0, then V (ε(t)) = 0. Thus, (2.45) holds. If ε(t) 6= 0, recall that

z(t) = 1m⊗z(t), x∗ = 1m⊗x∗, then, ε(t) = z(t)−x∗ = 1m⊗ (z(t)−x∗) = 1m⊗ ε(t).

Since both z(t) and x∗ are solutions to Ax = b, one has ε(t) ∈ kerA. Let κ be a

positive scalar whose value can be made arbitrarily small. Let

h , κ · ε(t)

‖ε(t)‖1

, (2.75)
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obviously, ‖h‖1 = κ and h ∈ kerA. Since ‖ · ‖1 is piece-wise linear, and given that x∗

is fixed, then κ can always be chosen small enough such that for any h in the form of

(2.75), the function value of ‖x‖1 varies linearly along the line segment {x∗+µh | µ ∈

(0, 1]}. That is, for y = µh with µ ∈ (0, 1], one has sgn (x∗ + y) = sgn (x∗ + h) and

‖x∗ + y‖1 − ‖x∗‖1 = sgn (x∗ + h)>y. (2.76)

Recall that y
‖y‖1 = h

‖h‖1 , then equation (2.76) can be further written as

‖x∗ + y‖1 − ‖x∗‖1 = η(x∗, h)‖y‖1. (2.77)

where

η(x∗, h) =
sgn (x∗ + h)>h

‖h‖1

∈ R. (2.78)

Since y ∈ kerA and x∗ is the unique minimum l1-norm solution to Ax = b, from

(2.77), one has η(x∗, h) > 0. Further since the h in (2.78) is chosen from a compact

set such that h ∈ kerA and ‖h‖1 = κ, the values of η(x∗, h) must have a lower bound

η̂, which is strictly positive. Thus, from (2.77), one has

‖x∗ + y‖1 − ‖x∗‖1 ≥ η̂‖y‖1. (2.79)

Based on inequality (2.79), we will consider two possibilities, depending on the mag-

nitude of ‖ε(t)‖1. First, if ‖ε(t)‖1 ≤ κ, that is ‖ε(t)‖1
κ
≤ 1, we let µ = ‖ε(t)‖1

κ
, which

leads to y = µh = ‖ε(t)‖1
κ
· κ ε(t)
‖ε(t)‖1 = ε(t). Then from (2.79), one has

‖z(t)‖1 − ‖x∗‖1 = ‖x∗ + ε(t)‖1 − ‖x
∗‖1 ≥ η̂‖ε(t)‖1. (2.80)

Second, if ‖ε(t)‖1 > κ, it follows (because of (2.75) and y = µh) that ε(t) = ‖ε(t)‖1
µκ

y,

where ‖ε(t)‖1
µκ

> 1. Then due to the convexity of ‖ · ‖1, one has

‖z(t)‖1 − ‖x∗‖1 =

∥∥∥∥x∗ +
‖ε(t)‖1

µκ
y

∥∥∥∥
1

− ‖x∗‖1

≥ ‖ε(t)‖1

µκ
(‖x∗ + y‖1 − ‖x

∗‖1) ≥ ‖ε(t)‖1

µκ
η̂‖y‖1

= η̂‖ε(t)‖1. (2.81)
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where the last equality follows because y = µh and ‖h‖1 = κ. Then equations (2.80)

and (2.81), along with the fact that z(t) = 1m ⊗ z(t), x∗ = 1m ⊗ x∗, lead to

‖z(t)‖1 − ‖x∗‖1 ≥ η̂‖ε(t)‖1.

Recall that ‖ε(t)‖1 ≥ ‖ε(t)‖2 [79] and ‖ε(t)‖2 ≤ ∆, then

‖z(t)‖1 − ‖x∗‖1 ≥ η̂
‖ε(t)‖2

2

‖ε(t)‖2

≥ η̂

∆
V (t)

Let α =
η̂

∆
. This completes the proof.
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3. SCALABLE, DISTRIBUTED ALGORITHMS FOR

SOLVING LINEAR EQUATIONS VIA

DOUBLE-LAYERED NETWORKS1

3.1 Introduction

In Chapter 2, we have introduced the consensus-based distributed algorithms for

solving linear equations. In this chapter, we introduce another type of coordination

that can further improve the scalability of distributed algorithms for solving linear

equations. Actually, elegant and powerful as the idea of consensus is, there has

been rather limited application of consensus-based algorithms into situations when

coordination among agents requires more than reaching consensus, especially when

conservation requirements are involved. Different from consensus, conservation is a

constraint that the sum of certain functions of agents’ states needs to be constant [31].

Various types of conservation arise in many engineering applications, including con-

servation of resources in distributed allocation [80], conservation of total energy in

controlling hybrid vehicles [81], conservation of flows in traffic control [82], conserva-

tion of linear and angular momentum in formation control, and so on. Recognition

of the potential of conservation in complementing consensus has motivated us to in-

tegrate both consensus and conservation together in one framework with the goal of

combining their advantages together for achieving efficiency and scalability of dis-

tributed coordination.

One natural way to achieve such integration is by layered coordination [83, 84],

which has been proven to be a powerful tool in many similar situations. For example,

practical tasks involving a large number of robots can be achieved by coordination in

the planning layer, executive layer and/or behavior layer [85]. Complicated optimiza-

1Resarch in this section has been published in the papers [6] with me as the leading author.
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tion problems can be solved by coordination through layers, each of which iterates

on its own subsets of decision variables using local information to achieve individ-

ual optimality [86]. Deep learning algorithms can be established by grouping neural

nodes into multiple layers to achieve different functions including feature extrac-

tion, collection, comparison, and fusion [87]. Compared with single-layered networks,

double-layered networks provide a natural description for quantifying the intercon-

nectivity between different categories of connections [88], improve accuracy [89] and

efficiency [90]. This has motivated us to employ double-layered frameworks for the

integration of consensus and conservation.

In this chapter, we consider a double-layered multi-agent network composed of

clusters where each cluster consists of one aggregator and a network of agents (as

will be detailed later in Fig. 3.1). Double-layered structures have played a signifi-

cant role in distributed consensus [91–95] as well as distributed synchronization under

communication delays or disturbances [96–98]. By selecting one or more agents as

leaders from each cluster and sparsely connecting these leaders, clusters are able to

coordinate for achieving unconstrained consensus [93–95]. This approach is, however,

not directly applicable to developing distributed linear equation solvers, the goal of

which is not only to achieve a consensus but a consensus subject to a group of linear

constraints. Thus, we introduce one aggregator in each cluster, which has no compu-

tational burden but is able to collect and distribute information within the cluster.

Information exchange between clusters is achieved through the upper-level network

of aggregators. Such a technique of mixed use of heterogeneous agents has proved its

efficiency in mobile communication networks [99]. The double-layered framework en-

ables achieving two different types of coordination simultaneously, namely, one layer

taking care of consensus while the other for conservation. This allows us to develop

distributed algorithms for solving linear equations, which outperform existing dis-

tributed linear equation solvers [12, 13, 16, 62], in a number of aspects, including but

not limited to the following:
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• each agent does not have to know as much as a complete row or column of the

overall equation;

• each agent only needs to control as few as two scalar states when the number

of clusters and the number of agents in each cluster (rather than in the whole

network), are equal to the number of rows and columns of the overall equation,

respectively;

• the dimensions of agents’ state vectors do not have to be the same, which

is in contrast to algorithms based on the idea of standard consensus. These

consensus-based algorithms inherently require all agents’ states to be of the

same dimension [12,13,16,62];

3.2 Problem Formulation

Consider a double-layered multi-agent network consisting of a number of c clus-

ters. Each cluster i is composed of one aggregator denoted by i and a number of

ci agents denoted by i1, i2, · · · , ici . An aggregator is able to collect and distribute

information with all agents in the same cluster. Further, we suppose each aggregator

i is also able to receive information from certain other aggregators which are called

i’s aggregator-neighbors and denoted by Ni; also, we assume i ∈ Ni. The neighbor

relations of aggregators can be characterized by a c-node graph G, in which there is

an arc from ī to i if and only if ī ∈ Ni. Here, aggregators, which are not required

to perform any computations, are introduced only for the purpose of information ex-

change among clusters including collecting information and distributing information

within the cluster where the aggregator is located. In order to minimize the informa-

tion overheads and the work load of aggregators, we do not require all information

in a cluster to be shared with other clusters through communications between aggre-

gators, as will be seen later, in Remark 3.3.1 and 3.4.1. Within each cluster i, each

agent ij, j = 1, · · · , ci, is able to receive information from certain agents, which are

called agent ij’s agent-neighbors denoted by Nij, specially ij ∈ Nij. The neighbor
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relations within cluster i can be characterized by a ci-node graph Gi, in which there

is an arc from ij̄ to ij if and only if ij̄ ∈ Nij. Suppose all Gi, i = 1, 2, · · · , c and

G are connected and bidirectional2. One example of such a double-layer multi-agent

network is shown in Fig. 4.1. Consistently with the description above, we emphasize

that no aggregator is a node of Gi and no agent is a node of G.

Cluster 1

𝑖 Aggregator node of 
Cluster 𝒊

Agent communication

Cluster communication

Cluster 2

1

3

2

Cluster 3

𝑖𝑗 Agent 𝒋 of Cluster 𝒊

State Aggregation 

Figure 3.1. An Example of a Double-layered Multi-Agent Network

Consider an overall linear equation

Ax = b

where A ∈ Rm×n and b ∈ Rm. Suppose Ax = b has at least one solution. Suppose

each agent ij knows part of the overall linear equation (in accord with rules given in

the next section), which might not be as much as a complete row or column of A. Let

each agent ij control a state vector xij(t), while the cluster aggregators do not control

any state and only play the role of providing communications. The problem of

interest is to develop a distributed update for each agent such that all xij(t) converge

to constant vectors x∗ij, j = 1, 2, · · · , ci and i = 1, 2, · · · , c, which jointly, via an

arrangement set out in the next section, form a solution to Ax = b.

2Here we use the term bidirectional instead of undirected to emphasize the two-way nature of

information flows.
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3.3 Global-Consensus and Local-Conservation

Suppose each agent ij in a cluster i knows Aij ∈ Rmi×nij and bij ∈ Rmi such that

the collection of them[
Ai1 Ai2 · · · Aici

]
= Ai ∈ Rmi×n,

ci∑
j=1

bij = bi ∈ Rmi (3.1)

are a block row of the overall equation, where

A =


A1

A2

...

Ac

 , b =


b1

b2

...

bc

 . (3.2)

Here, bi result from a partition of b. The bij could be any vectors that satisfy the

equation (3.1). One simple choice of such bij is obtained by setting one bij equal to

bi and the others equal to zero. In addition, one has

ci∑
j=1

nij = n, i = 1, 2, · · · , c,
c∑
i=1

mi = m. (3.3)

Note that nij = 1 and mi = 1 are permitted, but are of course not required. Con-

sistent with the set-up of Fig. 3.1, an example of how each agent’s locally available

information Aij, bij is related to the overall equation Ax = b is shown in Fig. 3.2.

Suppose each agent ij controls a state vector xij(t) ∈ Rnij . In this section, we aim

to devise a distributed update for each agent ij’s state xij(t) to converge exponentially

fast to a constant vector x∗ij such that:

• All x∗ij, j = 1, 2, · · · , ci within each cluster i, i = 1, 2, · · · , c, satisfy the following

Local Conservation:

ci∑
j=1

(Aijx
∗
ij − bij) = 0. (3.4)

• All x∗i = col {x∗i1, · · · , x∗ici}, i = 1, 2, · · · , c, among all clusters in the network

reach a consensus x∗, that is,

Global Consensus: x∗1 = x∗2 = · · · = x∗c = x∗ (3.5)
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Figure 3.2. An example of the relation between agents’ locally avail-
able information and the overall equation for the network of Fig. 3.1.
The various sub-matrices and sub-vectors do not have to be scalar.

From (3.1) and (3.4) one has Aix
∗
i = bi. This and the global consensus in (3.5) imply

Ax∗ = b. All x∗ij satisfying the local conservation (3.4) and the global consensus (3.5)

are said to form a consensus-conservation solution x∗ to Ax = b. Note that however

large the matrix A may be, it is always possible to conceive of a network structure

in which the state vector size and the degree of every agent in each subnetwork are

bounded independently of the size of A. This is a crucial scalability property.

3.3.1 The Update

Let xi(t) ∈ Rn denote a column collection of agent states in cluster i, i =

1, 2, · · · , c, that is,

xi(t) = col {xi1(t), · · · , xici(t)}. (3.6)

Aggregator i, through communication with the agents ij maintains a copy of xi(t).

This vector of course does depend on the size of A; it is inevitable that if one is solving

Ax = b some part of the network must be designed to hold the solution x. In our

case, all aggregators will hold the solution in the limit as t goes to infinity. To achieve

a consensus-conservation solution x∗, it is sufficient to achieve Aixi(t) = bi while all

xi(t), i = 1, 2, · · · , c, reach a consensus. In order to allow the aggregator to decompose
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the global consensus of xi(t) into relations involving agents’ states, we let Eij ∈ Rnij×n

denote a matrix consisting of rows from In such that col {Eij, j = 1, 2, · · · , ci} = In

and

Aij = AiE
′
ij.

Then one has

xij(t) = Eijxi(t).

It follows that all xi(t) reaching a consensus is equivalent to requiring that ∀i =

1, · · · , ci and ∀k ∈ Ni,

xij(t)→ Eijxk(t). (3.7)

To achieve the local conservation (3.4), one also introduces an additional coordination

state zij(t) ∈ Rmi associated with and stored by each agent ij. As noted earlier, mi

may even be 1, and in any case, the inclusion of zij(t) as a quantity managed by agent

ij does not destroy the scalability property associated with the arrangement, either

by virtue of its dimension or, as will be seen below, by virtue of its calculation. Then

we propose the following update for each agent ij, i = 1, 2, · · · , c and j = 1, 2, · · · , ci:

ẋij =− A′ij

Aijxij − bij − ∑
ik∈Nij

(zij − zik)


−
∑
k∈Ni

(xij − Eijxk) (3.8)

żij =Aijxij − bij −
∑
ik∈Nij

(zij − zik) (3.9)

where the first line of update (3.8) and (3.9) aim to achieve the local conservation

(3.4) while the second line of update (3.8) aims to achieve the global-consensus (3.5).

One natural generalization to the proposed updates (3.8)-(3.9) is achievable by assign-

ing different weights to controls for the local conservation and the global consensus,

respectively, with the aim of achieving faster convergence. Achieving optimal choice

of such weights might however require more than locally available information, which

will not be discussed in this section.
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Remark 3.3.1 Note immediately that in implementation of (3.8)-(3.9), information

about xij is only shared between clusters while information about zij is only shared

among agents within the same cluster. That is, each aggregator i is able to access

xk(t) for some k, depending on the graph G, through aggregator communications. Of

course, xk(t) is collected by its aggregator neighbor k ∈ Ni; aggregator i distributes

Eijxk(t) to each agent ij of cluster i. Note that |Ni| can be bounded independently

of the size of A through the design of the aggregator network with graph G. Within

each cluster i, each agent ij only needs to access its neighbors’ coordination state

zik, ik ∈ Nij, through agent-agent communication in cluster i. Thus, the proposed

updates (3.8)-(3.9) are obviously distributed in the sense that only communications

among aggregator-neighbors and agent-neighbors are involved. Compared with exist-

ing consensus-based distributed linear equation solvers [12,13,16], distributed updates

(3.8)-(3.9)

• individual agents in the distributed solvers require much less knowledge of

the overall equation and control states of much smaller dimension. For a

given A ∈ Rm×n of fixed size, each agent ij knows Aij ∈ Rmi×nij and bij ∈ Rmi,

and controls states xij(t) ∈ Rnij , and zij(t) ∈ Rmi. Sizes of all these locally

available matrices and state vectors might change with respect to the number of

clusters and the number of agents in each cluster (but as already noted, can be

bounded independently of the size of A). To see why this is so, we note from

(3.3) and partitions in Fig. 3.2 that increasing c and ci leads to the decreases

of mi and nij, respectively. Specially, when the number of clusters is m and the

number of agents within each cluster is n, that is, c = m and ci = n, each agent

only needs to know two scalar entries Aij ∈ R, bij ∈ R and updates two

scalar states, namely xij(t) ∈ R, zij(t) ∈ R.

• allow all agents’ state vectors to be of different dimensions while in contrast

consensus-based distributed linear equation solvers require all agents to control
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states of the same size. Thus the proposed updates might be applied in networks

of heterogeneous agents with different capabilities of storage.

3.3.2 Main result

Before proceeding, we first derive a compact form of (3.8)-(3.9). Towards this end,

we let zi(t) ∈ Rcimi denote the column collection of all agents’ coordination states in

cluster i, that is,

zi(t) = col {zi1(t), · · · , zici(t)}, i = 1, 2, · · · , c. (3.10)

Let

Āi = diag {Ai1, · · · , Aici}, b̄i = col {bi1, · · · , bici} (3.11)

and

L̄Gi = LGi ⊗ Imi , i = 1, 2, · · · , c (3.12)

with LGi the Laplacian matrix of the ci-node connected and bidirectional graph Gi.

Recalling col {Eij, j = 1, 2, · · · , ci} = In and (3.6), one can write equations (3.8) and

(3.9) as:

ẋi =− Ā′i
(
Āixi − b̄i − L̄Gizi

)
−
∑
k∈Ni

(xi − xk) (3.13)

żi =Āixi − b̄i − L̄Gizi (3.14)

for i = 1, 2, · · · , c. Each equation pair in the above describes what is occurring at a

particular cluster. Now let x = col {x1, · · · ,xc}, z = col {z1, · · · , zc},

Â = diag {Ā1, · · · , Āc}, b̂ = col {b̄1, · · · , b̄c}, (3.15)

L̂ = diag {L̄G1 , · · · , L̄Gc}, L̂G = LG ⊗ In (3.16)

with LG Laplacian matrix of the c-node connected graph G. Equations (3.13)-(3.14)

can be further rewritten in the following compact form:

ẋ =− Â′
(
Âx− b̂− L̂z

)
− L̂Gx (3.17)

ż = Âx− b̂− L̂z (3.18)
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Or equivalently, ẋ
ż

 = Q

x
z

+

Â′b̂
−b̂

 (3.19)

with

Q =


−Â′Â− L̂G Â′L̂

Â −L̂

 . (3.20)

To analyze the convergence of (3.19) we need the following lemma to characterize

eigenvalues of Q.

Lemma 3.3.1 Let

M =


−M ′

1M1 −M2 M ′
1M3

M1 −M3


where the Mi are real, i = 1, 2, 3, and M2 and M3 are positive semi-definite. Then

all eigenvalues of M are real negative or 0. Moreover, if 0 is an eigenvalue of M , it

must be non-defective3.

The proof of Lemma 3.3.1 will be given in the Appendix. By this lemma and by

establishing the convergence of the linear time-invariant system (3.19) to a constant

steady state, one has the following main result.

Theorem 3.3.1 Suppose Ax = b has at least one solution, and the graphs Gi, i =

1, 2, · · · , c, and G are connected and bidirectional. Then under the distributed updates

(3.8)-(3.9), all xij(t) with i = 1, 2, · · · , c and j = 1, 2, · · · , ci converge exponentially

fast to constant vectors x∗ij satisfying (3.4)-(3.5), which jointly form a consensus-

conservation solution x∗ to Ax = b.

3An eigenvalue is non-defective if any only if its algebraic multiplicity equals its geometric mul-

tiplicity. In other words, the Jordan block corresponding to a non-defective eigenvalue is diagonal.
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Proof of Theorem 3.3.1: We first prove that there exists a constant vector col {x̂, ẑ}

which is an equilibrium of (3.19). Recall there exists a constant vector y ∈ Rn such

that Ay = b. From the definitions of Aij, bij in (3.1)-(3.2) and Eij, one has

ci∑
j=1

(AijEijy − bij) = 0, i = 1, 2, · · · , c,

This equation and definitions of Āi, b̄i in (3.11) lead to(
1′ci ⊗ Imi

) (
Āiy − b̄i

)
= 0, i = 1, 2, · · · , c. (3.21)

Note that L̄Gi = LGi ⊗ Imi , where LGi is the Laplacian matrix of a ci-node connected

and bidirectional graph Gi. Then

image L̄Gi = ker
(
1′ci ⊗ Imi

)
, i = 1, 2, · · · , c (3.22)

From (3.21) and (3.22), one has(
Āiy − b̄i

)
∈ image L̄Gi , i = 1, 2, · · · , c. (3.23)

Then there exists a constant vector ẑi ∈ Rcimi such that

Āiy − b̄i − L̄Gi ẑi = 0, i = 1, 2, · · · , c. (3.24)

Let x̂ = 1c⊗ y. Note that L̂G = LG⊗ In with LG the Laplacian matrix of the c-node

connected and bidirectional graph G. Then

L̂Gx̂ = 0 (3.25)

Let ẑ = {ẑ1, ẑ2, · · · , ẑc}. From (3.24) and definitions of Â, b̂ in (3.15), one has

Âx̂− b̂− L̂ẑ = 0, (3.26)

This equation and (3.25) imply that col {x̂, ẑ} is an equilibrium of (3.19).

Second, we analyze the convergence of the error

e(t) =

x(t)

z(t)

−
x̂
ẑ

 . (3.27)
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From (3.19) and the fact that col {x̂, ẑ} is an equilibrium of (3.19), one has

ė = Qe (3.28)

From Lemma 3.3.1, the structure of Q in (3.20) and the fact that the Laplacian

matrices L̂ and L̂G are symmetric and positive semi-definite, one concludes that all

eigenvalues of Q are real negative or 0. Moreover, if 0 is an eigenvalue of Q, it must

be non-defective. Thus there exists a constant vector q ∈ kerQ such that e(t) of

the linear time-invariant system (3.28) converges to q exponentially fast [100]. Thus

col {x(t), z(t)} converges exponentially fast to a constant vector col {x̂∗, ẑ∗}, wherex̂∗
ẑ∗

 =

x̂
ẑ

+ q, q ∈ kerQ. (3.29)

Partition the constant vector x̂∗ such that

x̂∗ = col {x∗1, · · · ,x∗c} (3.30)

where x∗i ∈ Rn is further partitioned as

x∗i = col {x∗i1, x∗i2, · · · , x∗ici} (3.31)

with x∗ij ∈ Rnij . Evidently, we have that xij(t) converges to x∗ij exponentially fast. In

the following, one only needs to show that all these x∗ij satisfy the local conservation

in (3.4) and the global consensus in (3.5).

From (3.29) and the property that col {x̂, ẑ} is an equilibrium of (3.19), one

concludes that col {x̂∗, ẑ∗} is also an equilibrium of (3.19). It follows that

0 =− Â′
(
Âx̂∗ − b̂− L̂ẑ∗

)
− L̂Gx̂

∗ (3.32)

0 = Âx̂∗ − b̂− L̂ẑ∗ (3.33)

Partition ẑ∗ = col {z∗1 , z∗2 , · · · , z∗c} with z∗i ∈ Rcimi . From (3.33) and the definitions

of Â, b̂, L̂ in (3.15)-(3.16), one has

Āix
∗
i − b̄i − L̄Giz

∗
i = 0, i = 1, 2, · · · , c. (3.34)
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From the definitions of Āi, b̄i, L̄Gi in (3.11)-(3.12), one can rewrite (3.34) as
Ai1x

∗
i1

Ai2x
∗
i2

...

Aicix
∗
ici

−

bi1

bi2
...

bici

− (LGi ⊗ Imi)z∗i = 0. (3.35)

Premultiplying by 1′ci ⊗ Imi on both sides of (3.35), one has

ci∑
j=1

(Aijx
∗
ij − bij)− [(1′ciLGi)⊗ Imi ]z∗i = 0.

Since LGi is the Laplacian of ci-node connected bidirectional graph Gi, one has

1′ciLGi = 0. Thus

ci∑
j=1

(Aijx
∗
ij − bij) = 0. (3.36)

In addition, from (3.32)-(3.33), one has

L̂Gx̂
∗ = 0

where L̂G = LG ⊗ Im with LG the Laplacian matrix of the c-node connected and

bidirectional graph G. Thus there exists a constant vector x∗ such that

x̂∗ = 1c ⊗ x∗ (3.37)

Together with (3.30), this implies

x∗1 = x∗2 = · · · = x∗c = x∗ (3.38)

with x∗i a collection of x∗ij as defined in (3.31). From (3.36) and (3.38) one concludes

that all x∗ij satisfy the local conservation in (3.4) and the global consensus in (3.5).

Therefore, the xij(t) converge exponentially fast to constant vectors x∗ij which

form a consensus-conservation solution x∗ to Ax = b. This completes the proof.
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3.3.3 Validation

We utilize the double-layer network as in Fig. 3.1 to solve the following linear

equation Ax = b, which is partitioned according to the structure as in Fig. 3.2

with details as follows: Suppose each agent ij knows Aij and bij, and we employ the

updates (3.8) and (3.9) with arbitrary initializations. Let

V (t) =
1

2

c∑
i=1

∥∥∥∥∥∥∥∥∥


xi1(t)

...

xici(t)

− x∗
∥∥∥∥∥∥∥∥∥

2

2

where x∗ =
[
0.77 2.79 1.98 −1.10 0.38

]′
is a solution to Ax = b. Thus V (t)

measures the closeness of all agent states to forming a consensus-conservation solution.

We then utilize the double-layer network as in Fig. 3.3, which results from adding

one additional cluster to Fig. 3.1, to solve the same linear equation with partitions

as follows (for clarity, the details of agent communications are depicted for only one

cluster.):

Simulations in Fig. 3.4 suggests that V (t) converges exponentially fast to 0 and

thus all xij(t) converge exponentially fast to constant vectors that form a consensus-

conservation solution x∗ in both cases. This is in accord with Theorem 3.3.1. More-

over, the convergence rate can also be affected by the number of partitions and the

network topology. Intuitively, more partitions of the overall linear equations require

more clusters for implementing the proposed updates, which leads to slower conver-

gence as suggested by Fig. 3.4.
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Figure 3.3. Another Double-layered Multi-Agent Network. For clar-
ity, the details of agent communications are depicted for only one
cluster.
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Figure 3.4. Evolution of V (t) under the proposed updates (3.8)-(3.9)

3.4 Global-Conservation and Local-Consensus

In the previous section, agents in the same cluster collectively know a block row of

the overall matrix A as indicated in Fig. 3.2. In this section, we consider a different
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situation in which agents in the same cluster collectively know a block column of A,

for which a different coordination arrangement will be required in the cluster-layer

and the agent-layer, as will be shown later.

Suppose each agent ij in cluster i knows Aij ∈ Rmij×ni , bij ∈ Rmij such that the

collection of them 
Ai1

Ai2
...

Aici

 = Ai ∈ Rm×ni


bi1

bi2
...

bici

 = bi ∈ Rm (3.39)

are parts of the overall linear equation Ax = b, where

A =
[
A1 A2 · · · Ac

]
, b =

c∑
i=1

bi. (3.40)

Note that while b is given, the bi’s are not; they can be any vectors that satisfy (3.40)

(a particular case is that one bi equals b and the others are zero). Besides, one has

ci∑
j=1

mij = m, i = 1, 2, · · · , c,
c∑
i=1

ni = n. (3.41)

An example of the relation between agents’ locally available information Aij, bij and

the overall equation Ax = b is shown in Fig. 3.5. Note that the symbols Aij and

bi here are used differently from their use in previous sections but the notation is

convenient.

Suppose each agent ij controls a state vector xij(t) ∈ Rni . In this section, we aim

to devise a distributed update for each agent ij’s state xij(t) to converge exponentially

fast to a constant vector x∗ij, i = 1, 2, · · · , c and j = 1, 2, · · · , ci, such that

• All x∗ij, j = 1, 2, · · · , ci, within each cluster i reach a consensus x∗i , that is,

Local Consensus: x∗i1 = x∗i2 = · · · = x∗ici = x∗i (3.42)

• All x∗i , i = 1, 2, · · · , c among all clusters in the network satisfy the following

Global Conservation:
c∑
i=1

(Aix
∗
i − bi) = 0 (3.43)
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Figure 3.5. An example of the relation between agents’ locally avail-
able information and the overall equation for the network of Fig. 3.1.

Let x∗ = col {x∗1, x∗2, · · · , x∗c} be the column collection of the consensus value to which

all agents in the same cluster converge. From (3.40) and (3.43) one has Ax∗ = b.

Thus the x∗ij satisfying the local consensus (3.42) and the global conservation (3.43)

are said to form a conservation-consensus solution x∗ to Ax = b.

Note that here all x∗ij in the same cluster are the same, which is part of the solution

to the overall equation, while, in contrast, in the consensus-conservation solution

defined in the previous section, the x∗ij in each cluster i jointly form a solution to the

overall equation Ax = b.

3.4.1 The Update

In order to achieve the global conservation, we employ the networks G and Gi

described in the section of Problem Formulation and introduce an additional state

zij(t) ∈ Rmij at each agent ij. Let Eij ∈ Rmij×m consist of rows of the identity matrix

Im such that col {Eij, j = 1, 2, · · · , ci} = Im and

Aij = EijAi.

Let zi(t) ∈ Rm denote the column of all coordination states in cluster i, i = 1, 2, · · · , ci,

that is,

zi = col {zi1, zi2, · · · , zici}.
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Then

zij = Eijzi.

Suppose each cluster aggregator i is able to access its neighbor aggregator’s coor-

dination state zk(t), k ∈ Ni through aggregator communication and then distributes

Eijzk(t) to each agent ij of cluster i. Within each cluster i, each agent ij is able

to access to its neighbors’ state xik, ik ∈ Nij, through agent-agent communication in

cluster i. Then one proposes the following update for each agent ij, i = 1, 2, · · · , c

and j = 1, 2, · · · , ci:

ẋij =− A′ij

(
Aijxij − bij −

∑
k∈Ni

(zij−Eijzk)

)

−
∑
ik∈Nij

(xij − xik) (3.44)

żij = Aijxij − bij −
∑
k∈Ni

(zij − Eijzk) (3.45)

where the first line of update (3.44) and (3.45) aim to achieve global conservation in

(3.43) while the second line of (3.44) aims to achieve the local consensus in (3.42).

Remark 3.4.1 Note immediately that in implementation of (3.44)-(3.45), informa-

tion about zij is only shared between clusters while information about xij is only shared

among agents within the same cluster. Thus, each aggregator i is able to access zk(t)

through aggregator communications when zk(t) is collected by its aggregator neigh-

bor k ∈ Ni; aggregator i distributes Eijzk(t) to each agent ij of cluster i. Within

each cluster i, each agent ij only needs to access its neighbors’ coordination state

xik, ik ∈ Nij, through agent-agent communication in cluster i. And thus the proposed

updates (3.44)-(3.45) are obviously distributed in the sense that only communica-

tions among aggregator-neighbors and agent-neighbors are involved. Moreover, the

agents ij have storage and communication requirements which are fully scalable with

the size of A. As before, the aggregator nodes will store vectors of dimension deter-

mined by the dimension of A. However, as already noted, the number of neighbors of

an aggregator node does not need to grow with the dimension of A. Compared with
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existing consensus-based distributed linear equation solvers [12,13,16], distributed up-

dates (3.8)-(3.9)

• individual agents in the distributed solvers require much less knowledge of

the overall equation and control states of much smaller dimension. For a

given overall linear equation with A ∈ Rm×n, each agent ij knows Aij ∈ Rmij×ni

and bij ∈ Rmij , and controls states xij(t) ∈ Rni, and zij(t) ∈ Rmij . Sizes of

these locally available matrices and state vectors could change with respect to

the number of clusters and the number of agents in each cluster. From (3.41)

and partitions in Fig. 3.5, one has that increasing ci and c leads to the decreases

of mij and ni, respectively. Specially, when the number of clusters is n and the

number of agents within each cluster is m, that is, c = n and ci = m, each

agent only needs to know two scalar entries Aij ∈ R, bij ∈ R and updates

two scalar states, namely xij(t) ∈ R, zij(t) ∈ R.

• allow all agents’ state vectors to be of different dimensions, which is the

same as the distributed updates (3.8)-(3.9) in the previous section.

3.4.2 Main result

Before proceeding, we first derive a compact form of (3.44)-(3.45). Towards this

end, we let xi ∈ Rcini denote the column collection of all agents’ states in cluster i,

i = 1, 2, · · · , c, that is,

xi = col {xi1, xi2, · · · , xici}.

Let

Āi = diag {Ai1, · · · , Aici}, L̄Gi = LGi ⊗ Ini (3.46)
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with LGi the Laplacian matrix of the ci-node connected graph Gi. From equations

(3.44)-(3.45) and col {Eij, j = 1, 2, · · · , ci} = Im, one has

ẋi =− Ā′i

(
Āixi − bi −

∑
k∈Ni

(zi − zk)

)
− L̄Gixi (3.47)

żi =Āixi − bi −
∑
k∈Ni

(zi − zk) (3.48)

for i = 1, 2, · · · , c. Let x = col {x1, · · · ,xc} and z = col {z1, · · · , zc},

Â = diag {Ā1, · · · , Āc}, b̂ = col {b1, · · · , bc}, (3.49)

L̂ = diag {L̄G1 , · · · , L̄Gc}, L̂G = LG ⊗ Im (3.50)

with LG the Laplacian matrix of the c-node connected graph G. Equations (3.47)-

(3.48) can be written in the following compact form:

ẋ =− Â′
(
Âx− b̂− L̂Gz

)
− L̂x (3.51)

ż = Âx− b̂− L̂Gz (3.52)

which is ẋ
ż

 = Q

x
z

+

Â′b̂
−b̂

 (3.53)

with

Q =


−Â′Â− L̂ Â′L̂G

Â −L̂G

 . (3.54)

Theorem 3.4.1 Suppose Ax = b has at least one solution, and the graphs Gi,

i = 1, 2, · · · , c and G are connected and bidirectional. Then under the distributed

updates (3.44) and (3.45), all xij(t) with i = 1, 2, · · · , c and j = 1, 2, · · · , ci converge

exponentially fast to constant vectors x∗ij which satisfy the local consensus (3.42) and

the global conservation (3.43) and thus form a conservation-consensus solution x∗ to

Ax = b.
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Proof of Theorem 3.4.1: We first prove that there exists a constant vector col {x̂, ẑ}

which is an equilibrium of (3.53). Since there exists a constant vector y ∈ Rn such

that Ay = b, using the definition of Ai, bi in (3.40), one has[
A1 A2 · · · Ac

]
y =

c∑
i=1

bi

Partition y = col {y1, · · · , yc} with yi ∈ Rni . Then one has

c∑
i=1

(Aiyi − bi) = 0

It follows from this and (3.39) that

c∑
i=1



Ai1

...

Aici

 yi −

bi1
...

bici


 = 0

This and the definitions of Āi in (3.46) imply

c∑
i=1

(Āiyi − bi) = 0 (3.55)

with yi = 1ci ⊗ yi. Let x̂ = col {y1, · · · ,yc}. From (3.55) and the definitions of Â, b̂

in (3.49), one has

(1′c ⊗ Im)
(
Âx̂− b̂

)
= 0 (3.56)

Recall that L̂G = LG ⊗ Im with LG the Lapalacian matrix of a c-node connected,

bidirectional graph G. Then

image L̂G = ker (1′c ⊗ Im) (3.57)

which with (3.56) implies (
Âx̂− b̂

)
∈ image L̂G. (3.58)

Then there exists a constant vector ẑ such that

Âx̂− b̂− L̂Gẑ = 0 (3.59)
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In addition, since L̄Gi = LGi ⊗ Ini with LGi ⊗ Ini the Laplacian matrix of the ci-node

connected graph Gi, and since yi = 1ci ⊗ yi, one has

L̄Giyi = 0, i = 1, 2, · · · , c.

Then because L̂ = diag {L̄G1 , · · · , L̄Gc} and x̂ = col {y1, · · · ,yc}, one has

L̂x̂ = 0 (3.60)

together with (3.59), this implies that col {x̂, ẑ} is an equilibrium of (3.53).

Second, we analyze the convergence of the error

e(t) =

x(t)

z(t)

−
x̂
ẑ

 . (3.61)

From (3.53) and the fact that col {x̂, ẑ} is an equilibrium of (3.53), one has

ė = Qe (3.62)

From Lemma 3.3.1, the structure of Q in (3.54) and the fact that Laplacian matrices

L̂ and L̂G are symmetric and positive semi-definite, one has all eigenvalues of Q are

real negative or 0. Moreover, if 0 is an eigenvalue of Q, it must be non-defective. Thus

there exists a constant vector q ∈ kerQ such that e(t) of the linear time-invariant

error system (3.62) converges to q exponentially fast [100]. Thus col {x(t), z(t)}

converges exponentially fast to a constant vector col {x̂∗, ẑ∗}, wherex̂∗
ẑ∗

 =

x̂
ẑ

+ q, q ∈ kerQ. (3.63)

Partition the constant vector x̂∗ such that

x̂∗ = col {x̄∗1, · · · , x̄∗c} (3.64)

where x̄∗i ∈ Rcini is further partitioned as

x̄∗i = col {x∗i1, x∗i2, · · · , x∗ici} (3.65)
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with x∗ij ∈ Rni . Evidently, xij(t) converges to x∗ij exponentially fast. In the following,

one only needs to show that all these x∗ij satisfy the local consensus (3.42) and the

global conservation (3.43).

From (3.63) and the property that col {x̂, ẑ} is an equilibrium of (3.53), one has

col {x̂∗, ẑ∗} is an equilibrium of (3.53). Then

0 =− Â′
(
Âx̂∗ − b̂− L̂Gẑ

∗
)
− L̂x̂∗ (3.66)

0 = Âx̂∗ − b̂− L̂Gẑ
∗ (3.67)

It follows that

L̂x̂∗ = 0 (3.68)

From this, (3.64) and the definition of L̂, one has

L̄Gix̄
∗
i = 0, i = 1, 2, · · · , c. (3.69)

Note that L̄Gi = LGi⊗ Ini with LGi the Laplacian matrix of a connected bidirectional

graph Gi. Then there must be a constant vectors x∗i ∈ Rni such that

x̄∗i = 1ci ⊗ x∗i . (3.70)

This and (3.65) imply

x∗i1 = x∗i2 = · · · = x∗ici = x∗i (3.71)

for i = 1, 2, · · · , c.

From (3.70), the partition of Ai in (3.39) and Āi = diag {Ai1, · · · , Aici} in (3.46),

one has

Āix̄
∗
i = Aix

∗
i (3.72)

From (3.67) and the definitions of Â, b̂, L̂G, one has
Ā1x̄

∗
1

Ā2x̄
∗
2

...

Ācx̄
∗
c

−

b1

b2

...

bc

− (LG ⊗ Im)ẑ = 0 (3.73)
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This equality and (3.72) imply
A1x

∗
1

A2x
∗
2

...

Acx
∗
c




b1

b2

...

bc

− (LG ⊗ Im)ẑ = 0 (3.74)

Premultiplying by 1′c ⊗ Im on both sides of (3.74), one has

c∑
i=1

(Aix
∗
i − bi)− [(1′cLG)⊗ Im]ẑ = 0. (3.75)

Note that LG is the Laplacian matrix of a c-node connected and bidirectional graph

G, one has 1′cLG = 0. Thus

c∑
i=1

(Aix
∗
i − bi) = 0. (3.76)

From (3.71) and (3.76), one sees all x∗ij satisfy the local consensus (3.42) and the

global conservation (3.43). Therefore all xij(t) converge to constant vectors and thus

form a conservation-consensus solution x∗ to Ax = b. This completes the proof.

3.4.3 Validation

We utilize the double-layer network as in Fig. 3.1 to solve the linear equation

Ax = b, which is partitioned according to the structure in Fig. 3.5 with details as

follows:

Suppose each agent ij knows Aij and bij, and we employ the updates (3.44) and

(3.45) with arbitrary initializations. Let

V (t) =
1

2

c∑
i=1

ci∑
j=1

‖xij(t)− x∗i ‖2
2
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where x∗ =
[
0.77 2.79 1.98 −1.10 0.38

]′
is a solution to Ax = b. Thus, V (t)

measures the closeness of all agent states to forming a conservation-consensus solution.

We again utilize the double-layer network as in Fig. 3.3, with the following partition:

Simulations are shown in Fig. 3.6, which suggests that V (t) converges exponen-

tially fast to 0 and thus all xij(t) converge exponentially fast to constant vectors

that form a conservation-consensus solution x∗ in both cases. This is in accord with

Theorem 3.4.1. Again, more partitions require more clusters for implementing the

proposed updates, and this is expected to lead to slower convergence, as suggested

by Fig. 3.6.

0 50 100 150 200 250 300 350 400

t

10-6

10-4

10-2

100

102

V (t)

Network in Fig. 1
Network in Fig. 3

Figure 3.6. Evolution of V (t) under distributed updates (3.44)-(3.45)
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3.5 A Simplified Network Structure under Homogeneous Partition

In this section, we will consider a homogeneous partition of the overall equation

Ax = b as in Fig. 3.7 and will show that the two distributed algorithms developed

in previous sections boil down to be identical; moreover, it can be implemented in a

single-layered grid network G as in Fig. 3.8.

Let A be partitioned into r blocked rows and c blocked columns with each Aij ∈
Rmi×nj for i = 1, 2, · · · , r and j = 1, 2, · · · , c; correspondingly, the b vector is par-

titioned into sub-vectors bij such that b = col {b1, · · · , br} = b with
∑c

j=1 bij = bi.

One example of such a homogeneous partition is shown in Fig. 3.7 with r = 3 and

c = 4. Consider a grid network G consisting of a number of rc agents labeled as

ij with i = 1, 2, · · · , r and j = 1, 2, · · · , c, as in Fig. 3.8. Let GR
i denote the ith

row-subnetwork of G, which consists of agents i1, i2, · · · , ic and all edges among these

agents; and let GC
j denote the jth column-subnetwork of G, which consists of agents

1j, 2j, · · · , rj and all edges among these agents. Suppose GR
i , i = 1, 2, · · · , r, and

GC
j , j = 1, 2, · · · , c, are all undirected and connected. Suppose each agent ij knows

Aij ∈ Rmi×nj and bij ∈ Rmi , and controls a state vector xij(t) ∈ Rni . The problem

of interest in this section is to develop a distributed update for each xij(t) converges

exponentially fast to a constant x∗ij such that

Row-Conservation:
c∑
j=1

(Aijx
∗
ij − bij) = 0, ∀i = 1, 2, · · · , r. (3.77)

and

Column-Consensus: x∗1j = · · · = x∗rj = x∗j , ∀j = 1, 2, · · · , c. (3.78)
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Figure 3.7. A homogeneous partition of the equation, with r = 3, c = 4.

11 12 13 14

21 22 23 24

31 32 33 34

Figure 3.8. A single-layered grid network without clusters or aggregators.

3.5.1 The Update

Motivated by the two distributed updates developed in previous sections, we pro-

pose the following

ẋij =− A′ij

Aijxij − bij − ∑
ik∈NRij

(zij − zik)


−
∑

kj∈NCij

(xij − xkj) (3.79)

żij =Aijxij − bij −
∑
ik∈NRij

(zij − zik) (3.80)
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where zij ∈ Rmi is an additional state vector introduced agent at ij for achieving

row-conservation; NR
ij and NC

ij denote the neighbor set of agent ij in GR
ij and GC

ij,

respectively.

3.5.2 Main result

Note that the only difference between distributed updates (3.79)-(3.80) and dis-

tributed updates (3.8)-(3.9) is that
∑

kj∈NCij
(xij − xkj) replaces

∑
k∈Ni (xij − Eijxk).

By looking at each GR
i in the single-layered grid as a cluster i, one sees that Eijxk

plays the same role as xkj. Thus distributed updates (3.8)-(3.9) become the dis-

tributed updates (3.79)-(3.80) in the single-layered grid network. By Theorem 3.3.1,

one has local conservations in (3.4) and the global consensus (3.5) , which are equiv-

alent to (3.77) and (3.78), respectively, in the single-layered grid network. It follows

that x∗ = col {x∗1, · · · , x∗c} is a solution to Ax = b. Similar conclusion can also be

drawn by looking at distributed updates (3.79)-(3.80) as a special case of (3.44)-(3.45).

To sum up, one has

Corollary 3.5.1 Under the distributed updates (3.79) and (3.80) in a single-layered

grid network, all xij(t) with i = 1, 2, · · · , r; j = 1, · · · , c converge exponentially fast

to constant vectors x∗ij satisfying (3.77) and (3.78) and thus x∗ = col {x∗1, · · · , x∗c} is

a solution to Ax = b.

Remark 3.5.1 The distributed updates in a single-layered grid network in this sec-

tion can only be applied to the case that the overall linear equation is partitioned

homogeneously and the number of agents is equal to the number of partitions. For

more general partitions, one needs to go back to (3.8)-(3.9) or (3.44)-(3.45), for which

dimensions of xij or zij are not the same.
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3.5.3 Validation

According to the pattern of Fig. 3.7, we utilize a network of 100 agents with r =

c = 10. Consider a random linear equation Ax = b, where A ∈ R1000×1000, b ∈ R1000.

The matrix A is partitioned into 100 blocks with each Aij ∈ R10×10, the vector b is

partitioned accordingly with each bij ∈ R10. Define

V (t) =
1

2

10∑
i=1

10∑
j=1

‖xij(t)− x∗i ‖2
2

where x∗ = col {x∗1, · · · , x∗c} is the true solution to the linear equation. Simulations

Figure 3.9. A single-layered network without clusters or aggregators.

are shown in Fig. 3.9, which suggests that V (t) converges exponentially fast to 0.

This validates Corollary 3.5.1.

Appendix

Proof of Lemma 3.3.1: Let λ denote any eigenvalue of M with a non-zero eigen-

vector col {u, ū}. Then

M

u
ū

 = λ

u
ū

 (3.81)
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with

M =


−M ′

1M1 −M2 M ′
1M3

M1 −M3

 .

Let M̄ =

I 0

0 M ′
3

M . Then one has

M̄ =


−M ′

1M1 −M2 M ′
1M3

M ′
3M1 −M ′

3M3


which can be written as

M̄ = −

 M ′
1

−M ′
3

[M1 −M3

]
−

M2 0

0 0

 . (3.82)

Thus, M̄ is negative semi-definite. Premultiplying by

u
ū

′ I 0

0 M ′
3

 on both sides

of (3.81), one has u
ū

′ M̄
u
ū

 = λ

u
ū

′ I 0

0 M3

u
ū

 (3.83)

First, we prove that λ must be real by contradiction. Suppose λ = α + βi where

β 6= 0. Since M̄ is negative semi-definite, then the imaginary part of the left-hand

side of (3.83) is 0. So therefore is the imaginary part of the right-hand side. It follows

that

β

u
ū

′ I 0

0 M3

u
ū

 = 0

Since β 6= 0 there follows u′u + ū′M3ū = 0. Recall that M3 positive semi-definite.

Hence u = 0, M3ū = 0. Taken with (3.81) and noting λ 6= 0 since β 6= 0, one has

ū = 0. This and the assumption that u = 0 contradict to the fact that col {u, ū}

is non-zero. Thus β = 0. Therefore, λ is real. From this, (3.83), M̄ is negative

semi-definite and M3 is positive semi-definite, one further has λ ≤ 0.
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Second, if λ = 0 is an eigenvalue of M , we prove that it must be non-defective

by contradiction. Suppose λ = 0 is defective, then there exists a non-zero vector

col {v, v̄} such that

M

v
v̄

 =

u
ū

 (3.84)

and

M

u
ū

 = 0 (3.85)

Premultiplying by

u
ū

′ I 0

0 M ′
3

 on both sides of (3.84), one has

u
ū

′ M̄
v
v̄

=(u′u+ ū′M ′
3ū) (3.86)

Premultiplying by

I 0

0 M ′
3

 on both sides of (3.85), one has

M̄

u
ū

= 0 (3.87)

This and the fact that M̄ is symmetric imply that the left hand side of (3.86) is 0.

Then

(u′u+ ū′M ′
3ū) = 0 (3.88)

from which, using the fact that M3 is positive semi-definite, one has

u = 0, M ′
3ū = 0. (3.89)

Premultiplying by

v
v̄

′ I 0

0 M ′
3

 on both sides of (3.84) one has

v
v̄

′ M̄
v
v̄

=

 v′u

v̄′M ′
3ū
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The right-hand side is 0 by (3.89). Thusv
v̄

′ M̄
v
v̄

 = 0, (3.90)

Together with (76), this yields

M1v −M3v̄ = 0, M2v = 0. (3.91)

From this and the definition of M , one has

M

v
v̄

 = 0,

By (3.84), this yields col {u, ū} = 0, contradicting the assumption that col {u, ū} is

a non-zero eigenvector. Thus, λ = 0 is non-defective.
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4. CONSENSUS-BASED DISTRIBUTED OPTIMIZATION

FOR MULTI-AGENT SYSTEMS 1

4.1 Introduction

Distributed optimization is one of the key problems in multi-agent coordination,

where the goal is to minimize the sum of local objective functions, there being one

function associated with each agent [62, 102–104]. Specifically, consider a network of

m agents, in which each agent i is able to communicate with certain other nearby

agents called its neighbors, denoted by Ni. The neighbor relations can be described

by a graph G such that there is an edge from j to i if and only if j ∈ Ni. Then under

network G, a distributed optimization problem has the following characteristics:

Global Optimization Objective: min
m∑
i=1

fi(xi) ∈ R. (4.1)

subject to

Consensus Rule: x1 = x2 · · · = xm, (4.2)

where fi(·) is is associated with the local performance index for each agent, which is

usually assumed to be convex and continuously differentiable. Considering the fact

that each state xi, in some cases, can only be chosen from a certain domain, we also

introduce the following

Local Constraints: xi ∈ Xi ⊂ Rn, i = 1, 2, ...,m. (4.3)

where each local constraint Xi is convex and
⋂m
i=1Xi 6= ∅.

1Resarch in this section has been published in the papers [62,101] with me as the leading author.
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Among the abundant literature, great efforts have been made, attempting to solve

the distributed optimization problem characterized by (4.1)-(4.3). The key idea to

enable distributed coordination is consensus (4.2), which has the following form [105]

ẋi = −
∑
j∈Ni

(xi − xj), (4.4)

where each agent in the network tries to reduce the distances between itself and its

neighbors. Update (4.4) will drive all states to a consensus value, i.e. there exists a

certain x∗ = 1m⊗x∗, such that xi−x∗ → 0 for all i and the convergence is exponen-

tially fast. Then, to handle the optimization goal (4.1), the common method to solve

the optimization problem is gradient descent. Thus, Leaving aside temporarily the

constraints (4.3), the attempt to find an algorithm also achieving the optimization

objective (4.1) requires the introduction of a gradient term, so that the update of

each agent becomes

ẋi = −α(t)∇fi(xi)−
∑
j∈Ni

(xi − xj), (4.5)

where α(t) is a positive step-size shared by all the agents and ∇fi(xi) is a sub-

gradient2 of fi(xi). Note that if α(t) is chosen as a fixed positive constant, unless all

fi are minimized by a common vector, it is clear that there can be no steady state x∗

satisfying this equation which also has the consensus property.

In order to solve this issue, a novel algorithm is presented in [37–39], where the

authors smartly apply a diminishing step-size α(t) to the discrete-time version of (4.5)

to eliminate the consensus error. Furthermore, by an additional projection operator,

this algorithm is also able to handle local constraints. A continuous version the

algorithm developed in [37–39] is

ẋi = −Pi

[
−α(t)∇fi(xi)−

∑
j∈Ni

(xi − xj)

]
, (4.6)

2For a given convex function fi(·) : Rn → R, ∇fi(xi) is called a sub-gradient of fi(·) at xi if

fi(xi +a) ≥ fi(xi)+a>∇fi(xi) holds for all vectors a in its domain. Specially, if fi(·) is continuously

differentiable at xi, there holds ∇fi(xi) , ∂fi(xi)
∂xi

, and it is unique.
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where Pi[·] is a projection operator that projects any vector to the tangent space3 of

the agent’s local constraint at the point xi(t), this guarantee that xi always satisfies

the local constraint of agent i. By letting all agents to share a diminishing step-size

such that α(t) → 0 and
∫∞

0
α(t) → ∞, it has been theoretically proved that the

states will asymptotically reach a consensus at the minimizer of
∑n

i=1 fi(x) subject

to all agents’ local constraints [37, 38]. Meanwhile, since the effect of gradient term

is discounted by the diminishing step-size, the convergence rate of the algorithm is

at most O(1/
√
t). Except for these, many recent works have shown that by doubling

the dimension of the state vector, the exponential convergence rate and exact opti-

mal solution can be achieved simultaneously in a fully distributed fashion [41–43].

However, this idea will lead to the following sides effects

• For the distributed algorithms equipped with doubled state vectors, since the

primal and dual vectors are interactive, it is very difficult to choose step-sizes

to guarantee that the algorithm is stable.

• In these algorithms, the extra states have to be exchanged across the network,

necessitating duplication of the network bandwidth requirement.

In this chapter, we aim to propose new approached that can solve the mentioned

issues.

4.2 A Distributed Algorithm for Least Squares Solutions

4.2.1 The Problem

In Chapters 2-3, we have introduced distributed algorithms for solving linear equa-

tions. These results are based on a critical assumption that is the original linear

equation has at least one solution. Thus, these algorithms are not directly applicable

3For the linear constraints Aixi = bi, one has Pi[s] = Pi · s, where Pi ∈ Rn×n is a projection

matrix to kerAi
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to over-determined linear equations, which usually arise in many engineering appli-

cations such as parameter estimation [8], mode estimation in power networks [106]

and real-time data fitting of financial models [107]. One idea for dealing with over-

determined linear equations is briefly discussed in [19], in which the size of an agent’s

state increases with the number of agents in the network; this does not scale well with

the network size. The projection-consensus flow proposed in [40, 108, 109] achieves a

least squares solution only in a neighborhood of an exact one. A distributed algo-

rithm for a least squares solution in [110] introduces a decaying weight to the local

gradient, which causes the loss of exponential convergence.

minimize
1

2

m∑
i=1

|Aixi − bi|22 (4.7)

subject to x1 = x2 = · · · = xm. (4.8)

Another common approach to achieve a least squares solution is distributed op-

timization. Along this direction, ADMM [9, 111] could be applied here, but usu-

ally needs a centralized agent for coordination. By a combination of consensus and

ADMM, researchers have developed a fully distributed ADMM [112], which requires

a specific order for all agents to perform updates and does not converge exponentially

fast. Recent distributed optimization algorithms [37,113–115] are able to achieve ex-

act least squares solutions exponentially fast, but the convergence relies on all agents

to share a common, time-varying small step size. Such a requirement is also usu-

ally introduced when discretizing classical continuous algorithms for least squares

solutions in [41,116,117].

4.2.2 The Update

In this section, we present a discrete-time, distributed algorithm for all agents in

a multi-agent network to achieve a common least squares solution exponentially fast.



78

Let Ni denote the set of neighbors of agent i. Since i is a neighbor of itself, i ∈ Ni.

Define W ∈ Rm×m to be an adjacency matrix for the graph G, that is,

wij

 > 0 if j ∈ Ni
= 0 if j /∈ Ni

(4.9)

We assume that wji = wij for all i, j, that is, W is symmetric and each diagonal

element of W is positive. Let D ∈ Rm×m be the diagonal matrix with the i-th

diagonal entry di given by

di =
n∑
j=1

wij =
∑
j∈Ni

wij (4.10)

Then, the Laplacian (matrix) for G is given by

L = D −W (4.11)

which is symmetric and positive semi-definite. Since G is connected, the kernel of L

is spanned by 1m [118]. Let L̄ = L ⊗ In ∈ Rmn×mn where ⊗ denotes the Kronecker

product. It follows that the kernel of L̄ is the image of 1m ⊗ In. Then x∗ satisfies

L̄x∗ = 0 (4.12)

if and only if

x∗ = 1m ⊗ x∗ (4.13)

for some x∗ ∈ Rn. Our first result motivates our proposed algorithm.

Lemma 4.2.1 A vector x∗ ∈ Rn is a least squares solution to (4.7)-(4.8) if and only

if for any arbitrary positive constant c, there exists a vector z∗ ∈ Rn such that

c(Ā′Āx∗ − Ā′b) + L̄′z∗ = 0 (4.14)

with x∗ is given by (4.13) and

Ā = diag {A1, A2, · · · , Am}. (4.15)
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A proof of Lemma 4.2.1 is in the Appendix. Since x∗ has the structure given (4.13)

if and only if it satisfies (4.12), Lemma 4.2.1 implies that the problem of obtaining a

least squares solution x∗ to (4.7)-(4.8) is equivalent to finding x∗ and z∗ satisfying

(4.14) and (4.12). Letting x∗ = col {x∗1, x∗2, · · · , x∗m} and z∗ = col {z∗1 , z∗2 , · · · , z∗m}

with each x∗i , z
∗
i ∈ Rn, and noticing that L̄ is symmetric, (4.14) and (4.12) are equiv-

alent to

c(A′iAix
∗
i − A′ibi) +

∑
j∈Ni

wij
(
z∗i − z∗j

)
= 0 (4.16)

∑
j∈Ni

wij
(
x∗i − x∗j

)
= 0 (4.17)

for i = 1, 2, · · · ,m. So, we have reduced the original problem to that of solving

(4.16) and (4.17) in a distributed fashion. To accomplish this we have introduced one

additional state vector zi(t) ∈ Rn at each agent i.

A distributed solution to (4.16)-(4.17) can be achieved by using the following

continuous-time saddle-point dynamics [41]:

ẋi(t)=−c [A′iAixi(t)−A′ibi]−
∑
j∈Ni

wij [zi(t)−zj(t)] (4.18)

żi(t)=
∑
j∈Ni

wij [xi(t)− xj(t)] (4.19)

for i = 1, · · · ,m where c is an arbitrary positive constant. A simple discretization

of (4.18)-(4.19) can be achieved by replacing ẋi(t) and żi(t) with xi(t+1)−xi(t)
∆t

and

zi(t+1)−zi(t)
∆t

, respectively. This method usually requires a careful choice of a sufficiently

small step size ∆t for convergence [119], which can hardly be accomplished in a

distributed way. Moreover, such a discretization usually comes with the cost of losing

exponential convergence. In the following, we present a way to remove such small step

size while maintaining exponential convergence of the proposed distributed algorithm.

Motivated by the implicit-explicit iteration methods (IMEX) of [120], we replace

xi(t) and zi(t) in the right-hand side of (4.18)-(4.19) with xi(t+ 1) and zi(t+ 1),

respectively. The mixed use of xi(t+ 1), zi(t+ 1) and xj(t), zj(t), j ∈ Ni on the right-

hand side to (4.18)-(4.19) enables us to replace ẋi(t) and żi(t) in the left-hand side by
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xi(t+1)−xi(t)
∆t

and zi(t+1)−zi(t)
∆t

, respectively, where ∆t = 1
di

. This results in the following

discrete-time algorithm. Let c be an arbitrary positive constant and for i = 1, · · · ,m,

xi (t+ 1) = xi (t)−
c

di
[A′iAixi (t+ 1)− A′ibi]

− 1

di

∑
j∈Ni

wij [zi (t+ 1)− zj (t)] (4.20)

zi (t+ 1) = zi (t) +
1

di

∑
j∈Ni

wij [xi (t+ 1)− xj (t)] (4.21)

that is, xi(t+ 1)

zi(t+ 1)

 = F−1
i

dixi(t) +
∑
j∈Ni

wijzj(t) + cA′ibi

−
∑
j∈Ni

wijxj(t) + dizi(t)

 (4.22)

where

Fi =

diIn + cA′iAi diIn

−diIn diIn

 (4.23)

Note that the state update includes a matrix multiplicity of F−1
i ∈ R2n×2n, where

F−1
i always exists and can be achieved by simply computing the inverse of a ni × ni

matrix. As

Fi = di

 In In

−In In

+

A′i
0

 cIni [Ai 0
]

Using the Woodbury matrix identity [121], we obtain that

F−1
i =− 1

4d2
i

In
In

A′i(1

c
Ini +

1

2di
AiA

′
i

)−1

Ai

[
In In

]

+
1

2di

In −In
In In

 (4.24)

The matrix in parentheses is invertible because it is positive definite. Equation (4.24)

implies that computing F−1
i involves computing the inverse of a ni×ni matrix. Here

ni is the number of rows of Ai, which is usually small, and can even be equal to 1.

Moreover, this inverse only needs to be computed once by each agent since Fi is fixed
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for each agent. Another possible way of implementing update (4.22) is to factorize

Fi and then solve triangular systems instead of computing F−1
i explicitly [121].

Remark 4.2.1 Note immediately that the update (4.22) is distributed since each

agent i only uses Ai, bi and the states of its neighbors. The number of state vari-

ables controlled by each agent is 2n, which is independent of the underlying network

size. Although it is a discrete-time algorithm, a small step-size is not required for

convergence. The positive parameter c introduced here is for adjusting the conver-

gence rate, which can be simply chosen as c = 1. As long as c is strictly positive,

exponential convergence is guaranteed as shown in next section.

4.2.3 Main Result

In this section, we demonstrate the exponential convergence of the proposed dis-

tributed algorithm (4.22). With

W̄ = W ⊗ In, D̄ = D ⊗ In (4.25)

and

x = col {x1, x2, · · · , xm}, z = col {z1, z2, · · · , zm}, (4.26)

algorithm (4.22), or equivalently (4.20)-(4.21), can be written as

x (t+ 1) = x(t)− cD̄−1
[
Ā′Āx (t+ 1)− Ā′b

]
− D̄−1

[
D̄z (t+ 1)− W̄z (t)

]
(4.27)

z (t+ 1) = z (t) + D̄−1
[
D̄x (t+ 1)− W̄x (t)

]
(4.28)

or Fy(t+ 1) = Q̄y(t) + h̄ where y = col {x, z} and

F =

D̄ + cĀ′Ā D̄

−D̄ D̄

 , Q̄ =

 D̄ W̄

−W̄ D̄

 , h̄ =

cĀ′b
0

 . (4.29)
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We see that F has the same structure as Fi in (4.23) and one may readily show that

it is invertible. Thus,

y(t+ 1) = Qy(t) + h (4.30)

where

Q = F−1Q̄, h = F−1h̄ (4.31)

Convergence of system (4.30) depends on the properties of Q, which are summa-

rized as follows.

Lemma 4.2.2 (a) For any λ ∈ eig (Q), if λ 6= 1, then |λ| < 1.

(b) 1 ∈ eig (Q) and is non-defective, that is, its algebraic multiplicity is equal to its

geometric multiplicity.

A proof of Lemma 4.2.2 is in the Appendix. This lemma tells us that all non-unity

eigenvalues of Q have magnitudes less than one, that is,

ρ2(Q) := max{|λ| : λ ∈ eig (Q), λ 6= 1} < 1 . (4.32)

We now have the main result of the section.

Theorem 4.2.1 Suppose G is undirected and connected, and c > 0 is any positive

constant. Then under the distributed algorithm (4.22), all xi(t), i = 1, 2, ...,m,

converge exponentially fast to the same least squares solution to (4.7)-(4.8), as fast

as ρ2(Q)t → 0.

The effectiveness of the proposed distributed algorithm (4.22) is validated by The-

orem 4.2.1. Detailed comparisons with existing distributed algorithms for achieving

least squares solutions are given in Table I.

Proof of Theorem 4.2.1: Suppose that xi(t), zi(t), i = 1, · · · ,m is any solution to

(4.22). Then, y(t) = col {x(t), z(t)} is a solution to (4.30) where x and z are given

by (4.26). Since L̄ = D̄ − W̄ and (4.30) is equivalent to (4.27)-(4.28), we see that



83

y∗ = col {x∗, z∗} is an equilibrium state to (4.30) if and only if x∗ and z∗ satisfy

(4.14) and (4.12). By Lemma 4.2.1 and noting that (4.12) is equivalent to (4.13), one

has proving Theorem 4.2.1 can be achieved by showing that there exists a constant

vector ȳ∗ such that

y(t)→ ȳ∗ as fast as ρ2(Q)t → 0. (4.33)

and

(I −Q)ȳ∗ = h (4.34)

Let x∗ be any least squares solution to (4.7)-(4.8). Then Lemma 4.2.1 tells us that

there exists z∗ such that x∗ = 1m⊗x∗ and z∗ satisfy (4.14). Thus y∗ = col {x∗, z∗}

is an equilibrium state for (4.30). Hence

(I −Q)y∗ = h. (4.35)

and recalling (4.30), the evolution of e(t) = y(t)− y∗ is governed by

e(t+ 1) = Qe(t). (4.36)

Lemma 4.2.2 tells us that one is a non-defective eigenvalue of Q and the magnitude

of any other eigenvalue of Q is less than one. This implies that exists a non-singular

matrix T such that

Q = T

I 0

0 R

T−1 (4.37)

Table 4.1. Comparing Algorithm (4.27)-(4.28) with existing algorithms

Algorithm Distributed Network Convergence Rate Step Size

The proposed algorithm applicable Exponential not required

ADMM [9,111] require centralized agent Exponential fixed, assigned by central agents

Distributed-ADMM [112] specific update order O(1/t) fixed, shared by all agents

Projection Flow [40,108,109] applicable, not exact solution Exponential fixed, require global information

Improved Projection Flow [37] applicable O(1/t) time-varying

Methods of [113–115] applicable Exponential time-varying, global information
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and the eigenvalues of R are the eigenvalues of Q which are not equal to 1. Then

e(t) = e∗ + η(t) with

e∗ = T

I 0

0 0

T−1e(0), η(t) = T

0 0

0 Rt

T−1e(0) (4.38)

where Rt → 0 as fast as ρ2(Q)t → 0. Thus one has (4.33) with ȳ∗ = y∗ + e∗.

Equations (4.37) and (4.38) imply that Qe∗ = e∗, which and (4.35) imply (4.34). We

complete the proof.

4.2.4 Validation

In this section, we provide numerical simulations for a five-agent network as shown

in Fig. 4.1 to illustrate Theorem 4.2.1. The weights of all edges are set to be 1. We

1

3

4 52

Figure 4.1. A five-agent connected network

wish to solve the least squares problem (4.7)-(4.8) in a distributed fashion with

A1 =
[
1 2 1 1

]
, b1 = 10

A2 =
[
2 −1 −1 1

]
, b2 = 20

A3 =
[
1 −2 4 −1

]
, b3 = 15

A4 =
[
−1 −0.6 0.4 1.8

]
, b4 = 17

A5 =
[
2 2 −2 1

]
, b5 = 11.
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Here (4.7)-(4.8) has a unique solution x∗ =
[
5.51 −3.38 2.91 10.10

]
. Suppose

each agent i in the multi-agent network in Fig. 4.1 updates its state according to the

proposed distributed update (4.22). Let

V (t) =
1

2m

m∑
i=1

|xi(t)− x∗|22 (4.39)

measure the average distance between agents’ states and the unique least squares

solution x∗. Simulation results with different choices of c are as shown in Fig. 4.2, in

which the vertical axis uses a log scale, and the curve marked by IPF represents the

convergence of the Improved Projection Flow method proposed in [37].

IPF

𝑐 = 0.1
𝑐 = 3

𝑐 = 1
𝑐 = 0.5

PF

D-ADMM

Figure 4.2. Simulations in the case of unique least squares solutions
with different choices of c.

The evolution of V in Fig. 4.2 suggests that the proposed distributed update

(4.22) drives all agents’ states exponentially fast to the unique least squares solution

x∗. Note that the choice of c impacts the rate of convergence, which results from

the fact that the choice of c impacts the eigenvalues of Q in (4.30). For simplicity,

one could always choose c = 1 and still guarantee exponential convergence. To find

an optimal choice for c to achieve the fastest rate of exponential convergence, one

needs to find c to minimize ρ2(Q), which is not trivial and usually requires global

information such as the whole matrix Q. Moreover, the simulations in Fig. 4.2

indicates that the proposed algorithm in (4.22) converges faster than the Distributed-

ADMM (β = 0.2) and Improved Projection Flow (IPF), whose convergence rate are
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O(1/t) [37, 112]. Even though the Projection Flow (PF) method has an exponential

convergence rate [40], it can only achieve an approximation but not the exact least

squares solution to the equation.

The simulations in Fig. 4.2 show the effectiveness of the proposed algorithm in

(4.22) when the least squares solution is unique. To demonstrate the effectiveness

of the algorithm in the case of multiple least squares solutions, we replace A2, A3

with A2 =
[
1 1.4 −1.6 2.8

]
and A3 =

[
3 3.4 −3.6 3.8

]
, respectively. Then

(4.7)-(4.8) has multiple least squares solutions. Simulations in Fig. 4.3 suggests that

𝑐 = 1

Figure 4.3. Simulations in the case of multiple least squares solutions with c = 1

all xi(t) converges to the same x∗ =
[
−1.34 1.14 1.89 7.18

]
, which is one least

squares solution to (4.7)-(4.8).

Appendix

Proof of Lemma 4.2.1. We first note that x∗ satisfies (4.7)-(4.8) if and only if

x∗ = arg min
x∈Rnm

1

2
|Ax− b|22 (4.40)

where

A = col {A1, A2, · · · , Am}, b = col {b1, b2, · · · , bm} (4.41)
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Also x∗ satisfies (4.40) if and only if A′Ax∗ = A′b, that is,

m∑
i=1

(A′iAix
∗ − A′ibi) = 0. (4.42)

With x∗ = 1m ⊗ x∗, (4.42) is equivalent to

(1′m ⊗ In)(Ā′Āx∗ − Ā′b) = 0. (4.43)

that is,

Ā′Āx∗ − Ā′b ∈ ker(1′m ⊗ In) (4.44)

Recall that the kernel of L̄ = L⊗ In is the image of 1m ⊗ In; hence

ker(1′m ⊗ In) = image L̄′ (4.45)

It now follows from (4.44) and (4.45) that (4.42) is equivalent to

Ā′Āx∗ − Ā′b ∈ image L̄′. (4.46)

This is equivalent to that for any c > 0, there exists a vector z∗ such that

c(Ā′Āx∗ − Ā′b) + L̄′z∗ = 0. (4.47)

Proof of Lemma 4.2.2. For any λ ∈ eig (Q), there is a nonzero vector v such that

Qv = λv. Since Q = F−1Q̄ with F and Q̄ given in (2.52), we must have D̄ W̄

−W̄ D̄

v = λ

D̄ + cĀ′Ā .̄D

−D̄ D̄

v
that is,

[
D̄ − λ

(
D̄ + cĀ′Ā

)]
u =

(
λD̄ − W̄

)
ū (4.48)(

λD̄ − W̄
)
u = (λ− 1) D̄ū. (4.49)

where v = col {u, ū}.
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Proof of (a) Suppose λ 6= 1 is an eigenvalue of Q. Then (4.49) and (4.48) are

equivalent to

ū =
1

λ− 1
D̄−1

(
λD̄ − W̄

)
u (4.50)

M(λ)u = 0 (4.51)

where

M(λ) = λ2M2 + λM1 +M0 (4.52)

and

M0 = W̄ D̄−1W̄ + D̄

M1 =− 2(D̄ + W̄ )− cĀ′Ā (4.53)

M2 = 2D̄ + cĀ′Ā

are symmetric and M2 > 0 since D̄ > 0. Equation (4.51) implies that u′M(λ)u = 0,

that is,

p(λ) := c2λ
2 + c1λ+ c0 = 0 (4.54)

where

ci = u′Miu for i = 0, 1, 2 (4.55)

are real and c2 > 0 since M2 > 0. Since c2 > 0, using properties of second order

polynomials (Jury stability criterion) , |λ| < 1 if and only if

c0 − c2 < 0 (4.56)

|c1| < c0 + c2 (4.57)

From (4.53) and (4.55), one has |c1| = u′(2D̄ + 2W̄ + cĀ′Ā)u and c0 + c2 =

u′(W̄ D̄−1W̄ + 3D̄ + cĀ′Ā)u. Hence, (4.57) holds if and only if

u′(W̄ D̄−1W̄ − 2W̄ + D̄)u > 0
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that is.

((D̄ − W̄ )u)′D̄−1((D̄ − W̄ )u) > 0 (4.58)

Inequality (4.58) holds unless W̄u = D̄u. In this case, (4.54) implies that

p(λ) =
(
(u′D̄u+ cuĀ′Āu)λ− u′D̄u

)
(λ− 1) = 0 (4.59)

Since λ 6= 1 the above equation is not satisfied unless Āu 6= 0 in which case it is

satisfied with |λ| < 1.

From (4.53) and (4.55), inequality (4.56) is equivalent to

u′
(
D̄ − W̄ D̄−1W̄

)
u+ cu′

(
Ā′Ā

)
u > 0. (4.60)

Recall that D̄ − W̄ = L̄ ≥ 0; hence D̄ + W̄ = L̄+ 2D̄ > 0.

Thus −I ≤ D̄−
1
2 W̄ D̄−

1
2 < I and

(D̄−
1
2 W̄ D̄−

1
2 )2 ≤ I . (4.61)

Pre- and post-multiplying (4.61) by D̄
1
2 yields

D̄ − W̄ D̄−1W̄ ≥ 0. (4.62)

Thus, inequality (4.60) holds unless

(D̄ − W̄ D̄−1W̄ )u = 0 (4.63)

Āu = 0 (4.64)

Since D̄− W̄ D̄−1W = (D̄+ W̄ )D̄−1(D̄− W̄ ) and D̄+ W̄ > 0, (4.63) is equivalent to

W̄u = D̄u (4.65)

Recalling (4.59) we obtain that

p(λ) = u′D̄u(λ− 1)2 = 0

Since λ 6= 1 and u 6= 0, this inequality does not hold; hence inequality (4.56) holds

and |λ| < 1.
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Proof of (b) It follows from (4.48) and (4.49) and D̄ − W̄ = L̄ that one is an

eigenvalue of Q if and only if there is a vector col {u, ū} 6= 0 such that

−cĀ′Āu = L̄ū (4.66)

L̄u = 0 (4.67)

Clearly this is satisfied with u = 0 and ū = 1m ⊗ z for any z ∈ Rn. Thus one is an

eigenvalue for Q

To prove that one is non-defective, suppose on the contrary that it is defective.

Then there is a vector col {v, v̄} 6= 0 [121] such that

(Q− I)

v
v̄

 =

u
ū

 (4.68)

where col {u, ū} is an eigenvector corresponding to eigenvalue one. Recalling the

definition of Q in (4.31) and (2.52), (4.68) implies that

−cD̄−1Ā′Āv−
(
D̄−1W̄−Imn

)
v̄=

(
Imn + cD̄−1Ā′Ā

)
u+ū

(Imn − D̄−1W̄ )v =−u+ ū

and using, L̄ = D̄ − W̄ ,

−cĀ′Āv + L̄v̄ =
(
D̄ + cĀ′Ā

)
u+ D̄ū (4.69)

L̄v = −D̄u+ D̄ū (4.70)

Pre-multiplying (4.69) by u and (4.70) by ū′, using (4.66) and (4.67) and the sym-

metry of L̄ results in

ū′L̄v̄ = cu′Ā′Āu+ u′D̄u+ u′D̄ū

ū′L̄v̄ = −ū′D̄u+ ū′D̄ū.

Hence

u′D̄u+ ū′D̄ū = −cu′Ā′Āu ≤ 0 (4.71)

Since D̄ > 0, we obtain the contradiction that u = ū = 0. Thus one is a non defective

eigenvalue.
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4.3 Distributed Optimization Enhanced by Integral Feedback

4.3.1 The Problem

In this Section, we propose a distributed algorithm for constrained optimization

that is neither based on diminishing step-sizes nor a doubled dimension of the vectors

shared between agents. Actually, by comparing the very fundamental mechanisms of

these algorithms, we notice that the common reason why the latter category of the

algorithms can achieve an improved convergence performance arises from elevating

the type of the update to the second order, and thereby can effectively eliminate

the accumulated consensus error. Inspired by this, in this section, we propose a

continuous-time consensus-based algorithm for constrained distributed optimization

based on integral feedback within each agent’s controller, and with the integrated sig-

nal not being shared with other agents. Without a time-variant step-size that needs

to be shared by agents, the algorithm is capable of achieving the optimum solution

with an exponential convergence rate. Furthermore, inherited from the benefit of inte-

gral feedback, the proposed algorithm has good robustness against disturbance. Note

that the algorithm of this section is evidently related to a discrete-time algorithm

for unconstrained optimization [42]. These authors increased the state dimension by

using a form of gradient descent including the last two iterates. On the other hand as

noted already, our algorithm is motivated by the very old principle of using integral

feedback to cancel steady state errors. Different from [42], our algorithm can addi-

tionally handle local linear constraints, which commonly exists in many engineering

application [122, 123]. Also, apart from requiring the storing at each agent of the

integral of the state vector in addition to the state vector itself, the algorithm does

not introduce an extra state vector which has to be exchanged among the agents of

the network. This further distinguishes the work with the existing results based on

(primal–dual) saddle point dynamics in [44–46].

Consider a network of m agents, we assume G is connected and undirected. As-

sociated with each agent is a local state xi ∈ Rn; a convex function fi(·) : Rn → R;
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and a linear constraint Aixi = bi, where Ai ∈ Rni×n and bi ∈ image Ai ⊂ Rni . The

problem of interest is to develop a distributed algorithm which enables all nodes of G

to reach a consensus value such that

minimize
n∑
i=1

fi(xi). (4.72)

subject to Aixi = bi, (4.73)

x1 = x2 = · · · = xm. (4.74)

Remark 4.3.1 The linear constraint in (4.73) arises naturally from many engineer-

ing applications [122, 123]. Here, to avoid trivialities, we assume bi ∈ image Ai,

and rank (A) < n, where A = col {A1, · · · , Am}. This guarantees the optimization

domain defined by equations (4.73)-(4.74) is non-empty and non-unique.

4.3.2 The Update

Here, instead of using a diminishing step-size or an additional state vector to each

agent which has to be exchanged with neighbors, our key idea stems from introducing

an additional integral term to effectively eliminate the steady state error on consensus.

We propose the following continuous-time distributed algorithm,

ẋi = −Pi

(
∇fi(xi) +

∑
j∈Ni

(xi − xj) +

∫ t

0

∑
j∈Ni

(xi − xj)

)
(4.75)

where xi(0) are initialized such that Aixi(0) = bi; and Pi ∈ Rn×n is a projection

matrix to kerAi.

Table 4.2. Comparing Algorithm (4.75) with existing algorithms

Algorithm Key idea State Local constraints Update Exponential Convergence

The proposed algorithm Integral Feedback Dime. n Linear, closed Continuous Yes

Algorithms in [38] Diminishing step-size Dim. n Compact Discrete No, O(1/
√
t)

Algorithms in [42] Gradient tracking Dim. 2n Not applicable Discrete Yes

Algorithm in [41] Saddle point dynamics Dim. 2n Not applicable Continuous Yes

Algorithms in [44–46] Saddle point dynamics Dim. 2n Closed Continuous No theoretical guarantee
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Remark 4.3.2 Obviously, the proposed algorithm is distributed, because the state

update of each agent only relies on the information of itself and that of its neighbors.

In update (4.75), the projection matrix Pi and the special initialization on xi(0) are

used to handle the linear constraint (4.73). As a special case, if for one or more

agents, the linear constraint does not exist, then one can correspondingly initialize

xi(0) as an arbitrary value and replace the projection matrix by an identity matrix.

4.3.3 Main Result

Algorithm (4.75) allows us to propose the main result by the following Theorem.

Theorem 4.3.1 Suppose G is connected and undirected, fi(x) is convex for i =

1, · · · ,m and F (x) =
∑m

i=1 fi(x) is strongly convex 4 and twice differentiable at x∗,

where x∗ is the minimizer of
∑n

i=1 fi(x) subject to Aix
∗ = bi, i = 1, · · · ,m. Then

given any xi(0) such that Aixi(0) = bi, update (4.75) drives the states of each agent

exponentially fast to x∗.

In the following, we will prove Theorem 4.3.1.

Steady-state Analysis

We first propose the following lemma, which characterizes the existence and

uniqueness properties of the equilibrium point of (4.75).

Lemma 4.3.1 Consider the updates (4.75), where G is connected and undirected;

fi(x) is convex for i = 1, · · · ,m and F (x) =
∑m

i=1 fi(x) is strongly convex and twice

differentiable at x∗, where x∗ is the minimizer of
∑n

i=1 fi(x) subject to Aix
∗ = bi,

i = 1, · · · ,m. Then an equilibrium point x∗i of the equations exists and is unique.

Furthermore, for all i = 1, · · · ,m, there holds x∗i = x∗, ensuring that the equilibrium

4A differentiable function F (·) is called strongly convex at x∗ with parameter ω > 0 if a>[∇F (a+

x∗)−∇F (x∗)] ≥ ω‖a‖22 holds for all vectors a in its domain.
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point obeys the consensus property and optimizes the constrained optimization problem

(4.72)-(4.74).

For simplicity in analyzing the proposed algorithm from a global prospect define

x = col {x1, · · · , xm} ∈ Rmn, P̄ = diag {P1, · · · , Pm} ∈ Rmn×mn and L̄ = L ⊗ In ∈

Rmn×mn, where L ∈ Rm×m is the Laplacian matrix of the graph G. [We will frequently

use below the property of L that it is symmetric with kernel spanned by 1m, the m-

vector of all 1’s.] Then update (4.75) can be rewritten as

ẋ = −P̄
(
∇f(x) + L̄x+

∫ t

0

L̄x

)
. (4.76)

This is further equivalent to

ẋ = −P̄
(
∇f(x) + L̄x+ y

)
(4.77)

ẏ = L̄x (4.78)

where y ∈ Rmn and y(0) = 0.

Remark 4.3.3 Evidently the dynamics (4.77)-(4.78) is equivalent to (4.75), where

the integral term implicitly introduces an extra state y. Each component of this extra

state can be obtained via local computations and stored by each agent, and does not

have to be exchanged across the network. For existing algorithms characterized by

saddle-point dynamics, the extra states must be exchanged across the network [41,124].

Proof of Lemma 4.3.1: In order to prove Lemma 4.3.1, since (4.77)-(4.78) and

(4.75) are equivalent, it is sufficient to show that there exist equilibrium points (x∗,y∗)

with unique x∗ for (4.77)-(4.78) such that

0 = −P̄
(
∇f(x∗) + L̄x∗ + y∗

)
(4.79)

0 = L̄x∗ (4.80)

where x∗ = 1m⊗x∗ and x∗ is the minimizer of F (x) =
∑m

i=1 fi(x) subject to Aix
∗ = bi

for all i; ∇f(x∗) is the column stack of the vectors ∂fi(xi)
∂xi

∣∣∣
x∗

. Furthermore, note that
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in (4.79), the value of y∗ cannot be taken arbitrarily. Since y(0) = 0, the integration

of y in equation (4.78) indicates that for all t, y(t) ∈ image L̄. Hence, y∗ ∈ image L̄.

In the following, we first assume the equilibrium (x∗,y∗) described in (4.79)-(4.80)

exists and show that x∗ is unique, taking the form set out in the lemma statement.

Since ker L̄ = image (1⊗ In), from equation (4.80), one has x∗1 = · · · = x∗m, which is

the consensus property. Next, recall that image Pi = kerAi, then kerPi = image A>i .

Let Ā = diag {A1, · · · , Am}. From equation (4.79) and P̄ = diag {P1, · · · , Pm}, there

exists a z∗ = col {z∗1 , · · · , z∗m}, z∗i ∈ Rni such that

∇f(x∗) + L̄x∗ + y∗ = Ā>z∗. (4.81)

Further recall that ∇f(x∗) is the column stack of the vectors ∂fi(xi)
∂xi
|x∗ , then multi-

plying equation (4.81) on the left by (1m ⊗ In)> yields

(1m ⊗ In)>∇f(x∗) =
m∑
i=1

∇fi(x∗) =
m∑
i=1

A>i zi. (4.82)

This, by standard Lagrange multiplier theory, tells us x∗ is a critical point for F (x) =∑n
i=1 fi(x) on the manifold defined by Aix

∗ = bi for all i. Because we have assumed

that
∑n

i=1 fi(x) is strongly convex at x∗, x∗ is unique and is a minimizer.

Now we establish the existence of (x∗,y∗) as an equilibrium point, which is an

assumption we previously made in the proof. Because x∗ minimizes
∑

i fi(x) subject

to Aix
∗ = bi, by standard Lagrange multiplier theory, there exist Lagrange multipliers

z∗i [125] such that
m∑
i=1

∇fi(x∗)−
m∑
i=1

A>i z
∗
i = 0 (4.83)

Using the z∗i , we now make the definition

y∗i = A>i z
∗
i −∇fi(x∗) (4.84)

As a side remark, we observe that the uniqueness, or otherwise, of y∗i does not influence

the result of Lemma 4.3.1, as it does not originally appear in the update (4.75).

Note immediately that in (4.83), if
[
A>1 , · · · , A>m

]
does not have linearly independent
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columns, the value of z∗i is non-unique [125]. Consequently, the value of y∗i is also

non-unique.

From equation (4.84), we have ∇fi(x∗) + y∗i = A>i z
∗
i , or

∇f(x∗) + y∗ = Ā>z∗ (4.85)

and indeed

∇f(x∗) + L̄x∗ + y∗ = Ā>z∗ (4.86)

From this, since P̄ Ā> = 0, we obtain

0 = −P̄ (∇f(x∗) + L̄x∗ + y∗) (4.87)

This ensures the satisfaction of (4.79). Furthermore, from (4.83) and (4.84) one has

m∑
i=1

y∗i =
m∑
i=1

[
A>i z

∗
i −∇fi(x∗)

]
= −

(
m∑
i=1

∇fi(x∗)−
m∑
i=1

A>i z
∗
i

)
= 0

This ensures the satisfaction of y∗ ∈ image L̄ and completes the proof.

Change of coordinate frame

In order to examine the transient behavior of (4.77)-(4.78), it is convenient to

make a coordinate transformation which ensures that in the new coordinates, the

equilibrium point corresponding to x∗ is moved to zero. Here, we change the origin

of updates (4.77)-(4.78), by defining vectors x̃, ỹ as follows:

x̃ = x− x∗

ỹ = y − y∗ (4.88)
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where, as above, x∗ = 1m ⊗ x∗ and y∗ satisfies (4.87) with a certain Lagrange multi-

plier z∗. Note that when y∗ is non-unique, one can make an arbitrary choice consistent

with (4.84). Evidently,

˙̃x =− P̄
(
∇f(x̃+ x∗)− L̄(x̃+ x∗)− (ỹ + y∗)

)
=− P̄

(
[∇f(x̃+ x∗)−∇f(x∗)]− L̄x̃− ỹ

)
(4.89)

˙̃y = L̄(x̃+ x∗) = L̄x̃ (4.90)

To continue, we further modify updates (4.89)-(4.90) by a frame transformation.

Since the linear equitation set Aix = bi, i = 1, · · · ,m has multiple solutions, there

exists a single nonzero vector in the kernel of every Ai, i.e. in the range of every

Pi. Observe then that if v = Piyi is such a vector, then Piv = v, ∀i ∈ {1, · · · ,m}.

Recalling that ker L̄ = image (1⊗ In), then, P̄ L̄P̄ (1⊗ v) = 0, which means P̄ L̄P̄ is

singular. Thus, there exists an orthogonal matrix Q =
[
R1 R2

]
, with R1 ∈ Rmn×n̄1 ,

R2 ∈ Rmn×n̄2 , n̄1 + n̄2 = mn, such that

Q>P̄ L̄P̄Q =

0 0

0 R>2 P̄ L̄P̄R2

 , (4.91)

where the matrix R>2 P̄ L̄P̄R2 is non-singular. Now define new vectors X, Y by the

transformations

X = Q>x̃, Y = Q>P̄ ỹ. (4.92)

Multiplying the differential equations (4.89)-(4.90) on the left, by Q> and Q>P̄ ,

respectively, yields

Ẋ =−Q>P̄ [∇f(QX + x∗)−∇f(x∗)]−Q>P̄ L̄P̄QX

− Y (4.93)

Ẏ = Q>P̄ L̄P̄QX (4.94)

Note that in the derivation of (4.93)-(4.94), we have replaced QX with P̄QX. This

equality holds because both xi(t) for all t and x∗ are solutions to Aix = bi; then
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Pi(x1−x∗) = (x1−x∗), that is, P̄QX = P̄ x̃ = col {P1(x1−x∗), · · · , Pm(xm−x∗)} =

x̃ = QX. Based on (4.93)-(4.94), further partition the vectors X, Y as

X =

X1

X2

 , Y =

 Y1

Y2

 (4.95)

where X1, Y1 ∈ Rn̄1 and X2, Y2 ∈ Rn̄2 . Consider now the equations for X1, Y1 alone.

Using equation (4.91), there results

Ẋ1 =−R>1 P̄ ([∇f(x̃+ x∗)−∇f(x∗)]− Y1) (4.96)

Ẏ1 = 0 (4.97)

and

Ẋ2 =−R>2 P̄ [∇f(QX+x∗)−∇f(x∗)]

−R>2 P̄ L̄P̄R2X2 − Y2 (4.98)

Ẏ2 = R>2 P̄ L̄P̄R2X2 (4.99)

Now observe that Y1(0) = 0. [The argument is as follows. Because Q =
[
R1 R2

]
and P̄ L̄P̄ , from equation (4.91), one has R>1 P̄ L̄ = 0. Recall that y(0) = 0 and

y∗ ∈ image L̄, then Y1(0) = R>1 P̄ ỹ(0) = R>1 P̄ (y(0)− y∗) = 0.] In light of (4.97),

this means that Y1 = 0 for all t, furthermore, X>Y = X>1 Y1 +X>2 Y2 = X>2 Y2.

Stability questions concerning (4.89) and (4.90) thus can be treated as stability

questions concerning the equations (4.96), (4.98) and (4.99), leaving out (4.97).

Proof of Theorem 4.3.1

The proof comprises two main steps. In the first step, Lyapunov theory is used

to establish asymptotic stability of (4.96), (4.98) and (4.99). In the second step, the

equilibrium is shown to be locally exponentially stable through examination of the

linearization of the system at the equilibrium point. Together, this implies that all

trajectories of the nonlinear system converge exponentially fast to the equilibrium.
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First, noting that R>2 P̄ L̄P̄R2 is symmetric positive definite, we can define a pos-

itive definite function V of X and Y2 as follows:

V =
1

2

[
X>X + Y >2 (R>2 P̄ L̄P̄R2)−1Y2

]
. (4.100)

We will show V is a Lyapunov function from which asymptotic stability can be con-

cluded. Computing the derivative along motions of equations (4.93)-(4.94) gives us

V̇ =−X>Q>P̄ [∇f(QX+x∗)−∇f(x∗)]−X>Q>P̄ L̄P̄QX

−X>Y + Y >2 (R>2 P̄ L̄P̄R2)−1(R>2 P̄ L̄P̄R2)X2

=−X>Q>[∇f(QX+x∗)−∇f(x∗)]−X>Q>L̄QX (4.101)

Note that the last equality holds because QX = P̄QX and X>Y = X>1 Y1 +X>2 Y2 =

X>2 Y2.

Since ∇f(x) = col {∇f1(x1), · · · ,∇fm(xm)} and each fi(xi) is convex, one has

−X>Q>[∇f(QX+x∗)−∇f(x∗)] ≤ 0. Thus, V̇ in (4.101) is non-positive. We will now

apply LaSalle’s Theorem [126]. Observe that, V̇ = 0 if and only if X>Q>[∇f(QX +

x∗) − ∇f(x∗)] = 0, and L̄QX = 0. Because ker L̄ = image (1m ⊗ In), one has

QX = 1m ⊗ u, u ∈ Rn. Recall also that F (x) =
∑m

i=1 fi(x) is strongly convex at x∗,

thus, there exists a positive ω such that for any q ∈ Rn,

m∑
i=1

[
q>(∇fi(q + x∗)−∇fi(x∗))

]
= (1m ⊗ q)> (∇F (q + x∗)−∇F (x∗)) ≥ ω‖q‖2

2 (4.102)

Due to the convexity of each fi(xi) such that q>(∇fi(q + x∗) − ∇fi(x∗)) ≥ 0, in

(4.102), there exists at least one j ∈ {1, · · · ,m} such that

q>(∇fj(q + x∗)−∇fj(x∗)) ≥
ω

m
‖q‖2

2.

Thus, for QX = 1m ⊗ u, u 6= 0,

X>Q>[∇f(QX+x∗)−∇f(x∗)]=
m∑
i=1

u>[∇fi(u+x∗)−∇fi(x∗)]

≥ u>[∇fj(u+ x∗)−∇fj(x∗)] ≥
ω

m
‖u‖2

2 > 0 (4.103)
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From equation (4.103) and the fact that Q is nonsingular, we know that V̇ is strictly

negative when X 6= 0. Then, by LaSalle’s Theorem, the update (4.93)-(4.94) will

converge asymptotically to the trajectories whereX = col {X1, X2} is identically zero.

Since Q is non-singular, one concludes that the x̃ in (4.89) converges asymptotically

to the trajectories where x̃ = 0. Hence, update (4.75) converges asymptotically

to its equilibrium point. Then by Lemma 4.3.1, the states of each agent converge to

constant vectors x∗i which obeys the consensus property such that for all i = 1, · · · ,m,

x∗i = x∗ and x∗ is the minimizer of F (x) =
∑n

i=1 fi(x). Note that at this point, by

the asymptotic convergence of x̃ → 0 in (4.89)-(4.90), one can conclude that P̄ ỹ

converges asymptotically to 0. However, this is not sufficient to assert that ỹ, nor

that
∫ t

0
L̄x(τ)dτ = y = ỹ + y∗ in (4.76), converges to a constant. In the following,

we further establish the exponential convergence rate of the proposed update and

with such result, show that the
∫ t

0
L̄x(τ)dτ in update (4.76) converges exactly to a

constant.

To further establish the exponential convergence rate of the proposed update,

consider the following linear time-invariant system, which linearizes the X dynamics

of (4.93)-(4.94) at its equilibrium point obtained in Lemma 4.3.1:

˙̃
X =−Q>P̄Hf(0)QX̃ −Q>P̄ L̄P̄QX̃ − Ỹ (4.104)

˙̃
Y = Q>P̄ L̄P̄QX̃ (4.105)

where X̃, Ỹ ∈ Rmn; Hf(0) ,
∂2f(x)
∂x2

∣∣∣
x=x∗

∈ Rmn×mn. Furthermore, according to the

property of X of the nonlinear dynamics, X̃ satisfies P̄QX̃ = QX̃. Partition the

vectors X̃, Ỹ as X̃ = col {X̃1, X̃2} and Ỹ = col {Ỹ1, Ỹ2}, where X̃1, Ỹ1 ∈ Rn̄1 and

X̃2, Ỹ2 ∈ Rn̄2 . As for the nonlinear system, we can drop consideration of Ỹ1 and we

define a positive definite Lyapunov function of X̃ and Ỹ2 by

Ṽ =
1

2

[
X̃>X̃ + Ỹ >2 (R>2 P̄ L̄P̄R2)−1Ỹ2

]
(4.106)



101

Computing the derivative along motions of equations (4.104)-(4.105) and using the

property of P̄QX̃ = QX̃ gives us

˙̃
V = −X̃>Q>Hf(0)QX̃ − X̃>Q>L̄QX̃ (4.107)

Note that
˙̃
V = 0 if and only if Hf(0)QX̃ = 0 and L̄QX̃ = 0. Because ker L̄ =

image (1m ⊗ In), one has QX̃ = 1m ⊗ ũ, ũ ∈ Rn. Recall that F (x) =
∑m

i=1 fi(x) is

strongly convex at x∗, thus ∑m
i=1 ∂

2fi(x)

∂x2

∣∣∣∣
x=x∗

> 0 (4.108)

That is, for any QX̃ 6= 0,

X̃>Q>Hf(0)QX̃ = (1m ⊗ ũ)>Hf(0) (1m ⊗ ũ)

= ũ>
(∑m

i=1 ∂
2fi(x)

∂x2

∣∣∣∣
x=x∗

)
ũ > 0 (4.109)

This, along with the fact that Q is non-singular, tells us
˙̃
V < 0 for any nonzero

X. Once again, LaSalle’s Theorem delivers asymptotic stability of the system with

state vector comprising the entries of X̃1, X̃2, Ỹ2. But since the system is linear

and time-invariant, such stability is also exponential. This, along with Hartman-

Grobman theorem [127], gives us the local exponential stability of the non-linear

dynamics (4.93)-(4.94) associated with X1, X2, Y2. That is, there exists certain a

δ > 0, such that if ‖[X>1 (0), X>2 (0), Y >2 (0)]‖2 ≤ δ, then X1(t), X2(t), Y2(t) converges

to zero exponentially fast. Recall also that the update equations for X1(t), X2(t), Y2(t)

are globally asymptotically stable; thus, given any initial state outside the ball of

radius δ surrounding the origin, the associated trajectory converges to the boundary

of the ball in a finite time. More generally (and as a result), given an arbitrary but

fixed compact set K of possible initial conditions [X>1 (0), X>2 (0), Y >2 (0)], it follows

that there exists a finite time T , depending on K, such that every trajectory from

any initial condition in K has reached the ball at or before time T . The combination

of this and the local exponential stability implies the exponential convergence rate of
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the nonlinear equations for X1, X2, Y2 for all initial conditions in a fixed but arbitrary

compact set K, with the decay rate depending on K.

To further show that the
∫ t

0
L̄x(τ)dτ in update (4.76) converges to a constant,

note that by equation (4.92), the exponential convergence of X = col {X1, X2} leads

to the exponential convergence of x̃. Thus, from (4.90), the exponential decaying

of ˙̃y implies that ỹ converges to a constant exponentially fast, which also holds for∫ t
0
L̄x(τ)dτ . This completes the proof.

4.3.4 Validation

In this section, we provide numerical simulations to validate Theorem 4.3.1. Let

m = 5, n = 20, ni = 3, for i = 1, · · · , 5. Consider the five-agent network shown

in Fig 4.4. Suppose each agent i knows a local objective function fi(x) and a local

1

3

4

5

2

Figure 4.4. An undirected connected network of five agents.

constraint Aix = bi such that

f1(x) = ‖x‖2
2 f2(x) = ‖x− c2‖2

2

f3(x) =
20∑
k=1

ex[k] f4(x) =
20∑
k=1

e−2x[k] (4.110)

f5(x) = ‖x− c5‖4
2

where x[k] denotes the kth entry of vector x; Ai ∈ R3×20, bi ∈ image Ai ⊂ R3 and

c2, c5 ∈ R20 are constant matrices/vectors. Given the convex fi(x) defined in (4.110)

and the fact that the constraint set Aix = bi, i = 1 · · · , 5 is under-determined, there

exists a unique solution x∗ ∈ R20 that minimizes F (x) =
∑n

i=1 fi(x). Furthermore,
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since F (x) is strictly convex and twice differentiable everywhere in R20, it is also

strictly convex and twice differentiable at x∗.

The exponential convergence rate

In order to validate Theorem 4.3.1, we let each agent initialize its local state

xi ∈ R20 as Aixi(0) = bi and then update its state by equation (4.75). Define the

following function:

W (t) =
5∑
i=1

‖xi(t)− x∗‖2
2, (4.111)

for which W (t) = 0 if and only if all xi(t) = x∗ for all i = 1, · · · , 5, where x∗ is

the unique minimizer of F (x) =
∑n

i=1 fi(x) subject to Aix = bi, i = 1 · · · , 5. The

simulation result is given by the Ode45 solver of MATLAB, and is shown in Fig. 4.5,

where the Y-axis is scaled by log(·). The constant slope of the curve W (t) (with

W (t) converging to 0) indicates the exponential convergence of the algorithm, which

validates Theorem 4.3.1. Note that Fig. 4.5 corresponds to the particular objective

function in (4.110) of a 5-agent network, as well as a certain choice of initial states

xi(0) which satisfy Aixi(0) = bi. The convergence property shown here is absolutely

representative of what happens with almost all randomly chosen examples and initial

states.

𝑡

𝑊(𝑡)

Figure 4.5. The exponential convergence rate of the proposed algorithm.
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Robustness towards disturbance

In practice, due to sensor error and measurement mismatch, multi-agent systems

are usually accompanied by disturbances. In this sub-section, as in [128], we inves-

tigate the impact of constant disturbance to the proposed algorithm. Consider a

constant vector v ∈ R100, where entry of the vector v is randomly and uniformly

chosen from [0, 0.05]. We introduce t he constant disturbance v to the state x(t)

when it is transferred through the network.

ẋ = −P̄
(
∇f(x) + L̄(x+ v) +

∫ t

0

L̄(x+ v)

)
, (4.112)

ẋ = −P̄
(
α(t)∇f(x) + L̄(x+ v)

)
, (4.113)

where α(t) is chosen as 1/t, L̄ = L ⊗ In is the augmented Laplacian matrix of the

network, and v 6= 0 is the constant disturbance we have introduced. Note that the

update (4.112) corresponds to the proposed algorithm in this section, and the update

(4.113) corresponds to the algorithm (4.6), where the discrete-time versions of the

update are proposed in [37,38].

𝑡

𝑊(𝑡)

The proposed algorithm

Figure 4.6. An undirected connected network of five agents.

For both algorithms, we use the same initial state the Ode45 solver of MATLAB

to simulate the dynamics of (4.112) and (4.113), where obtained error curves W (t) are

shown in Fig. 4.6. It can be observed that for the update with diminishing step-size,

the non-zero disturbance will accumulate with time t and finally leads the curve W (t)
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to blow up. This means the agents’ states are not able to converge to the optimum

point x∗. For the proposed update, the curve of W (t) does not grow with time t,

instead, it converges to a constant value that is close to 0. This means that the states

of all agents will converge to a small neighborhood of x∗ (They do not converge to

the exact optimum value due to the existence of the constant disturbance). By such

comparison, it can be validates that update (4.112) has strikingly better robustness

against disturbance than update (4.113).
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5. A RESILIENT CONVEX COMBINATION FOR

CONSENSUS-BASED DISTRIBUTED ALGORITHMS 1

5.1 Introduction

Consensus-based distributed algorithms for multi-agent networks enable all agents

in the network to reach an agreement regarding a certain quantity of interest, which

could be an unconstrained value [129, 130], an average of all agents’ initial states

[131, 132] a solution to a group of linear equations [12, 13, 16, 17, 40], or a constant

for optimizing an objective function [37, 39, 115]. Success of these updates heavily

depends on the utilization of convex combinations of nearby neighbors’ states. When

one or more agents become malicious under cyber-attacks, false information will be

injected into the convex combination and usually lead to failures of consensus-based

distributed algorithms [47, 53, 133]. Considering the fact that many multi-agent net-

works in practice such as distributed power grids or robotic networks, are large-scale

and often operate in open and hostile environments, the exposure to cyber-attacks is

inevitable. Moreover, in a fully distributed scenario, the lack of global information

makes it significantly challenging (and in some cases, impossible) to identify or isolate

those malicious agents, especially when the cyber-attack is very sophisticated such

as Byzantine attack [134]. Although significant progress has recently been achieved

by a combination of cyber and system-theoretic approaches in [135–137], these meth-

ods are either computationally expensive, assume the network topology to be fully

connected, or require the normal nodes to be aware of nonlocal information such

as independent paths between themselves and other nodes. Recognition of this has

motivated us to achieve a resilient convex combination, which refers to the convex

combination of normal states that have not been manipulated by cyber-attacks, only

1Resarch in this section has been published in the papers [59] with me as the leading author.
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knowing the upper bound to the number of malicious agents. Very nice results for

achieving such a resilient convex combination have recently been developed based on

Tverberg points [54–56,58,138]. As mentioned in [57], except for some specific values

of n [57, 138], the computational complexity of achieving exact Tverberg points is

usually high. Thus, one major goal of this paper is to develop an algorithm with

low computational complexity for achieving a resilient convex combination. We will

also apply the resilient convex combination in providing safety for consensus-based

distributed algorithms in the adversarial environment.

5.2 Problem Formulation

Let xA = {x1, x2, · · · , xm} denote a set of vectors in Rn, where A = {1, 2, ...,m}.

Suppose one knows that at most a number of κ vectors in xA are malicious, but

the labels of malicious vectors are not known. Then there are at least a number of

p = m−κ normal vectors in xA. Suppose one knows a subset Ā ⊂ A, which is empty

or only contains labels of normal vectors in xA but

|Ā| = σ ≤ p. (5.1)

The problem of interest is to develop an algorithm with low-computational com-

plexity to achieve a resilient convex combination, which is defined as follows

Definition 5.2.1 (resilient convex combination) A vector is a resilient convex com-

bination of xA, if it is a convex combination of only normal vectors in xA.

The problem is trivial when κ = 0, for which a resilient convex combination simply

becomes a convex combination of xA. When κ > 0, a resilient convex combination

can technically place nonzero weights only on a small number (< p) of normal vectors,

and so trivially taking any convex combination of the elements of xĀ would yield such

a combination. However, the approach that we discuss in the paper can also, in some

cases, yield non-trivial convex combinations of a large number of normal vectors than

just those contained in xĀ, with applications in a variety of scenarios (as discussed
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in the simulations section). One way to achieve such a non-trivial resilient convex

combination is through Tverberg points as in [54–56, 58, 138]. For any S ⊂ A, let

H(xS) denote the convex hull of vectors in xS , that is,

H(xS) = {
|xS |∑
k=1

αksk : sk ∈ xS , αk ≥ 0,

|xS |∑
k=1

αk = 1}. (5.2)

Then the existence of Tverberg points is guaranteed by the following theorem.

Tverberg Theorem [139]: Suppose m ≥ κ(n + 1) + 1 for the given set xA. Then

there must exist a partition of A into κ+ 1 disjoint subsets B1, · · · ,Bκ+1 such that

T =
κ+1⋂
j=1

H(xBj) 6= ∅, (5.3)

where
κ+1⋃
j=1

Bj = A

and

Bj ∩ Bk = ∅, ∀j 6= k.

Points in the non-empty intersection T in (5.3) are called Tverberg points of the

(κ+ 1)-partition of A.

While results in [54, 55, 58] are elegant, one major concern of applying Tverberg

points lies in the requirement of high computational complexity. As mentioned in [57],

except for some specific values of n, the computational complexity of calculating

Tverberg points grows exponentially with the dimension n. In the following, we will

develop a low-complexity algorithm for achieving resilient convex combinations based

on the intersection of convex hulls.
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5.3 Resilient Convex Combination

5.3.1 A Resilient Convex Combination through Intersection of Convex

Hulls

Let

R =
r⋂
j=1

H(xAj), (5.4)

where r =
(

m−σ
m−σ−κ

)
and Aj, j = 1, 2, ..., r, denote all subsets of A such that

Ā ⊂ Aj ⊂ A, |Aj| = m− κ. (5.5)

Then one has the following lemma:

Lemma 5.3.1 If R 6= ∅, then any point in R is a resilient convex combination.

Proof of Lemma 5.3.1: Since the number of malicious points in xA is upper

bounded by κ, there must exist at least one subset Aj∗ which consists of only normal

points. As long as R 6= ∅, for any vector q ∈ R, it must be true that q ∈ H(xAj∗ ).

Thus, q is a resilient convex combination.

Compared with the Tverberg points set in (5.3), the R in (5.4) defines a larger

set for choosing resilient convex combinations, as indicated by the following lemma.

Lemma 5.3.2 The set T in (5.3) and the set R in (5.4) satisfy

T ⊂ R. (5.6)

Proof of Lemma 5.3.2: We first claim that for each Aj, j = 1, 2, ..., r, defined

in (5.5), one of B1, · · · ,Bκ+1 must be its subset. We prove this by contradiction.

Suppose there exists a Aj† such that none of B1, · · · ,Bκ+1 is a subset of Aj† . Then

each Bj, j = 1, 2, · · · , κ+ 1, must have at least one element that is not in Aj† . Note

that the sets B1, · · · ,Bκ+1 are disjoint. Then there are at least κ + 1 elements that

are not in Aj† . Then |Aj†| ≤ m−κ−1, which contradicts the fact that |Aj†| = m−κ.

Thus for each Aj, one of B1, · · · ,Bκ+1 must be a subset of Aj. From this and the
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definition of R in (5.4), one has
⋂κ+1
j=1 H(xBj) ⊂ R, which is (5.6). This completes

the proof.

To guarantee that R is not empty, one has the following lemma:

Lemma 5.3.3 If Ā 6= ∅, then R 6= ∅; If Ā = ∅, but m ≥ (κ(n+ 1) + 1), then R 6= ∅.

Proof of Lemma 5.3.3: For the case of Ā 6= ∅, recall equation (5.5) that Ā ⊂ Aj.

Then for any j = 1, 2, ..., r, one has

H(xĀ) ⊂ H(xAj).

It follows that

H(xĀ) ⊂
r⋂
j=1

H(xAj) = R

Thus, Ā 6= ∅ leads to R 6= ∅.

For the case of Ā = ∅, if m ≥ (κ(n+ 1) + 1), one has from the Tverberg Theorem

that T 6= ∅. Thus, Lemma 5.3.2 leads to

T ⊂ R 6= ∅

This completes the proof.

5.3.2 A Low-Complexity Algorithm to Calculate R

Since any point in R is a resilient convex combination (by Lemma 5.3.1), it is

desirable to calculate the set R, which by (5.4) is the intersection of a group of

convex hulls. Existing approaches for the computation of intersection of convex hulls

are usually computationally complex (#p-hard in [140]). Thus, in this section, we

will develop an algorithm with low computational complexity for calculating a point

in R.

First, we will propose an equivalent expression of the set R in terms of equality

and inequality constraints. For each Aj = {j1, j2, · · · , jp}, j = 1, 2, ..., r, we define

the following matrix

Yj =
[
xj1(t) xj2(t) · · · xjp(t)

]
∈ Rn×p. (5.7)
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We call

X = diag{Yj, j = 1, 2, ..., r} ∈ Rnr×pr (5.8)

the coordinate matrix. For example, suppose A = {1, 2, 3}, Ā = {1} and κ = 1,

then p = 2, r = 2 and one has:

A1 = {1, 2}, A2 = {1, 3}

Y1 =
[
x1 x2

]
, Y2 =

[
x1 x3

]
X =

Y1 0

0 Y2

 .
This coordinate matrix allows us to characterize the set R with the following lemma

Lemma 5.3.4 Let C ∈ Rr×r be the circulant matrix with the first row in the form of[
1 −1 0 · · · 0

]
. Then

R =

{
1

r
(1′r ⊗ In)Xβ

}
, (5.9)

for all β ∈ Rpr that satisfies

(C ⊗ In)Xβ = 0 (5.10)

(Ir ⊗ 1′p)β = 1r (5.11)

β ≥ 0. (5.12)

Before proving Lemma 5.3.4, note that if we let β = col {βj, j = 1, 2, ..., r} and

yj = Yjβj ∈ Rn, with βj ∈ Rp, then

Xβ = col {yj, j = 1, 2, ..., r}. (5.13)

This indicates that the components yj of Xβ are linear combinations of vectors stored

in Yj according to the coefficient vector βj. With this, we carry out the following proof.

Proof of Lemma 5.3.4: From (5.13), the definition of the circulant matrix C, and

(C ⊗ In)Xβ = 0 in (5.10), one has for all j = 1, 2, ..., r, there exists a y∗ such that

yj = y∗. (5.14)
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Let Yj denote the set of yj for all β satisfying (5.11)-(5.12). Note that these equa-

tions ensure βj is a nonnegative vector with entries summing to 1, which guarantees

the combinations yj = Yjβj are convex. Then, given the definitions (5.2) and (5.7),

it is true that

Yj = H(xAj), j = 1, 2, ..., r. (5.15)

This along with (5.14) indicate that the set of all feasible y∗ is given by

{y∗} =
r⋂
j=1

Yj =
r⋂
j=1

H(xAj) = R. (5.16)

Recall that (1′r ⊗ In)Xβ = y1 + y2 + ...+ yr = ry∗. Thus,{
1

r
(1′r ⊗ In)Xβ

}
= R.

This completes the proof.

Lemma 5.3.4 tells us that computing the set R is equivalent to solving equations

(5.9)-(5.12). However, to obtain a particular resilient convex combination, one does

not necessarily have to find all points in this set. Here, we consider a point u, which

tends to equally use all vectors in xA, namely

u =
1

r
(1′r ⊗ In)Xβ∗ (5.17)

where β∗ is computed by the following quadratic programming problem:

minimize J(β) =
1

p
‖β − 1

p
1pr‖2

2 (5.18)

subject to constraints (5.10)-(5.12). Specially when κ = 0, one has r = 1, p = m.

Then β∗ = 1
m

1m, and u = 1
m

∑m
j=1 xj, which is the average of all vectors in xA.

To reveal the mechanism of (5.18), note that

1

p
‖β − 1

p
1pr‖2

2 =
1

p

r∑
j=1

‖βj −
1

p
1r‖2

2

which minimizes the sum of variances of coefficient vectors βj. Recall that since the

entries of βj sum up to 1, its average should be 1
p

so when the value of J(β) approaches
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0, the weights are equally distributed to all states. In this way, the u in (5.17) can

be viewed as an unbiased choice of the resilient convex combination that lies in the

region R. It is worth mentioning that the complexity of achieving the β∗ in (5.18) is

O(n · (mr)3) [141].

5.3.3 Main Result

The main result of the paper is the following theorem, which summarizes Lemmas

5.3.1-5.3.4:

Theorem 5.3.1 Consider a set xA = {x1, x2, · · · , xm} of m vectors in Rn, where

A = {1, 2, ...,m}. Suppose at most κ vectors in xA are malicious and Ā is a known

label set that only contains normal vectors, which can also be empty. If Ā 6= ∅ or

m ≥ (κ(n + 1) + 1), any point in the non-empty set R defined in (5.4) is a resilient

convex combination. One specific point u ∈ R defined in (5.17) can be computed by

solving the quadratic programming problem (5.18) subject to constraints (5.10)-(5.12).

Recall that the set of Tverberg points T , which is a subset of R, also provides

a region for choosing resilient convex combinations. Comparisons between T and R

are provided as follows:

• First, determining Tverberg points requires high computational complexity. Al-

though the Tverberg Theorem provides a sufficient condition for the existence

of a partition leading to Tverberg point, the theorem does not provide an algo-

rithm for finding the partition for achieving Tverberg points, apart from enu-

merating all possible partitions and checking the intersection of convex hulls

for each partition. As mentioned in [57], except for some specific values of n,

the computational complexity of achieving Tverberg points is O(mn−1) [57],

which grows exponentially with n − 1, where n is the dimension. In contrast,

it has been shown that the resilient convex combination proposed in (5.17) can

be computed by solving a standard quadratic programming problem, whose

computational complexity is polynomial in n.
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• Second, the existence of an non-empty Tverberg point set T requires that

m ≥ κ(n + 1) + 1, while one has R 6= ∅ if Ā 6= ∅ or m ≥ κ(n + 1) + 1.

In achieving resilience for distributed algorithms, one aims to guarantee all nor-

mal agents’ states to converge to a consensus. Then each normal agent at least

has one element (which is itself) in Ā. Then the existence of an non-empty R is

automatically guaranteed. Please refer to Fig. 5.1. (A) and (B) for an example

when R is non-empty while T = ∅, and an example T ⊂ R, respectively.

1

2

3

4

5

6

Figure 5.1. Finding Tverberg point T (yellow) in a 2-D space, with
Ā = {1}. [κ = 2, m = 6, m < (κ(n+ 1) + 1)]

1

2

3

4

Figure 5.2. Finding R (red) in a 2-D space, with Ā = {1}. [κ = 1,
m = 4, m = (κ(n+ 1) + 1)]
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5.4 Application of the Resilient Convex Combination into Consensus-

Based Distributed Algorithms

Consider a network of m̄ agents in which each agent i is able to sense or receive

information from certain other nearby agents, termed agent i’s neighbors. We suppose

agent i is always a neighbor of itself and we let Ni(t) denote the set of agent i’s

neighbors at time t, i = 1, 2, · · · , m̄. The neighbor relations can be described by a

time-dependent graph G(t) such that there is a directed edge from j to i in G(t) if and

only if j ∈ Ni(t). Suppose each agent i controls a state vector xi(t) ∈ Rn. Consensus-

based distributed algorithms have been proposed in the literature that solve problems

that are unconstrained, constrained by linear or nonlinear constraints [12], and/or

minimize a global objective function [37]. These algorithms share a common form

xi(t+ 1) = fi(xi(t), vi(t)) (5.19)

where vi(t) is a convex combination of all agent i’s neighbors’ states, that is,

vi(t) =
∑

j∈Ni(t)

wij(t)xj(t)

with
∑
j∈Ni

wij(t) = 1.

Since each agent updates its state by a convex combination of all its neighbors’

states, when one or more neighbors are malicious, the convex combination also con-

tains false information, which may prevent the overall consensus goal from being

reached. This motivates the key idea to replace the convex combination vi(t) with

a resilient convex combination ui(t) defined in (5.17). To be more specific, in each

time step, we assume that agent i knows A = Ni(t), Ā = {i} and the upper bound of

agent’s malicious neighbors κ. Then it computes ui(t) by solving the quadratic pro-

gramming problem (5.18) under constraints (5.10)-(5.12). In this way, the malicious

information is automatically isolated by ui(t).
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5.5 Validation

In this section, we provide simulations for an 11-agent time-varying network con-

sisting of both directed and undirected edges as indicated in Fig. 5.3, in which agent

10 and 11 are malicious agents and connect themselves to different normal agents as

time evolves. By replacing vi(t) in (5.19) with ui(t), the problem of interest is to

check whether all normal agents from 1 to 9 under this update still reach the desired

consensus in the presence of malicious agents. In the following examples, we suppose

each xi(t) ∈ R2, κ = 1 (even though there are two malicious agents, for each agent,

the upper bound of malicious neighbor is 1). Each malicious agent sends a state to

its neighbors which is randomly chosen from the set [0, 2]× [0, 2].

1 2 3

4 5 6

7 8 9

1 2 3

4 5 6

7 8 9

1 2 3

4 5 6

7 8 9

1 2 3

4 5 6

7 8 9

(𝑎)

10

11

10

10

10

11

11 11

(𝑏)

(𝑑)(𝑐)

Figure 5.3. A network of 11 agents with malicious agents marked in red.

Example 1 (Unconstrained Consensus).



117

We first consider the unconstrained consensus problem, in which all xi(t) ∈ R2,

i = 1, 2, · · · , 9, aim to reach consensus by the following update

xi(t+ 1) =
1

di(t)

∑
j∈Ni(t)

xi(t) (5.20)

with initialization xi(0) randomly chosen from the areas of [0, 2]× [0, 2]. Let

V (t) =
1

2

9∑
i=1

‖xi(t)− xi+1(t)‖2
2 (5.21)

which measures the closeness of all normal agents’ states to a consensus.

A. Under Fixed Graph

Suppose the network is a fixed one as in Fig. 5.3-(a). Simulation results for the

consensus update (5.20) with and without the presence of malicious agents are shown

in Fig. 5.4, which indicates unsurprisingly that the traditional consensus update

(5.20) could easily fail in the presence of malicious agents.

0 5 10 15 20 25 30 35 40 45 50

t

0

1

2

3

4

5

6

7

8

9

V (t)

Figure 5.4. Simulations of normal agents under the consensus update
(5.20) without malicious agents (blank line) and with malicious agents
10 and 11 (red line).

By introducing a new resilient convex combination ui(t) at each agent i, which is

a convex combination of normal agents, one could employ the following update

xi(t+ 1) = ui(t) (5.22)
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where ui(t) could be chosen as Tverberg points or as the resilient convex combination

in (5.17). Consensus is reached in the presence of malicious agents in both cases as

shown by simulations in Fig. 5.5. It is also worth mentioning that using ui defined in

(5.17) to replace the original convex combination vi(t) could lead to faster convergence

than using Tverberg points as also indicated in Fig. 5.5

0 10 20 30 40 50 60 70

t

0

1

2

3

4

5

6

7

8

9

V (t)

Figure 5.5. Consensus is reached by introducing ui(t) as Tverberg
points (indicated by the dashed line) or as the resilient convex com-
bination (5.17) (indicated by the solid line).

B. Under Time-varying Graph

We perform simulations of unconstrained consensus on a periodic sequence of

time-varying networks as in Fig. 5.3. The method based on Tverberg point is not

applicable here since the number of each agent’s neighbors is not always greater

than the condition required by the Tverberg Theorem. However, one could still

reach consensus by introducing the resilient convex combination (5.17) into (5.22).

Simulation results are shown in Fig. 5.6.

Example 2 (Constrained Consensus).

We consider the distributed algorithm for solving linear equations. Suppose each

agent i knows

Aixi = bi
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Figure 5.6. Simulations by using the resilient convex combination
ui(t) of (5.17) into (5.22).

where

A1 = A2 = A3 =
[
3 −1

]
b1 = b2 = b3 = 2

A4 = A5 = A6 =
[
0 1

]
b4 = b5 = b6 = 1

A7 = A8 = A9 =
[
−1 3

]
b7 = b8 = b9 = 2

and updates its state according to

xi(t+ 1) = xi(t)− Pi(xi(t)− vi(t)) (5.23)

where Pi is the orthogonal projection on the kernel of Ai and vi(t) = 1
di(t)

∑
j∈Ni

xi(t).

Simulations are still performed on a periodic sequence of time-varying networks as in

Fig. 5.3. Let x∗ =
[
1 1 1

]′
denote a solution to Ax = b, which is also the desired

consensus value. Let

V (t) =
1

2

9∑
i=1

‖xi(t)− x∗‖2
2

which measures the closeness between all agents’ states to x∗. Simulation results are

as shown in Fig. 5.7 for the cases with and without malicious agents, respectively.

The presence of malicious agents also disrupts the distributed algorithm (5.23) for

solving linear equations. By using the resilient convex combination ui(t) of (5.17) at
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Figure 5.7. Simulation results under the update (5.23) with no ma-
licious agents (indicated by the black line) or with malicious agents
(indicated by the red line).

each agent i in (5.23), one still enables all agents to achieve x∗ exponentially fast in

the presence of malicious agents as shown in Fig. 5.8.
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Figure 5.8. Simulations by using the resilient convex combination
ui(t) of (5.17) in (5.23).
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6. CONCLUSION REMARKS AND FUTURE

DIRECTIONS

6.1 Conclusion Remarks

This dissertation introduces new distributed algorithms to address the distributed

computation, distributed optimization and resilient distributed consensus in multi-

agent systems.

• Consensus-based distributed algorithms for solving linear equations.

In this chapter, we have further improved an existing distributed algorithm for

solving linear equations (DALE) in three ways. First, for agents with limited

computation capability, the improved DALE enables all agents to achieve expo-

nentially fast a solution to the whole linear equations without any initialization

step. Second, if the linear equation to be solved has more than one solution,

with a modified initialization step, the improved algorithm can find the solu-

tion with minimum l2 norm. Third, by combining the projection-consensus

and sub-gradient descent aspects, the improved algorithm can find the solution

with minimum l1 norm, if the linear equation to be solved has more than one

solution.

• Scalable, Distributed Algorithms for Solving Linear Equations via

Double-Layered Networks. This chapter has devised distributed algorithms

in a double-layered multi-agent framework for solving linear equations, which

consists of clusters and each cluster is composed of an aggregator and a network

of agents. In these distributed algorithms, each agent is not required to know as

much as a complete row or column of the overall linear equation. Both analytical

proof and simulation results are provided to validate exponential convergence.
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• Consensus-based Distributed Optimization for Multi-agent Systems

The first part of this chapter has proposed a distributed algorithm for multi-

agent networks to achieve least squares solutions exponentially fast when the

networks are undirected and connected. Although the proposed algorithm is in

discrete-time, its exponential convergence does not rely on any time-varying or

small step-size. In the second part of this chapter, by incorporating the idea of

integral feedback, we proposed a continuous-time distributed algorithm which

is able to solve a constrained distributed optimization problem. This algorithm

does not impose an additional burden on the communication bandwidth, ensures

exponentially fast convergence, and offers robustness against disturbance.

• A Resilient Convex Combination for consensus-based distributed al-

gorithms. In this chapter, given a set of vectors that includes both normal

and malicious information, this paper has proposed a way to determine a re-

silient convex combination by using the intersection of convex hulls. By for-

mulating the set of such combinations as linear constraints, a vector inside this

set can be computed by quadratic programming. It has been shown that the

obtained resilient convex combination can isolate harmful state information in-

jected by cyber-attacks. In addition, since no identification process is required,

the method has promise for dealing with time-varying attacks for consensus-

based distributed algorithms, as shown by simulations.

6.2 Future Directions

Originated from my Ph.D. research progress, my future research goal mainly fo-

cuses on bridging the gap between the theoretical advances and engineering practice of

multi-agent control, and further applies these techniques in AI-based machine learn-

ing/data driven control applications, achieving network resilience under sophisticated

cyber-attacks, and studying the Human in loop for multi-agent systems. Towards
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these ends, the major issues that I identify and seek to address are summarized as

follows.

6.2.1 Distributed Data-driven Multi-agent Learning and Control

The field of control and autonomy is evolving from model-based control to non-

model based autonomy, where the key techniques to fill the gap are machine learn-

ing and data-driven control. Modern machine learning algorithms are challenged by

both model complexity and training efficiency. This has motivated many research

teams and companies, including Google-DistBelief, Microsoft-DMTK, Apache-Spark,

OpenAI-ADAM, and Tencent-Angel, to develop distributed machine learning algo-

rithms, which allow the modes being cooperatively trained by multiple computational

agents within a distributed network. Here, we want to tackle this problem from the as-

pect of distributed optimization as it shares a same mathematic nature with machine

learning and data-driven control. i.e., the local objection function in optimization

problems, can be replaced by the risk function for distributed learning or the reward

function for data-driven control.

Challenges: One of the challenges in distributed data-driven multi-agent learning

and control is to effectively synchronize the large parameter set of learning models

in large-scale multi-agent systems. In addition, for learning based algorithms, one

usually uses a sampled gradient, which is usually computed from one or a batch of

samples, to estimate the true gradient, so the second challenge is how to handle the

uncertainty created during such sampling process.

Payoffs: By incorporating multi-agent systems to data-driven control and learning,

key benefits one can expect are a more abundant distributed data set for training and

better learning efficiency. This is achieved by assigning the overall computation/data

storage load to different agents.
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6.2.2 The Cyber-Security of Autonomous Multi-agent Systems

Cyber-attack resilience is a fundamental demand for multi-agent systems, espe-

cially with applications in large-scale autonomous multi-agent swarms. Although the

existing paradigms of data encryption, access control, and fault-tolerant control can

provide certain level resilience, these approaches will become ineffective as the attack-

ing methods are becoming more difficult to identify and can impact a larger number

of other normal agents. To further elevate the resilience of multi-agent systems, based

on the resilient consensus technique we have developed in [59], the idea is to enhance

the adaptation of this technique by incorporating learning-based features(AI), which

allow the algorithm to learn from the dynamics of attackers and repeatedly improve

its performance over time.

Challenges: First, sophisticated cyber-attacks are usually not constrained by geog-

raphy. A malicious agent under such attacks could change its location over time and

connect itself to different normal agents. Second, achieving resilience in a distributed

scenario relies on greater connectivity and redundancy, which may be challenging to

maintain in a dynamic network where agents are free to join and leave. Third, it is

known that learning approaches rely critically on data availability. However, since

the agents in multi-agent systems suffer limited sensing capability, the learning model

only has partial access to the behaviors of a cyber-attack.

Payoffs: The proposed research will establish a resilient framework for multi-agent

coordination, which is the building block for the development of a wide range of future

distributed algorithms. Further, it has the potential to significantly impact certain

engineering areas, where reliability is the main concern that blocks the deployment

of multi-agent systems.

6.2.3 Human in the Loop for Multi-agent Systems

The current concept of multi-agent system is only defined as a group of hetero-

geneous autonomous agents. However, it is also quite intuitive that human can also
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join the network and play some roles in the decision making of the overall systems.

Motivated by this, one of my future research direction aims to study:

• What are the roles a human can play in a multi-agent system.

• How Human-machine interaction can improve the performance and intelligence

of multi-agent systems.

Challenges: One key challenge of this project is the interface between the human

and the machine. Secondly, it is difficult to find a measure that can simultaneously

parameterize the behaviors of both humans and machines. Finally, the impact of the

human to the system should greatly depend on the network topology of the multi-

agent system, which is difficult to quantify and analyze.

Payoffs: The result of this research will build the fundamental of the methodologies

for the collaboration of humasn and machines under a same environment, allowing

humans to use their high level knowledge to assist the connected autonomous agents

in completing highly sophistic tasks.
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