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ABSTRACT 

Design rules and application spaces for closed-shell conjugated polymers have been well 

established in the field of organic electronics, and this has allowed for significant breakthroughs 

to occur in myriad device platforms [e.g., organic field-effect transistors (OFETs) and organic 

light-emitting devices (OLEDs)]. Conversely, organic electronic materials that are based on the 

emerging design motif that includes open-shell stable radicals have not been evaluated in such 

detail, despite the promise these materials show for charge transfer, light-emission, and spin 

manipulation platforms. Moreover, recent results have demonstrated that the materials 

performance of hybrid systems will allow for future applications to harness both of these platform 

design archetypes to generate composites that combine the performance of current state-of-the-art 

conjugated polymer systems with the novel functions provided by open-shell species. Thus, 

establishing the underlying physical phenomena associated with the interactions between both 

classes of materials is imperative for the effective utilization of these soft materials. 

In the first part of this work, Förster resonance energy transfer (FRET) is demonstrated to 

be the dominant mechanism by which energy transfer occurs from a common conjugated polymer 

to various radical species using a combination of experimental and computational approaches. 

Specifically, this is determined by monitoring the fluorescence quenching of poly(3-

hexylthiophene) (P3HT) in the presence of three radical species: (1) the galvinoxyl; (2) the 2-

phenyl-4,4,5,5-tetramethylimidazoline-3-oxide-1-oxyl (PTIO); and (3) the 4-hydroxy-2,2,6,6-

tetramethylpiperidine-1-oxyl (TEMPO) radicals. Both in solution and in the solid-state, the 

galvinoxyl and PTIO radicals show quenching on par with that of a common fullerene electron-

accepting derivative. Conversely, the TEMPO radical shows minimal quenching at similar 

concentrations. Using both ultrafast transient absorption spectroscopy and computational studies, 

FRET is shown to occur at a significantly faster rate than other competing processes. These 

findings suggest that long-range energy transfer can be accomplished in applications when radicals 

that can act as FRET acceptors are utilized, forming a new design paradigm for future applications 

involving both closed- and open-shell soft materials. 

Following this, addition of the galvinoxyl radical to P3HT is shown to alter the thin film 

transistor response from semiconducting to conducting. This is accompanied by a modest 

enhancement in electrical conductivity. This interaction is not seen with either the TEMPO or 
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PTIO radicals. While an increase in charge carrier concentration is observed, the interaction is not 

otherwise consistent with a simple charge-transfer doping mechanism, due to the mismatched 

reduction and oxidation potentials of the two species. Additionally, no freeze-out of charge carriers 

is observed at reduced temperatures. It is also not due to parallel conduction through the radical 

fraction of the bulk composite, as the radical species is non-conductive. Hole mobility is enhanced 

at lower concentrations of the radical, but it decreases at higher concentrations due to the reduced 

fraction of conductive material in the polymer bulk. Despite the increase in mobility at lower 

concentrations, the activation energy for charge transport is increased by the presence of the radical. 

This suggests that the radical is not improving the charge transport through filling of deep trap 

states or by reducing the activation energy for the charge transport reaction; however, the 

galvinoxyl radical is likely filling shallow trap states within the P3HT for the composite thin film. 

 Finally, a novel analysis technique for polymer relaxation is investigated through dielectric 

spectroscopy of model polyalcohols. An understanding of relaxation phenomena and the physics 

of amorphous solids in general remains one of the grand open challenges in the field of condensed 

matter physics. This problem is particularly relevant to organic electronics as many organic 

electronic materials are found in the amorphous state, and their physical relaxation can lead to 

undesirable effects such as hysteresis and instability. Current procedures describe relaxation 

phenomena in terms of empirical functions, but the physical insights provided by this 

representation are limited. The new approach instead represents the dielectric response as a 

spectrum of Debye processes. Rather than varying the spectral strength at fixed time points as 

traditional spectral analysis implicitly does, this approach instead varies the characteristic time of 

each spectral element while the strength remains fixed. This allows the temperature dependence 

on relaxation time of each spectral element to be determined, and the α- and β-relaxation are 

interpreted in light of this analysis. 
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 INTRODUCTION 

Significant academic and industrial research has been performed with respect to organic 

electronic devices over the past few decades.1–3 The primary goal of the field is to establish 

optoelectronically-active organic molecules as a practical alternative to inorganic conductors and 

semiconductors. While the performance may be lower than conventional technologies in some 

instances,4 the reduced cost, ease of fabrication through solution-based coating methods,5,6 and 

potential for flexible and transparent devices7–10 make these materials appealing for a wide range 

of applications. The most commercially-relevant application of organic electronics at present is 

the organic light-emitting diode (OLED),11 which is widely utilized in television and smartphone 

displays.12 Additionally, organic photovoltaics (OPVs),13 thermoelectric modules,14 and field-

effect transistors (OFETs)15 represent potential application spaces where organic electronic 

materials can be utilized. Low performance is often the barrier to commercialization of these 

technologies. As such, a significant amount of effort in organic electronics research is focused on 

both developing better-performing materials for use in these devices and understanding what 

enables these new materials to perform at a high level.16–18 

The standard class of materials used in organic electronic devices are π-conjugated 

polymers and small molecules. Benefitting from the bulk of the research, conjugated materials 

have achieved a highly sophisticated range of molecular designs. However, the need for still 

higher-performing materials has motivated the exploration of alternative classes of materials. One 

such class are stable organic radicals.19–21 These open-shell molecules can undergo either a 

reduction or oxidation reaction to form a closed-shell anion or cation, and ion/radical pairs can 

transfer an electron between each other, enabling charge transport through the bulk material. These 

materials have demonstrated their value in battery and charge-storage applications,22,23 as 

interfacial modifying layers in conventional organic devices,24–26 and have shown impressive 

intrinsic solid-state electrical conductivity.27 Additionally, the open-shell nature of the molecules 

makes them well-suited for spin-manipulation platforms, which are not well-addressed by 

conventional closed-shell conjugated polymers.28–30 While these reports highlight the promise of 

this emerging class of materials, it is unlikely that they will entirely supplant standard conjugated 

polymers. Rather, future applications will likely utilize both materials in combination to harness 

the complementary strengths of each class of material. For this reason, it is essential that the 
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interactions between these two classes of materials be established, so that conjugated-radical 

composite systems can be appropriately chosen and tailored towards their intended applications. 

In contrast to the often-crystalline inorganic electronic materials, organic electronic 

materials typically show a significant degree of disorder, with many materials being completely 

amorphous. While the theoretical treatment of crystalline materials is well-established by modern 

solid-state physics,31 a robust theoretical treatment of disordered solids remains an open 

challenge.32 Much of the behavior of these materials, such as viscoelasticity and the glass transition, 

are understood as relaxation phenomena. These can be studied using a variety of techniques, such 

as dielectric spectroscopy. However, the results of this analysis are primarily described using 

empirical relationships, whose physical significance is tenuous.33 Therefore, there is a need to 

explore new theoretical models and data analysis techniques in order to uncover the principles 

behind the macroscopic behavior that is observed for amorphous solids.  

1.1 Dissertation Overview 

The motivation for this work is to study the optoelectronic interactions between conjugated 

polymers and stable radicals, with the goal of establishing these interactions to provide guidelines 

for the incorporation of radicals into conjugated polymer devices. To that end, the studies herein 

look at the interactions of the model conjugated polymer poly(3-hexylthiophene) with three stable 

organic radicals: the galvinoxyl, 2-phenyl-4,4,5,5-tetramethylimidazoline-1-oxyl-3-oxide (PTIO), 

and 4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl (TEMPO) radicals. This dissertation also 

includes work done on acquiring data with model compounds to demonstrate new analysis 

techniques for dielectric spectroscopy. While not immediately concerned with the field of organic 

electronics, advances in the study of amorphous solids will benefit the field by providing insights 

into the macro- and microscopic behavior of oft-used organic electronic materials. 

Chapter 2 of this document focuses on a general introduction to organic electronics. After 

a brief introduction and overview, the chapter discusses a theoretical treatment of charge transport 

phenomena. The relevant concepts from quantum mechanics are highlighted, and the theory of 

charge transport in crystalline materials is summarized. How these concepts translate to organic 

electronic materials is then discussed, as well as the electronic excited-state behavior of these 

materials. Following the theoretical introduction, the primary device application spaces of 
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conjugated polymers are introduced with a description of the relevant device physics, device 

architecture, and common materials used in each application space. 

Chapter 3 has been published as “Stable radical materials for energy applications,” by D. 

A. Wilcox; V. Agarkar; S. Mukherjee; and B. W. Boudouris, Annu. Rev. Chem. Biomol. Eng. 2018, 

9, 83–103. This review article covers the primary device application spaces of organic radicals for 

energy storage and conversion technologies. In particular, the use of organic radicals in batteries, 

dye-sensitized solar cells, and OLEDs is highlighted. 

Chapter 4 has been published as “Tuning the interfacial and energetic interactions between 

a photoexcited conjugated polymer and open-shell small molecules,” by D. A. Wilcox; J. Snaider; 

S. Mukherjee; L. Yuan; L. Huang; B. M. Savoie; and B. W. Boudouris, Soft Matter 2019, 15, 

1413–1422. This article establishes the mechanism by which P3HT interacts with stable organic 

radicals in the excited state. Specifically, the galvinoxyl and PTIO radicals act as fluorescence 

quenchers for P3HT both in solution and in thin films, while the TEMPO radical shows minimal 

quenching. This is explained through a Förster Resonance Energy Transfer (FRET) mechanism, 

the determination of which is supported through both ultrafast spectroscopy measurements and 

computational studies. 

Chapter 5 explores the ground-state electronic interactions between P3HT and the same 

radical species through a field-effect transistor device geometry. Specifically, P3HT OFETs that 

are doped with the galvinoxyl radical show a shift in behavior from semiconducting to conducting, 

while the PTIO and TEMPO radicals show no effect. The nature of this interaction is explored by 

measuring the conductivity and charge-carrier mobility as a function of radical loading and 

observing the effect of varying temperature. A modest increase in carrier concentration is seen, 

but the data appear to be consistent with a filling of shallow trap states in the P3HT bulk by the 

galvinoxyl radical. 

Chapter 6 discusses relaxation phenomena in amorphous materials. An overview of 

relaxation, particularly with regards to the glass transition, is given, and how this relaxation 

manifests in the viscoelastic properties of materials is described. The closely related phenomenon 

of dielectric relaxation is also introduced, along with a general qualitative description of the 

phenomena captured by the experimental technique of dielectric spectroscopy. Mathematical 

models and empirical functions used to describe dielectric relaxation are also introduced, as well 

as model compounds studied in dielectric spectroscopy.  
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Chapter 7, “Relaxation Map of Glycerol and Sorbitol in the Glass and Liquid States,” was 

carried out in collaboration with G. A. Medvedev and J. M. Caruthers. This work looks at applying 

a new analysis technique towards understanding the dielectric relaxation of the small-molecule 

glass-formers glycerol and sorbitol, using a combination of literature data and data gathered in our 

laboratory. Specifically, the dielectric response at varying temperatures is fit with a spectrum of 

Debye processes, where the spectral strength for each process is constant but the characteristic 

time for each process is allowed to vary with temperature. This approach allows the temperature 

dependence of each individual relaxation time to be determined, and maps of these relaxation times 

are used to describe the various features of the dielectric response. 

Chapter 8 briefly summarizes the results and significance of the previous works, 

particularly to the field of organic electronics, and describes a number of ongoing and future 

projects that build off of the results presented. Preliminary data are presented concerning the 

synthesis of radical polymers with deactivated radical sites, which are designed to study the charge 

transport through conductivity measurements and electron paramagnetic resonance (EPR) 

spectroscopy. Additionally, further materials for study with dielectric spectroscopy and the 

analysis method presented in Chapter 7 are proposed, as well as the use of dielectric spectroscopy 

to study charge transport in radical polymers. Next, the synthesis of covalently-linked conjugated-

radical hybrids is proposed to further expand upon the results from Chapter 4. Finally, the use of 

the PTIO radical to protect P3HT from photodegradation is proposed based on the results outlined 

in Chapters 4 and 5.  
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  INTRODUCTION TO ORGANIC ELECTRONICS 

2.1 General Introduction 

 It is hard to dispute that electronic devices are of prime importance to modern society. With 

each passing day, our world grows more interconnected as decreasing costs and increasing 

performance lead to the integration of devices in every available sphere. The increasing prevalence 

of smart appliances is a testament to this trend. As such, the development of materials for electronic 

applications is crucial. Most electronic devices utilize inorganic materials such as metals (e.g., 

gold, silver, and copper) or metalloids (e.g., silicon and germanium), due to their high performance 

in terms of charge transport and energy conversion. However, this approach is not always optimal, 

particularly when looking at applications where maximum performance is not the top priority. 

Typically, devices based on inorganic systems require high-purity materials and expensive 

production methods.1 Materials used in semiconductor fabrication typically must be purified to 

less than one impurity per ten billion atoms, and fabrication of such devices requires high 

temperatures, the use of aggressive chemicals, and complex multi-step procedures. Additionally, 

these materials tend to be mechanically rigid, forcing most applications to either be rigid as well 

or to utilize thin (i.e., < 500 nm) materials2 or multiple rigid pieces connected together to allow for 

mechanical flexibility. Furthermore, inorganic devices present sustainability concerns. Many 

inorganic materials are relatively rare, and due to the presence of toxic heavy metals in devices, 

there is a growing concern over the safe disposal of these. While recycling efforts can mitigate 

these concerns, there is still much work to do in order to devise and implement a fully closed 

product lifecycle. Therefore, to further the ubiquitous integration of electronic devices, there is a 

need to explore alternative classes of materials, especially for applications where concerns other 

than the highest possible performance are key. 

One such class is comprised of organic electronic materials, which have been the subject 

of an increasing amount of academic and industrial research over the past few decades,3–6 

particularly after the discovery in 1977 of relatively high electrical conductivity in polyacetylene 

films oxidized by iodine vapors.7,8 These consist of primarily carbon-based molecules, which are 

designed such that they are stable in both neutral and charged states. Organic materials allow for 

the possibility of inexpensive roll-to-roll production through solution processing methods such as 
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doctor blade coating and inkjet printing.9,10 Additionally, organic materials can be designed on the 

molecular level to be both intrinsically flexible and conductive, enabling widespread new 

applications for electronic materials that are also mechanically flexible and elastic.11 While many 

applications are still in the experimental stage,12 organic electronics have made headway into the 

commercial market in the form of organic light-emitting diode (OLED) displays in televisions and 

smartphones.13 Potential applications in the near future also include flexible and transparent OLED 

displays14 and solar cells.15 Despite the promises offered by organic electronics, however, organic 

materials in general have poor electronic properties compared to their inorganic counterparts.16 

Thus, a significant amount of effort in organic electronics research is focused on developing new 

high-performing materials for use in these devices, as well as understanding what enables these 

new materials to perform at a high level in order to guide future development efforts.17–19  

 To date, work regarding organic electronics has been dominated by conjugated materials, 

which are materials with extensive π-orbital conjugation throughout their structure. This electron 

delocalization stabilizes ionized states on the molecule, and electronic conduction is achieved 

through the transfer of ionization states between adjacent molecules. While the behavior of these 

materials is mostly well-understood, they too have some fundamental limitations. The mechanical 

properties and electronic properties are both determined by the conjugated structure encompassing 

most of the molecule, and there is often, but not always, a trade-off between the two.11,20 That is, 

in many cases, improving the flexibility of the material results in a reduction in electrical 

performance. Additionally, materials with extensive π-conjugation typically absorb light in the 

visible spectrum, limiting their application for transparent electronics. 

While many efforts have focused on improving the properties of conjugated materials, an 

alternate class of conductive materials based on stable organic radicals have recently emerged.21–

23 These open-shell molecules can undergo either a reduction or oxidation to form a closed-shell 

anion or cation, and ion/radical pairs can transfer an electron between each other, enabling charge 

transport through the bulk material. In recent years, the potential value of this new class of 

materials has been demonstrated both with small molecules and with non-conjugated polymers 

bearing radical side chains. A description of many of the applications of these materials in energy 

storage and energy conversion applications is given in Chapter 3 of this document. Additionally, 

relatively high intrinsic conductivity in these materials has been demonstrated if the system can be 

thermally annealed.24 While many examples exist of the unique utility of open-shell species 
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relative to closed-shell conjugated polymers, they highlight the need to elucidate the behavior of 

these emerging materials such that the community can allow them to reach their full potential. 

 As conjugated materials benefit from the significantly greater maturity of the field while 

radical materials show many unique application spaces not well addressed by conjugated materials, 

it is important to not see either material as being potentially superior to the other. Rather, both 

classes of materials will simply serve as a wide toolbox for future uses, and future applications 

will likely involve both materials being used in conjunction with each other. Indeed, many reports 

in the literature describe approaches that utilize both conjugated and radical functionalities 

together. For instance, radical polymers have been used to improve the performance of devices 

that used conjugated polymers as the active semiconductor layer, specifically as interfacial 

modifying layers in organic and perovskite solar cells25,26 and organic field effect transistors27 and 

as an ion storage layer in organic electrochromic devices.28 Additionally, materials with both 

conjugated and radical character are being explored for a variety of applications. In particular, 

conjugated polymers bearing stable radical pendant groups promise improved organic battery 

performance provided the energetics of both electroactive species are properly tuned.29–36 

Additionally, pendant radical groups have been utilized to stabilize conjugated small molecules 

such as pentacene, protecting them from degradation.37–42 One final example are conjugated 

polymers that themselves have open-shell character in the conjugated backbone. These are distinct 

from radical polymers in that the radicals can interact and are coupled through the conjugated 

network. Through proper molecular design, the molecule can be structured such that the ground 

state is of triplet or even higher character.43 Such materials are being examined for applications in 

organic magnets44,45 and in low bandgap polymers.46,47 With all these application spaces, it is 

important that a thorough understanding of the interactions between both classes of materials is 

developed.  

2.2 Charge Transport in Organic Materials 

2.2.1 Wave Nature of Electrons 

 A material’s optoelectronic and chemical properties ultimately result from the motion of 

electrons, for which a precise theory was developed in the 1920s with the advent of quantum 

mechanics. According to this theory, electrons and all elementary particles behave as waves, the 
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square of whose amplitude at a given point in space and time determines the probability of a 

particle being found there. Because of this, electrons do not have a specific fixed position and are 

understood to be delocalized over all space, albeit with fuzzy regions where they have a higher 

probability of being found. Additionally, they show wave phenomena such as interference and 

diffraction, as demonstrated by the famous double-slit experiment.48 Finally, this implies that 

electrons are indistinguishable. A simple example of what this means is that if we imagine two 

electrons coming towards each other and diverging, it is impossible to determine if the electrons 

collided or passed by each other, as the distinction is meaningless for waves. Indistinguishability 

implies a number of surprising, non-intuitive phenomena, particularly with regards to the 

interaction of spin.  

 The way a particle’s wavefunction evolves in time is given by the Schrödinger equation. 

 

 
−
ℏG

2𝑚∇GΨ(𝑟, 𝑡) + 𝑈(𝑟, 𝑡)Ψ(𝑟, 𝑡) = 𝑖ℏ
𝜕
𝜕𝑡 Ψ(𝑟, 𝑡) 

(2.1) 

 

Here, Ψ(𝑟, 𝑡) is the complex-valued wavefunction at a given point in space and time, 𝑈(𝑟, 𝑡) is the 

potential energy experienced by the electron at a given point, 𝑚 is the mass of the particle, ℏ is the 

reduced Planck constant, and 𝑖 = √−1. In general, the potential energy itself depends on the 

wavefunction due to Coulombic repulsions of the electrons, and thus, the equation cannot be 

exactly solved. However, single-electron models as well as numerical solutions of multi-particle 

models still provide considerable insight into the behavior of the system. For stationary states, 

where the system is not evolving with time beyond the sinusoidal oscillation of the wave function 

(referred to as a standing wave), the right-hand side of Equation 2.1 is equal to the total energy of 

the system times the wavefunction. Thus, the total energy of a given state of the system can be 

obtained by solving an eigenvalue problem. 

 One of the implications of this is that only certain discrete energy values are allowed. An 

example is the classic particle in a box, where only square integer multiples (e.g., 1, 4, 9, and so 

on) of the lowest energy are permitted. This is because only specific wavefunctions work as 

solutions to Equation 2.1, and each wavefunction has a single defined energy. Continuous variation 

between them is not possible, in principle, for most forms of the potential energy. One consequence 

of this fact is the existence of discrete wavefunctions for the electrons in an atom or molecule. 
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 The wavefunctions of an atom or molecule can be found using the sum of the Coulombic 

potentials of point charges corresponding to the nuclei as the potential energy term, along with a 

term describing the electrons’ mutual repulsion. The solutions in all cases are also a limited 

selection of wavefunctions with discrete energies, known as orbitals. Due to the Pauli exclusion 

principle, which arises from the requirement of particle indistinguishability, no two electrons can 

have the same quantum state, which in a molecule corresponds to the orbitals. Thus, the lowest-

energy state of an atom or molecule is one where the lowest energy orbital is filled, followed by 

the second-lowest energy orbital, and so on until all electrons are in place (Figure 2.1a). 

 

 

Figure 2.1. (a) Example of orbital energy level diagram of a molecule in the ground state. Here, 
all orbitals are filled in order of increasing energy. (b) Examples of different spin states of a 
molecule. Excited states involving one electron can have either singlet or triplet character. In the 
ground state, radicals exist as a doublet state. Triplet ground states can exist in the case where the 
highest-occupied molecular orbital is degenerate. 

 One aspect that has been neglected is that of spin. Electrons have an intrinsic magnetic 

moment, known as their spin, which can take on one of two values. A classical picture is that of a 

charged particle of finite size spinning, where the circular motion of charge results in a magnetic 

field. This suggests that, when a magnetic field is applied, some electrons will be attracted to it 

and some will be repelled, depending on the direction of their spin. Being a quantum property, 

spin is quantized and can only take on one of two values with equal but opposite angular momenta 

and magnetic moments for an electron. These states are commonly referred to as “up” and “down”. 
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However, the mathematical formalism suggests that these states are orthogonal, rather than 

opposite. The ultimate result is that a quantum state can be inhabited by both a spin-up and spin-

down electron before the Pauli exclusion principle is violated. Thus, in an atom or molecule in its 

lowest energy state, it is common for most orbitals to be doubly-occupied. However, if multiple 

orbitals have the same energy (referred to as degenerate states), then the degenerate orbitals can 

be singly-occupied. Also, if there are an odd number of electrons in the system, then at least one 

orbital must be singly-occupied. 

Systems with unpaired electrons are classified based upon the number of electrons with 

like spins. In this case, it is referred to as a (number of unpaired spins plus one)-let. A simple case 

is that of two electrons. Intuition suggests that the four possible states are ↑↑, ↓↓, ↑↓, and ↓↑. 

However, the indistinguishability requirement disallows the two unmatched states, which can be 

made compliant in the form X
√G
(↑↓ +	↓↑) and X

√G
(↑↓ −	↓↑). Thus, there are three matched states 

(i.e. ↑↑, ↓↓, and X
√G
(↑↓ +	↓↑)), and one unmatched state (i.e. X

√G
(↑↓ −	↓↑)). The state where the 

spins are matched is referred to as a triplet, and that of the unmatched spins is called a singlet. 

Similar rules govern systems with higher numbers of spins. In common organic molecules, the 

ground state is a singlet as all orbitals are doubly-occupied. In these systems, triplets and higher-

order spin states are seen only for electronically excited molecules, where electrons occupy higher-

energy orbitals. In systems with degenerate highest-energy occupied orbitals, however, ground 

states with triplet or higher character can be observed. Systems with an odd number of electrons, 

such as radicals, will show a doublet ground state in general (one unpaired spin) excluding the case 

of degeneracy (Figure 2.1b). 

The electrons in the lowest-energy occupied orbitals are bound sufficiently tightly that they 

are functionally inactive. Most of the interesting behavior occurs with the electrons in the highest-

occupied orbital (HOMO), and those immediately below it, referred to as HOMO–1, HOMO–2, 

etc., as these require the least energy to move into an unoccupied state. Higher energy orbitals exist 

mathematically as solutions to the Schrödinger equation and are referred to as the lowest 

unoccupied molecular orbital (LUMO), LUMO+1, LUMO+2, etc. The unoccupied molecular 

orbitals are only virtual states, meaning that an electron is never actually in the state. As the shape 

of the orbitals in space is different, moving an electron from an occupied orbital to the LUMO 

would change the charge distribution and thus the potential energy term in the Schrödinger 
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equation, resulting in a slightly different set of orbitals than the ground state molecule. However, 

the now-occupied orbital is still identified with the LUMO for simplicity, as are all the occupied 

orbitals with their ground state counterparts. This identification is further kept for charged 

molecules, despite the even more dramatic impact of adding or removing a charge on the potential 

energy term. 

While only single molecules have been described thus far, all these behaviors apply to 

systems of multiple molecules as well. In groups of molecules referred to as supramolecular 

complexes, there are multiple interacting molecules that all share a single electronic structure. This 

is because electrons cannot tell whether nuclei belong to one molecule or the other; all that affects 

them is how far away the nuclei are. Thus, if two molecules come close together, the electrons in 

one will feel the Coulombic potential from the nuclei, and thus the orbital structure will change, 

with some orbitals spatially extending over both molecules. This leads to a “splitting” of energy 

levels, as the new frontier orbitals will resemble the symmetric and antisymmetric additions of 

those of the constituent molecules, much as with diatomic molecules. 

One commonly seen interaction in organic electronics is π-stacking.49 For conjugated 

molecules, the relatively exposed π electrons allow loose bonding between multiple of these 

molecules. This is an attractive effect that leads to aggregation. Several phenomena in organic 

electronics are related to this interaction. Charge transportation through π-stacked complexes is 

facilitated as the frontier electrons are delocalized across all the π orbitals, and crystallization is 

driven in part by the interaction. Additionally, the splitting of energy levels leads to sometimes 

significant changes in the optical properties of the material, specifically red-shifting of the 

photoabsorbance of the material due to the shrinking HOMO-LUMO gap. These interactions can 

of course occur between dissimilar materials as well. While it is often tempting to look at single 

molecules to describe a system, the interactions between them lead to a significantly more complex 

picture of what is occurring at the most fundamental level in a material. 

2.2.2 Inorganic Materials 

 When describing charge transport in organic electronic materials, it is common to make 

use of the terminology developed for inorganic crystalline materials, as the theory is significantly 

more robust. However, it is worth noting that while many parallels can be drawn, the underlying 

mechanisms are different. Organic materials will frequently deviate so far from the ideal state that 
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the similarity with the inorganic is tenuous. Nevertheless, understanding the terminology and 

theory associated with inorganic crystalline materials provides a conceptual framework for 

applying organic materials in areas where inorganic ones are commonly used. 

The previous section described quantum mechanics and its implications for the electronic 

structure of single molecules. Most inorganic materials, however, are not well described by a 

molecular picture. Indeed, for most metals, one tends to think of all the nuclei surrounded by a 

“sea” of electrons, which are not bound to any one nucleus but free to move throughout the entire 

bulk of the material. Nevertheless, the same concept applies, where the allowable wavefunctions 

can be calculated from the Schrödinger equation knowing the arrangement of the nuclei.1,50,51 For 

a crystalline material, the translational symmetry of the nuclei allows for the equation to be solved 

exactly within a unit cell with periodic boundary conditions. Solutions take on the following form, 

referred to as a Bloch wave. 

 

 𝜓(𝑟) = 𝑒&'[⃗ ∙]⃗𝑢(𝑟) (2.2) 

 

Here, 𝑟 is the position, 𝑢(𝑟) is a function sharing the same translational symmetry as the crystal, 

and 𝑘[⃗  is the wavevector, a vector quantity whose magnitude is equal to G_
`

, where 𝜆  is the 

wavelength of the wave, and whose direction corresponds to the direction of travel of the wave. A 

1-dimensional illustration is given in Figure 2.2. If the crystal is assumed to be infinite in extent, 

the energies of the allowed wavefunctions range continuously, albeit with separate regions of 

allowed and disallowed energy levels. The regions of allowed energies are called “bands”. For a 

finite crystal, the energy is still discretized. However, as crystals are several orders of magnitude 

greater in extent than the unit cell being considered, the difference between energies in a single 

band is still small enough that assuming a continuous distribution is valid. While the number of 

states in the entire crystal is infinite, the number of states in a band per unit volume of crystal is 

not, and thus the extent to which bands are filled can be determined from the density of states and 

the density of electrons. 
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Figure 2.2. (a) Real part of a Bloch wave in a 1D crystal lattice, showing it as the product of a 
periodic function 𝑢(𝑥) and a plane wave 𝑒&'(. (b) Sample band diagram for a 1D system, showing 
how a state’s energy (E) relates to its wavevector (k) in differing bands. Blue boxes depict allowed 
energy levels, all others are disallowed. Based on ref 50. 

 The electrons are (mostly) free to move about the crystal, and they do so in the direction 

of the wavevector of their state. If a force acts upon an electron, the effect will be the electron 

changing from one state to another whose wavevector points in a different direction. For this to 

occur, there must be an empty state for the electron to occupy. This leads to an interesting result 

that if a band is completely filled, the electrons in it will be unable to change states and thus 

applying a force will not cause a net movement. In the case of a filled band, the electrons are still 

moving, but each state with a given wavevector has one with a wavevector pointing the opposite 

direction. Thus, no net motion of electrons occurs. 

As with molecules. the most important bands for understanding electronic properties are 

the highest-energy occupied bands and the lowest-energy unoccupied “virtual” bands. In a crystal 

these are referred to as the valence and conduction bands. As with the HOMO and LUMO of a 

single molecule, most of the action happens in these two bands. One common distinction when 

talking about electronic materials is the distinction between conductors, semiconductors, and 

insulators. This distinction comes from the valence band. In a semiconductor, all energy states in 

the valence band are filled, while in a conductor, the valence band is half-filled. This difference is 

significant, as filled bands do not allow for a net transport of charge to occur. In a conductor, as 

the band is only half-filled, there are ample empty states infinitesimally close to the occupied ones 
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that can become occupied in response to an applied force. However, for a semiconductor, the 

nearest available state is in the conduction band. Therefore, semiconductors naturally act as 

insulators (in practice, the term insulator is used for a semiconductor with high bandgap).  

 In a semiconductor at 0 K, all valence band states are filled while all conduction band states 

are empty. At a finite temperature, some electrons will have sufficient thermal energy to populate 

the conduction band states. As neither band is completely filled, some degree of charge transport 

can occur. For the nearly full valence band, only a small portion of the electrons will be missing a 

partner with the opposite wavevector, and only these contribute to the charge transport. It is often 

easier to consider the vacancies left behind as their own particles, which are referred to as “holes”. 

These holes also can adopt k values of their own and move about the crystal relatively 

independently of the electron that previously occupied them. An intuitive picture of hole motion 

can be understood as adjacent electrons moving to fill a vacancy in real space, thus leaving behind 

a new hole. A sequence of these electron motions thus results in the hole moving in the opposite 

direction. However, it should be emphasized that for all intents and purposes, the holes behave like 

positively-charged electrons moving relatively unimpeded, as opposed to the clunky motion that 

the previous description may inspire. 

 The population of holes and electrons in a semiconductor at a given temperature can be 

directly computed using Boltzmann statistics, with the formula 𝑛 = 𝑝 = d𝑁f𝑁g𝑒
h

ij
klmn, where 𝑁f  

and 𝑁g are the effective densities of states (i.e., the number of quantum states in each band per 

unit volume of semiconductor crystal) in the conduction and valence bands, and 𝐸p is the bandgap 

energy, or difference in energy between the highest energy state in the valence band and the lowest 

energy state in the conduction band. In a silicon crystal at room temperature, this is equivalent to 

one free charge carrier per trillion atoms. By contrast, for a metal there is one free charge carrier 

per atom in the lattice. As conductivity is proportional to the density of charge carriers, the 

conductivity can be increased by introducing more charge carriers. This is done using dopants, 

which are intentionally introduced impurities. For a tetravalent atom such as silicon, more free 

electrons can be introduced using an atom such as phosphorous, where each phosphorous atom 

has five valence electrons instead of four. Four of these valence electrons participate in bonds with 

adjacent silicon atoms, and the extra electron is only weakly bound to the phosphorus nucleus due 

to dielectric screening; thus, it is easily liberated at room temperature by thermal energy. This is 

referred to as n-doping. In the band picture, this corresponds to an additional occupied state at an 



 
 

37 

energy slightly lower than the conduction band for each donor atom, which can be promoted to 

the conduction band with energy on the order of thermal energy (𝑘q𝑇). Even the presence of 

phosphorous at a concentration of one part-per-million will result in a million-times higher 

conductivity, while having essentially no other impact on the material properties. Likewise, the 

concentration of holes can be increased via a trivalent atom such as boron, which introduces an 

empty state at energies around 𝑘q𝑇  above the valence band. This is referred to as p-doping. 

Typically, concentrations of dopants do not start affecting the properties until reaching 

concentrations of one part-per-thousand or even per-hundred. 

 In a doped material, the population of the charge carriers are no longer equal. An n-doped 

material is referred to as n-type while a p-doped material is referred to as p-type. From an electrical 

conductivity standpoint, the identity of the charge carriers does not matter; however, for most 

device applications there will be an effect. For example, both the Hall effect (deflection of moving 

charge carriers by a magnetic field) and Seebeck effect (gradient of charge carriers induced by a 

temperature difference) will change direction with oppositely charged carriers. Additionally, as 

charges travel at the energy of the band they are in, holes and electrons have different energies, 

which can affect the charge transport across the interface between two dissimilar materials. For 

example, joining a p-type material with an n-type material will create a pn-junction, which only 

allows for unidirectional charge transport due to the charge gradient inside. 

 Holes are an example of a quasiparticle, which is a particle that does not truly exist on its 

own but is composed of interactions between many other particles. There are many other 

quasiparticles that are relevant to electronic devices. One example is the phonon, which is 

understood as a unit of lattice vibration. In other words, the vibronic modes of the crystal are 

ultimately quantized, meaning that an atom vibrating in its unit cell can only have a certain discrete 

energy. Because of this, units of vibration can travel between atoms. When a hole or electron’s 

travel is frustrated by thermally-induced lattice distortions, this is commonly interpreted as the 

charge carrier scattering off of a phonon. One other quasiparticle is the polaron. In a polarizable 

medium, free charge carriers will induce polarization that follows them as they travel. They 

effectively are dragging along a cloud of polarization that acts as a frictional force. The charge 

carrier plus the cloud of polarization are what make up the polaron. Finally, when an electron is 

photoexcited from the valence band to the conduction band, it remains Coulombically bound to 

the hole left behind in the valence band. Binding energies tend to be very weak in inorganic 



 
 

38 

materials, but the bound hole-electron pair is called an exciton. Quasiparticles offer a useful 

conceptual framework that clarifies some of the behaviors observed in these materials. 

2.2.3 Organic Materials 

 In principle, band theory depends only on the existence of a periodic potential described 

by a crystal lattice. What occupies those lattice sites is irrelevant. Inorganic crystals have single 

atoms or small clusters of atoms as their crystal elements, but if the crystal elements were instead 

organic molecules, the same concepts should apply. Indeed, for carefully prepared samples at low 

temperatures, band transport in organic materials has been observed.52,53 In practice, however, the 

assumption of an infinite periodic lattice is almost always broken. In contrast to the atomic nuclei 

in a silicon crystal, the forces holding the molecules together in an organic material are relatively 

weak. Thus, even small amounts of thermal energy are sufficient to disrupt the lattice, meaning 

that charges are necessarily more localized in nature.54 This naturally assumes that a crystal even 

exists. While single crystals of organic small molecules can be produced, polymer materials are 

necessarily polycrystalline simply due to the size and flexibility of the molecules. Therefore, the 

electronic properties must be described by looking at individual molecules, or small groups of 

them.* Because of the more localized nature of the charges, the picture of charge transport changes 

from one of plane waves travelling through a crystal to one of charges jumping from one localized 

site to another. 

Despite this crucial difference, terminology from band transport and inorganic crystals is 

still utilized. Holes and electrons now refer to positively- and negatively-charged states that move 

from one molecule to another. In this framework, the HOMO and LUMO of the molecule are 

described as analogous to the valence and conduction bands for a crystal, respectively.4 One key 

difference arises when drawing this analogy, however, which is illustrated by what happens when 

a charge is added or removed. For a crystal, the electrons are delocalized over a large region 

relative to the crystal unit cell. Therefore, adding or removing an electron does little to impact the 

potential energy felt by the other electrons, so the band structure and thus the energies of the other 

states in the crystal are almost entirely unaffected. By contrast, when charges are localized, adding 

 
* One important note is that interactions such as π-π stacking allow for electrons to be delocalized across more than 
one molecule. Additionally, for polymers, the delocalization tends to be over multiple repeat units, rather than the 
entire macromolecule. For sake of generality, “molecule” will refer to a structure over which an electron is delocalized. 
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or removing one from the molecule has a significant impact, both due to that charge’s repulsion 

with the other electrons and due to a change in molecular equilibrium geometry caused by the 

change in force acting on the nuclei. More robust descriptions of the relevant energy levels are 

given by the ionization energy (IE) and electron affinity (EA) of the molecules, which refer to the 

minimum energy required to remove an electron from the molecule, and the energy released when 

an electron is added to the molecule, respectively. If one ignored the effect ionization has on the 

other states in the molecule (referred to as the frozen orbital approximation), the energy of the 

HOMO/LUMO states would equal the IE/EA values. Of course, this effect cannot be ignored.55 

Thus, while literature reports often describe holes as having energy equal to that of the HOMO 

state of a neutral molecule and electrons as having energy equal to the LUMO state (and that 

convention will be utilized at various points throughout this document for simplicity), it is 

important to remember that the actual energy landscape of an organic semiconductor is 

significantly more complex. 

While significant progress has been made towards developing low-bandgap organic 

semiconductors, organic materials typically have higher bandgap energies than their inorganic 

counterparts. Thus, the intrinsic charge carrier concentration is much lower. Additionally, due to 

their more disordered nature, organic electronic materials generally have a lower charge mobility; 

thus, the electrical conductivity is significantly lower. While the terms p-type and n-type can refer 

to the nature of a doped material, organic semiconductors typically can only support one form of 

charge carrier. That is, organic molecules can be reversibly oxidized or reduced, but not usually 

both. For this reason, the terms p-type and n-type are usually used to classify intrinsic materials 

relative to their preferred redox behavior. Materials capable of undergoing both are referred to as 

ambipolar. Examples of these materials are illustrated in Figure 2.3. Interestingly, p-type materials 

are significantly more common. This is, in part, because the reduction potential of most organic 

materials is much lower than that of oxygen in the presence of water or another proton source, 

which will cause most organic anions to react in all but the most tightly controlled environments 

(inorganic single crystals are less permeable and thus more stable).56,57 Furthermore, the electron 

affinity of these materials tends to be significantly higher than the work function of most metals 

used for contacts, resulting in significant contact resistance. Most reported n-type materials require 

extensive delocalization or many electron-withdrawing substituents to increase the electron 

affinity and thus stabilize the negative charge.58 With more stringent molecular design rules, the 
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search for better n-type materials remains one of the significant focus areas for organic electronics 

research.57–59 

 

 

Figure 2.3. Examples of hole transporting and electron transporting polymers and small molecules 
commonly seen in the literature. BBL is short for poly(benzobisimidazobenzophenanthroline).60,61 
Shown here are the conjugated cores; often times solubilizing side chains will be included 
(particularly for polythiophene, pentacene, perylene diimide, and fullerenes). Of note are the metal 
phthalocyanines, which illustrate how addition of electron-withdrawing substituents leads to a 
change in character from p-type to n-type. 

Doping in organic materials is typically accomplished using powerful oxidizing or 

reducing agents.62 Initial studies used iodine vapor as a p-dopant,7 and commonly-used ones today 

include both strong acids (as with PEDOT:PSS)63,64 and molecules such as 

tetrafluorotetracyanoquinodimethane (F4TCNQ),65–68 which is itself an n-type semiconductor with 

a high electron affinity. For organic materials, the general concept of doping is similar; charge 

transfer from the organic semiconductor to the dopant occurs and is driven by the difference in IE 

of the donor and EA of the acceptor. However, doping tends to be less efficient in organic materials 

than inorganic materials. A number of explanations have been proposed, ranging from the 

formation of charge transfer states that alter the energetics of doping,68,69 the preferential filling of 

trap states by dopants,70 and the strong Coulombic attraction between the charge and the ionized 

dopant.65,67 For these reasons combined with the already low conductivity of organic materials, it 

is common to see dopant concentrations in the percent range for organic materials. Despite the 
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issues seen with doping, it can be widely utilized to provide stable high conductivities of greater 

than 1,000 S cm-1,71 and can be utilized to alter the majority charge carrier type in normally p-type 

materials.72,73 

 Being able to measure the charge transport energy for a material is important for proper 

selection of dopants. More importantly, if the transport levels of two materials in contact are not 

aligned, contact resistance and non-ohmic behavior can arise,74–76 which in many cases is 

detrimental to device performance. IE and EA can be measured directly, albeit only on the surface 

of the sample, by utilizing ultraviolet photoemission spectroscopy (UPS) and inverse 

photoemission spectroscopy (IPES). UPS involves shining ultraviolet light on a sample and 

measuring the current while varying the photon energy.77 IPES is the reverse process, where the 

sample is bombarded with electrons and ultraviolet photons are measured.78 While these 

procedures directly measure the IE and EA of a molecule, they require highly-specialized 

equipment to carry out. Thus, they are often approximated by the oxidation and reduction 

potentials, which are measured using electrochemical techniques.79 However, while the techniques 

should in principle measure the same quantity, the combination of different chemical environments 

(i.e., vacuum vs. a polar solvent) and electrode contact effects conspire to make the results 

significantly different, with some literature reports relating oxidation potential to ionization energy 

by a slope of 1.4.80 While approximate pictures of the energy landscape in organic systems can be 

drawn up using these data, it is important to remember that the fact that charges are localized to a 

single molecule results in an energy landscape that is much less robustly determined. 

 The localization of charges means that different theoretical models must be utilized in order 

to describe the charge transport. For band theory, charges are free to move around the crystal while 

occasionally running into obstacles such as lattice distortions caused by thermal energy. The 

degree to which charges are scattered can be encapsulated along with other parameters into a factor 

called mobility (𝜇). Conductivity is proportional to the mobility and the number of charge carriers. 

For band-like transport, mobility decreases with increasing temperature, as more thermal energy 

leads to greater lattice distortions which act as obstacles to charge transport.50 In this framework, 

organic materials can be thought of materials where the mean free path of charge carriers is smaller 

than the dimensions of the molecules. In this situation, the charge is confined to a single site by 

potential energy barriers that it must surpass to move to another site. This is referred to as hopping 

transport, and it predicts that mobility will increase with higher temperature, as increased thermal 
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energy allows the potential energy barriers to be more easily surpassed.81,82 Therefore, when 

probing materials, the temperature dependence of their mobility can be utilized to determine the 

charge transport mechanism.83 

2.2.4 Charge Transport in Radical Polymers 

 While closed-shell conjugated polymers do show many parallels to inorganic 

semiconductors, less is known about how to treat open-shell radical polymers. Charge is 

transported at the energy corresponding to the ionization energy or electron affinity of the radical 

species, depending on which mode of charge transport is occurring.21,23 Typically, this is equated 

to the energy of the singly-occupied molecular orbital (SOMO), which leads to the picture of many 

half-filled molecular orbitals that charges move between. Based upon this picture, it seems as 

though radical polymers should be analogous to inorganic metals. However, this picture relies on 

the erroneous frozen orbital assumption, which would give equal values for electron affinity and 

ionization energy. Indeed, for ambipolar radicals such as nitronyl nitroxide, it is known that the 

reduction and oxidation potentials differ by 1.3 V,84 indicating that this assumption is significantly 

flawed (Figure 2.4a). Additionally, as with conjugated polymers, many radical species are unipolar, 

meaning they can be reversibly oxidized or reduced, but not both. If the IE and EA for a radical 

species were equal in general, this would not make sense. With these facts in mind, it seems as 

though radicals should behave closer to closed-shell semiconductors, with the half-filled SOMO 

still being analogous to a filled band. 
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Figure 2.4. Schematic of charge transport in radical polymers. (a) Oxidation and reduction 
reactions for a nitroxide radical. Both reactions are shown although typically only one proceeds 
reversibly for a given species. A schematic of the molecular orbital energies is shown as well, 
depicting the shift in energies that occurs on oxidation or reduction, as well as why the potential 
for both reactions differs. (b) Schematic of a p-type radical polymer film. Charges are localized to 
radical pendant groups and move through a series of one-electron transfers between neutral (grey) 
and charged (red) species. 

 A number of differences present themselves between charge transport in radical polymers 

and conjugated polymers, however. In general, radical polymers in the solid state show minimal 

dependence of conductivity or mobility on temperature,24,85–87 which is inconsistent with the 

predictions of a hopping model. This is unique for radical polymers and suggests that new models 

must be developed to describe their charge transport. One interesting feature is the high intrinsic 

conductivity observed in a highly flexible radical polymer after annealing, which is theorized to 

be related to aggregation of radical sites.24 An understanding of charge transport within the 

aggregates and how that differs from transport outside the aggregates is lacking as well. Aside 

from the mechanical properties afforded by selection of differing backbones, the electrical 

conduction is mostly unrelated to the polymer backbone. Indeed, computational studies suggest 

that the majority of charge transport is between pendant groups on different chains.88 In contrast 

to conjugated polymers, where some delocalization along the backbone occurs, charges in radical 

systems are truly localized. Finally, doping in radical polymers is still not well understood. In 

theory, doping should be facile due to the fact that both the charged and neutral versions of the 

radical species are stable. A half-filled “band” could be engineered by blending equal parts charged 

and neutral radical species. Current studies however show only modest increases in conductivity 
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when this doping is performed,24,85,89,90 in contrast to the orders-of-magnitude variation seen for 

conjugated polymers and inorganic crystals. This difference further highlights the difference in 

charge transport mechanisms between these two classes of organic electronic materials and the 

importance of further study. 

2.3 Photoexcited Interactions 

 For applications such as solar cells and light-emitting devices, understanding the excited 

state interactions between different materials is of crucial importance. The excited state in this case 

refers to electronic excited states, where electrons are found in higher-energy orbitals than the 

lowest-energy configuration. A molecule in an excited state is referred to as an exciton, analogous 

to the quasiparticle in inorganic systems. A molecule can be promoted from the ground state to an 

excited electron state via a photon whose energy is equal or greater than the difference in energy 

between the two states (greater energies will cause the molecule to enter an excited vibronic state 

as well). Typically, the lowest-energy excited state involves a single electron transition from the 

HOMO to the LUMO. The photon energy required for this transition can be approximated as the 

difference between the IE and EA of the molecule, which in organic electronics is referred to as 

the electronic bandgap. As has been established, however, the IE/EA are only crude 

approximations of the HOMO and LUMO energy, as they include the coulombic potential 

difference experienced by the other electrons in the molecule. Therefore, the electronic bandgap 

tends to be an overestimation of the photon energy. The actual photon energy required to excite 

the molecule is referred to as the optical bandgap. The difference between the electronic and optical 

bandgap is referred to as the exciton binding energy, as it corresponds to the energy that would be 

required to separate the hole and electron into free charge carriers. 

Many conjugated polymers have bandgap energies corresponding to photons within the 

visible spectrum.91,92 Therefore, the transitions between these excited states can be studied using 

visible light techniques, including absorbance and fluorescence spectroscopy. Absorbance and 

fluorescence are inverse processes. Absorbance occurs when a photon is absorbed, resulting in the 

molecule entering a higher energy electronic state, and fluorescence occurs when a molecule in an 

excited electronic state decays to a lower energy one, emitting a photon whose energy is equal to 

the difference in energy between the two states. The energy of the emitted photon tends to be less 

than that of the absorbed photon, a phenomenon known as the Stokes shift. This occurs because 
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the electronic transition often results in a change in vibronic state as well, which relaxes faster than 

the excited state lifetime. Thus, the transition during fluorescence is lower in energy than the one 

occurring during absorption. How absorbance and fluorescence change in samples containing 

multiple different materials can shed light on the electronic interactions between the materials. 

One such signature is through fluorescence quenching.93 If a fluorescent molecule, or fluorophore, 

is in close proximity to another molecule, the other molecule can introduce pathways leading to 

the fluorophore’s ground state that do not involve photon emission, or it will prevent excitation in 

the first place. This will result in fewer photons being emitted and thus a reduction in fluorescence 

intensity. The precise mechanism by which this occurs provides key insights into the electronic 

interactions between both molecules. 

 One such distinction between mechanisms is between static and dynamic quenching. 

Dynamic quenching occurs when the quencher interacts with the excited molecule leading to non-

radiative relaxation of the excitation. The other is static quenching, where the fluorophore interacts 

with the quencher in the ground state to form a complex that is not fluorescent. If fluorescence 

quenching is observed in a system, then it is important to establish that dynamic quenching is 

occurring. Fortunately, the difference between the two is straightforward to detect, as outlined 

below. 

 Both static and dynamic quenching obey the Stern-Volmer relationship, which is described 

by the following equation. 

 𝐼r
𝐼 = 1 + 𝐾[𝑄] 

(2.3)  

 

Here, 𝐼r is the intensity in the absence of quencher, 𝐼 is the intensity with quencher, [𝑄] is the 

molar concentration of quencher, and 𝐾 is the Stern-Volmer constant, which indicates the strength 

of the quenching interaction. For dynamic quenching, this is equal to the product of the bimolecular 

rate constant for the quenching process (𝑘w ) and the excited state lifetime in the absence of 

quencher (𝜏r). For static quenching, this is equal to the equilibrium constant for complex formation. 

If both static and dynamic quenching occur, the end result is the product of two terms in the form 

of Equation 2.3, leading to a quadratic dependence of the reciprocal of the intensity on 

concentration. The behavior of the two different mechanisms differs for time-resolved 

fluorescence, where the fluorescence intensity, after a brief excitation pulse, is measured as a 
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function of time. Excited states relax through a first-order process, so fluorescence naturally decays 

exponentially with time. Dynamic quenching, by offering an alternate route for relaxation, hastens 

this process, lowering the time constant for the decay. Static quenching, on the other hand, prevents 

the initial excitation entirely, so while the initial intensity will be lower, the actual relaxation 

dynamics are unaffected as the excited state still only has one route by which to decay. In the case 

of dynamic quenching, the time constant also obeys the Stern-Volmer relationship, so by 

performing time-resolved studies, the nature of the quenching can be established in a ready manner. 

 Absorption spectroscopy is used to establish the nature of these interactions. In the case of 

static quenching, the ground state complex would likely have a different electronic structure than 

the two molecules separately, owing to interaction of the molecular orbitals. Thus, the optical 

absorption spectrum would be different than simply the sum of the absorption spectra of the two 

materials separately. That is, additional peaks corresponding to the complex would be expected to 

appear in the spectrum. With only dynamic quenching, the absorbance of the mixed solution 

should simply be a sum of the individual spectra, as per the Beer-Lambert law. 

 Even once the question of static vs. dynamic quenching in a system has been answered, 

multiple mechanisms for dynamic quenching exist, and it is essential to distinguish amongst them 

(Figure 2.5). These include electron transfer, excited state transfer, and enhanced intersystem 

crossing as potential mechanisms. Electron transfer is where an electron transfers from the excited 

fluorophore to the quencher and it can occur if the electron affinity of the quencher is greater than 

the ionization energy of the fluorophore minus the excited state energy (an analogous mechanism 

involving hole transfer is also possible). Excited state transfer, wherein the fluorophore decays to 

the ground state at the same time as the quencher is excited, can occur through one of two 

mechanisms. The first is Förster resonance energy transfer (FRET), in which coupling between the 

ground to excited state dipole transitions results in non-radiative transfer of energy from the 

fluorophore to the quencher.94 The other is Dexter energy transfer, which results from a 

simultaneous concerted electron transfer from the LUMO of the fluorophore to that of the quencher 

and from the HOMO of the quencher to that of the fluorophore due to the overlap of their respective 

wavefunctions.95 These mechanisms both result in a net transfer of energy without a transfer of 

charge. Enhanced intersystem crossing can occur when the quencher is an open-shell species. In 

this case, exchange interactions between the excited electron on the fluorophore and the unpaired 

electron on the quencher results in both electrons flipping their spins, which leads to the singlet 
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exciton on the fluorophore converting to a triplet exciton. If the fluorophore is not phosphorescent, 

i.e. cannot decay radiatively from the triplet state, then the fluorescence will effectively be 

quenched. 

 

 

Figure 2.5. Schematic showing different possible quenching mechanisms between a conjugated 
fluorophore (red) and a quencher (blue). Electrons are indicated with black circles. Holes 
(represented by white circles) are included for clarity. (a) Photoinduced charge transfer occurs 
when an electron is transferred from the excited fluorophore to the quencher. (b) Excited state 
transfer occurs when the excited state is transferred from the fluorophore to the quencher. It can 
go by the FRET mechanism (blue) where coupling between the dipoles of the excited states lead 
to a transfer of energy or by the Dexter mechanism (red) where simultaneous concerted electron 
transfer occurs. (c) Enhanced intersystem crossing occurs when an exchange interaction between 
the unpaired electron on an open-shell quencher and one of the electrons in the fluorophore leads 
to the conversion of the singlet excited state to a triplet state. (d) Static quenching occurs when the 
fluorophore and quencher form a nonfluorescent supramolecular complex in the ground state. 

 Steady-state absorbance and fluorescence spectroscopy cannot readily distinguish these 

mechanisms. Therefore, other experimental techniques can be used to gain more insight into the 

processes occurring. One such technique is transient absorption spectroscopy, wherein the sample 

is photoexcited by a brief (~10–13 s) laser pulse, and then the absorbance spectrum of the sample 
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is taken after a delay. By measuring at multiple time delays and comparing the excited state 

absorbance spectra to the ground state, a clear picture of the evolution of the excited state can be 

observed. If the absorbances of the species corresponding to the intermediates can be identified, 

such as the charged quencher species for electron transfer, the photoexcited quencher for excited 

state transfer, or the fluorophore triplet for intersystem crossing, then a determination of the 

mechanism can be made. 

 Electron paramagnetic resonance spectroscopy can, in some circumstances, provide useful 

information about mechanisms in cases where unpaired electrons are encountered. In particular, it 

is widely utilized for studying photoinduced charge transfer mechanisms between closed-shell 

species.96 In this case, an electron transfer will lead to the generation of two open-shell species, 

which can be detected by comparing the signals from the samples under illumination and in the 

dark. If performed at cryogenic temperatures, where the electron dynamics are slowed enough for 

a population of excited state intermediates to build up, then this technique can be performed at 

steady-state. However, more information, and evidence of intersystem crossing, can be obtained 

using time-resolved electron paramagnetic resonance, which as with transient absorption looks 

specifically at the excited state as a function of time.97 As all of these mechanisms play relevant 

roles in device applications, understanding which are at play can allow for material systems to be 

optimized for a particular device application. 

2.4 Organic Electronic Devices 

 Many classes of device can be fabricated using organic electronic materials. Some of the 

main applications for conjugated materials are outlined below. Applications for radicals, such as 

for batteries and for dye-sensitized solar cells, are discussed further in Chapter 3 of this document. 

2.4.1 Organic Photovoltaics (OPVs) 

 Transitioning from fossil fuel-based energy sources to renewable ones requires reducing 

the cost of technologies that gather renewable energy. One clear case is with solar cell technology. 

Much of the energy available to humanity ultimately comes from the sun, and with 9,000 TW of 

solar energy reaching the Earth’s surface, there is more than sufficient amounts to meet the current 

global consumption of 18 TW. At present, however, solar modules are more expensive than fossil 
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fuels, which limits their implementation. Most commercial solar cells use doped silicon, but 

processing the material is an expensive process. Organic solar cells are part of a larger class of 

solution-processable solar cells, wherein the active layers are deposited from solution, which is a 

more scalable process in terms of cost.98–103 While there are still hurdles to be cleared in terms of 

efficiency, it is hoped that organic solar cells can provide a means of producing solar cells at a 

much lower cost when the technology is commercially scaled. 

 Solar cells, in general, use energy from incident photons to directly drive an electrical 

current. Organic solar cells do this using a heterojunction between a p-type and n-type material, 

referred to as the electron donor and electron acceptor.104 In the prototypical case, a five-step 

procedure is followed (Figure 2.6). First, a photon is absorbed by a molecule in either layer, which 

excites it to a higher electronic state. As previously mentioned, this is referred to as an exciton, 

which more formally describes a bound hole-electron pair. Second, through excited-state transfer 

mechanisms, an excited molecule can transfer the excitation to a nearby one, which allows the 

exciton to move through the material. Excitons on average last as long as the excited state on a 

molecule does. For the prototypical donor poly(3-hexylthiophene) (P3HT), the exciton lifetime is 

approximately 600 ps, which means an exciton can typically diffuse about 10 nm before 

recombining.105 If it does arrive at the interface between the two materials, a charge transfer from 

an excited donor molecule to an acceptor molecule can occur. This forms a charge-transfer state 

consisting of a positively-charged donor molecule and a negatively-charged acceptor, which can 

be seen as a Coulombically bound hole and electron pair. Fourth, thermal energy allows the hole 

and electron to separate creating a free hole and electron that diffuse through the bulk material. 

Finally, these charges diffuse to the electrodes driven by the concentration gradient, where they 

are extracted and travel through the connected circuit. 
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Figure 2.6. Schematic of organic solar cell operation, with the electron donor depicted as red and 
the acceptor depicted as blue. (a) A photon is absorbed by a donor molecule, promoting an electron 
to an unoccupied orbital and leaving a hole in the HOMO. The electron is depicted as at a lower 
energy than the LUMO to account for the exciton binding energy. (b) Through a series of excited 
state transfer steps, the exciton diffuses through the donor. (c) Upon reaching the donor/acceptor 
interface, the promoted electron transfers to an acceptor molecule, forming a Coulombically-bound 
charge transfer state. EB,CT represents the binding energy. (d) Thermal energy dissociates the bound 
charges. (e) Through a series of one-electron transfer reactions, the charges diffuse through the 
donor/acceptor bulk and eventually leave the solar cell.  

 There are many concerns that limit the efficiency of a given solar cell, and the previously-

described processes do not occur with 100% efficiency. As mentioned, excitons have a limited 

lifetime, which means that unless they are generated within around 10 nm of an interface, the 

energy absorbed in producing them is wasted. Therefore, the structure of the solar cell should be 

such that this is always the case. However, no material can absorb 100% of the photons that are 

incident upon it at thicknesses of that scale. Therefore, the active layer of the solar cell must be 

thick enough, on the order of 1000 nm, so that photons do not pass through unabsorbed. Initial 

experiments on heterojunction OPVs utilized a planar heterojunction structure (Figure 2.7a), 

wherein the donor and acceptor layers were deposited in separate layers.106 With such a structure, 

any layer thicker than 10 nm does not contribute to charge generation, but the number of photons 

actually absorbed in that 10 nm slice are minimal, which greatly limits the efficiency. An ideal 

situation would utilize an ordered heterojunction structure (Figure 2.7c), where a jagged interface 

has been created such that no exciton is further than 10 nm away from it, while the thickness is 

still sufficient to allow most of the incident photons to be absorbed.107 Unfortunately, fabrication 

of such a nanostructure is difficult. A compromise is the bulk heterojunction (Figure 2.7b), wherein 

the donor and acceptor are simply blended before solution casting, and phase separation allows for 
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the creation of distinct domains within the material.108 While there is poor control over the 

nanostructure using this technique, it is far superior to a planar heterojunction in terms of 

performance, and significantly easier to implement than an ordered heterojunction. Therefore, the 

bulk heterojunction is the most commonly-utilized active-layer architecture for OPVs.  

 

 

Figure 2.7. Schematic of (a) planar heterojuction, (b) bulk heterojunction, and (c) ordered 
heterojunction OPV active layer architectures. 

 One other factor that limits the efficiency is the fact that the exciton energy is a fixed value 

for a given material. To excite a molecule to a higher electronic state requires a photon with energy 

equal to the energy of that excited state. If the energy is less, then no absorption occurs. Therefore, 

any photons with energy less than the bandgap of the material are not absorbed. Photons with a 

greater energy may be absorbed by promoting the molecule to higher vibronic states. However, 

this energy is quickly dissipated as heat, meaning that photons with energy greater than the 

bandgap are partially wasted. Given the photon energy distribution of the solar spectrum, this 

consideration alone puts a limit of 44% on the efficiency of a material with an optimized bandgap 

of 1.1 eV.109 One way to avoid this issue is to stack two solar cells on top of each other, each with 

different bandgaps. The high-bandgap material is placed on top, which allows a larger portion of 

the energy to be collected from high-energy photons, and the low-bandgap material on the bottom 

collects all the low-energy photons that pass through. This is referred to as a tandem solar cell. 

While the processing becomes significantly more complicated for such a structure, tandem OPVs 

have recorded some of the highest efficiencies in the literature.110,111 

 Aside from the efficiency, OPV performance can be broken down into three parameters. 

These are the short-circuit current (𝐽+f), open-circuit voltage (𝑉zf), and fill factor (𝐹𝐹). 𝐽+f  is the 

current produced if the two contacts of the solar cell are shorted together, corresponding to one 



 
 

52 

electron produced per dissociated exciton. If the solar cell is operated as an open-circuit, charge 

will build up at both electrodes until a potential is generated that neutralizes the driving force for 

exciton dissociation. That potential is equal to 𝑉zf . As the voltage drop across the external circuit 

varies from 0 to 𝑉zf , the current will decrease gradually, and the extent to which it does is given 

by 𝐹𝐹. Formally, it is defined as the power generated by the solar cell (current times voltage) at 

the point of maximal output, divided by the power obtained from multiplying 𝐽+f  by 𝑉zf . A solar 

cell with 𝐹𝐹 equal to 1 would be one where the cell produces current equal to 𝐽+f  for any load with 

a voltage drop less than 𝑉zf . This definition allows the efficiency (𝜂) of the solar cell to be 

described as follows, where 𝑃&~ is the power from the light incident on the solar cell. 

 

 𝜂 =
𝐽+f𝑉zf𝐹𝐹

𝑃&~
 (2.4) 

  

The most-studied donor-acceptor pair for OPVs is P3HT blended with a fullerene such as C60 or 

phenyl-C61-butyric acid methyl ester (PCBM), due to the reasonably high hole mobility of P3HT 

combined with the high density of LUMO states for fullerenes.18,112 However, the efficiency of 

this pair maximizes around 5%, which is too low for commercial applications. One limitation is 

the high bandgap of P3HT (2 eV), which has spurred the development of low-bandgap polymers. 

Use of both electron-rich and electron-poor moieties within the molecule, referred to as donor-

acceptor materials, is a popular strategy. Many examples are shown in Figure 2.8. Materials can 

be further optimized through the use of multiple donors or acceptors, which synergistically 

combine the effects of multiple components. The simplest case is a ternary solar cell, which uses 

either two donors or two acceptors.113,114 This can be used to improve the absorbance range of the 

solar cell, improve charge transport, or improve morphology. One special case is that of the 

cascade solar cell, which uses a series of donors or acceptors with staggered HOMO or LUMO 

levels improve charge separation.115–117 
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Figure 2.8. Examples of materials used in organic photovoltaics. 

 Also important for OPVs are their interfacial modifying layers. These are used to facilitate 

charge extraction from the solar cell, minimize recombination at the electrodes, improve device 

morphology and stability, and protect the organic layers during subsequent deposition steps. The 

ones listed in Figure 2.8 are ubiquitous, though much research has looked at developing more 

efficient interfacial modifying layers to bring about incremental improvements in existing active 

layer technologies.76 

2.4.2 Organic Light-Emitting Diodes (OLEDs) 

 In contrast to the other applications, organic light-emitting diodes (OLEDs) are one area 

where the performance of organic materials currently exceeds their inorganic counterparts, and 

where the specific technology outperforms comparable ones.13,14,118 Thus, they represent the most 

commercially-relevant application of organic electronics at this time. More specifically, OLED 

displays in televisions and smartphones offer significantly improved color and contrast as well as 

lower power consumption versus conventional backlit displays, all in a thinner profile, and while 

some promising inorganic LED technologies exist,119–121 OLEDs currently are the most mature 

LED display technology. 

 An LED can be thought of as the inverse of a solar cell from a simplistic perspective. Here, 

a current is driven across a semiconductor to inject charges that will subsequently generate photons. 
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In this case, both holes and electrons are injected at opposite ends of the material, then meet to 

form excitons that radiatively recombine to emit photons, in a process known as 

electroluminescence. In this case, aside from ensuring efficient charge injection and transport, the 

primary concern is to maximize the fluorescent and phosphorescent yield of the molecule. This 

key metric influences the development of OLED materials, and results in very different molecular 

designs than what are used for other applications. 

 One obstacle to achieving high fluorescent yields from OLED materials is spin statistics. 

When an exciton is formed, the quantum spin state of the two unpaired electrons is randomized, 

with a 75% chance of creating a triplet state (matching spins) and a 25% chance of creating a 

singlet state (unmatched spins). Due to the Pauli exclusion principle preventing two electrons with 

the same spin from occupying the same orbital, radiative recombination of the triplet excited state 

is forbidden. Thus, the efficiency is limited to 25% for most organic materials unless this issue can 

be circumvented.   

One technique is through a process called spin-orbit coupling. For smaller atoms, electrons 

cannot readily change their spin as angular momentum must be conserved. However, for a larger 

atom with open d- or f-orbitals, the electron can change its orbital angular momentum to counteract 

the change in spin angular momentum. Therefore, most OLED emitters consist of organic ligands 

bound to a metal atom such as Iridium,122 which has strong spin-orbit coupling and therefore allows 

ready interconversion between singlet and triplet states. Similarly, metal-organic ligands often 

show phosphorescence, which is direct radiative recombination of a triplet excited state. These 

remove the issue of spin statistics; however, the use of rare metals adds considerable expense to 

the material. Therefore, one area of considerable research is producing metal-free 

electroluminescent materials that still manage to avoid the issue of spin statistics. Some techniques 

include triplet-triplet annihilation,123 thermally-activated delayed fluorescence,124 and doublet 

emission.125,126 

The simplest OLED structure consists of an emissive layer sandwiched between two 

electrodes. Such a design, however, leads to poor efficiency due to poor charge transport and non-

radiative recombination. Therefore, typical designs will also include multiple interfacial modifying 

layers (Figure 2.9a). At the anode will be a hole injection layer (HIL) and hole transport layer 

(HTL) to facilitate charge injection from the electrode to the active layer. An analogous electron 

transport layer (ETL) is incorporated between the cathode and the emissive layer, along with a 
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small hole-blocking layer (HBL) with a HOMO energy that is far from vacuum to prevent holes 

from entering the ETL.76 The emissive layer typically consists of a conductive host material that 

is doped with emitters, allowing the charge transport properties and luminescence to be 

decoupled.127 Figure 2.9b shows examples of different materials used in the different layers.128  

 

 

Figure 2.9. (a) Typical structure of an OLED device, showing the anode, hole injection layer (HIL), 
hole transport layer (HTL), emissive layer (EML) consisting of a host molecule doped with an 
emitter, hole blocking layer (HBL), electron transport layer (ETL), and cathode. Holes are injected 
from the anode, while electrons are injected from the cathode. (b) A far-from-exhaustive list of 
molecules used in in OLEDs. Abbreviations are poly(3,4-
ethylenedioxythiophene):poly(styrenesulfonic acid) (PEDOT:PSS);129 Copper Phthalocyanate 
(CuPc);130 α-NPD;131 N,N′-bis(3-methylphenyl)-N,N′-diphenylbenzidine (TPD);131,132 fac tris(2-
phenylpyridine) iridium (Ir(ppy)3);133 poly(phenylene vinylene) (PPV); 9,10-(2-
naphthyl)anthracene (ADN);134 2,4,5,6-Tetra(9H-carbazol-9-yl)isophthalonitrile (4CzIPN);135 
4,4’-di(N-carbazole)biphenyl (CBP);136 bis(10-hydroxybenzo[h]quinolinato)beryllium 
(Be(bq)2);137 tris-(8-hydroxyquinolinato)aluminum (Alq3);138 and Bathocuproine (BCP).139 

2.4.3 Organic Thermoelectric Devices 

 When energy is transformed, a significant amount is wasted in the production of heat. 

While thermodynamics dictate that this is unavoidable, there is considerable interest in trying to 

recapture some of this thermal energy in a usable form. Thermoelectric devices allow thermal 

energy to be converted directly into electrical energy with no moving parts.140 While such a 
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prospect is highly appealing, the cost efficiency of conventional thermoelectric materials is 

minimal. Therefore, the development of new materials is essential. 

 Thermoelectric devices exploit the Seebeck effect to generate electricity. A qualitative 

explanation is as follows. In a conductor or semiconductor with free charges, an increase in 

temperature will increase the kinetic energy of those charge carriers. If a region of the material is 

heated relative to the rest of the material, the increased kinetic energy will cause those charge 

carriers to move away more quickly, reducing the carrier density in that area. As the charge is no 

longer balanced, this will result in an electrical potential build-up that is proportional to the 

temperature difference (Figure 2.10a). If the two ends are joined with an ideal wire, then a current 

will flow. The sign of the voltage depends on that of the charge carriers. Electrons in a metal or n-

doped material result in a positive Δ𝑉/Δ𝑇, while holes in a p-doped material show a negative 

Δ𝑉/Δ𝑇. Alternating p- and n-doped legs connected in series allow for a consistent voltage to be 

built up (Figure 2.10b). 

 

Figure 2.10. (a) Schematic depicting the Seebeck effect. In a p-type material, heating one side 
leads to increased thermal energy causing the holes to diffuse more rapidly, which lowers their 
density. Cooling the other side likewise leads to an increase in density. The buildup of charges 
increases the electrical potential at the cold side, generating a voltage. In an n-type material, the 
opposite sign of the charge carriers lead to a reversal of the voltage. (b) An appreciable voltage 
can be produced by linking multiple thermoelectric modules in series. As the p- and n-type 
materials produce opposite voltages, they can be connected at the hot or cold side and their voltages 
will add. 

 The figure of merit for a thermoelectric material is given by the following equation: 

 

 
𝑧𝑇 =

𝑆G𝜎
𝜅 𝑇 (2.5) 
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Here, 𝑆 is the Seebeck coefficient, which is equal to Δ𝑉/Δ𝑇, 𝜎 is the electrical conductivity, 𝜅 is 

the thermal conductivity, and 𝑇 is the average absolute temperature between the hot and cold sides. 

These parameters are not entirely independent, as tuning one often leads to changes in the others. 

For example, the conductivity can be increased through doping, but the increased charge carrier 

density leads to greater thermal conductivity, and the resulting shift in chemical potential of the 

carriers leads to a reduction in the Seebeck coefficient. Therefore, there is a considerable 

optimization process. While organic thermoelectric materials often show lower conductivity than 

their inorganic counterparts, one potential advantage is that organic materials have significantly 

lower thermal conductivities than the metals that are typically used.  

 All conjugated polymers show some degree of thermopower, but the current highest-

performing p-type materials include PEDOT, polyacetylene, and polyaniline,140,141 with some 

reports indicating thermopower on par with that of bismuth telluride, the champion inorganic 

material. As with other organic electronic devices, high-performance n-type materials are less 

common, but the most common ones seen include fullerenes,142 perylene diimides,143 naphthalene-

diimide-based donor-acceptor polymers,144,145 and ladder polymers.100 Composites with inorganic 

materials and carbon nanotubes are also utilized.146,147 While most thermoelectric applications 

make use of closed-shell conjugated polymers, radicals can be utilized for charge filtering to 

improve the Seebeck coefficient with minimal impact on conductivity.148 Ultimately, 

thermoelectric generators are still very much an experimental technology, but organic electronic 

materials with their competitive performance offer a potential path towards commercial viability. 

2.4.4 Organic Field-Effect Transistors (OFETs) 

 Of crucial importance to digital electronic devices is the transistor. This simple device 

makes possible every calculation and manipulation done by a computer. While OFETs differ from 

the other devices presented here in that they are not used for energy conversion, they are 

nevertheless critical for the implementation of organic materials in all but the most basic electronic 

applications.53 A transistor is effectively a solid-state switch, where application of a voltage at one 

terminal of the device controls the amount of current than can flow between the other two terminals. 

Field-effect transistors accomplish this by using a semiconductor with low charge carrier density 

but high mobility placed against a thin insulating layer. Application of an electric potential across 
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the insulating layer attracts charge carriers to the interface between the semiconductor and 

insulator, which results in a significantly higher conductance at the interface (Figure 2.11). 

 

 

Figure 2.11. Schematic of field-effect transistor operation. (a) With no applied gate voltage (off), 
conductivity is low as only intrinsic charges are present between the source and drain. (b) An 
applied gate voltage attracts more charges to the channel, which greatly increases the conductivity. 

 A more quantitative description of the behavior is as follows.1 As a FET is a three-terminal 

device, the source-drain current (𝐼*+) will depend on both the drain-source voltage (𝑉*+) and the 

gate-source voltage (𝑉-+). For an ideal FET with a perfect gate insulator, the gate-source current 

(𝐼-+ ) at steady-state is zero. At a constant value of 𝑉-+ , increasing 𝑉*+  will result in a linear 

increase in current for 𝑉*+ ≪ 𝑉-+, but as 𝑉*+ approaches 𝑉-+ in value, the slope will decrease and 

saturate when 𝑉*+ = 𝑉-+. Past this point, the current will increase no further. This is due to the fact 

that the charge concentration is non-uniform along the channel. It will be proportional to 𝑉-+ at 

the source electrode and 𝑉-+ − 𝑉*+, or the gate-drain voltage (𝑉-*) at the drain electrode. If 𝑉*+ >

𝑉-+, the charge on the gate will be negative close to the drain electrode. Therefore, charge will 

effectively be pinched off at some point along the channel, which counteracts the effect of 

increased driving force and results in saturation. If 𝑉-+ is instead varied while 𝑉*+ is held constant, 

there will be a quadratic increase in current for 𝑉-+ < 𝑉*+ due to the combined effects of increasing 

the carrier concentration and negating the pinch-off effect. For 𝑉-+ > 𝑉*+, the increase in 𝐼*+ will 

be linear. 
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When 𝐼*+ is plotted against 𝑉*+ at a fixed 𝑉-+, this is referred to as an output characteristic 

(Figure 2.12a). If 𝑉*+ is instead fixed with 𝑉-+ allowed to vary, this is referred to as a transfer 

characteristic (Figure 2.12b). The exact formula for an ideal FET is as follows. 
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⎧
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𝐿 �
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2 � 𝑖𝑓	𝑉*+ ≥ 𝑉-+

	 (2.6) 

 

Here, 𝜇 is the charge carrier mobility, 𝐶0( is the capacitance of the insulator per unit area, and 𝑊 

and 𝐿 are the width and length of the channel, which in Figure 2.11 correspond to the distance into 

the page and the distance horizontally, respectively. All of these equations are for an n-type (i.e. 

electron transporting) FET. For a p-type FET, the same quantitative behavior is seen, except the 

signs are reversed. Thus, the results in Figure 2.12 still hold except with the graph rotated 180° 

into the third quadrant. 

 

 

Figure 2.12. Sample characteristics for an ideal FET, showing (a) output characteristics, i.e. 𝐼*+ 
vs. 𝑉*+, and (b) transfer characteristics, i.e. 𝐼*+ vs 𝑉-+. 

 The power of a transistor is achieved in a device design that pairs of p- and n-type FETs, 

referred to as a complimentary circuit, as logic elements for binary calculations can be constructed. 

An example is shown in Figure 2.13a, where both a p- and n-type FET in series with a common 
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gate connection are used. The relationship between input and output voltage for this circuit is 

shown in Figure 2.13b. What is seen here is an inverter, as 𝑉0�� is low when 𝑉&~ is high, and vice-

versa. The approximately sigmoidal nature of the transfer function benefits a binary application, 

as the saturation at low and high voltages means that, for multiple inverters in series, the voltage 

at each stage will tend to get closer to the saturation values. Figure 2.13c shows a similar setup for 

a NAND gate, where 𝑉0�� is low if both inputs are high, and high otherwise. This structure allows 

any binary logic circuit to be implemented. Thus, achieving complimentary FETs is essential for 

pursuing digital logic applications. 

 

 

Figure 2.13. Examples of CMOS logic circuits. (a) Circuit diagram of a CMOS inverter, which 
produces a low voltage output if the voltage input is high, and vice-versa. (b) Relationship between 
Vi and Vo for an inverter consisting of ideal FETs with equal values of 𝜇𝐶0(

�
�

. (c) Circuit diagram 
of a CMOS NAND gate, where the output voltage is low only if both input voltages are high, and 
high otherwise. This serves as a universal building block for any digital circuit. 

 Equation 2.6 describes an ideal FET. Most practically implemented FETs, particularly 

OFETs, will show some degree of nonideal behavior. One assumption that is only an idealization 

is the fact that the current passed when 𝑉-+ < 0 is equal to zero. All materials will have some 

residual conductivity such that some current will flow as long as 𝑉*+ is nonzero. For the transistor 

to fulfill its role as a switch, it is desirable that this current be as low as possible. The relevant 

figure of merit is the on-off ratio, defined as the ratio between the current when 𝑉-+ = 𝑉*+ and 

when 𝑉-+ = 0 for a fixed 𝑉*+. MOSFETs and state-of-the-art OFETs show on-off ratios up to 109. 

The second nonideality is that the FET will not turn on exactly when 𝑉-+ becomes positive. Rather, 

some threshold voltage (𝑉3) must be surpassed before current will begin to flow. A reasonable 
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approximation simply substitutes 𝑉-+ with 𝑉-+ − 𝑉3 in Equation 2.6, which is illustrated in Figure 

2.14a. This is accurate far above 𝑉3 , but the transition at 𝑉3  tends to be smoother than what 

Equation 2.6 would imply (see Figure 2.14b). 

 

 

Figure 2.14. (a) A non-zero threshold voltage results in a horizontal displacement of the transfer 
curve, meaning that it turns on at higher voltages. (b) Extracting mobility and threshold voltage 
from a plot of d𝐼*+ vs 𝑉-+. Here, the slope is proportional to the mobility, and the x-intercept is 
equal to the threshold voltage. Note that a smooth transition below 𝑉3 is illustrated.  

Extraction of these parameters, as well as the mobility (𝜇), can be done by appropriate 

fitting of the transfer characteristics. The on-off ratio can simply be found by reading the current 

at the appropriate values of 𝑉-+. To fit 𝜇 and 𝑉3 requires linearizing Equation 2.6. Substituting 

𝑉-+ − 𝑉3 for 𝑉-+ in the equation for the saturated regime and taking the square root of both sides 

yields the following. 

 
d𝐼*+ = 	�𝜇

𝐶0(
2
𝑊
𝐿
(𝑉-+ − 𝑉3) 

(2.7) 

Fitting the data in this form with a straight line will yield 𝜇 and 𝑉3 from the slope and x-intercept, 

respectively, as seen in Figure 2.14b. Data gathered in the linear regime can also be fit in a similar 

manner. Typically for OFETs, however, the mobility is not constant with 𝑉-+ , and contact 

resistance effects can increase the perceived variability.149,150 Additionally, hysteresis is often seen 

in the transfer characteristics when the voltage is swept in both directions. Thus, some judgement 

must be exercised in fitting the parameters. Ultimately, the primary targets when synthesizing 
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high-performance materials are to increase mobility (which allows for lower-voltage operation) 

and to reduce the off current (which reduces power dissipation in the off state). 

 Materials used for OFETs include many of those also used for OPVs (Figure 2.8).151 

Thiophene-containing materials such as oligothiophenes152 and P3HT153 are widely utilized, as 

well as more complex thiophene structures such as poly(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-

b]thiophene) (pBTTT).154 Acenes such as pentacene155,156 and rubrene157 are common, particularly 

for single-crystal studies, as are soluble derivatives such as triisopropylsilyl (TIPS)-Pentacene.158 

Benzothieno[3,2-b]benzothiophene (BTBT) derivatives offer some of the highest mobilities 

recorded in the literature.159,160 n-Type materials include fullerenes,161–164 naphthalene and 

parylene diimides,165–168 tetracyanoquiodimethane (TCNQ),169 and fluorinated derivatives of p-

type materials.57 The gap in performance between polymers and small molecules was very 

significant for much of the history of OFETs, due to the impeded crystallinity of the polymers. As 

of recently, however, the mobilities of polymers and solution-processed small molecules have 

caught up with those of crystalline small molecules, an important milestone in achieving both high 

performance and low processing cost.170  

 A brief mention must also be made of organic electrochemical transistors (OECTs).171 

These consist of a conducting polymer immersed in an electrolyte solution, where the carrier 

density in the channel is modulated through electrochemical oxidation/reduction of the conductive 

polymer upon application of a gate voltage. As ions must migrate through the material, switching 

is slower than for an OFET. However, the main advantage is that the current can be modulated to 

an even greater degree than for an OFET. The relevant figure of merit is the transconductance (𝑔3), 

defined as the slope of the transfer characteristic. 

 
𝑔3 =

𝜕𝐼*
𝜕𝑉-

 (2.8) 

As the transfer characteristic is nonlinear, the maximal value of transconductance is typically used 

to characterize a transistor. For an OECT, the transconductance is several orders of magnitude 

higher than for an OFET. The reason for this higher transconductance is the increased capacitance. 

For an OFET, charge accumulates only at the interface between the gate and the channel. In other 

words, it occurs only on the surface. However, for an OECT, as the electrolyte permeates the entire 

channel, charge is accumulated throughout the bulk material. This makes them ideally suited for 
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sensing applications due to the much greater sensitivity of the measured current to changes in the 

gate voltage.  
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 STABLE RADICAL MATERIALS FOR ENERGY APPLICATIONS* 

3.1 Abstract 

Although less studied than their closed-shell counterparts, materials containing stable open-

shell chemistries have played a key role in many energy storage and energy conversion devices. 

In particular, the oxidation-reduction (redox) properties of these stable radicals have made them a 

substantial contributor to the progress of organic batteries. Moreover, the use of radical-based 

materials in photovoltaic devices and thermoelectric systems has allowed for these emerging 

molecules to have impacts in the energy conversion realm. Additionally, the unique doublet states 

of radical-based materials provide access to otherwise inaccessible spin states in optoelectronic 

devices, offering many new opportunities for efficient usage of energy in light-emitting devices. 

Here, we review the current state of the art regarding the molecular design, synthesis, and 

application of stable radicals in these energy-related applications. Finally, we point to fundamental 

and applied arenas of future promise for these designer open-shell molecules, which have only just 

begun to be evaluated in full. 

3.2 Introduction 

From biological systems, to a functioning civilization, and to the observable universe, the 

transport and transformation of energy is the essence of everything. Although the conservation of 

energy is dictated by physical laws, the struggle has been to find the most efficient manner by 

which to convert, use, and store energy. In modern electronic applications, electrons serve as the 

fundamental carriers of charge and energy. Thus, many functional materials involved with aspects 

of energy research are associated with either charge transport or storage. From a chemical 

perspective, electron transfer reactions can be broadly described as oxidation-reduction (redox) 

processes.1 Thus, organic materials having active redox behavior associated with them are of 

immense import in the realms of energy transport or storage.2 

In fact, the previous decades have witnessed significant progress in the development of 

optoelectronically-active organic materials.3,4 In addition to the potentially lower cost and 

 
* Reproduced from Wilcox, D. A.; Agarkar, V.; Mukherjee, S.; Boudouris, B. W. Annu. Rev. Chem. Biomol. Eng. 
2018, 9, 83–103. Copyright 2018 Annual Reviews. 
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mechanical flexibility of devices associated with organic materials relative to many of their 

inorganic counterparts, organic-based systems often compete with or surpass the capabilities of 

inorganic materials in functioning applications (e.g., display technologies).5,6 As only loosely 

bound electrons of organic compounds are accessible from an energetic standpoint, π-conjugated 

systems have found significant attention as active layer materials in organic electronic devices and 

impressive progress has been made in this arena.7 However, the notion that a highly-conjugated π-

system is required to access loosely bound electrons (and valence orbitals) of organic compounds 

is strictly untrue.8,9 In this report, we will instead focus on an alternative class of materials, organic 

molecules bearing stable radical groups.10 

We define radicals as open-shell organic compounds, where the valence unpaired electron 

either resides on a localized orbital or on a conjugated system.11 Having a singularly occupied 

molecular orbital (SOMO) energy level, radical species can either accept or donate an electron to 

form a closed-shell anion or cation, respectively. Depending on the relative stability of these 

species, a redox-active radical can be preferentially reduced (n-type), preferentially oxidized (p-

type), or can be capable of undergoing either oxidation or reduction (ambipolar).12 A radical 

species can have several accessible stable redox states, allowing for the radical to experience 

multiple consecutive or independent redox processes. Such redox behavior can be a simple tool 

for storing and releasing electrons at will, potentially allowing for reaction-based charge storage 

and memory applications.13,14 Similar chemistry can be beneficial to form active redox couples as 

auxiliary components in electronic devices (e.g., photovoltaic cells). Using analogous principles, 

redox-active radical based materials with high radical densities can form conductive networks 

where the neighboring radicals transport charge through a cooperative self-exchange process.14 

Additionally, the unpaired electrons can allow access to uncommon spin states (e.g., the doublet 

state) of a material, which can have beneficial consequences with respect to the optoelectronic 

properties of the material.15 To date, the synthetic community has only scratched the surface of 

potential radical-containing materials, and organic radical materials are dominated by only a few 

specific chemical structures, such as sterically protected nitroxyl and phenolic radicals (Figure 3.1). 

Fortunately, with the continued progress of modern synthetic tools, a considerable variety of 

radical-based materials are emerging. There is no shortage of potential avenues to develop and 

fine-tune the chemistry of these materials for advanced energy-related applications, which allows 

us to expect an ever-increasing progress in this regard.16 Thus, through the appropriate 
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combination of chemistry, materials science, and engineering, we anticipate that large strides will 

be had in the stable radical community in the near future. 

 

 
Figure 3.1. (a) Schematic of a radical polymer, which consists of pendant stable radical sites along 
the backbone of a macromolecular architecture. (b) Representative chemical structures of the most 
commonly-reported stable radical moieties. The open-shell groups that are marked with green 
ovals have been reported as pendant units in radical polymers, and the small molecule-only radical 
materials (i.e., those not marked in green) also have been important in energy-related efforts. (c) 
Example redox reactions associated with the nitroxyl radical show that the compound can access 
three distinct redox states. (d) Example chemical structures of a few radical polymers that have 
been described to a large degree in the literature. 

Materials based on organic radicals can be broadly classified as either small molecules or 

macromolecules. Small molecules prove advantageous due to: (1) their ability to be deposited at 

high purity from the vapor phase [e.g., using physical vapor deposition (PVD)] and (2) the finer 

synthetic tunability and exact reproducibility of their molecular architectures.17 On the other hand, 

polymers provide numerous opportunities for different physical processing methods (e.g., 

solution-processing and crosslinking).18 In particular, radical polymers, which are defined as non-

conjugated macromolecules with pendant radical sites, have attracted significant attention.13,14 We 
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do note that polyradical species (i.e., molecules that contain multiple radical sites which interact 

through a conjugated framework) are of immense interest in a number of application fields;19–21 

however, they are not the focus here as they have not been implemented in energy-related devices. 

While the choice between the utilization of small molecules and macromolecules must be weighed 

against the final end-use energy application, the basic functions of radical moieties are independent 

of this distinction. These key functions can be classified as: (1) electron exchange (charge flow); 

(2) reversible redox processes (charge storage); and (3) the residual spin of the unpaired electron. 

In particular, radical materials have made a significant mark on the fields of organic batteries and 

organic conductors due to their charge storage and charge transport abilities. While the first and 

second functions have been the primary means by which radical materials have impacted 

technology to this point, the third avenue is one of great promise as well. As the reaches of this 

field grow into specific applications, it is important to collectively ground the fundamental ideas 

of these unique, energy-related materials in a common platform, and that is the purpose of this 

report. 

3.3 Radical-Containing Materials for Energy Storage Applications 

 Rechargeable batteries are instrumental in common portable electronic devices today; 

however, many current inorganic cathode active materials in these batteries are relatively 

expensive and emerging inorganic materials are hampered with long-term cyclability and stability 

issues.22 Furthermore, next-generation electronic devices (e.g., rollup displays and wearable 

devices) will require batteries that are mechanically robust and flexible.23,24 As such, soft 

electrodes with active polymeric materials, particularly radical polymers, offer great promise in 

this particular application area. Their mechanical and chemical robustness, as well as the fact that 

the polymer architectures and electrochemical properties of these materials can be tuned in a 

relatively straightforward manner, mean that radical polymers have altered, and will continue to 

impact, the battery market.24 To date, molecules containing stable radicals have been implemented 

in organic radical batteries, flow batteries, and composite batteries and supercapacitors. The 

following subsections detail the impressive progress and opportunities for radical polymers in the 

first two examples of these energy storage technologies, which are less-frequently reviewed in the 

literature, and the reader is referred to other publications25–37 and reviews3,38–42 for details 

regarding radical-based moiety implementation in composite batteries and supercapacitors. 
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3.3.1  Organic Radical Batteries 

 This category encompasses both purely organic radical batteries (ORBs) and carbon 

composite batteries that contain open-shell entities. Thus, we will discuss batteries where radical 

polymers are one of the major constituents of the cathode,22,24,43–63 or both electrodes64–70 in the 

battery (Figure 3.2). The electron transfer in an ORB occurs in two stages with both heterogeneous 

(current collector-to-radical moiety) and homogeneous (between two distinct radical-bearing sites) 

charge transfer steps being present.44 Among the open-shell moieties, the nitroxyl radical is the 

most widely-studied in the ORB field. 22,46,47,49,51–53,57,59–63,71,72 This radical moiety is robust and 

has exceptional stability due to potential resonance structures.53 Moreover, the nitroxyl radical 

reversibly oxidizes to the oxoammonium cation, making it suitable as a cathode material in ORBs. 

Experimental ORB reports demonstrate that nitroxyl radical cathodes are characterized by a high 

charge capacity (~100 Ah/kg), high charging and discharging rate performance (up to 50 C) 57 

owing to rapid electron-transfer of the nitroxyl group, and a long cycle life ( >1,000 cycles). 

Nitroxyl-based polymer cathodes and lithium metal anodes have been the most common redox-

active materials used in ORBs since the first report by Nakahara et al., 22,46,49,52,53,59–61,63,66,72, and 

poly(2,2,6,6-tetramethylpiperidinyloxy methacrylate) (PTMA) is one of the variants that has been 

extensively employed for cathode fabrication in ORBs due to its ease of synthesis. 
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Figure 3.2. (a) Charging of an ORB. The nitroxyl radical is oxidized to the oxoammonium cation 
causing a flow of electrons through the outer circuit. This causes the electrolyte anions to migrate 
towards the newly-formed oxoammonium cations of the radical polymer, thus compensating their 
charge, while lithium cations migrate towards the graphite anode. Here, the lithium ions are 
reduced to lithium metal. (b) Discharging of an ORB. The intercalated lithium metal undergoes 
oxidation to form lithium ions, which migrate to the central electrolyte cavity. The free electrons 
travel through the outer circuit and reach the cathode reducing the oxoammonium cations back to 
nitroxyl moiety. The arrows within the battery show the movement of the electrolyte ions. 

PTMA has a discharge cell voltage of ~3.5 V, which corresponds to its redox potential vs. 

Li/Li+, and is indicative of the oxidation of the nitroxyl moieties in PTMA to oxoammonium 

cations at the cathode during charging. The corresponding reverse reaction occurs while 

discharging.52 Based on the molecular structure and the fact that each PTMA repeat unit can store 

one electron, the theoretical discharge capacity of PTMA is 111 Ah/kg. Nakahara’s first ORB 

displayed a discharge capacity of 70% of this theoretical value (77 Ah/kg), which was retained 

over 500 charge and discharge cycles.52,53 While this initial result was impressive, a significant 

advance with regards to the discharge capacity was achieved through the addition of an aluminum-

laminated battery with thinner electrodes.59 This system exhibited an enhanced discharge capacity 

of ~100 Ah/kg, which approached the theoretical value for PTMA. Furthermore, a thinner 

electrode caused relatively quick electron transfer in the polymer bulk, decreasing the charging 
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time. In even more recent work, the capacity of a PTMA-based ORB was further improved to 100% 

of the theoretical value by fabricating an ORB with an electrospun fluorinated copolymer suffused 

with electrolyte to serve as the ion-transporting phase. These landmark publications demonstrate 

that alterations in the battery design can be the key to achieving close to theoretical discharge 

capacities in ORBs.60 

Owing to the modular nature of the radical polymers, the backbone moieties are not limited 

to acrylate-based structures. In fact, radical polymers with polynorbornene backbones, such as 

poly(2,3-bis(2’,2’,6’,6’-tetramethylpiperidinyl-N-oxyl-4’-oxycarbonyl)-5-norbornene) (PTNB), 

have been used to increase the specific capacity of the battery. Additionally, the chemistry of 

polynorbornene is advantageous in some regards as it permits ready cross-linking sites for azide-

based click chemistry. Crosslinking of these types of polymers, which are also used as cathode 

materials due to the same nitroxyl functionality of the pendant groups, can avoid their dissolution 

in the battery electrolyte. In turn, this prevents self-discharge of the battery.58 Because of this key 

design motif, a specific capacity of 106 Ah/kg (theoretical value: 109 Ah/kg) with no decrease in 

performance up to 1,000 cycles was exhibited by an ORB made from a PTNB-based radical 

polymer. 

Of course, the design of the radical polymers systems is not limited to hydrophobic 

materials either. For instance, poly(2,2,6,6-tetramethylpiperidinyl-N-oxyl vinyl ether) (PTVE) is 

hydrophilic, which facilitates electrochemical processes in an ORB in the presence of protic 

electrolytes. Additionally, PTVE has a higher theoretical capacity (135 Ah/kg) than PTMA and 

PTNB.22 Thus, a PTVE coin-type cell exhibited a discharge voltage of 3.51 V and a discharge 

capacity of 114 Ah/kg. A rapid and reversible electrochemical response enabled an ultrafast 

charging of the cell (< 3 seconds) when a PTVE cathode was used in combination with an aqueous 

electrolyte.43 The Zn/PTVE test cell, with an aqueous solution of 0.1 M ZnCl2 and 0.1 M NH4Cl 

serving as the electrolyte, displayed a plateau voltage at 1.73 V and a capacity of 124 Ah/kg. In 

addition to this macromolecule, hydrophilic polyethers like poly(2,2,6,6-tetramethylpiperidinyl-

N-oxyl glycidyl ether) (PTGE) helped to increase the amount of polymer material in the electrode 

without compromising its redox-activity, thus improving the ORB performance as compared to 

similar configuration PTMA ORBs.72 

Along similar lines of thinking, various attempts at altering the polymer design have been 

made to increase the theoretical capacity of the redox-active cathode material with moieties like 
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2,2,5,5-tetramethyl-3-oxiranyl-3-pyrrolin-1-oxyl and spiro-bis(nitroxide).45,47 Other alteration 

attempts, such as the replacement of toxic transition metal oxides with earth abundant silicones 

(for cathode-active polymer backbones), moved towards the reduction of electrode material 

toxicity and cost.63 Another polymer design modification away from polyethers and towards water-

insoluble polyacrylamide backbones resulted in long life-high capacity aqueous ORBs.46 For 

instance, poly(2,2,6,6-tetramethylpiperidinyloxy-4-yl acrylamide) (PTAm) was designed to be 

used with an aqueous electrolyte. A test-cell was fabricated in which PTAm was used as the redox-

active material for the cathode, poly(N-4,4’-bipyridinium-N-decamethylene dibromide) (PV10) 

served as the anode, and 0.1 M NaBF4 was the aqueous electrolyte. The cell demonstrated a 1.2 V 

discharge voltage, exceeded 2,000 charging–discharging cycles, and had a high charging rate 

performance. Additionally, the report demonstrated the concept of an all-organic ORB, where both 

electrodes are composed of radical polymers; however, it was not the first all-radical polymer 

report.64–69 

In fact, the Nishide laboratory was the first group to report the synthesis of n-type radical 

polymers through the development of poly(nitroxyl styrene) (PNS) derivatives bearing different 

substituent groups.69 The redox switch between the n-type and the p-type polymer was attributed 

to the addition of an electron-withdrawing trifluoromethyl group. While this report demonstrated 

the switch in the redox behavior of polymers and the potential of these moieties as electrode 

materials, the same team subsequently fabricated a completely organic ORB employing PTNB and 

poly(galvinoxyl styrene) (PGSt) as the cathode and anode, respectively.68 The observed charge 

capacity was 32 Ah/kg, 92% of the theoretical value of 34.8 Ah/kg, with no significant 

deterioration in performance after 250 cycles. This was a key advance in the field as an all-organic 

ORB would lower the cost of the battery by avoiding use of metal-containing electrodes and would 

be superior in terms of electrode material capacity69 and battery performance46 relative to its hybrid 

counterparts. 

In contrast to the previous batteries described, an ambipolar battery material would be 

advantageous due to the possibility of the reversal of battery polarity and the use of a single redox-

active material. A report of an ambipolar electrode-active material and its application in batteries 

led to the development of two types of ORBs, which were deemed the pole-less and “rocking-

chair-type” configurations.67 The pole-less battery configuration consisted of both the cathode and 

the anode being fabricated from an ambipolar electrode material, poly(nitronylnitroxyl styrene) 
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(PNNS). The battery showed plateau voltages of +1.3 V and of –1.3 V, thus indicating the dual 

functionality of the polymer as a cathode and an anode material. The exhibited charge capacity 

was 44 Ah/kg (86% of the theoretical capacity) and a good cycle performance was exhibited, even 

after 250 cycles. The “rocking-chair-type” configuration consisted of a PNNS cathode and a PGSt 

anode. Owing to the n-type redox activity in both the PNNS and PGSt polymers, only the counter 

cation of the electrolyte was exchanged at both electrodes. This led to the migration of cations in 

“rocking-chair” fashion. The cell exhibited a charge capacity of 29 Ah/kg (90% of theoretical 

value) and good cycle stability over 250 cycles. 

In this subsection, the highlights and successes of ORB energy storage devices have been 

highlighted, and there has been a great deal of progress made in these systems to date. In fact, 

detailed efforts have been made to increase various battery parameters (e.g., theoretical charge 

capacity and device cyclability) and decrease electrode material dissolution in the electrolyte. 

However, as potentially noted by the reader, batteries based upon nitroxyl-containing polymers 

possessing myriad backbones have dominated the ORB field. Thus, we note that a careful and 

novel stable radical design coupled with a robust battery design can lead to further improvement 

in ORBs, and this direction of work would be promising for future efforts in the field (vide infra). 

Next, we turn away from portable energy storage systems and towards energy storage platforms 

where pumping is involved. 

3.3.2 Flow Batteries 

In flow batteries, the chemical moieties that undergo the redox reactions are dissolved in a 

suitable electrolyte and pumped through the battery. In a manner that is distinct from many 

batteries used in portable and transportation applications, the redox-active chemical components 

are stored in separate reservoirs outside of the actual redox chamber. Because the oxidative and 

reductive species are dissolved species, the solutions which contain them are known as the 

catholyte (instead of cathode) and the anolyte (instead of anode) depending on their role in the 

flow battery. These solutions are then pumped into a chamber (i.e., the energy conversion area) 

where they are separated by a membrane, which allows for the passage of ions across the barrier 

while preventing the intermixing of the anolyte and catholyte (Figure 3.3). 



 
 

79 

 
Figure 3.3. Working principle of a polymer-based RFB. The anolyte and catholyte are pumped 
into respective chambers, which are divided by a membrane separator in order to prevent inter-
mixing of solutions. The TEMPO- and viologen-based copolymers serve as the catholyte and 
anolyte redox-active material, respectively. The quaternary ammonium moieties, included in the 
second block for both copolymers, help to induce water solubility in the copolymers as they are 
applied to aqueous RFBs. 

The first redox flow battery, reported in the 1970s, used the Fe/Cr redox system.73 Despite 

their scalability and quick regeneration, flow batteries have been accompanied by both safety and 

environmental issues owing to use of inorganic salts and metal/halogen redox couples.74 As a result, 

a relatively safer alternative is an all-organic or a metal/organic redox flow battery,75 and efforts 

focused on organic-based systems have gained significant momentum. Further development 

resulted in the incorporation of organic radical compounds as a redox-active material into the flow 

battery. The redox flow batteries have a few additional advantages over other types of batteries, 

such as the tunability of the properties of redox-active components, their relatively safe and 

environmentally benign nature, and an increased output voltage for non-aqueous RFBs.75,76 
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Typical hybrid RFBs are comprised of a metal salt in the anolyte phase and a radical 

polymer in the catholyte solution. Again, to date, the radical moiety of these polymers has been 

exclusively those based on the TEMPO entity. Xu, Wang, and co-workers reported a hybrid RFB 

that was superior with respect to the cell voltage, electrolyte concentration, and discharge 

volumetric energy density relative to other aqueous and non-aqueous RFBs.76 The test flow cell 

consisted of an anode fabricated by using lithium metal/graphite and TEMPO-LiPF6 

electrolyte/graphite felt at the cathode side with a polyethylene-based porous separator. The battery 

demonstrated an 84% coulombic efficiency (CE), 82% voltaic efficiency (VE), 69% energy 

efficiency (EE), and good cyclability along with a superior discharge volumetric energy density of 

126 Wh/L.76. Replacement of Li with Zn, for the design of an aqueous hybrid RFB, resulted in a 

cell that exhibited a voltage of 2 V, a large value for an aqueous flow battery.77 The cell was 

comprised of a zinc anode and a TEMPO-based copolymer catholyte with a cellulose-based 

membrane separator. The copolymers were specifically designed to ensure water solubility by 

incorporation of hydrophilic moieties [e.g., poly(ethylene glycol methyl ether methacrylate) 

(PEGMA) and 2-(methacryloyloxy)-N,N,N-trimethylethane ammonium chloride (METAC)]. The 

cellulose membrane and water-soluble redox-active polymers lowered the battery cost and the 

potential environmental impact. In this example, rheological analysis revealed that micelle 

formation resulted in lowering of the viscosity of the polymer catholyte used in the battery as 

compared to the linear PEGMA copolymer solutions. 78 Specifically, polystyrene (PS) was utilized 

as the second moiety of the block copolymer. Owing to a polarity difference between the polar 

TEMPO block and the non-polar PS block, self-assembled micellar structure copolymers were 

obtained in the battery electrolytes. The PS formed the core of the micelles while TEMPO-based 

moieties formed the corona. The Zn/PTMA-PS battery exhibited a maximum 99% CE with 93% 

utilization of the catholyte and was stable over 1,000 charging-discharging cycles in the +0.5 V to 

+2 V range. Such alterations in the chemical architecture of the polymer enabled comparatively 

higher performance in terms of the battery efficiency and life owing to low catholyte viscosity. 

The first all-organic radical redox flow battery was reported by Liu and co-workers in 

2011.79 The battery used N-methyl phthalimide and TEMPO as the anolyte and catholyte, 

respectively. The battery exhibited 90% CE over the first 20 cycles and demonstrated charge-

discharge plateaus of +1.65 V and −1.36 V, respectively. An improvement over the TEMPO/N-

methyl phthalimide RFB, in terms of battery voltage and temperature stability, was 
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TEMPO/benzophenone (BP) RFB with a cell voltage of 2.41 V, owing to low redox potential and 

temperature stability (up to 45°C) of BP.80 

Water-based RFBs are environmentally benign as they consist of non-toxic polymers and 

water; however, it should be noted that they have a limited open-circuit voltage relative to their 

non-aqueous counterparts. Such an aqueous RFB based on TEMPO- and viologen-containing 

copolymers acting as the catholyte and anolyte materials, respectively, was reported recently (see 

inset of Figure 3.3 for chemical structures).74 Quaternary ammonium salts were introduced by 

using METAC moieties in one of the blocks in these copolymers to ensure solubility in the aqueous 

supporting electrolyte.81 The TEMPO- and viologen-based redox-active electrolyte solutions were 

pumped into a cell where they were separated by a cellulose-based membrane.74 The battery 

exhibited an output voltage of 1.1 V with a discharge energy density of 8.0 Wh/L and retained 80% 

of its initial capacity after 10,000 charging-discharging cycles. Wang and co-workers reported a 

similar battery comprised of methyl viologen (MV) as the anolyte and 4-hydroxy-TEMPO as the 

catholyte with aqueous sodium chloride as the supporting electrolyte.82 The battery demonstrated 

nearly 100% CE with a discharge voltage of 0.9 V and retained around 89% of its original capacity 

after 100 cycles. The reports mentioned until now involve the use of different redox-active 

materials as anolyte and catholyte; however, RFBs with identical catholyte and anolyte materials 

also exist. 

This is because redox-active molecules and polymers that exhibit an ambipolar nature can 

be employed as both n-type and p-type materials; thus, they can give rise to RFBs that are referred 

to as symmetric RFBs. Brushett, Wei, and co-workers reported such an RFB based on 2-phenyl-

4,4,5,5-tetramethylimidazoline-1-oxyl-3-oxide (PTIO) in 2016.83 In addition to being ambipolar, 

PTIO also exhibited high solubility in organic solvents. The RFB demonstrated a voltage of 1.73 V 

along with 90% CE, 67% VE, 60% EE, and exhibited charging and discharging energy densities 

of 9 Wh/L and 5 Wh/L respectively. Schubert and co-workers developed a similar symmetric RFB, 

but with improved efficiencies.84 In this case, a tetraethylene glycol spacer was introduced between 

two PTIO moieties. The RFB exhibited 95% CE, 86% VE, and 82% EE. Another recently reported 

strategy is one that covalently bonds the individual n-type and p-type redox moieties, thereby 

imparting an ambipolar nature to the resulting molecule. 75,85 The Schubert group reported an flow 

battery based on a covalently-bonded TEMPO-phenazine molecule.85 Phenazine exhibits n-type 

behavior suited for an anolyte material whereas TEMPO demonstrates p-type behavior, thus 
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making it a suitable material for catholyte. The battery had a voltage of 1.2 V with around 98% 

CE. and achieved 60% of its theoretical capacity and retained it over 1800 charge-discharge cycles. 

Schubert and co-workers followed the same concept and very recently proposed an RFB 

employing covalently bonded TEMPO and viologen units. 75 This report was aimed at 

demonstrating the ability of the TEMPO-viologen combination molecule as a potential candidate 

for ORFBs. 

Redox flow batteries have undergone significant transitions from Fe/Cr to metal/halogen 

redox systems and, finally, to all-organic RFBs. In this way, they have become progressively more 

environmental-friendly, safe, and cost-effective. While small molecule-based RFBs used several 

redox-active moieties, polymer-based RFBs were found to be restricted to nitroxyl-containing 

polymers as the catholyte. A valuable addition to RFBs employing ambipolar redox-active 

molecules was the novel concept of tethering two opposite nature redox-active species to each 

other by means of a suitable chemical rope. It propelled research in ambipolar RFBs, thus 

indicating that a careful design of redox-active molecules and polymers will pave the way for 

improved battery performance (compared to existing reports). 

3.4 Radicals in Energy Conversion Technologies 

Dye-sensitized solar cells (DSSCs) have gained a significant amount of attention since 

1991 when the Grätzel team initially reported these energy conversion devices with an efficiency 

of ~7.5% under direct illumination and up to 12% in diffuse daylight.86 A typical DSSC consists 

of a transparent electrode with a thin, porous layer of fused titanium dioxide nanoparticles. The 

porous oxide is coated with a dye and placed in an electrolyte with a redox couple, commonly I–

/I3–, and a counter electrode (Figure 3.4a).87–90 

As the open-circuit voltage (VOC) of the cell is determined primarily by the difference 

between the electron quasi-Fermi energy of the semiconducting species and the redox potential of 

the redox couple, one of the most promising means by which to increase the efficiency of these 

systems is to replace the I–/I3– redox couple with one having a lower redox potential. Additionally, 

while iodide works well for most DSSC applications, it has several qualities that make it 

undesirable for solar cell operation. First, molecular iodine (I2) absorbs strongly in the visible 

spectrum, reducing the amount of light available for charge generation. Second, iodide is corrosive. 

Furthermore, the oxidation of I– to I3– is a two-step reaction, where two I− ions are oxidized by the 
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dye to form I2·−, and two of these species react to form I3− and I−.91 While a two-step reaction 

reduces parasitic charge recombination between the dye and the semiconductor, the large energy 

difference between the I−/I2·− and I2·−/I3− step results in wasted energy within the cell. Alternative 

redox couples based on other halogens,92 pseudohalogens,93 disulfide bonds,94–97 transition metal 

complexes,98–101 and small molecule organic radicals (e.g., TEMPO) have been proposed. Here, 

we will focus on the use of organic radicals for this purpose. The possibility of being able to tune 

the redox potential of these molecules through judicious molecular design makes them an attractive 

option. Additionally, many organic radicals are water-soluble, non-toxic, non-corrosive, and 

demonstrate low absorption coefficients in the visible spectrum,14 making them ideal for DSSC 

applications. In spite of these advantages, however, TEMPO derivatives cause traditionally-used 

ruthenium dyes to degrade in solution, thus necessitating research into other classes of sensitizers 

for DSSCs that utilize organic redox mediators.102 

The first report of an organic radical, specifically TEMPO, being used as a redox mediator 

was from the Grätzel team in 2008.103 Inspired by the use of radicals in organic batteries, the 

authors fabricated cells with TEMPO as the redox electrolyte and an indoline dye (D-149) as a 

sensitizer, resulting in an efficiency of 5.4% and a VOC of 830 mV, compared to 720 mV for a cell 

employing an iodide redox mediator. While the improvement in the VOC by 110 mV was notable, 

the redox potential of TEMPO was 310 mV further below vacuum than I–/I3–. Therefore, the 

predicted gains in VOC that would come from using a redox couple with a lower potential were not 

fully realized. Both a larger dark current and a shorter electron lifetime, as measured by 

photovoltage transient decay, were observed for TEMPO than for I–/I3–, which suggested 

significantly higher parasitic recombination between the TiO2 electrode and the oxidized TEMPO 

species, ultimately leading to a lower VOC than predicted. 
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Figure 3.4. (a) Schematic of a dye-sensitized solar cell in operation. (1) A photon is absorbed by a 
dye molecule, promoting an electron from the HOMO to the LUMO energy level. (2) The electron 
is then transferred to the conduction band of the TiO2 nanoparticle layer (3) where it then enters 
the external circuit. (4) Redox-active molecules are reduced at the counter electrode by electrons 
from the external circuit. (5) The reduced redox-active molecules then diffuse to the dye and 
transfer the electron to the dye, regenerating the dye and completing the circuit. (b) Schematic 
showing how the galvinoxyl radical acts as a spin-flip center at the interface of a heterojunction 
organic solar cell. The dashed circles indicate the charge transfer states at the donor-acceptor 
interface. The red species is the electron-donating material, and the blue species is the electron-
accepting material. 

A later report found that, for a series of TEMPO-based radicals with different substituents 

in the 4- position (namely -H, -OH, and -NHCOCH3), the VOC was linearly correlated with the 

redox potential in a cell using an indoline sensitizer (D-131). This suggested that the VOC could 

indeed be tuned by varying the redox potential of the redox mediator.104 However, as before, the 

TEMPO derivatives showed lower gains than expected in the VOC compared to iodide, indicating 

that increased recombination was occurring in these systems as well. Iodide showed lower 

recombination because both forms of the iodide redox pair are negatively-charged, causing 

electrostatic repulsion from the TiO2 surface. As TEMPO is positively-charged in its oxidized 

state, the opposite effect occurs. The authors suggested that TEMPO with negatively-charged 

substituents, such as -COO−, could help mitigate the effect. However, a separate extensive 

computational study showed that introducing charged substituents onto the TEMPO radical would 

greatly lower the redox potential to below the HOMO level of typical sensitizers, preventing the 

dye from being regenerated.105 

Further efforts sought to improve the short-circuit current density (JSC) and fill factor (FF) 

of the device by enhancing the reactivity of the radical species. To this end, 2-azaadamantan-N-

oxyl (AZA) was reported as an alternate redox mediator.106 Reducing the steric hindrance around 
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the nitroxyl group led to an eleven-fold enhancement of the electron self-exchange rate (kex) 

between the radical molecules in solution for AZA compared to TEMPO. Additionally, AZA 

showed significantly higher values for the diffusion coefficient (D0) and the heterogeneous 

electron-transfer rate constant (k0) (i.e., the rate of electron transfer from the counter electrode to 

the redox couple) than for either TEMPO or iodide. An optimized solar cell using a combination 

of indoline sensitizers D-205 and D-131 yielded an efficiency of 8.1%, with a VOC of 0.85 V, a JSC 

of 13.3 mA cm-2, and a FF of 0.75. Though the iodide cells showed a higher JSC of 14.7 mA cm-2, 

the cells with AZA performed better overall, due to the higher VOC from the lower redox potential 

of the nitroxyl radical and the higher fill factor due to the high kex and diffusion coefficient. 

As mentioned previously, regeneration of the dye via the iodide redox couple consists of 

two steps: formation of I2·− from two I− ions, and dissociation of two of these to form I3− and I−. A 

significant energy loss occurs during the second step. By replacing this step with one involving a 

TEMPO derivative, an increase in the VOC can be achieved while maintaining the attractive 

qualities of the iodide regeneration, such as the low recombination rate. In one report, the ionic 

liquid 1-butyl-3-{2-oxo-2-[(2,2,6,6-tetramethylpiperidin-1-oxyl-4-yl)amino]ethyl}-1H-imidazol-

3-ium iodide (JC-IL) was synthesized, with a TEMPO group on the cationic portion of the room 

temperature salt.107 This ionic liquid showed greatly improved diffusion coefficients and k0 values 

relative to either TEMPO or iodide, and unlike iodide, maintained optical transparency. When 

incorporated into solar cells using the dye CR147, an efficiency of 8.12% was achieved, versus 

5.42% for TEMPO and 6.90% for iodide. A later report further improved the efficiency to 8.38% 

by replacing the iodide anion with selenocyanate (SeCN−).108 The VOC values were maximized 

with both ionic liquids, and while iodide gave higher JSC values, the ionic liquids still performed 

far better than TEMPO alone in that regard. To further understand the nature of the improvements, 

the authors measured the charge transfer resistance at both electrodes as well as the recombination 

resistance. At the photoanode-electrolyte interface, ITSeCN (the selenocyanate-containing ionic 

liquid) showed a charge transfer resistance of 15.78 ohms, compared to 12.25 ohms for iodide and 

31.43 ohms for TEMPO. Thus, the charge transfer resistances played a large role in determining 

the JSC values for each of the cells. ITSeCN also showed the highest recombination resistance, 

suggesting that the high VOC values were, in part, obtained due to minimized recombination in the 

cell. This demonstrated, once again, that suppressing recombination is essential for fully achieving 

the gains in the VOC that nitroxyl radicals promise. 
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The highest reported efficiency for a dye-sensitized solar cell with an organic radical redox 

couple came from the Nishide group in 2016. They reported that, through proper tuning of the dye, 

they could achieve over 10% efficiency with TEMPO as a redox mediator in a gel electrolyte.109 

By using a fluorene-based dye with long alkyl side chains (MD-153), the dye molecules could 

selectively-attract the uncharged TEMPO molecules, but not the charged TEMPO+ cations. Thus, 

the dye itself acted as a barrier preventing recombination from the TiO2 to the redox couple, 

allowing for high photocurrents and VOCs to be achieved. Solar cells fabricated with MD-153 and 

TEMPO in a gel electrolyte achieved efficiencies of 10.1%, with a VOC of 0.93 V, a JSC of 15.5 

mA cm-2, and a FF of 0.70. The same device structure with a liquid electrolyte showed a marginally 

higher efficiency of 10.4%. As a gel-based electrolyte reduces the risk of solvent leakage from the 

cell, this report also demonstrated that a less hazardous DSSC could be fabricated with a minimal 

decrease in performance. Overall, organic radical-based redox couples show strong promise for 

use in DSSC applications due to their high VOC values, and further improvements in the JSC though 

improved transport properties would allow organic radicals to provide record efficiencies in these 

devices. 

Work regarding organic radicals within solar cells has not been limited only to DSSCs. The 

Vardeny group has reported that the galvinoxyl radical acts as a spin-flip mediator in bulk-

heterojunction (BHJ) solar cells when phenyl-C61-butyric acid methyl ester (PCBM) is used as the 

electron acceptor and poly(3-hexylthiophene) (P3HT) is utilized as the electron donor. They 

reported that an optimal loading of 3% galvinoxyl (by weight) in an optimized P3HT:PCBM BHJ 

device lead to an improvement in efficiency from 3.4% to 4.0%, primarily due to an improvement 

in JSC.110 When tested in a P3HT-rich device, no such improvement was found. However, in 

PC60BM rich devices, a much greater improvement was seen upon galvinoxyl doping, with 

maximum device performance occurring at greater loadings of the galvinoxyl radical. Therefore, 

the improvements were ascribed to favorable interactions between the galvinoxyl moiety and 

PCBM. The improvements were specific to those two species; tests with other acceptors, such as 

bis(1-[3-(methoxycarbonyl)propyl]-1-phenyl)-[6,6]C62 (bis-PCBM) and indene-C60 bisadduct 

(ICBA), and other radicals, such as TEMPO and 1,3-bisdiphenylene-2-phenylallyl (BDPA), 

showed no improvement in the ultimate device performance. However, similar experiments with 

different electron donors, such as regiorandom P3HT and poly[2-methoxy-5-(2-ethylhexyloxy)-

1,4-phenylenevinylene] (MEH-PPV), showed similar improvements. Due to a reduction in the 
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magneto-photocurrent in films containing galvinoxyl, it was concluded that the unpaired electron 

in galvinoxyl was promoting intersystem crossing in the interfacial charge transfer states. In other 

words, the singlet charge transfer states were converted into triplet states, which had a longer 

lifetime due to recombination being spin-forbidden (Figure 3.4b). The spin-exchange mechanism 

was allowable due to the energy levels of the galvinoxyl radical and the PCBM LUMO being close 

to one another, which was thought to be the reason that improvements were only seen for this 

particular system. 

The same group later reported on improvements to a poly({4,8-bis[(2-

ethylhexyl)oxy]benzo[1,2-b:4,5-b′]dithiophene-2,6-diyl}{3-fluoro-2-[(2-

ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl}) (PTB7):PCBM BHJ solar cell with a 2% (by 

weight) galvinoxyl loading.111 This report demonstrated, as before, that galvinoxyl was behaving 

as a spin-flip center in the BHJ cell. However, in this particular situation, triplet charge transfer 

states were undesirable, as PTB7 had a lower triplet exciton energy than that of the charge-transfer 

states. As such, triplet states would lead to increased back transfer of electrons from the acceptor 

to the donor. Addition of the galvinoxyl radical led to a reduction in triplet excitons, as measured 

by photo-induced absorption; this is consistent with the idea that the radical moiety was increasing 

the number of singlet CT states, thus preventing the decay of the triplet CT state. As observed 

previously, when a different electron acceptor was used, no improvement in performance was seen 

upon addition of galvinoxyl. Moreover, no reduction in the number of triplet excitons in the PTB7 

was observed, suggesting that the spin exchange interaction could only occur between two species 

with similar energy levels (e.g., galvinoxyl radical and PCBM). This fact is an important design 

criterion when trying to match open-shell and closed-shell moieties in charge, spin, and energy 

transfer scenarios. 

Previous efforts by our group have demonstrated the ability for small molecule radicals 

and radical polymers to be used elsewhere in organic energy conversion devices. In thermoelectric 

devices utilizing poly(3,4-ethylenedioxythiophene):poly(styrene sulfonate) (PEDOT:PSS), the 

thermoelectric power factor can be nearly doubled by the addition of 2% TEMPO, by weight.112 

The TEMPO radicals acted as a filter for low-energy charges in the PEDOT:PSS, allowing for the 

thermopower to be improved without a significant reduction in conductivity at low loadings. 

Another report examined inverted organic photovoltaic devices fabricated with the structure 

ITO/ZnO/PCBM:P3HT/PTMA/Ag, which showed significantly higher power conversion 
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efficiencies (2.08%) than devices without the PTMA interlayer (0.56%).113 Additionally, the 

performance of the device with the interlayer showed greater stability over time, primarily because 

the PTMA layer maintained an ohmic contact with the P3HT even as the silver contacts oxidized. 

Unlike PEDOT:PSS, which is commonly used as a polymeric hole transporting layer in organic 

photovoltaics, PTMA is not acidic, making it a practical alternative for an interfacial-modifying 

layer (IML). PTMA has also been successfully used as an IML in a pentacene field-effect 

transistor, reducing the contact resistance and improving the crystallinity of the deposited 

pentacene.114 

The favorable redox and optoelectronic properties of organic radicals, as well as their spin-

active nature, have allowed them to be used in synergy with traditional materials in energy 

conversion devices such as solar cells and thermoelectric devices. While there are still hurdles to 

overcome for their practical implementation in next-generation devices, the synthetic flexibility of 

the materials offers the promise that these hurdles can be overcome by judicious molecular design. 

With the ever-growing library of modern synthetic methods, there will be no shortage of organic 

radical materials that can be tailored for specific energy conversion device applications. 

3.5 Towards a Unity ‘Internal Quantum Efficiency’ in Light-Emitting Devices 

The recent revolution in lighting display technologies has been aided by the progress that 

occurred with respect to organic light-emitting diodes (OLEDs).115–117 The emission of light in the 

emissive layers of OLEDs occurs when electrons and holes that are injected from the cathode and 

anode, respectively, recombine to emit photons of a wavelength determined by the band structure 

of the light-emitting organic molecule.118 However, according to the principles of spin statistics, 

only one in four electron-hole pairs forms a singlet exciton. The other three form triplet excitons, 

capping the theoretical upper limit of internal quantum efficiency (IQE) to only 25% in fluorescent 

materials.119 Although phosphorescent materials are used to harvest the remaining 75% triplet 

excitons,120 the ambiguous nature of the intersystem crossing process, potential non-radiative 

decay events, and thermal inversion phenomena result in complex trade-offs, restricting a 

straightforward pathway towards achieving desired targets with traditional phosphorescent 

materials.121 Recent efforts towards solving this problem have involved the utilization of 

thermally-activated delayed fluorescence (TADF) emissive layer materials.122 However, the 

problem associated with spin statistics can be more elegantly avoided with the use of open-shell 
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luminescent materials.123,124 For example, in 2015, Li and co-workers used this simple principle to 

develop a neutral conjugated radical-based emitter (Figure 3.5).123 The compound, (4-N-

carbazolyl-2,6-dichlorophenyl)bis(2,4,6-trichlorophenyl) methyl (TTM-1Cz), is an emissive 

radical with a photoluminescence lifetime of 25 ns. Because of this, the authors were able to 

fabricate active OLEDs using TTM-1Cz as an emissive layer. Importantly, the emission from a 

doublet state was confirmed as the material does not show any magneto-electroluminescence 

(MEL) effect. That is, as shown in Figure 3.5, unlike a derivative with a similar closed-shell 

structure, [N,N′-Di(1-naphthyl)-N,N′-diphenyl-(1,1′-biphenyl)-4,4′-diamine] (NPB), TTM-1Cz 

does not show any measurable MEL effect, which indicates the absence of any triplet-state 

formation for the radical component. Although it can be regarded as the first step towards a broader 

opportunity, the scope of this design principle is significant towards the development of OLEDs 

with even higher energy efficiencies than those of available devices. Thus, the usage of radical 

based emitters as forthcoming energy efficient materials alters the principles and ideas of OLED 

devices from a fundamental perspective, with significant practical potentials. 

 

 
Figure 3.5. (a) Schematic diagram for the spin configuration of an open-shell doublet system. 
Figures (b-e) show a set of properties for an OLED [Device Structure: ITO/ N,N’-di-1-naphthyl-
N,N’-diphenylbenzidine (NPB) (30 nm) / 4,4-bis(carbazol-9-yl)biphenyl (CBP) (10 nm) / TTM-
1Cz:CBP (5wt%, 40 nm) / 1,3,5-tri(phenyl-2-benzimidazolyl)-benzene (TPBi) (35 nm) / lithium 
fluoride (LiF) (0.8 nm) / aluminum (100 nm)] made from the doublet emitting TTM-1Cz and a 
conventional fluorescent material (NPB). (b) The time-dependent magnetic field applied in the 
Magneto-electroluminescence (MEL) experiments. (c) The EL intensity of the blue emission of 
NPB from the OLED at 7 V when the magnetic field was applied. (d) The EL intensity of the red 
emission of TTM-1Cz from the OLED at 7 V when the magnetic field was applied. Figure (e) 
shows photographs of the OLEDs [Device Structure: (ITO)/ NPB (30 nm)/TTM-1Cz:CBP (5wt%, 
40 nm)/ (TPBi) (35 nm)/ LiF (0.8 nm)/aluminum (100 nm)] driving voltages ranging from 7 V to 
11 V. The blue emission at higher voltages arises from NBP and CBP. Figures are adapted with 
permission from 123(© 2015, Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim). 
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3.6 Summary and Outlook 

Radical-containing small molecules and polymers recently have been successfully 

implemented in energy conversion and energy storage technologies due to their synthetic tunability, 

open-shell nature, and unique and rapid redox properties. While the majority of the work has 

focused on energy storage applications, there is also a clear possibility in using radical-based 

materials in photovoltaic, thermoelectric, and light-emitting devices. Moreover, there are clear 

design paradigms for radical-based materials that are at the very early stages of development. For 

instance, an emerging class of materials is that of conjugated radical polymers (CRPs). In these 

materials, the macromolecular backbone of the polymer is conjugated (e.g., a polythiophene-based 

backbone), and the substituent groups are open-shell species that can either be electrically-

separated from the conjugated backbone or be bound to the backbone in a manner that preserves 

conjugation. By making these hybrid closed-shell–open-shell macromolecules, initial efforts have 

been able to implement them as electrode materials in batteries125,126 and identify key design 

aspects that must be considered in order to have high-performance materials.127 This simple 

example highlights the true potential of radical-based materials. Moreover, the fact that small 

molecule radical species have been well-characterized by the chemistry community 

previously,128,129 allows for the next generation of researchers to exploit this solid foundation in 

order to synthesize designer materials for specific energy applications in a fairly straightforward 

manner. However, there is one avenue of work that has not been addressed in this review as it has 

not been given the attention it deserves by the community as a whole. 

 Specifically, the computational design of radical-based energy conversion materials and 

the usage of simulation packages to elucidate fundamental charge transfer properties has not 

occurred to a great extent in the open-shell community. While excellent efforts from the National 

Renewable Energy Laboratory (NREL) have begun to address these opportunities,130–133 creating 

a larger base of researchers dedicated to these critical challenges is key for the continued success 

of radical-containing materials. For example, the predictive design of never-before-developed 

stable radical species and their inclusion in either traditional radical polymers or conjugated radical 

polymers would allow chemists and chemical engineers clear synthetic targets that have not been 

envisioned to date. While many other fields of chemistry, chemical engineering, and materials 

science have benefited from the combined interactions of theory, simulation, and experiment, 

energy storage and conversion applications based upon radical-containing systems have not joined 
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in this effort. Thus, addressing this opportunity could lead to significant and wide-ranging strides 

of progress. Despite this current gap in the community, the future of radical-based materials for 

energy conversion applications is quite promising. As noted above frequently, the primary 

chemical motifs utilized in application have been relatively narrow in scope; thus, there is a clear 

opportunity to make better devices through better chemical designs. Moreover, as the operational 

physics of the materials and devices continues to be elucidated in full, it is anticipated that the 

unique properties associated with lone-spin molecules will afford them a special place in being 

able to revolutionize the energy landscape across the globe. 
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 TUNING THE INTERFACIAL AND ENERGETIC INTERACTIONS 
BETWEEN A PHOTOEXCITED CONJUGATED POLYMER AND 

OPEN-SHELL SMALL MOLECULES * 

4.1 Abstract 

Design rules and application spaces for closed-shell conjugated polymers have been well 

established in the field of organic electronics, but the emerging class of open-shell stable radicals 

have not been evaluated in such detail. Thus, establishing the underlying physical phenomena 

associated with the interactions between both classes of molecules is imperative for the effective 

utilization of these soft materials. Here, we establish that Förster Resonance Energy Transfer 

(FRET) is the dominant mechanism by which energy transfer occurs from a common conjugated 

polymer to various radical species using a combination of experimental and computational 

approaches. Specifically, we determined this fact by monitoring the fluorescence quenching of 

poly(3-hexylthiophene) (P3HT) in the presence of three radical species: (1) the galvinoxyl; (2) the 

2-phenyl-4,4,5,5-tetramethylimidazoline-3-oxide-1-oxyl (PTIO); and (3) the 4-hydroxy-2,2,6,6-

tetramethylpiperidine-1-oxyl (TEMPO) radicals. Both in solution and in the solid-state, the 

galvinoxyl and PTIO radicals showed quenching that was on par with that of a common fullerene 

electron-accepting derivative, due to the considerable overlap of their absorbance spectrum with 

the fluorescence spectrum of the P3HT species, which indicated that isoenergetic electronic 

transitions existed for both species. Conversely, TEMPO showed minimal quenching at similar 

concentrations due to the lack of such an overlap. Furthermore, computational studies 

demonstrated that FRET would occur at a significantly faster rate than other competing processes. 

These findings suggest that long-range energy transfer can be accomplished in applications when 

radicals that can act as FRET acceptors are utilized, forming a new design paradigm for future 

applications involving both closed- and open-shell soft materials. 

 
* Reproduced from Wilcox, D. A.; Snaider, J.; Mukherjee, S.; Yuan, L.; Huang, L.; Savoie, B. M.; Boudouris, B. W. 
Soft Matter 2019, 15, 1413–1422. Copyright 2019 The Royal Society of Chemistry. 
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4.2 Introduction 

The self-assembly and interfacial interactions of soft materials in the active layers of 

organic electronic devices are offering new perspectives on the modern energy conversion and 

energy storage landscape.1 For example, the commercialization of organic light-emitting devices 

(OLEDs)2 and the potential associated with the low-cost production of other electronic devices 

(e.g., batteries, sensors, thermoelectric modules, and photovoltaic cells) has resulted in significant 

interest in these materials from academic, military, and commercial entities.3 To date, most organic 

electronic devices utilize molecules and molecular blends with extensive π-conjugation, which 

allows for the stabilization of ionized states on the molecule, subsequently permitting the 

conduction of charge.3,4 Due to the significant research investments in this initial wave of organic 

electronics research, molecular design rules and defined structure-property relationships for 

closed-shell conjugated polymers as well as the structural, energetic, and electronic interactions 

between different conjugated species are relatively well understood. However, this same 

methodology has not been extended to radical-containing organic electronic systems. This is 

despite the promise that many of these materials show with respect to charge, energy, and spin 

transfer (e.g., spin-manipulating) platforms that are not always well-addressed by closed-shell 

conjugated polymers.5,6 Thus, there is a critical need to establish the key interactions of stable 

organic radicals with macromolecules and their role as charge and energy transfer moieties in 

organic electronic systems. 

Stable organic radicals, which contain one or more unpaired electrons in their molecular 

structure, can undergo oxidation or reduction to form stable ionic species. Therefore, charge can 

be transferred to (or from) individual radical sites and transported within specific domains of these 

materials through electron self-exchange reactions in the solid state. As with conjugated materials, 

radicals are classified based upon whether they are preferentially oxidized (p-type) or reduced (n-

type). Materials capable of readily undergoing both types of redox reactions (i.e., to form either a 

cationic or anionic species) are referred to as ambipolar. Radical materials are also frequently 

referred to as “open-shell” materials, indicating that they have partially-filled frontier molecular 

orbitals, to distinguish them from traditional “closed-shell” materials where these orbitals are 

completely filled. In recent years, the potential value of these radical-based materials has been 

demonstrated through conducting polymer7 applications and with their utilization as active 

interfacial-modifying layers in organic and perovskite solar cells,8,9 organic field-effect 
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transistors,10 and as dopants in thermoelectric applications.11–13 Additionally, the non-zero spin of 

the stable radical species makes them excellent candidates for applications where manipulation of 

the spin states within a given system are desired.14 While radical-based materials are now being 

used in conjunction with conjugated polymers, the fundamental interactions and energy transfer 

events in these closed-shell–open-shell hybrid composites have not been well illustrated in the 

literature. Indeed, recent results looking at radical moieties covalently linked to a conjugated 

polymer backbone illustrate the importance of tuning the energetic interactions between both 

functionalities to optimize the end behavior of the composite material, in this case, for organic 

radical battery applications.15–17 In order to more effectively establish the potential application 

space of this emerging class of materials, the interfacial and energetic interactions between 

conjugated materials and radical-based materials must be deciphered in full. 

Specifically, the behavior of the excited states in conjugated polymer systems can be 

elucidated by evaluating the fluorescent behavior of the macromolecules. In a system of two 

different molecular species, the quenching of fluorescence is a direct reflection of the 

intermolecular interactions of the pair.18 Many conjugated polymer species are fluorescent, and 

recent studies have demonstrated that fluorescent radical species containing conjugated units exist, 

which are being actively researched for utilization in OLEDs as their emission from doublet 

excited states elegantly avoids the 75% loss in quantum efficiency caused by formation of triplet 

excited states in conventional closed-shell materials.19,20 Nevertheless, the vast majority of stable 

open-shell materials are non-fluorescent, owing to their open-shell electronic structure, which 

facilitates non-radiative decay of their excited states. Based on this concept, open-shell moieties 

such as the 2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO) radical have often been used as 

fluorescence quenchers for a variety of soft materials including both conjugated small molecules21–

25 and quantum dots.26–28 In these studies, a variety of mechanisms, including electron transfer, 

resonance energy transfer, and enhanced intersystem crossing, have been proposed. Here, we 

establish the principal molecular interactions by which fluorescence quenching between a radical 

species and a specific conjugated polymer, poly(3-hexylthiophene) (P3HT) occurs, as P3HT has 

served as an oft-used material in many organic electronic applications.29 Through a combination 

of experiment and simulation, we demonstrate that Förster Resonance Energy Transfer (FRET) is 

the primary mechanism by which the fluorescence quenching occurs in P3HT for radical species 

that absorb light strongly within the visible range, and that radical species with low optical 
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absorption coefficients do not show significant quenching behavior. Thus, certain interactions 

become improbable, which allows for the strategic design of systems that utilize both conjugated 

and radical species. This key point has significant implications in the development of coupled 

closed-shell conjugated polymer-radical molecule systems and interfaces with tunable directional 

energy transport. 

4.3 Materials and Methods 

4.3.1 Materials 

The 4-hydroxy-2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO) radical (97%), galvinoxyl 

radical, L-ascorbic acid (99%), sodium hydride (95%), anhydrous chloroform (> 99%), and 

ethanol (200 proof) were purchased from Sigma-Aldrich. The 2-phenyl-4,4,5,5-

tetramethylimidazoline-3-oxide-1-oxyl (PTIO) radical (> 98%) was purchased from TCI America, 

sodium hydroxide (> 98%) was purchased from Honeywell, poly(3-hexylthiophene) (P3HT) (Mn 

~60 kg mol-1) was purchased from Rieke Metals, and phenyl-C61-butyric acid methyl ester (PCBM) 

was purchased from Nano-C. All materials were used as received. Glass slides were purchased 

from Delta Technologies, and fused silica slides were purchased from Quartz Scientific, Inc. 

4.3.2 Solution Phase Fluorescence Quenching 

To generate the samples for the fluorescence quenching experiments, a solution of 0.01 mg 

of P3HT per 1 mL of chloroform was created (60 μM in terms of the number of thiophene repeat 

units). Quencher solutions composed of 3.4 mg mL-1 TEMPO, 4.7 mg mL-1 PTIO, 8.4 mg mL-1 

galvinoxyl, and 18.2 mg mL-1 PCBM in chloroform were mixed in order to make each solution 

have a molar concentration of 20 mM. Using a transfer pipette, 3 mL of the P3HT solution were 

added to a cuvette for fluorescence measurements. A cap was placed over the cuvette to minimize 

solvent evaporation. The fluorescence spectrum of the solution was measured using a Cary Eclipse 

Fluorescence Spectrophotometer over a wavelength range of 525 nm ≤ λ ≤ 900 nm with an 

excitation wavelength of 500 nm. Afterwards, 15 μL of a specific quencher solution were added 

to the P3HT solution using a transfer pipette. This resulted in a quencher concentration of 0.1 mM. 

The pipette was pumped multiple times to ensure mixing, then the cuvette was capped. The 
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fluorescence spectrum was obtained, and the procedure was repeated, increasing the quencher 

concentration in 0.1 mM increments up to a concentration of 1.0 mM. 

After acquiring the fluorescence spectra, the ultraviolet-visible (UV-Vis) absorbance 

spectra were acquired, using a Cary 60 Spectrometer over a wavelength range of 250 nm ≤ λ ≤ 

1,100 nm with chloroform serving as a blank. This was done within three hours of taking the 

fluorescence spectra, using the same P3HT and quencher solutions that were prepared previously. 

To minimize degradation, as P3HT and the galvinoxyl radical (in solution) are air-sensitive, the 

solutions were divided in half after preparation. One half was used for the fluorescence 

measurements and the other half was kept under nitrogen atmosphere in a glovebox until the 

absorbance measurements were performed. The P3HT and quencher solutions were mixed using 

the same procedure as for the fluorescence measurements: 15 μL of quencher solution were added 

to the P3HT solution, increasing the concentration to 0.1 mM, and the absorbance spectra were 

taken. This was repeated up to a quencher concentration of 1.0 mM. 

As the galvinoxyl and PTIO radicals and PCBM all have a high absorbance at the excitation 

and emission wavelengths, a significant decrease in the fluorescence signal occurred due to 

attenuation of the excitation beam and the emitted light. This apparent quenching, which is more 

accurately described as the inner-filter effect, was not caused by any actual interaction of the 

chemical species, and the raw data were corrected to account for this phenomenon. For a 

fluorimeter where the entire width of the sample is excited and the entire length is collected by the 

detector, as with the particular instrument used in the experiment,30 the appropriate formula (see 

Section 4.7 - Electronic Supplementary Information for the derivation of this equation) is as 

follows. 

 

 
𝐼�0]] =

ln(10)G 𝐴�(𝐴��
(1 − 10h�i�)(1 − 10h�i�) 𝐼0�� 

(4.1) 

 

 

Here, Icorr is the corrected intensity, Iobs is the measured (observed) intensity, and Aex and Aem are 

the absorbance values of the solution over the entire cuvette length at the excitation and emission 

wavelengths, respectively.31 
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4.3.3 Quencher Anion Absorbance Measurements 

To measure the absorbance spectrum of the galvinylate anion, a 4 mM (1.68 mg mL-1) 

solution of galvinoxyl in ethanol was prepared, along with a 40 mM (7.0 mg mL-1) solution of 

ascorbic acid and a 100 mM (2.4 mg mL-1) solution of sodium hydride, both in ethanol. The 

galvinoxyl and ascorbic acid solutions were mixed in equal proportions to yield a quenched 

galvinoxyl solution, and this solution was mixed with a proportional amount of sodium hydride 

solution to yield a solution containing 1 mM of the galvinylate anion. Another solution consisting 

of 1 part ethanol, 1 part ascorbic acid solution, and 2 parts sodium hydride solution was also 

prepared to use as a baseline for absorbance measurements. After mixing, both solutions were 

diluted to 1/100th of their original concentration. The UV-Vis absorbance spectrum of the dilute 

galvinylate solution was acquired, using a Cary 60 Spectrometer over a wavelength range of 300 

nm ≤ λ ≤ 1,100 nm with the dilute ascorbic acid/sodium hydride solution serving as a blank. 

To measure the absorbance spectrum of the PTIO anion, a 4 mM (0.93 mg mL-1) solution 

of PTIO in water was prepared, along with a 40 mM (7.0 mg mL-1) solution of ascorbic acid and 

a 100 mM (4.0 mg mL-1) solution of sodium hydroxide, both in water. As above, the PTIO solution 

was mixed with the ascorbic acid and sodium hydroxide solutions to yield a solution containing 1 

mM of the PTIO anion. A baseline solution consisting of ascorbic acid and sodium hydroxide 

without the PTIO radical was also prepared. After mixing, both solutions were diluted to 1/10th of 

their original concentration. This dilution is different than what was used for the galvinylate anion, 

due to the weaker absorbance of the PTIO anion. The UV-Vis absorbance spectrum of the dilute 

PTIO solution was acquired in the same manner using the dilute ascorbic acid-sodium hydroxide 

solution as a blank. 

4.3.4 Thin Film Preparation 

All solutions were prepared with a P3HT concentration of 10 mg mL-1 in chloroform (60 

mM repeat units). Stock solutions of 6.7 mM of each small molecule quencher were prepared in 

chloroform. For each solution, the appropriate amounts of chloroform and stock solution were 

added to the P3HT powder to provide for molar loadings of quencher between 0 and 10% (on a 

molar basis) in 2% increments. After preparation of the solutions in a nitrogen atmosphere, the 

solutions were allowed to stir for at least 3 h. Depending on the experiment, either 13.6 mm × 15.6 
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mm borosilicate glass or 1-inch square fused silica substrates were cleaned by sonication for 10 

minutes each in acetone, chloroform, and isopropyl alcohol, in a sequential manner. Afterwards, 

the appropriate solution was spun-coat on to the substrates at 1,500 rpm for 60 s in a nitrogen-

filled glove box. 

4.3.5 Thin Film Fluorescence Quenching 

Thin films were cast onto fused silica slides using the above procedure. Once cast, the 

absorbance spectra of the films were measured using a Cary 60 Spectrometer over a wavelength 

range of 190 nm ≤ λ ≤ 1,100 nm with a clean fused silica slide as a blank. Within an hour of taking 

the absorbance spectra, the fluorescence spectra were acquired using an Edinburgh Instruments 

FLS980 steady-state fluorescence spectrometer over a wavelength range of 550 nm ≤ λ ≤ 800 nm 

with an excitation wavelength of 500 nm. A 550 nm colored glass long-pass filter purchased from 

ThorLabs Inc. was used as an emission filter. 

4.3.6 Ensemble Transient Absorption Spectroscopy Measurements 

Thin films were prepared on borosilicate glass substrates following the above procedure, 

except the concentrations of solids were doubled to yield thicker films with higher optical density 

values. The films were also encapsulated to prevent degradation during the measurements. This 

was achieved by placing the samples film side down on glass coverslips and sealing with a clear 

epoxy (JBWeld Clear Weld). Transient absorption spectra of the films were measured by a 

femtosecond pump-probe system with a home-built transient absorption spectrometer. Laser 

pulses at 1,030 nm with 250 fs duration were generated by a 400 kHz amplified Yb:KGW laser 

system (PHAROS, Light Conversion Ltd.). The probe beam was a white light continuum beam 

spanning the 450 nm ≤ λ ≤ 950 nm spectral region, created by focusing 5% of the 1,030 nm 

fundamental output onto an yttrium aluminum garnet (YAG) crystal (4.0 mm thick). The rest of 

the output pumps an optical parametric amplifier (OPA, TOPAS-Twins, Light Conversion Ltd.) 

to generate pump pulses with tunable photon energies for the transient absorption experiments. 
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4.3.7 Atomic Force Microscopy (AFM) Imaging 

Thin films were prepared on borosilicate glass substrates following the same procedure 

that was used for the steady-state thin film absorption measurements. AFM images were acquired 

using a Veeco Dimension 3100 AFM operating in tapping mode with MikroMasch HQ:NSC15/Al 

BS tips. 

4.3.8 X-ray Diffraction 

Borosilicate glass substrates were cleaned and P3HT-quencher solutions were prepared as 

before. 1 mL of solution was drop-cast onto the clean substrates on a hot plate at 60 °C in order to 

form a thick, opaque film that contained no solvent. For the x-ray diffraction data of PCBM and 

the radical small molecules, the films were prepared in the same manner as above using solutions 

of the material in chloroform. The data were obtained using a Rigaku SmartLab X-ray 

diffractometer with a Cu Kα radiation source. All diffraction data were collected in air at room 

temperature. 

4.3.9 Computational Methods 

Charge transfer rates were modeled via semi-classical Marcus theory, using density 

functional theory (DFT) to calculate the various Marcus parameters for each molecular species in 

combination with P3HT. The charge-transfer rate is given by the following expression.32 

 

 𝑘�3 =
2𝜋
ℏ
(𝐻�q)G

1
d4𝜋𝜆𝑘q𝑇

exp �−
(𝛥𝐺r + 𝜆)G

4𝜆𝑘q𝑇
� (4.2) 

 

 

Here 𝐻�q  is the electronic coupling between the initial and final electronic states, 𝜆  is the 

reorganization energy, and Δ𝐺r is the Gibbs free energy for the charge transfer. To reduce the 

computational time, quaterthiophene (4T) was used as a model for P3HT and the tert-butyl groups 

of the galvinoxyl radical were replaced with methyl groups, referred to hereafter as GxMe. The 

optimized ground state geometry for all the neutral species, the 4T cation, and the anions of the 

radical species were computed at the dispersion-corrected33 B3LYP34/def2-TZVP35 level of theory, 
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as implemented in ORCA.36 All geometries were confirmed by frequency calculations. For the 

calculation of the reorganization energy, additional single-point calculations were performed on 

each of the neutral species in the optimized charged geometries, and the charged species in the 

optimized neutral geometries. To determine the optimal separation of 4T with the individual 

radicals, a series of single-point calculations were performed on pairs of molecules to characterize 

the radial dependence of the ground state energy (Figure 4.S1). While the equilibrium vacuum 

separations for the pairs were not all equal, a representative value of 4.5 Å was used in all of the 

following calculations for direct comparison. Finally, the excited-state energy for 4T was also 

calculated using time-dependent DFT (TDDFT) at the same level of theory.37  

The Coulombic interaction of the cation and anion leads to a substantial stabilization of the 

final charge transfer state, which was calculated by computing the Coulomb potential between the 

nuclei on the cation and the anion, using the CHELPG point charges on each of the nuclei as 

computed by ORCA for the isolated 4T cation and various anions. The following formula was 

used. 
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Here 𝜖r is the permittivity of free space, 𝑞& and 𝑞© are the CHELPG charges on the 4T cation and 

quencher anion nuclei, 𝑟«[[⃗  and 𝑟¬[[⃗  are the position vectors of the 4T cation and quencher anion nuclei, 

and 𝑖 and 𝑗 are summed over the 4T cation and quencher anion atoms, respectively. From these 

calculations, the Gibbs free energy change was calculated using the following formula. 

 

 Δ𝐺r = ±𝐸¯3²,f- + 𝐸­³,f- + 𝐸f0�¦) − (𝐸¯3,´- + 𝐸­,´- + Δ𝐸�(,¯3µ (4.4) 
 

Here, the subscripts CG and NG refer to the single point energy of the optimized geometries of the 

charged and neutral species, respectively; Δ𝐸�(,¯3 refers to the energy difference between the first 

singlet excited state and the ground state of 4T; and Δ𝐸f0�¦ refers to the potential energy from the 

coulombic attraction between the two charged molecules. The reorganization energy was 

calculated from the following equations. 

 

 𝜆 = 𝜆&~~9] + 𝜆0��9] (4.5) 
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Here 𝜖 is the static dielectric permittivity of the material, 𝑟 3 and 𝑟­ are the radii of the 4T and 

quencher species, 𝑅 is the distance between the 4T and quencher molecules, and 𝑛 is the refractive 

index of the bulk material. For the inner reorganization energy (i.e., the energy difference due to 

the change in molecular geometry between products and reactants), Marcus theory assumes that 

the energy difference between the neutral molecules in the charged geometry and in the neutral 

geometry is the same as the energy difference between the charged molecules in the neutral 

geometry and in the charged geometry. In practice, these will not exactly be equal. Therefore, both 

differences were calculated and the average was taken. For the outer reorganization energy (i.e., 

the energy difference due to the relaxation of the surrounding media), the radii of the 4T and 

quencher species were calculated by measuring the volume of each species using the Chimera 

software package.38,39 The radius of a sphere with the equivalent volume as that of the chemical 

species was used as its radius. As before, 4.5 Å was used as the 4T-quencher distance. For the 

dielectric permittivity and refractive index, the values for P3HT, which are 3 and 1.4 

respectively,40,41 were used. 

Finally, the electronic coupling was calculated as the off-diagonal Fock matrix elements 

corresponding to the 4T LUMO (f4T,LUMO) and radical SOMO orbitals (fQ,SOMO) of the isolated 

molecules, with the Kohn-Sham Fock matrix of the dimer at the neutral equilibrium separation 

distance (F4T,Q):  

 

 𝐻½¾ = 〈𝜙¯Á,ÂÃÄÅ|	F4T,Q|𝜙É,ÊÅÄÅ〉 (4.8) 
 

The rate at which FRET occurs is given by the following expression.18,42 
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Here 𝑄* is the quantum efficiency of the donor (0.01 for P3HT as a thin film43); 𝜅 is the dipole 

orientation factor, which is assumed to be 2/3 for randomly oriented dipoles; 𝜏* is the excited state 

lifetime of the donor (400 ps for P3HT as a thin film43); 𝑅 is the donor-quencher distance; 𝑁 is 

Avogadro’s constant; 𝑛 is the refractive index of the medium, and 𝐽 is the overlap integral. The 

equation can be simplified by collapsing many of the parameters of the system into a single 

parameter 𝑅r, which corresponds to the distance at which the FRET rate is equal to the natural 

decay rate of the excited state. In Equation 4.10, 𝜆 is the photon wavelength, 𝐹*(𝜆) is the relative 

fluorescence intensity of the donor species at the wavelength (normalized so that ∫ 𝐹*(𝜆)𝑑𝜆
Õ
r =

1), and 𝜀­(𝜆) is the molar absorptivity of the quencher species at the given wavelength. 

4.4 Results and Discussion 

Fluorescence quenching activity was observed to a variable degree for some, but not all, of 

the interacting radical-polymer blends evaluated. Figure 4.1 shows a Stern-Volmer plot of the 

fluorescence intensity of solutions of P3HT and the various radical quencher species versus the 

concentration of the quencher. For comparison, a solution mixture of P3HT and PCBM is included, 

as PCBM acts as an efficient fluorescence quencher for a wide variety of conjugated polymers,44 

including polythiophenes.45,46 All solution intensities were corrected for the inner filter effect (see 

the ESI for details) due to the significant absorption of the quencher species, as shown in Figure 

4.S2. Note that the full fluorescence spectra of the different mixtures are shown in Figure 4.S3. 

The quenching behavior for the galvinoxyl radical is on par with that demonstrated by PCBM, 

suggesting that the galvinoxyl radical is an effective fluorescence quencher for P3HT. PTIO also 

shows significant quenching behavior, while TEMPO shows insignificant quenching behavior at 

the concentrations probed. In particular, PCBM shows a Stern-Volmer constant of 0.56 mM-1, the 

galvinoxyl radical shows one of 0.46 mM-1, the PTIO radical shows one of 0.29 mM-1, and the 

TEMPO radical shows one of 0.06 mM-1 (Figure 4.1). It is worth noting that, for diffusion limited 

quenching, direct comparisons of the Stern-Volmer constants can only be made for molecules of 

similar sizes. However, theory predicts that larger molecules will react slower in a diffusion-

limited regime, due to the increased drag force acting on the molecule.47,48 Therefore, the relative 

trend observed in the quenching behavior would be magnified if molecular size were taken into 

account. 
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Figure 4.1. (a) Stern-Volmer plots of the corrected fluorescence intensity of P3HT solutions in 
chloroform (60 μM of thiophene repeat units) and small molecules that serve as quenching sites 
for the photoexcited P3HT. The vertical axis represents the intensity of a P3HT-only solution 
divided by the corrected intensity of a solution consisting of P3HT and the quencher at a specific 
concentration. These data demonstrate that the galvinoxyl and PTIO radical species have nearly 
the same quenching ability for P3HT as PCBM does in solution; conversely, TEMPO does not 
demonstrate this property. Error bars show the range of values measured for each concentration of 
quencher. The excitation and emission wavelengths for all of the measurements were 500 nm and 
578 nm, respectively. The raw data were corrected for the inner filter effect. (b) Molecular 
structures of species used in this work. Electron-donating (p-type) species are indicated in red, 
while electron-accepting (n-type) species are indicated with blue labels. 

A similar trend in relative quenching behavior is seen for thin film composites of P3HT 

blended with the quencher species (Figure 4.2). This suggests that a similar mechanism is 

responsible for the quenching behavior in both solution and in thin films, allowing the nature of 

the quenching interaction to be examined from both experimental platforms. In the interest of 

translating these results to future device applications, we primarily utilized samples in the thin film 

state to probe these mechanisms. Absorbance data were used to ascertain the underlying nature of 

the quenching interaction in these soft materials systems. As can be seen from Figure 4.3, and the 

inset of Figure 4.3c, there is no apparent shift in the absorbance peaks and an absence of the 

appearance of any new peaks. This is seen in solution phase as well (Figure 4.S2), and in those 

measurements, the total absorbance follows the Beer-Lambert law for the absorbance of the 
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quencher species in a P3HT solution. That is, the final curve is the sum of the two independent 

absorption spectra, whose magnitude at all points is proportional to the concentration of species 

present. This suggests that the quenching observed is a dynamic quenching mechanism and not 

due to the formation of a non-fluorescent supramolecular complex. A blue shift in the peak near 

500 nm for P3HT is visible upon the addition of PCBM, as seen in Figure 4.3a, which suggests 

that PCBM is disrupting the crystalline packing of the P3HT in the solid state, which is consistent 

with previous reports.49 

 

 

Figure 4.2. Reduction in intensity of fluorescence spectra of P3HT thin films with increasing 
loadings of (a) PCBM, (b) the galvinoxyl radical, (c) the PTIO radical, and (d) the TEMPO radical. 
As with the solution-state measurements, the PTIO and galvinoxyl radicals show a reduction in 
the P3HT fluorescence intensity in the solid state while the TEMPO radical does not. The 
excitation wavelength was 500 nm. 
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Figure 4.3. Absorbance spectra of P3HT thin films with increasing amounts of (a) PCBM, (b) the 
galvinoxyl radical, (c) the PTIO radical, and (d) the TEMPO radical. These data demonstrate that 
no supramolecular complexes are forming in the ground state between P3HT and the radical 
species, as the peak locations for P3HT and the radical species are unchanged [see inset of (c)]. 
Moreover, there is no appearance of a lower energy absorption band. PCBM, by contrast, shows a 
blue-shifting in the P3HT absorption peak [see inset of (a)], most likely because the PCBM disrupts 
the crystalline packing of the P3HT. The insets show the blue-shift for P3HT-PCBM in greater 
detail, as compared to P3HT-PTIO, which shows no shift. 

 Interestingly, this peak shift is not observed in any of the P3HT-radical blends. This is 

consistent with x-ray diffraction (XRD) measurements, which show that P3HT forms pristine 

crystalline domains on the nanoscale (Figure 4.4). For the P3HT-radical blends, the (100) and (010) 

peaks remain in the same location, suggesting that the P3HT crystalline structure is unaffected by 

the presence of the radical species. A P3HT-PCBM blend, by contrast, shows a suppression of the 

(010) peak for P3HT with no appearance of the PCBM crystal peaks (Figure 4.4a), which also 

suggests that PCBM disrupts the crystalline packing of the P3HT, but does not form its own phase 

at these low loadings of the quenching species. For the P3HT-Galvinoxyl and P3HT-TEMPO 
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blends, the primary peak corresponding to the radical species is seen in the blended films, 

suggesting formation of pure crystalline phases for the radical species (Figure 4.4b and d). 

Interestingly, two new peaks are seen for the P3HT-PTIO blend, which do not correspond to any 

peaks seen in either pure compound (Figure 4.4c). As the peaks corresponding to the pristine PTIO 

radical are not seen, this suggests that the crystal structure of the PTIO radical is disrupted. 

However, as a pristine P3HT phase is present in the blended film, it is still reasonable to conclude 

that the quenching behavior seen in P3HT-PTIO blends is not due to a change in the crystal 

structure of the fluorescent species. 

 

Figure 4.4. XRD data of P3HT thin films with small molecule additives of (a) PCBM, (b) the 
galvinoxyl radical, (c) the PTIO radical, and (d) the TEMPO radical present at a loading of 10% 
(on a molar basis), compared to those of pristine P3HT and the pristine small molecule species. 
For the radical species, peaks corresponding to those seen for pristine P3HT appear in the XRD 
spectra of the combined films (blue) with minimal shift in peak locations, indicating the existence 
of a pure P3HT phase in the film. This is in contrast with the P3HT-PCBM film, which shows no 
(010) peak corresponding to the π-π stacking, most likely because the PCBM disrupts the 
crystalline packing of the P3HT.  The spectra are shifted vertically and the small molecule signals 
are scaled in order to provide clarity in data presentation. 
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These trends in quenching data and nanoscale structure are consistent with one of two 

interaction mechanisms: either (1) photoinduced charge transfer or (2) excited state transfer 

through a Förster Resonance Energy Transfer (FRET) or Dexter Energy Transfer pathway.18 The 

excited state transfer mechanisms are similar in that they both result in the fluorescent molecule, 

or donor, being returned to the ground electronic state, while the quencher, or acceptor, is promoted 

to an excited state. Both require an electronic transition for both the donor and acceptor with the 

same energy change. However, they differ in the mechanism by which they occur. FRET occurs 

via a resonant interaction between the excitation dipoles,42 while Dexter transfer happens due to a 

concerted electron and hole transfer from the donor to the acceptor.50 Two functional differences 

exist between the two mechanisms. First, as FRET is mediated by dipole interactions its rate is 

inversely proportional to the distance to the sixth power, while Dexter transfer, which relies on 

overlap between the frontier molecular orbitals of the donor and acceptor species, shows 

approximately an exponential dependence on distance. Therefore, FRET is able to operate at large 

distances, while Dexter transfer is limited to molecules in close proximity. Second, for FRET to 

occur both excited state transitions require a transition dipole, while Dexter transfer can occur as 

long as two isoenergetic electronic transitions exist, allowing for the acceptor to be promoted to a 

non-optically active excited state or one with a different spin state. Because of these two factors, 

typically if there is an overlap of the fluorescence spectrum of the donor with the absorbance 

spectrum of the acceptor, FRET is considered to be the dominant mechanism, with Dexter transfer 

being considered only when FRET is not possible. 

Both the galvinoxyl and PTIO radicals show significant absorbance coefficients within the 

region of the spectrum where P3HT emits, both in solution phase and in solid state (Figure 4.5), 

due to their extensive π-conjugation. TEMPO, by contrast, shows minimal absorbance in that 

region. This spectral overlap suggests that FRET may be the mechanism for the observed 

quenching. Because of the discussion above and because these transitions are dipole-allowed, we 

will not consider Dexter further, though its contribution could be measured by using covalently-

linked P3HT-radical hybrid materials and tracking the distance dependence of the quenching. 

However, the observed trend in quenching behavior is also consistent with photoinduced electron 

transfer as a mechanism. In thin films, the fluorescence quenching of P3HT by PCBM is caused 

by such a mechanism,51 and based upon the observed redox behavior of the radical species, a 

photoinduced electron transfer mechanism is energetically viable.  
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Figure 4.5. Overlap of the P3HT emission spectrum (green line) with the absorbance spectra of 
the quencher molecules. (a) The emission spectrum of a 60 μM P3HT solution in chloroform, and 
(b) the emission spectrum of a P3HT thin film. The inset shows the frontier orbital (HOMO and 
LUMO) energies of P3HT and the reduction potentials, in units of eV removed from free vacuum, 
of the two n-type open-shell species: the PTIO and galvinoxyl radicals. 

The galvinoxyl and PTIO radicals show a reduction potential of 4.7 and 4.1 eV below 

vacuum, respectively.52,53 These values are farther-removed from vacuum than that of the lowest 

unoccupied molecular orbital (LUMO) energy of P3HT, which is 3.0 eV below vacuum, indicating 

that an electron transfer from an excited P3HT to one of these radical species could occur (inset of 

Figure 4.5). The TEMPO radical, by contrast, has never been observed to form a stable anion 

species, suggesting that it would be unable to act as an electron acceptor. The presence of π-

conjugation may also play a role in the stability of the anion species, though introduction of 

electron-withdrawing groups has also been utilized to design n-type radical species.54 Nevertheless, 

as both mechanisms are consistent with the observed trend, and have similar origins from a 

molecular structure standpoint, further characterizations are necessary to quantify the relative 

importance of the different mechanisms. 

To uncover which mechanisms are at play in these optoelectronically-active blends, 

transient absorption spectra of the P3HT-radical blends were compared with the spectrum of 

pristine P3HT (Figure 4.6). The spectrum of pristine P3HT shows a bleach signal between 500 and 

600 nm, corresponding to the ground-state bleach (GSB), as well as a photoinduced absorption 

between 600 and 700 nm, corresponding to photoinduced absorption of delocalized polarons (i.e., 

positively-charged P3HT segments within crystalline regions of the thin film).55 Comparing this 
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spectrum with the spectra associated with those of the P3HT-radical blends shows little qualitative 

difference. That is, no additional signals corresponding to bleaching of the radicals or 

photoinduced absorption of their anions can be detected. In the case of the galvinoxyl radical, the 

main absorbance peak is found at 400 nm, outside the range of the detector. The galvinylate anion, 

however, absorbs strongly at 560 nm, well within the range measured (Figure 4.S4). No clear 

difference can be seen between the spectra at this point, suggesting that photoinduced charge 

transfer is not at play, despite the energetic favorability of such a transfer. In the case of PTIO, the 

main absorbance peak overlaps with that of P3HT, and the anion absorbs around 325 nm, also 

outside the range that can be measured by the available equipment. Nevertheless, a clear difference 

is seen between the P3HT-radical blends and the P3HT-PCBM blend, which does show charge 

transfer. A larger polaron signal is present, and the signal persists for the entire measurement, 

which is consistent with photoinduced charge separation.51,56,57 The lack of similar signals suggests 

that charge transfer is not occurring in the P3HT-radical blends.
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Figure 4.6. Representative transient absorption spectra of a (a) pristine P3HT film, (b) P3HT-
PCBM blend, (c) P3HT-Galvinoxyl blend, (d) P3HT-PTIO blend, and (e) P3HT-TEMPO blend at 
selected delay times. The negative signal from 500 to 625 nm corresponds to the ground-state 
bleaching of the P3HT film, while the positive signal from 625 to 700 nm corresponds to 
delocalized polarons in the P3HT film. The pump wavelength was 400 nm. All quencher species 
were added to the thin films at a 10 mol% loading.
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The data in the time domain reveal a clear difference in behavior between the pristine P3HT 

and the P3HT-radical composite films (Figure 4.7). For the P3HT-radical blends, both the GSB 

and the polaron signals decay significantly more rapidly than for the pristine film, suggesting that 

the radicals enhance the rate of ground state recovery. This is in stark contrast to the P3HT-PCBM 

film, where the ground state bleach and polaron signals persist with minimal decay through the 

duration of the experiment, due to the long-term charge separation. Additionally, the dynamics of 

the GSB and polaron signals appear to track each other well for both the pristine and radical-doped 

films, which suggests that the presence of the radicals has little effect on the formation of polarons 

within the film.  

 

 

Figure 4.7. Comparison of the dynamics of the transient absorption signals of the P3HT-quencher 
blends at a probe wavelength of (a) 550 nm (ground-state bleach) and (b) 650 nm (polaron). Each 
of the radical-containing composites shows a faster decay of both signals over the pristine sample. 
This is in contrast to the P3HT-PCBM blend, which shows a persistent signal over the course of 
the measurement that reaches a maximum long after the P3HT-radical blends, due to persistent 
charge separation. A 10 mol% loading of quencher species was used for the films. 

This clear contrast between P3HT-PCBM and the radical signals, as well as the absence of 

any signals corresponding to the anions of the radical acceptors within the wavelength window 

probed, suggests that charge transfer is minimal in these blends. However, the increased rate of 

decay for the GSB is consisted with FRET as a mechanism, as resonant energy transfer results in 

regeneration of the ground state of the donor. Therefore, FRET appears to be the dominant 

mechanism behind the observed fluorescence quenching. 
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To further assist with the determination of the quenching mechanism, computational 

studies were performed on P3HT in combination with the different quencher species to estimate 

the rate of the charge transfer reaction and compare this to the FRET rate (see methods section for 

further details and a description of all the parameters). To reduce the computational time, 

quaterthiophene (4T) was used as a substitute for P3HT, and the tert-butyl moieties on the 

galvinoxyl radical were replaced with methyl groups, referred hereafter as GxMe. To facilitate a 

direct comparison, after being oriented in a cofacial manner as described in the ESI, the centroid-

centroid distance was set at 4.5 Å. While the equilibrium separation for the 4T-GxMe pair was 

significantly smaller at 3.9 Å (Figure 4.S1), the reduced steric hindrance of the GxMe molecule 

compared to Gx means that a larger separation would be expected for a 4T-Gx pairing. This 

distance is also larger than what is typically seen for studies on photoinduced charge transfer in 

P3HT-PCBM;40,58 again, this is due to the increased steric hindrance from the radical species. The 

results of the calculations for the charge transfer rates are shown in Table 4.1. 

Table 4.1. Calculated Charge Transfer Parameters and Rates for the Radical Species. 

Quencher 𝛥𝐺r (eV) 𝐻�q (meV) 𝜆&~~9] (eV) 𝜆0��9] (eV) 𝑘�3 (s-1) 
GxMe -1.53   -9.2 0.21 0.10 3.8×10-8 
PTIO  0.27 -95.6 0.61 0.11 3.7×108 

TEMPO  0.99  23.2 0.81 0.14 1.9×10-4 

 

As predicted from the orbital energies and the reduction potentials, electron transfer from 

4T to GxMe is calculated to be favorable and electron transfer from 4T to TEMPO is unfavorable. 

Interestingly, electron transfer to PTIO is calculated to be unfavorable, contrary to the predictions 

from its measured reduction potential. However, this energy is lower than the reorganizational 

energy. Ultimately, this combined with the large electronic coupling leads to a significant charge 

transfer rate of 3.7×108 s-1. For GxMe, while the electron transfer is energetically favorable, the 

reaction is significantly within the Marcus inverted region, which results in a negligible charge 

transfer rate. In the case of TEMPO, the electron transfer is unfavorable and thus the charge 

transfer rate is also negligible. The insignificant charge transfer rate predicted for the 4T-GxMe 

pair is inconsistent with charge transfer being the primary mechanism behind the fluorescence 

quenching interaction. 
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By utilizing the spectral data and assuming an intermolecular separation of 4.5 Å, the FRET 

rates can be computed. The calculated values are shown in Table 4.2. As predicted from the 

spectral overlap, both the galvinoxyl and PTIO radicals show a significant quenching rate through 

the FRET mechanism. TEMPO, by contrast, gives a rate 4 orders of magnitude slower. Thus, the 

calculated FRET rates agree with the trend observed in quenching behavior. Additionally, for the 

PTIO radical, the calculated FRET rate is 3 orders of magnitude faster than the calculated charge 

transfer rate, which agrees with the lack of observed charge transfer in the experimental results. 

Therefore, these computational results are consistent with the experimental results and indicate 

that FRET is the dominant quenching mechanism in the P3HT-radical blends. 

Table 4.2. Calculated FRET Parameters and Rates for P3HT-Radical Blends. 

Quencher 𝐽 (nm4 M-1 cm-1) 𝑅r (Å) 𝑘ÌÍ�3 (s-1) 
Galvinoxyl 7.19×1013 13.9 2.2×1012 

PTIO 2.95×1013 12.0 9.0×1011 
TEMPO 2.34×1010 3.7 7.7×108 

4.5 Conclusions 

The electronic and energetic interactions between open-shell small molecules and a 

common conjugated polymer, P3HT, in solution and as composite thin films were evaluated in 

full. Specifically, the fluorescence of P3HT was observed to be effectively quenched by the stable 

organic open-shell species, the galvinoxyl and PTIO radicals both in solution and as thin films, 

with quenching performance on par with that of PCBM. The TEMPO radical, by contrast, showed 

minimal quenching of the P3HT fluorescence. As demonstrated through a combination of 

computation, steady-state spectroscopy, and ultrafast spectroscopy, the quenching behavior was 

primarily due to energy transfer between the two species, in contrast to the electron-transfer 

mechanism that is dominant in the classic closed-shell quencher PCBM. This mechanism was 

supported by the large spectral overlap between the absorbance spectra of the radical species that 

acted as quenchers and the emission spectrum of the P3HT donor, as well as the rapid recovery of 

the ground state observed through transient absorption measurements. Charge transfer, an 

alternative plausible mechanism, was determined to not be the primary means of fluorescence 

quenching in the P3HT-radical systems evaluated here as the signal of the quencher anions were 
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not observed in the transient absorption, as well as through calculations that suggested it would 

proceed at a far slower rate than through FRET. As FRET is a long-range interaction, this finding 

has implications for future applications involving energy transfer from a fluorescent conjugated 

molecule to an open shell species, such as heterojunctions between the two in device applications 

or in conjugated molecules bearing radical pendant groups. Specifically, the finding suggests that 

by choosing a radical species that can act as a FRET acceptor for a given conjugated species, 

greater flexibility in the distance between the two moieties can be achieved. Moreover, it highlights 

the key need to appropriately and fully evaluate the subtle physical, electronic, and energetic 

interactions between closed-shell and open-shell organic composite materials. 
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4.7 Electronic Supplementary Information 

 

 

Figure 4.S1. (a) Binding curves for the neutral quaterthiophene (4T) and radical quencher species. 
Geometries of the (b) 4T-GxMe pair, (c) 4T-PTIO pair, and (d) 4T-TEMPO pair at the equilibrium 
distances seen looking down on the x-z plane. (e) Orientations of the individual species seen 
looking down the x-y plane (red: x, green: y, blue: z). The species were aligned in a co-facial 
orientation in the following manner. For 4T, the 2- and 5- carbons of the thiophene ring nearest 
the geometric center of the molecule were aligned along the x-axis, and the plane of this thiophene 
ring was aligned with the x-y plane by orienting the cross product of the x-axis and the C-S bond 
with the positive z-axis. For GxMe, the C2 axis was aligned with the y-axis, and the two carbons 
closest to the C2 axis were aligned with the x-axis. For PTIO, the C2 axis was aligned with the x-
axis, and the phenyl ring was aligned with the x-y plane by orienting the 3- and 5- carbons of the 
phenyl ring with the y-axis. For TEMPO, the mirror plane, or the vector between the nitrogen and 
the 4-carbon, was aligned with the x-axis, and the 2- and 6-carbons were aligned with the y-axis. 
The TEMPO molecule was oriented so the less sterically-hindered face was facing the negative z-
direction. All molecules were translated such that their centroids were aligned with the origin. To 
generate the 4T-radical pairs, the two molecules were superimposed with their centroids 
overlapping, and the radical species was displaced a given distance along the positive z-axis.
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Figure 4.S2. Absorbance spectra of P3HT in solution (60 μM of repeat units in chloroform) 
blended with varying concentrations of (a) PCBM, (b) the galvinoxyl radical, (c) the PTIO radical, 
and (d) the TEMPO radical. The absorbance spectra of solutions with 0.1 mM of small molecule 
and no P3HT are indicated with a dashed line. The spectra are the sum of the spectra of the 
individual components, indicating that no supramolecular complexes are forming in the ground 
state when the materials are co-dissolved in solution. 
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Figure 4.S3. Reduction of the intensity of fluorescence spectra of P3HT in solution (60μM of 
repeat units in chloroform) upon addition of up to 1 mM of (a) PCBM, (b) the galvinoxyl radical, 
(c) the PTIO radical, and (d) the TEMPO radical, showing that the galvinoxyl and PTIO radical 
species act as fluorescence quenchers with nearly the same quenching ability as PCBM, while the 
TEMPO radical does not show this effect. The excitation wavelength was 500 nm. All spectra 
were corrected for the inner filter effect. 
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Figure 4.S4. Absorbance spectra of the neutral galvinoxyl and PTIO radicals and the reduced 
galvinylate and PTIO anions. The galvinoxyl species were measured at a 0.01 mM concentration 
in ethanol, and the PTIO species were measured at a 0.1 mM concentration in water. These 
concentrations were chosen so that the samples would have similar optical densities for 
comparison purposes. The galvinylate anion shows a strong absorbance near 560 nm, while the 
PTIO anion shows a broad absorbance near 325 nm. 

 

Figure 4.S5. Atomic Force Microscopy (AFM) phase images of P3HT thin films with small 
molecule additives present at a loading of 10%, on a molar basis. Scale bars represent 50 nm.



 
 

124 

4.7.1 Derivation of the Inner Filter Effect Correction Formula 

 

Figure 4.S6. Illustrations for the inner filter effect derivation. (a) Depiction of how the light going 
to and coming from an infinitesimal area element is attenuated and (b) the definition of the 
coordinates used in the derivation. 

The inner filter effect is composed of two parts, the primary inner filter effect, which is the 

absorption of the excitation beam, and the secondary inner filter effect, which is the absorption of 

the fluorescence signal. In a typical fluorimeter, the fluorescence signal is measured at a right (i.e., 

90°) angle to the excitation beam, so that the excitation beam does not saturate the photodetector. 

Thus, the primary and secondary inner filter effects arise from attenuation in perpendicular 

directions. In the absence of an inner filter effect, the number of photons generated is the product 

of the photon flux entering the sample, the width of the excitation beam, the fraction of light 

absorbed by the fluorophore in the sample, and the quantum yield of the fluorophore (number of 

photons emitted per photon absorbed). This can be expressed with Equation 4.S1. 

 

 𝐼9� = 𝐼9(𝑊(1 − 10hÖ×,Ø���×)Φ­ (4.S1) 
 

Here, 𝐼9�  is the fluorescence intensity, 𝐼9(  is the emission intensity, 𝜖Ì,9(  is the Beer-Lambert 

constant of the fluorophore at the excitation wavelength, 𝐿 and 𝑊 are the length and width of the 

sample, 𝑐Ì is the concentration of the fluorophore, and Φ­ is the quantum yield. If the inner filter 

effect is to be taken into account, then we can consider an infinitesimal area over which the 

attenuation is negligible and integrate over the entire sample. Within the infinitesimal area, the 



 
 

125 

number of photons generated is given by Equation 4.S1, except with 𝐿 and 𝑊 replaced by 𝑑𝑥 and 

𝑑𝑦 and with the excitation intensity and emission intensity attenuated by the transmittance of the 

respective wavelengths through the sample to that point (Figure 4.S6a). The equation is as follows. 

 

𝐼0��(𝑥, 𝑦) = 𝐼9((1 − 10hÖ×,Ø��×Ü()𝑑𝑦Φ­10hÝØ�(10hÝØ�Þ (4.S2) 
 

Here, 𝛼9( and 𝛼9� are the absorbance per unit length at the excitation and emission wavelengths, 

equal to the sum of the products of the concentration of the absorbing species in the solution and 

the Beer-Lambert constant for that species at the excitation or emission wavelength. 

 

 𝛼9�/9( =§𝜖9�/9(,&𝑐& (4.S3) 
 

In this work, the only absorbing species are the fluorophore and the quencher. Equation 4.S2 can 

be integrated if the exponential term is replaced with its Taylor series expansion in 𝑑𝑥 and all 

terms of second-order and higher are discarded, which is a valid assumption here as 𝑑𝑥  is 

infinitesimally small. This gives the following expression. 

 

 𝐼0��(𝑥, 𝑦) = ln(10) 𝐼9(𝜖Ì,9(𝑐ÌΦ­10hÝØ�(10hÝØ�Þ𝑑𝑥𝑑𝑦 (4.S4) 
 

In turn, Equation 4.S4 can be integrated to yield the following. 

 

𝐼0�� = 𝐼9(𝜖Ì,9(𝑐ÌΦ­
(10hÝØ�(ß − 10hÝØ�(k)(10hÝØ�Þß − 10hÝØ�Þk)

ln(10) 𝛼9(𝛼9�
	 (4.S5) 

 

In this expression, 𝑥X, 𝑥G, 𝑦X, and 𝑦G define the width and location of the excitation beam and the 

area seen by the detector (Figure 4.S6b). For the instrument used, both of these cover the entire 

cuvette length. Thus 𝑥X and 𝑦X are equal to zero, and 𝑥G and 𝑦G are equal to the path length of the 

cuvette. In the interest of generality, this substitution will not be made until the final step. 

The corrected intensity is what the intensity would be in the absence of the inner filter 

effects. This can be found by setting 𝛼9( and 𝛼9� to zero in Equation 4.S5 and integrating. Making 

this substitution yields the following. 
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 𝐼�0]](𝑥, 𝑦) = ln(10) 𝐼9(𝜖Ì,9(𝑐ÌΦ­𝑑𝑥𝑑𝑦 
 

(4.S6) 
 

   
 𝐼�0]] = ln(10) 𝐼9(𝜖Ì,9(𝑐ÌΦ­(𝑥G − 𝑥X)(𝑦G − 𝑦X) (4.S7) 

 

 

Dividing Equation 4.S7 by Equation 4.S5 and eliminating the common factor of 𝐼9(𝜖Ì,9(𝑐ÌΦ­ 

gives the proper correction formula. 

 

 𝐼�0]]
𝐼0��

=
ln(10)G 𝛼9((𝑥G − 𝑥X)𝛼9�(𝑦G − 𝑦X)

(10hÝØ�(ß − 10hÝØ�(k)(10hÝØ�Þß − 10hÝØ�Þk) 
(4.S8) 

 

If the excitation beam width and the detector area both cover the entire cuvette length, then the 

equation becomes the expression of Equation 4.S9. 

 

 𝐼�0]]
𝐼0��

=
ln(10)G 𝛼9(𝐿𝛼9�𝐿

(1 − 10hÝØ��)(1 − 10hÝØ��) 
(4.S9) 

 

By cross-multiplying by 𝐼0��  and noting that 𝛼9(/9�𝐿 = 𝐴9(/9� , where 𝐴9(/9�  is the total 

absorbance of the solution at the excitation or emission wavelengths, Equation 4.1 of the main text 

is recovered. 
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 MODIFYING FIELD-EFFECT TRANSISTOR RESPONSE IN A 
CONJUGATED POLYMER UPON THE ADDITION OF RADICAL 

DOPANTS*

5.1 Abstract 

As open-shell moieties are increasingly integrated into organic electronic devices, there 

remains a need to establish the interactions that occur between these oxidation-reduction-active 

(redox-active) radical species and commonly-used conjugated polymers. In this report, we show 

that the addition of the stable radical galvinoxyl to the conjugated polymer poly(3-hexylthiophene) 

(P3HT) alters the thin film transistor response from semiconducting to conducting as well as 

modestly enhances the electrical conductivity. This interaction is not seen with other radical 

species. While an increase in charge carrier concentration is observed, the interaction does not 

seem to be otherwise consistent with a simple charge-transfer doping mechanism, due to the 

mismatched reduction and oxidation potentials of the two species. Additionally, no freeze-out of 

charge carriers is observed at lower temperatures. It is also not due to parallel conduction through 

the radical fraction of the bulk composite, as the radical species is non-conductive. Hole mobility 

is enhanced at lower concentrations of the radical, but it decreases at higher concentrations due to 

the reduced fraction of conductive material in the polymer bulk. Despite the increase in mobility 

at lower concentrations, the activation energy for charge transport is increased by the presence of 

the radical. This suggests that the radical is not improving the charge transport through filling of 

deep trap states or by reducing the activation energy for the charge transport reaction; however, 

the galvinoxyl radical is likely filling shallow trap states within the P3HT for the composite thin 

film. 

5.2 Introduction 

 Conjugated small molecules and polymers are the leading classes of materials in organic 

electronic devices. In fact, an impressive range of molecular architectures have been tailored for 

applications including organic field-effect transistors (OFETs),1,2 organic photovoltaics,3–5 organic 

light-emitting devices (OLEDs),6 and thermoelectric modules.7,8 However, conjugated materials 

 
* This work was submitted to Thin Soft Films on June 11, 2020 
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are not always the optimal materials choice for every application, and many organic electronic 

technologies have yet to capture a significant share of the commercial market. For this reason, 

there is interest in developing alternative classes of materials that can complement the strengths of 

conjugated systems. 

One such class is comprised of stable organic radicals.9–11 These moieties show excellent 

charge transfer properties, making them well-suited for organic battery applications,12 and their 

open-shell nature makes them useful in spin-manipulation applications.13–17 Beyond their usage as 

small-molecule dopants,18,19 polymers containing radicals have shown promise as interfacial 

modifying layers in organic electronic devices,20–22 and proper molecular design allows for 

impressive intrinsic electronic conductivity values to be had.23 Additionally, conjugated molecules 

with covalently-linked radical moieties have been developed for use in battery applications,24–31 

as well as to protect the conjugated moiety from degradation by manipulating the excited state 

dynamics.32–37 With their potential as next-generation electronic materials, determining how open-

shell molecules interact with oft-used conjugated materials in thin films is of prime importance to 

guide future applications. 

 The interaction of radicals with materials in their excited states, observed primarily through 

fluorescence quenching, has been well-documented in the literature,33,38–45 and our previous work 

has established the excited-state interactions between a common conjugated polymer, poly(3-

hexylthiophene) (P3HT), and three distinct stable organic radicals.46 Despite finding a clear pattern 

in the excited state interactions, similar considerations have not been given to the interactions in 

the ground state. Of course, for most organic electronic applications, the ground state interactions 

are more relevant. Thus, to elucidate the potential effects of introducing open-shell functionalities 

into thin films of conjugated polymers, the full scope of the interactions between these classes of 

materials must be established in a complete manner. 

 One means to examine ground-state interactions that is particularly relevant to device 

applications is to evaluate the charge transport properties of one material, and how these properties 

are affected by the presence of another species in thin films. Changes in the electronic structure of 

the host material, and even formation of charge-transfer complexes, lead to significant changes in 

the electrical properties even with small quantities of additive,47 and this molecular principle is 

often exploited to develop functional devices (e.g., chemical sensors).48,49 A useful device 

geometry for measuring these charge transport properties is the OFET. OFETs allow the charge 
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carrier concentration in the material to be modulated through application of a gate voltage, and 

evaluation of the subsequent response and transfer curves allows for the carrier concentration and 

mobility values to be determined. Here, we report an interaction between P3HT and the galvinoxyl 

radical (Gx), which causes a shift from semiconducting to conducting behavior. This is not seen 

with the other radical species evaluated here, and the P3HT-galvinoxyl radical interaction does not 

appear to be caused by formation of a charge transfer complex, as seen with many other oft-

reported molecular dopants in organic electronics.47,50,51 In addition to hinting at the possibility of 

synergistic interactions between the two classes of material, these results underscore potential 

pitfalls of incorporating radical functionality into organic electronic devices, and they highlight 

the need to control the chemistry of the open-shell group in a careful manner when thin film 

composite considerations are being made. Because many of the potential applications of radicals 

in conjugated hosts are primarily concerned with either manipulating excited-state behavior of the 

conjugated material or aim for the electronic properties of the closed- and open-shell components 

to be decoupled, interactions that alter the electronic structure and semiconducting character of the 

host material may lead to reduced efficacy in an actual device context. Thus, this work provides 

the first step in clear molecular design considerations as open-shell materials are further 

incorporated into conjugated polymer matrices for high-performance organic electronic devices. 

5.3 Experimental Details 

5.3.1 Materials 

 The galvinoxyl (Gx) and 4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl (TEMPO) (97%) 

radicals, hexamethyldisilazane (99%), and anhydrous 1,2-dichlorobenzene (DCB) (99%) were 

purchased from Sigma-Aldrich. The 2-phenyl-4,4,5,5-tetramethylimidazoline-1-oxyl-3-oxide 

(PTIO) radical (98%) was purchased from TCI America. P3HT (regioregular electronic grade, Mn 

~60 kg mol-1) was purchased from Rieke Metals. Gold (99.99%) and titanium (99.7%) were 

purchased from Kurt Lesker. Acetone (99.5%), chloroform (99.8%), and isopropanol (99.5%) 

were purchased from Fisher. Silicon wafers were purchased from Silicon Valley Microelectronics. 

These metallic silicon wafers were degenerately p-doped with boron, coated with a 300 nm 
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thermally-grown silicon dioxide layer. Poly(galvinoxylstyrene) (PGSt) was synthesized according 

to a previously reported procedure.52 All materials were used as received. 

5.3.2 OFET Fabrication 

 Silicon wafers were diced into 13.6 mm × 15.6 mm chips. These substrates were cleaned 

by sonication for 10 minutes each in acetone, chloroform, and isopropyl alcohol, in a sequential 

manner, and dried with compressed nitrogen. The substrates were then loaded into a spincoater. 

Liquid hexamethyldisilazane (HMDS) was added to the substrate and allowed to rest for 30 

seconds. After this time, the sample was spun at 3,000 rpm for 30 s, followed by heating on a hot 

plate at 100 °C for 30 min under ambient conditions. Then, 10 nm of titanium, followed by 80 nm 

of gold, were thermally evaporated onto the oxide side of the substrates through a shadow mask to 

form the source and drain contacts. These contacts formed a channel with a width of 10 mm and a 

length of 0.1 mm. Afterwards, the active layer solution was spun-coat on the substrates at a rate of 

1,500 rpm for 60 s within an inert atmosphere glovebox. The active layer solutions consisted of 

P3HT and different open-shell dopants blended to give a total solids concentration of 25 mg mL-1 

in DCB, and these solutions were stirred overnight at 50 °C prior to being used as active layer 

coating solutions. 

 After fabrication, the devices were tested using a Lakeshore Cryotronics Model TTPX 

vacuum probe station for room temperature measurements, and a Lakeshore Cryotronics Model 

CRX-VF for variable-temperature measurements. Keithley 2400 SourceMeters, controlled using 

in-house Labview programs, were used to gather the current-voltage response data for room-

temperature measurements, and Keithley 2450 SourceMeters were used for variable-temperature 

measurements. A diamond-tipped scribe pen was used to remove the oxide, revealing the metallic 

silicon gate that allowed for contact to be made with the back electrode. Output curves were 

obtained by sweeping the drain-source voltage from +10 V to −100 V in 2.5 V increments while 

the gate-source voltage was held constant for a given sweep and stepped from +10 V to −100 V in 

10 V increments. Transfer curves were obtained by sweeping the gate-source voltage from +10 V 

to –100 V in 2.5 V increments and holding the drain-source voltage constant at –100 V. 

Conductivity responses were obtained by disconnecting the gate electrode and sweeping the drain-

source voltage from –50 V to +50 V in 0.5 V increments. 
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5.4 Results and Discussion 

 
Figure 5.1. Output curves for (a) pristine P3HT transistor and (b) a P3HT-Gx blend transistor with 
a 5% galvinoxyl (by weight) loading. The corresponding transfer curves are shown in (c) and (d). 
In the pristine film, the current saturates at high voltage, and the saturation point increases with 
gate voltage. In the doped film, the current is roughly linear with voltage, and the conductivity 
dependence on gate voltage is reduced. The differing scale between (a) and (b) vs. (c) and (d) is 
due to hysteresis. 

 P3HT is an oft-used organic semiconductor, and it demonstrates a typical response when 

incorporated into a field-effect transistor (FET) geometry (Figure 5.1a,c). However, upon blending 

with the galvinoxyl radical, a shift in behavior is seen, where the output characteristics no longer 

saturate at the measured drain-source voltages (Figure 5.1b,d). This also results in the transistor 

no longer reaching an OFF state. To verify that this is not due solely to the open-shell nature of 

the compound, two other radical species are blended at a similar molar ratio. 
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Figure 5.2. Output curves for P3HT transistors with loadings of 2.5% (by weight) of the (a) PTIO 
and (b) TEMPO radicals. The corresponding transfer curves are shown in (c) and (d). These 
loadings were selected to have approximately the same molar concentration as the galvinoxyl 
radical-containing device shown in Figure 5.1b. The qualitative shift in behavior is not observed 
for these radicals, which contrasts with what was observed for the galvinoxyl radical. 

 That is, doping the P3HT OFET with PTIO or TEMPO radicals does not show the same 

behavior as the galvinoxyl radical (Figure 5.2). One potential explanation for this behavior is that 

the galvinoxyl radical is doping the P3HT polymer through a charge-transfer reaction. In other 

words, an electron is transferred from the highest-occupied molecular orbital (HOMO) of a P3HT 

segment to the singly-occupied molecular orbital (SOMO) of a galvinoxyl molecule. For the sake 

of comparison, the TEMPO and PTIO radicals were chosen to select a wide range of preferred 

redox behaviors. Whereas the galvinoxyl radical is an n-type radical, meaning that it is 

preferentially-reduced to form a stable anion, the TEMPO radical is p-type, meaning that it is 

preferentially-oxidized to form a stable cation, and the PTIO radical is ambipolar, meaning that it 

can undergo both oxidation and reduction reactions in a facile manner (Figure 5.3). 
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Figure 5.3. (a) Chemical structures of the conjugated polymer (P3HT), radical polymer (PGSt), 
and small molecule open-shell materials implemented in this work. Radicals are classified 
according to whether they preferentially reduce (n-type), preferentially oxidize (p-type), or are 
capable of being oxidized or reduced under normal conditions (ambipolar). (b) Oxidation (red) 
and reduction (blue) potentials of all molecular species implemented in this work. For P3HT these 
values are identified with the HOMO and lowest-unoccupied molecular orbital (LUMO) energy. 
For the radical species, these are identified with the SOMO energy. This identification is 
ambiguous for ambipolar species, such as the PTIO radical; thus, both its oxidation and reduction 
potentials are shown. 

The galvinoxyl radical, unlike the TEMPO radical, can be reduced to form a stable anion, 

and its reduction potential of –4.7 eV relative to vacuum,53 is significantly lower than that of the 

PTIO radical, with a reduction potential of –4.1 eV.54 However, the oxidation potential of P3HT 

is – 5.0 eV,19 which is 0.3 eV below the reduction potential of the galvinoxyl radical. This energy 

difference is significantly greater than the thermal energy available to the system. Furthermore, 

our previous study saw no evidence that any supramolecular complexes, such as charge transfer 

complexes, were formed in P3HT-galvinoxyl radical blends.46 By contrast, charge-transfer 

dopants such as 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4TCNQ) show a 

significant change in the absorbance spectrum due to the formation of polarons.47,50,55 Therefore, 

a charge-transfer interaction is unlikely. 

 To further establish the nature of the P3HT-galvinoxyl radical interaction, the charge 

transport properties were investigated at higher loadings of the radical (Figure 5.4). While lower 

loadings can utilize the galvinoxyl radical as a small molecule, higher loadings with a small 

molecule dopant result in poor film quality. To ensure that the observed behavior at higher loadings 

was not due to film quality issues, we incorporated the galvinoxyl radical into a macromolecular 

form. By creating a polymer blend composed of P3HT and poly(galvinoxyl styrene) (PGSt), high-
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quality film formation was observed on a consistent basis. Importantly, the same change in 

behavior is observed when PGSt is incorporated into the P3HT active layer thin films as was 

observed with the small molecule galvinoxyl radical; this suggests that the presence of the polymer 

backbone does not affect the observed charge transport behavior. Because the response of the 

device active layers remained linear, we extracted the electrical conductivity values of the P3HT-

PGSt composite films, and we observed a marked increase in conductivity upon radical polymer 

doping. In fact, a large increase in electrical conductivity is seen going from 0 to 5% PGSt (by 

weight). The conductivity then decreases upon increasing the loading to 25% PGSt (by weight), 

and its value levels at even higher loadings. At the highest loadings (i.e., when the active layer 

film is almost completely composed of PGSt), the conductivity drops dramatically. This is because 

PGSt is not a good electrical conductor, and these data suggest that a minimum loading of between 

1 and 5% P3HT (by weight) is needed for charge transport to occur readily. 

 

 
Figure 5.4. Electronic conductivity of the P3HT-PGSt active layer blends as a function of the PGSt 
loading. Though an increase is seen from 0 to 5% PGSt loadings, the conductivity does not change 
for loadings from 25% to 75%. No conductivity is observed for blends with extremely high PGSt 
loadings. 

 Utilizing the FET geometry allows for the contributions of the charge carrier mobility and 

charge carrier concentration to the conductivity of the material to be decoupled from one another. 

If the device is far from saturation, then the charge carrier concentration should be modulated 

linearly with changes in gate voltage, which will allow for the mobility to be extracted, according 

to the following equation. 
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𝐼*+ = 𝜇¦&~𝐶0(
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Here, 𝜇¦&~ is the linear regime mobility, 𝐶0( is the capacitance per unit area of the gate dielectric, 

𝑊 is the channel width, and 𝐿 is the channel length. For the saturation regime, the formula is 

expressed by Equation 5.2. 

 
𝐼*+ = 𝜇�à�𝐶0(

𝑊
𝐿 �

	𝑉-+G

2 � (5.2) 

 

Here, 𝜇�à�  is the saturation regime mobility. To extract the mobility from the transfer curves 

measured at 𝑉*+ = –100 V, Equation 5.1 was used for the doped OFETs (as these devices never 

saturated), and Equation 5.2 was used for the pristine P3HT devices. At low loadings of the 

galvinoxyl radical and the open-shell PGSt macromolecule, the mobility increases with greater 

radical doping (Figure 5.5a). However, at loadings beyond ~10%, the mobility decreases (Figure 

5.5b). This is likely due to an increased fraction of the bulk composite being non-conductive. Note 

that a similar trend in both the small molecule and radical polymer cases is had because the 

interaction is with the radical moiety, and the presence of the backbone does not affect the change 

in mobility. 

 
Figure 5.5. Mobility as a function of the galvinoxyl/PGSt loading, ranging from 0 to 100% loading 
(by weight). (a) Results for low loading. (b) Results for loadings used in Figure 5.4. The mobilities 
were extracted from the transfer curves assuming saturation for 0% loading and linear regime for 
higher values. The mobility can be seen to increase slightly at low loadings but decrease at high 
loadings. At the highest loadings, the mobility decreases dramatically. 
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 The charge carrier concentration can be calculated based on the following equation. 

 

 𝜎 = 𝜇𝑛®𝑞 (5.3) 

Here, 𝜎 is the conductivity, 𝜇 is the mobility, 𝑛® is the concentration of charge carriers, and 𝑞 is 

the absolute value of the electron charge. The greater conductivity at intermediate radical loadings 

implies that the charge carrier density is enhanced by the presence of the radical species (Figure 

5.6), despite the fact that a simple charge transfer doping mechanism would be energetically 

unfavorable. 

 

 
Figure 5.6. Charge carrier concentration found by dividing the conductivity by the mobility as a 
function of the PGSt fraction. A modest increase is seen at higher loadings. 

 As expected, the conductivity decreases with decreasing temperature. However, the ON-

OFF ratio of the doped device stays nearly constant as temperature is lowered (Figure 5.7a). If the 

shift in behavior were due to charge transfer doping, lowering the temperature would lead to 

freeze-out of the charge carriers, which would cause the device to behave as an undoped transistor 

at lower temperatures. As this is not observed, a charge transfer interaction is most likely not the 

explanation. An alternative explanation for the observed shift in character of the P3HT is that the 

galvinoxyl radical is facilitating charge transport. The mobilities of the devices are well-described 

using an Arrhenius law (Figure 5.7b, Figure 5.7c, and Table 5.1. Arrhenius fitting parameters for 

doped and undoped P3HT OFETs.). A slight increase in the activation energy can be seen going 

from the undoped to the doped transistor. If the galvinoxyl radical were facilitating charge 
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transport, then a decrease in activation energy would be expected, which is the opposite of what is 

observed. Therefore, a mechanism that involves reducing the activation energy, such as a decrease 

in the number of deep trap states, is not at play. 

Table 5.1. Arrhenius Fitting Parameters for Doped and Undoped P3HT OFETs. 

Sample μ – EA (meV) ION – EA (meV) 
Undoped – 1 230 250 
Undoped – 2  230 210 
Doped 260 270 

 

 While a modest increase in both the mobility and charge carrier concentration is observed, 

the data do not provide straightforward evidence for a mechanism of either. No spectroscopic 

evidence of charge transfer doping is observed, and the lack of a freeze-out response at low 

temperatures further suggests that an electron transfer from P3HT to the galvinoxyl radical is not 

responsible. Similarly, the radical is not facilitating charge transport through a reduction in the 

activation energy or affecting the deep trap states. However, a reduction in the number of shallow 

trap states would improve the mobility without affecting the activation energy of the deep trap 

states. Therefore, it is reasonable to conclude that the presence of the radical facilitates charge 

transport by reducing the number of shallow trap states in the bulk material. 

 

 
Figure 5.7. (a) Plot of on (orange) and off (blue) currents of a pristine P3HT OFET (circles) and a 
P3HT OFET blended with 5% PGSt by weight (squares). The current decreases with temperature, 
but the qualitative behavior does not change. Arrhenius plots of (b) mobility and (c) ON current 
for undoped P3HT OFETs (black circles and red squares) and a P3HT OFET blended with 5% 
PGSt by weight (blue triangles). A similar slope can be seen for both undoped devices, despite the 
difference in magnitude, while the doped device shows a slightly greater slope. 
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5.5 Conclusions 

In summary, the addition of the galvinoxyl radical causes a shift in behavior for P3HT from 

semiconducting to conducting. This interaction is not observed for two other radical species tested. 

Previous reports suggest that no supramolecular complex is formed in thin films containing both 

P3HT and galvinoxyl,46 yet the qualitative shift in transistor behavior is clear evidence that an 

interaction is occurring. The addition of small amounts of the galvinoxyl radical appear to enhance 

charge carrier concentration and mobility, though mobility decreases at the highest loadings as the 

conductive fraction of the blend decreases. Despite the increase in apparent carrier concentration, 

the measured redox potentials of P3HT and the galvinoxyl radical suggest a simple charge transfer 

is unfavorable, and measurements at lower temperatures do not lead to a freeze-out of carriers. 

While the galvinoxyl radical does not reduce the number of deep trap sites or catalyze the charge 

transport mechanism, its presence improves the charge carrier mobility, likely by reducing the 

number of shallow trap sites. As composites of conjugated materials with radicals become more 

prevalent in the literature, these results underscore the importance of understanding all the 

interactions that take place between these classes of materials. 
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 INTRODUCTION TO BROADBAND DIELECTRIC SPECTROSCOPY 

The twin fields of condensed matter physics and materials science made enormous strides 

upon development of a consistent first-principles theoretical model of crystalline materials, some 

of the implications of which were discussed in Chapter 2. However, crystalline materials are only 

one example of solid materials in practical use. Far more common are disordered solids, and these 

range from polycrystalline materials, which show order only in disjoint crystalline domains, to 

fully amorphous solids showing no order whatsoever at scales larger than a few atom lengths. 

Virtually all polymer materials fall into this category. Unfortunately, the lack of long-range order 

means that it is difficult to construct a model amorphous system that does reasonably well at 

capturing the behavior, as opposed to the crystalline phase where considerable insight can be 

derived from studying a single unit cell. Therefore, much of the physics concerning the amorphous 

solid phase relies on empirical relationships and heuristics. If a consistent theoretical model of 

amorphous solid behavior could be achieved, it would be an enormous boon from both a pure 

science and a practical applications standpoint. 

6.1 Relaxation 

One commonly studied behavior for amorphous materials is relaxation.1,2 Relaxation 

describes how a system returns to equilibrium (including metastable equilibrium) when perturbed, 

or how it achieves a new equilibrium when the forces acting on it change. This response will not 

occur immediately but will do so over a timescale referred to as the relaxation time. For amorphous 

materials, this is particularly apparent with the transition from liquid to solid. With crystalline 

materials, there is a clear transition. The material remains solid until its melting temperature, where 

thermal energy overcomes the binding energy of the crystal. The melting occurs at a single 

temperature because this binding energy is uniform for each atom in the crystal. In amorphous 

materials, this distinction is less clear, because each molecule will have a different potential well 

surrounding it. Each molecule can be thought of as being held in place by a cage formed from its 

nearest neighbors, but there may be occasional gaps in the cage. These allow the molecule to move 

more freely, which will make space for another molecule to move in, and so on. Because the energy 

landscape is not uniform, the number of molecules that can escape their local environment 
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increases gradually as temperature is raised all the way up to the melting point, such that the solid-

liquid transition is a gradual process. Escaping from the cage is a probabilistic affair, and thus, 

there will be some average time for a molecule to remain trapped at a given temperature. As an 

example, suppose the timescale were one minute. If the material is observed for a few seconds, all 

molecules will remain trapped in their cages and the observer will conclude the material is a solid. 

However, if the observer returns after a few hours, each molecule will have escaped several cages 

and will seem to have freely diffused through the material (albeit slowly), and the conclusion will 

be that a liquid is observed. In this case, the state of the material depends on the timescale of the 

observation. Relaxation of the material will be enabled by molecules escaping from their cages, 

and the relaxation time is thus related to the average time that it takes for this to occur. In complex 

molecules, there may be multiple such relaxations. As molecular motion proceeds more rapidly at 

higher temperatures, the relaxation time decreases as temperature increases. 

At low enough temperatures or short enough timescales that all the molecules are frozen, 

the material is referred to as a glass.3–5 The term “glassy state” is used, although “state” is a 

misnomer, at least in the thermodynamic sense as the material is not at equilibrium. At this point 

all molecules are trapped in their cages and can only vibrate (or perhaps rotate) in place. If the 

temperature is raised, there will be a point where the relaxation time for molecules moving between 

their cages becomes faster than the timescale on which the material is measured. At this point, the 

material will seem significantly less rigid. This temperature is referred to as the glass transition 

temperature (Tg). Tg, of course, depends on the timescale used for the measurement, with 100-

1000 s being a commonly-utilized value.3 Smaller molecules become liquid at this point, but for 

polymers, the physical entanglements between polymer chains eventually prevent flow. At these 

temperatures, the polymer remains solid but becomes ductile and elastic, like rubber. The 

relaxation time for the polymer entanglements then defines the border between the rubbery state 

and the liquid state. Of course, these are chosen by convention and are not firm borders. A glass 

will flow provided sufficient time to do so, and a liquid if acted upon quickly enough will seem 

solid.2 

The phenomenon of viscoelasticity observed in materials such as uncrosslinked rubber and 

in Silly Putty™ is one example of these concepts. These materials can be molded into balls and 

will bounce if thrown against a surface but can be sheared indefinitely and will slowly flow under 

their own weight if left undisturbed. In other words, the materials behave as solids on short 
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timescales, but they behave as liquids on long timescales. Another example is the phenomenon of 

creep and stress relaxation, seen especially in many polymers when comparing stress (a force 

applied to a material) and strain (the resulting deformation of the material).6 If a constant stress is 

applied, the material will continue to stretch beyond the initial strain. Removal of the stress will 

result in only partial recovery of the initial strain. In other words, the material has been permanently 

stretched out. This can also be observed by keeping the material at a fixed strain. The initial stress 

will decrease as the material relaxes. 

One way to study stress relaxation on multiple timescales is to apply a sinusoidally-varying 

strain and vary the frequency to observe how the relationship between strain and stress varies. This 

is referred to as dynamic mechanical analysis or dynamic mechanical spectroscopy.2 For a 

sufficiently small stress and strain where the relationship is linear, this will result in a stress that 

varies sinusoidally with the same frequency, but with a different amplitude and potentially a 

different phase. This is useful because it allows elastic and viscous behavior to be decoupled. For 

an elastic material, stress (𝜎) and strain (𝜖) are proportional with the proportionality constant being 

the modulus (𝐺). 

 

 𝜎(𝑡) = 𝐺𝜖(𝑡) (6.1) 

 

For a viscous material, the stress is proportional to the strain rate (i.e., the time derivative of strain) 

with the proportionality constant being the viscosity (𝜂).  

 

 
𝜎(𝑡) = 𝜂

𝑑
𝑑𝑡 𝜖(𝑡) 

(6.2) 

 

If a sinusoidal strain is applied, the equations for stress with respect to time will look as follows, 

with 𝜎�(𝑡)  being the time-dependent stress for an elastic material and 𝜎g(𝑡)  being the time-

dependent stress for a viscous material. 𝜖r is the amplitude of the stress. 

 

 𝜖(𝑡) = 𝜖rsin	(𝜔𝑡) (6.3) 
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 𝜎�(𝑡) = 𝐺𝜖r sin(𝜔𝑡) (6.4) 

 𝜎g(𝑡) =
𝜂
𝜔 𝜖r cos

(𝜔𝑡) =
𝜂
𝜔 𝜖r sin å𝜔𝑡 +

𝜋
2æ (6.5) 

 

Therefore, for a sinusoidal strain the stress will be in-phase with the strain for an elastic material 

and a quarter-cycle out of phase for a viscous material. For viscoelastic materials, phase shift 

values anywhere in between are also possible. Therefore, for periodic strains the relationship can 

be characterized by two factors: the ratio between the maximal stress and strain (|𝐺| = 	𝜎r/𝜖r, 

where 𝜎r is the amplitude of the stress response), and the phase difference between the two (𝛿) 

(Figure 6.1). Both factors will depend on frequency. 

 

 𝜎(𝑡) = |𝐺|(𝜔)𝜖rsin	(𝜔𝑡 + 𝛿(𝜔)) (6.6) 

 

For convenience, this is represented using a complex number (𝐺∗), where the magnitude and 

argument are equal to the stress/strain ratio and the phase difference, respectively.  

 

 𝜎(𝑡) = 𝐺∗(𝜔)𝜖r𝑒&ç� = |𝐺|(𝜔)𝑒&:(ç)𝜖r𝑒&ç� = (𝐺è(𝜔) + 𝑖𝐺èè(𝜔))𝜖r𝑒&ç� (6.7) 

 

This allows the elastic modulus and viscosity at different frequencies to be calculated from the real 

and imaginary components of the complex modulus. Because elastic materials store the energy 

used to deform them, while viscous materials dissipate it, 𝐺′ and 𝐺′′ are referred to as the storage 

and loss modulus, respectively. These two parameters, as a function of temperature and frequency, 

characterize the mechanical relaxation behavior of a material. Often times, their ratio, which is 

equal to tan(𝛿), will be used as well. 
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Figure 6.1. Example of mechanical stress (𝜎) generated in a viscoelastic material in response to a 
small sinusoidal strain (𝜖). For a complex modulus 𝐺∗ = |𝐺|𝑒&:, the magnitude of the complex 
modulus |𝐺| is equal to the ratio of the amplitudes of the stress and strain functions, while the 
argument 𝛿 is equal to the phase difference between the two.  

Dynamic mechanical spectroscopy is widely utilized to characterize materials, as the 

mechanical properties are often the primary concern for many of these materials. However, a 

disadvantage of mechanical analysis, particularly for more fundamental studies, is the limited 

frequency window available to perform measurements. Mechanical systems are typically 

incapable of reliably actuating at a frequency greater than 10-100 Hz. The lower end of the 

frequency window is limited by the patience of the experimentalist, but as every order of 

magnitude of frequency desired increases the measurement time by a factor of 10, it quickly 

becomes no longer worthwhile to perform the measurement. A solution is to use an alternative 

means of probing the molecular relaxation that can be done at higher frequencies. One such 

technique is dielectric spectroscopy.7 

Any material containing mobile regions of nonzero charge is capable of being polarized. 

This means that, in the presence of an electric field, the charges will move such that they are 

aligned with the applied field. Both intramolecular motion of electrons (leading to optical 

absorption and electronic excitation), and motion of nuclei (leading to infrared absorption and 

vibronic excitation) are examples, but most relevant to relaxation are the rearrangements of 

molecular dipoles. Dielectric spectroscopy uses an alternating electric field to drive these motions, 

and as such, directly probes relaxation on a molecular level. As these motions are ultimately the 

same ones that give rise to mechanical relaxation, dielectric spectroscopy provides an alternative 

means to probe these phenomena.8 
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The polarization of a material (𝑃[⃗ ) and the electric field (𝐸[⃗ ) are both vector quantities. For 

small electric fields, these values are linearly related through a value known as the dielectric 

susceptibility (𝜒�). 

 

 𝑃[⃗ = 𝜀r𝜒�𝐸[⃑  (6.8) 

 

Here, 𝜀r is the permittivity of free space. The dielectric susceptibility is related to the relative 

permittivity of the material via 𝜀 = 𝜒� + 1. It is clear that concepts from mechanical relaxation 

can be applied, with polarization as the analogue of strain and the electric field as the analogue of 

stress. However, it should be noted that the relationship inverted here. To directly compare, 

Equation 6.8 can be inverted with the quantity 1/𝜀r𝜒�  defined as the dielectric modulus. 

Alternatively. a “permittivity” (more often called compliance) can be defined for the mechanical 

system.  

 As with the complex modulus, the permittivity for a system with a periodic electric field is 

represented by a complex number, with the real part corresponding to energy storing mechanisms 

and the imaginary part corresponding to energy dissipating mechanisms. Specifically, 

 

 𝜀(𝜔) = 𝜀è(𝜔) − 𝑖𝜀′′(𝜔) (6.9) 

 

This can be understood by modelling the system as a network of capacitors and resistors. For a 

parallel plate capacitor, the charge accumulated (𝑄) per unit area (𝐴) on both electrodes will be 

proportional to the electric field via the permittivity. 

 

 𝑄
𝐴 = 𝜀r𝜀𝐸[⃗ ∙ 𝑛[⃗  (6.10) 

 

Here, 𝑛[⃗  is a unit vector perpendicular to both plates. The relation between charge and polarization 

can be understood in the following way. If no material is present between the parallel plates, the 

applied electric field will cause some charge to accumulate on both electrodes until the mutual 

repulsion of the charges counterbalances the electric field. This is accounted for by 𝜀r , the 
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permittivity of free space. If a polarizable material is between the plates, the charges on each 

electrode will lead to the dipoles rotating such that the negative end of the dipole is close to the 

positive electrode, and vice-versa. These opposite charges will attract more charges and thus allow 

greater accumulation on each electrode, the effect of which is calculated by the term 𝜒�𝜀r. Because 

of the proportionality between charge and electric field for a capacitive material, the polarization 

and electric field will be in-phase yielding a real-valued permittivity. As the charge will flow back 

upon release of the electric field, this is an energy storing mechanism. In contrast, for a conductive 

material, charge will not accumulate but will instead flow through the device. For anything less 

than a perfect conductor, energy will be dissipated as charge passes through the material. In this 

case the current density (𝑗), which is the time derivative of charge density, will be proportional to 

the electric field through the conductivity (𝜎).  

 

 
𝑗 =

𝑑
𝑑𝑡
𝑄
𝐴 = 𝜎𝐸 (6.11) 

 

As with viscosity, this leads to an imaginary permittivity for a sinusoidal electric field, though in 

this case, the loss permittivity is negative, leading to the definition given in equation 6.9. 

 How should the complex permittivity vary with frequency? Each relaxation will manifest 

as a sigmoidal decrease in 𝜀′ with increasing frequency and a peak in 𝜀′′ at the frequency equal to 

the inverse of the relaxation time, which is also where the inflection point in 𝜀′ occurs. 

 

 𝜔] = 1/𝜏] (6.12) 

 

The reason for this is because at frequencies much greater than 𝜔], molecular motion is restricted, 

so the dipoles are unable to fully align themselves with the electric field. At frequencies much 

lower than 𝜔], the dipoles are free to rotate and will fully align themselves. Thus, the polarization 

is greater at low frequencies. The peak in the loss permittivity occurs due to the fact that the 

molecules are pushing each other out of the way at 𝜔]  and changing configuration. At higher 

frequencies, the molecules vibrate in place and do not change configuration, while at lower 

frequencies, the slower speed of the movement allows the process to occur more reversibly. 

According to linear response theory, the storage and loss permittivities are tied together 
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mathematically such that given one, the other can be calculated.9 This means that the information 

contained within them is redundant. Often times, only the loss permittivity is reported, as the peaks 

in the loss permittivity correspond directly to relaxation events, and the dynamic variation is higher, 

making it easier to visualize. However, when attempting to mathematically model the relaxation, 

having both responses can improve the quality of the fit. 

 Molecules often contain multiple dipoles that will relax independently. Therefore, multiple 

relaxation events will be observed, each corresponding to a different molecular motion (Figure 

6.2). An example from earlier in the text is the glass/rubber transition and the rubber/liquid 

transition seen in polymers. For most materials, the primary relaxation of concern is the α-process, 

which corresponds to the glass transition. This indicates the onset of cooperative motion.10 In the 

case of macromolecules, an example of cooperative motion is the entire polymer chain moving in 

a single direction through a process known as reptation (so called because the motion resembles a 

snake slithering).11 However, relaxations can occur on a smaller scale. For instance, in polymers, 

a side chain can undergo relaxation without the rest of the polymer needing to move.12 Linear 

segments along the polymer backbone can also undergo crankshaft rotation or twisting motions.13 

Furthermore, even rigid small molecules can show a secondary relaxation, referred to as a Johari-

Goldstein β , which is ascribed to isolated motions that would make up the cooperative motion of 

the α-process on a longer timescale.14–17 These processes all contribute to one or more relaxations 

occurring at higher frequencies and lower temperatures than the glass transition, which are 

typically referred to in order as the β-, γ-, δ-, etc. processes. Additionally, an excess wing is often 

seen on the high frequency side of the α peak.18 This leads to ambiguous terminology in the 

literature, with some reports considering the excess wing part of the α-process and referring to the 

subsequent peaks as β- and so forth,19–21 and others identifying the excess wing as the β-process 

and referring to the subsequent peaks as γ- and so forth.22–24 Ultimately, while some of the 

molecular motions that give rise to these high-frequency processes can be identified, there is no 

consistent picture unifying the properties or behavior of them across different systems. 
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Figure 6.2. Schematic of dielectric relaxation (a) storage and (b) loss response, demonstrating 
many of the signals often seen in relaxation spectra. The α-process corresponds to the glass 
transition, while the β- and γ-processes correspond to more localized motions. The infinite-
frequency dielectric response is included in each component in (a), while the response due to 
conductivity is included in (b). 

 In addition to the α-, β-, and γ-processes, other relaxations are seen. At frequencies lower 

than the glass transition, there is recent evidence in many materials of another process, referred to 

as the α+-process.25 The exact origin is unknown, but the process may be related to the 

rubber/liquid transition or to network formation and dissolution within the material. At frequencies 

higher than the γ-, δ-, etc. processes, there is a peak referred to as the boson peak around the THz 

region.24 The boson peak is notable because it does not move with temperature. At still higher 

frequencies, the IR and UV-Vis absorption modes of the material can be detected. However, these 

are unrelated to material relaxation, and thus, dielectric spectroscopy is usually concerned with 

sub-THz frequencies. 

 A disadvantage of dielectric spectroscopy is that the dielectric response also, at low 

frequencies, contain an additional signal that is not typically useful. Ionic impurities within the 

material will, if cooperative motion is permitted, travel freely through the material in response to 

the electric field. This ionic current acts as an additional loss mode whose intensity is inversely 

proportional to the frequency. Thus, at low frequencies, the ionic conductivity of the material 

begins to dominate the loss response (Figure 6.2b).26 While the α-peak can still be resolved in 

many materials, as the onset of cooperative motions also permits the ions to travel, any larger-

scale processes will be unobservable with dielectric spectroscopy. One might think that these 

relaxations could be observed in the storage permittivity, but the ion motion acts as an extra dipole 
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polarizing the material, which due to the relatively large distance the ions travel compared to the 

molecular dipole length, ends up resulting in an enormous polarization at the lowest frequencies.27 

Therefore, dielectric spectroscopy is not as well-suited to study the largest-scale relaxations, but it 

excels below the glass transition. 

 Little attention has been given to the effect of temperature thus far. As temperature is 

lowered, decreased molecular motion means that the molecules will not change configuration as 

frequently, which slows down the relaxation processes, shifting their response functions to lower 

frequencies. Conversely, higher temperatures cause the state of the system to be jumbled around 

more frequently, speeding up relaxation. As a result, a given relaxation will occur at higher and 

higher frequencies as temperature is increased. In this manner, the effect of temperature is to 

increase the speed of the underlying molecular motions such that relaxation occurs more rapidly. 

While the frequency range over which a material can be measured is limited, by changing the 

temperature, relaxations out of the frequency window can be slowed or sped up such that they 

move within the frequency window, which suggests that if the temperature dependence of the 

relaxation time shift is known, the relaxation behavior at frequencies well outside the experimental 

window can be predicted at a given temperature. The simplest case is time-temperature 

superposition (TTS).1 In initial experiments on polymers above their Tg values, it was observed 

that simply shifting the response at different temperatures by introducing a multiplicative factor to 

the frequency resulted in all of the responses lining up into a master curve.28,29 In this way, the 

effective experimental window could be expanded from 4 orders of magnitude in the frequency 

domain to over 16. For mechanical relaxation, master curves are widely utilized to predict the 

response at different frequencies. However, TTS relies on a number of assumptions that are not 

commonly met. First, it assumes that all relaxations show the same temperature dependence. As 

different relaxations are governed by different molecular motions, this seems to be an 

extraordinary assumption, and in fact, it is not generally held. Second, it assumes the shape and 

height of the relaxation are constant, which again is not often seen. Materials that meet these 

assumptions are called thermorheologically simple; conversely, those that do not are called 

thermorheologically complex. TTS is frequently applied to mechanical data, which has a limited 

experimental frequency window. However, for dielectric data, with its much broader window, TTS 

is almost never observed.30 In most dielectric datasets, the changing shape of the relaxation peaks 

is clearly evident, which is illustrated in Figure 6.3. With mechanical datasets, the curves can 
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almost always be made to overlap over a range of two decades, and the discrepancy at the ends 

can be ignored. However, with the eight decades that dielectric spectroscopy affords, it becomes 

obvious that only a limited interval can be made to superimpose. Despite the shortcomings of the 

theory of TTS, it still remains a useful conceptual tool. However, the complicated temperature 

dependence of the response requires more sophisticated models to understand. 

 

 

Figure 6.3. Schematic of the effect of increasing temperature on the illustrative dielectric response 
shown in Figure 6.2. Increasing the temperature causes the individual peaks of the response to shift 
to higher frequencies. However, the peaks do not all shift by the same amount, nor does their shape 
necessarily stay fixed as they shift. 

6.2 Mathematical Models of Dielectric Relaxation 

The simplest quantitative model of dielectric relaxation can be understood if it is assumed 

to occur exponentially with time. That is to say, if there is a step change in the applied electric 

field, the difference between the polarization at any given time and the equilibrium polarization 

will decay exponentially. In more general terms, the autocorrelation function for the dipole 

polarization, which refers to the correlation coefficient between the orientation of each dipole at 

𝑡 = 0 and an arbitrary time in the future, is assumed to decay exponentially. This result can be 

derived for isolated dipoles that rotate in jumps governed by Brownian motion. If the Fourier 

transforms of the polarization and electric field are taken, then their quotient will give the following 

equation.31 

 𝜀(𝜔) =
Δ𝜀

1 + 𝑖𝜔𝜏]
+ 𝜀Õ (6.13) 
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Here, Δ𝜀 is the strength of the dielectric response, 𝜀Õ	is the dielectric constant at high-frequencies, 

and 𝜏] is the relaxation time, which is equal to the time constant of the exponential decay. This 

equation is referred to as the Debye function, and it produces the expected qualitative behavior for 

dielectric relaxation. However, the width of the loss peak is significantly lower than what is seen 

in actual datasets. Additionally, the Debye model predicts that the loss peak will be symmetric at 

lower and higher frequencies, whereas a high-frequency wing is often seen.18,32 While actual 

dielectric response data show large deviations from the Debye model except in rare cases, it 

provides a useful framework for justifying the general shape of the response. In particular, the 

Debye function demonstrates time-temperature superposition. Of the 3 parameters in the function, 

only 𝜏]  shows any significant temperature dependence. 𝜀Õ  shows none and Δ𝜀 , while it is 

predicted to decrease at higher temperatures as per Onsager theory,33 is relatively unaffected. 

 To achieve a more quantitative picture of relaxation, the Debye function is typically 

modified with stretching exponents providing more flexibility in the shape of the model. The most 

general form is known as the Havriliak-Negami function.34 

 

 𝜀(𝜔) =
Δ𝜀

(1 + (𝑖𝜔𝜏î´)Ý)ï
 (6.14) 

 

Here, 𝛼 and 𝛽 are constrained between 0 and 1. Decreasing 𝛼 leads to a broadening of the response 

while decreasing 𝛽 skews the response towards higher frequencies (Figure 6.4). The equation is a 

combination of two other models: the Cole-Cole function (𝛽 = 1),35 and the Cole-Davidson 

function (𝛼 = 1).32 For data in the time-domain, the exponential decay assumed by the Debye 

model is modified with a stretching exponent. This is referred to as the Kohlrausch-Williams-

Watts (KWW) function.36 
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Here, 𝜙(𝑡) is the autocorrelation function. These functions are broadly applicable to a wide variety 

of systems, but ultimately they are just empirical relationships (the KWW function can be derived 

for certain situations, but it is typically utilized as an empirical fit4). Furthermore, the dependence 

of the shape parameters on temperature is inconsistent, and the physical meaning of this 

temperature dependence is unclear.37–39 

 

 

Figure 6.4. Havriliak-Negami function illustration, showing the effects of the stretching exponents 
𝛼 and 𝛽 on the (a) storage and (b) loss permittivity. Decreasing 𝛼 leads to a broadening of the 
response, while decreasing 𝛽 skews the response towards higher frequencies. The black line is 
equivalent to a Debye function. 

 One alternative approach is to represent the response as a spectrum of Debye processes.40  

 

 
𝜀(𝜔) = 𝜀Õ +ô

𝐻(𝜏)
1 + 𝑖𝜔𝜏 𝑑𝜏

Õ

r
 (6.16) 

 

𝐻(𝜏) is the spectral density function, analogous to Δ𝜀 in the Debye model. The standard approach 

is to numerically fit using the discrete version of the equation, with a regular spacing for Δ𝜏. 

 

 𝜀(𝜔) = 𝜀Õ +§
Δ𝜀&

1 + 𝑖𝜔𝜏&&

 (6.17) 

 

As the Debye model has a theoretical basis behind it, it is hoped that recasting the data in this 

fashion will lead to greater insights. Unfortunately, the fitting scheme is restricted to using the 
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same set of 𝜏& for each isotherm, then allowing Δ𝜀& to vary as a function of temperature, which is 

unphysical. Ideally, it would be possible to fix Δ𝜀 and let 𝜏& vary with temperature, but standard 

numerical fitting procedures do not operate in this manner. 

6.3 Model Dielectric Materials 

 One commonly studied class of materials are the diglycidylether of bisphenol-A (DGEBA) 

epoxies (Figure 6.5a). DGEBA can be polymerized as a step polymer by reacting with bisphenol-

A. The resulting polymer is often called phenoxy.41 DGEBA can also be crosslinked using a variety 

of other molecules due to the reactivity of the glycidyl groups. Commonly, a molecule with two 

primary amine functionalities will be utilized, which can react with four glycidyl groups (Figure 

6.5b). This leads to a heavily crosslinked network. Short phenoxy oligomers can be cured as well, 

which allows the crosslink density to be easily varied.42–46 DGEBA is widely utilized in 

commercial settings as an adhesive, surface coating, or structural material,47 and its versatility in 

terms of molecular architecture make it a very widely studied model material for both mechanical 

and dielectric relaxation studies.37,48–52 

 

 

Figure 6.5. Illustrations of model compounds for dielectric spectroscopy. (a) Chemical structure 
of diglycidylether of bisphenol-A (DGEBA) and of phenoxy, a DGEBA linear polymer. (b) 
Chemical structure of 4,4’-methylenedianiline (MDA), a commonly used crosslinking agent for 
DGEBA, and chemical structure of the crosslink between one functional end of an MDA molecule 
and two DGEBA molecules. (c) Chemical structures of other materials commonly studied with 
dielectric spectroscopy, including poly(methylmethacrylate) (PMMA), poly(dimethylsiloxane) 
(PDMS), and ortho-terphenyl (OTP). 



 
 

157 

 Other common materials include poly(methylmethacrylate) (PMMA),53 polystyrene,10,54 

and poly(dimethylsiloxane) (PDMS) (Figure 6.5c).55 Small molecule glass formers can also be 

studied. Most common are large monoalcohols, where the alcohol group imparts polarity allowing 

the molecule to be measured through dielectric spectroscopy, while the bulk of the molecule 

prevents crystallization.31,56 One of the most commonly studied small molecules, however, is 

ortho-terphenyl.57 This molecule is relatively small and rigid but still forms glasses, and its size 

and rigidity make it useful for theoretical studies.58 The use of both small molecules and polymers 

allows for different regimes of relaxation behavior to be studied. As small molecules typically 

have very low Tg values, relaxation at timescales much longer than the glass transition can be 

studied. Small molecules also show greater relaxation strength (compare typical real permittivity 

values of ~40 for alcohols32 with values between 2 and 10 for polymers59). Polymers, on the other 

hand, have a wide range of Tg values depending on their molecular weight and crosslink density.2,60 

Typically, these will be much larger than those of small molecules, therefore relaxation at 

timescales shorter than the glass transition can be more easily studied. Additionally, polymers tend 

to show a richer behavior at these scales, due to their more complex structures.12,13 The wide range 

of materials utilized highlights the versatility of dielectric spectroscopy as an analytical method, 

and emphasizes the broad-reaching importance that advances in the theory of amorphous solids 

will have to myriad seemingly-unrelated materials applications.  
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 RELAXATION MAP OF GLYCEROL AND SORBITOL IN THE 
GLASS AND LIQUID STATES* 

7.1 Abstract 

Recently developed method for obtaining the complete relaxation map from linear 

relaxation data (Ni et al, Macromolecules, 53, 1867, 2020) has been applied to the molecular glass 

formers glycerol and sorbitol. For glycerol, dielectric data from Schneider et al (J. Non-Cryst. 

Solids, 235, 173, 1998) above Tg was augmented with dielectric data below Tg.  For sorbitol the 

broadband dielectric was measured from Tg-150°C to Tg+50°C and was used with additional data 

from Geirhos et al (Phys. Rev. Lett., 120, 085705, 2018). The new approach differs from the 

traditional analysis; specifically, (i) the spectrum is inherently discrete, (ii) the spectral strengths 

of all individual Debye processes are the same, (iii) the density of processes is non-uniform, which 

is the source of the order-of-magnitude change in the observed dielectric response, and (iv) the 

individual relaxation times are allowed to shift independently with temperature. Using this 

approach, new relaxation processes continue to emerge from a short-time source at or near the 

boson peak as the temperature is decreased.  This addition of new processes is the origin of the 

increase in the static dielectric constant with decreasing temperature. Above Tg the new processes 

rapidly join the main 𝛼 -relaxation peak that has the classic VTF temperature dependence.  

Approaching Tg and below, the newer processes exhibit progressively weaker temperature 

dependence, where at very low temperature an Arrhenian-like temperature dependence is 

approached. The classic features of glass forming materials – the 𝛼-relaxation, the excess wing, 

and the b-relaxation are described in terms of the new relaxation map. 

7.2 Introduction 

Studying the linear relaxation response of glass forming materials is an important path to 

elucidating the physics of glass formation and the behavior of the resulting glass.1,2 Dielectric 

relaxation occupies a prominent place among relaxation experiments because it enables probing a 

wide frequency window at a single temperature.3  When several dielectric spectroscopy techniques 

 
* This work was submitted to Journal of Chemical Physics on May 22, 2020 by Medvedev, G. A.; Wilcox, D. A.; 
Boudouris, B. W.; and Caruthers, J. M. 
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are combined, that window may span up to fifteen logarithmic decades.4 The current challenge is 

how to analyze the relaxation data to extract information about the underlying molecular processes. 

One approach is to describe the data in terms of the relaxation spectrum,5 where in case of dielectric 

relaxation the complex permittivity  is represented as 

 

 
 (7.1) 

 

where 𝜔 is the frequency, 𝜀′(𝜔) and 𝜀"(𝜔) are storage and loss permittivities, 𝜀Õ is the infinite 

frequency permittivity due to atomic and electronic effects and 𝜏 is the relaxation time.  The 

function 𝐻(log 𝜏) is the spectral strength; specifically, the contribution of the processes with the 

relaxation times lying in the interval from 𝜏 to 𝜏 + 𝑑𝜏 to the overall relaxation response. The 

(1 + 𝑖𝜔𝜏)hX term in Equation 7.1 implies that a given relaxation process is modeled as a Debye 

process.  The spectral approach takes advantage of both the 𝜀′(𝜔) and 𝜀"(𝜔) data in determining 

the relaxation response, where any inconsistencies in the experimental data readily become 

apparent. In numerical analysis a discrete analogue of Equation 7.1 is used; specifically, 

 

  (7.2) 

 

where is the strength associated with the process with the kth relaxation time, . Implicit in 

the transition from Equation 7.1 to Equation 7.2 is the assumption that the relaxation times of the 

Debye processes {log 𝜏'} are evenly spaced from −∞ to +∞ along the log(time) axis, where the 

arbitrary choice of 5 points per logarithmic decade is common. Once the {log 𝜏'} are specified the 

{𝐻'} are the unknown spectral strengths, where the goal of the analysis is to find a set of {𝐻'} that 

describe the experimentally measured 𝜀′(𝜔)  and 𝜀"(𝜔)  data. The problem as formulated in 

Equations 7.1 and 7.2 is a Fredholm equation of the first kind and consequently mathematically 

ill-posed, where small fluctuations in the 𝜀′(𝜔) or 𝜀"(𝜔) data can cause large oscillations in . 

In order to address the issue of fluctuations, various regularization techniques have been developed 

to enable smooth solutions.6-8   
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Using the traditional spectral analysis procedure described above, a set of {𝐻'} can be 

found that fits the data at each temperature. Unfortunately, no further progress is possible for the 

general case because the spectral strengths for a given discretization of the log(time) axis, i.e. 

individual 𝐻'(𝑇), behave with temperature in a non-trivial manner. An exception to this is for the 

case of thermo-rheologically simple materials, i.e. materials that obey time-temperature 

superposition. For such materials the set of {𝐻'} shifts as whole along the log(time) axis with 

changes in temperature. When the time-temperature (or frequency-temperature) invariance was 

first observed in viscoelastic experiments on polymers by Tobolsky, Ferry, and co-workers,1 it was 

thought to be a generic feature of all glass forming materials – at least in the temperature range 

above Tg and possibly even in the glassy state, where reports on violations of time-temperature 

superposition for single-phase materials were dismissed as exceptions to a basically correct rule. 

This consensus no longer holds. With new experimental techniques like broadband dielectric 

spectroscopy with a frequency window of seven or more decades as compared to mechanical 

spectroscopy, where the accessible frequency window is typically three decades or less, thermo-

rheological simplicity is now viewed as the exceptional case rather than the rule. Consequently, 

the brute force approach of extracting the relaxation spectrum from individual isotherms is hardly 

used in analyzing dielectric relaxation data. 

The most common method of analysis in the dielectric relaxation data is the use of 

empirical functions such as the Cole-Cole,9 Cole-Davidson,10 Havriliak-Negami11 and 

Kohlrausch-Williams-Watts (KWW)12 functions, where multiple functions are needed to fit a full 

set of isotherms.13-26 For instance, two functions are typically utilized in the temperature region 

above Tg alone. In case of the type A glass formers,27 i.e. materials that do not exhibit the 𝛽-

relaxation peak like glycerol, these typically are: a function (usually Cole-Davidson10 or KWW12) 

to describe the 𝛼 -relaxation peak proper that is associated with the glass transition and an 

additional function representing what is known as the ‘excess wing’ of the 𝛼-relaxation peak; 

although, a single complex function such as the generalized Gamma distribution27,28 or the 

Chamberlin cluster model function29,30 have also been used. In case of the type B glass formers,27 

i.e. materials that exhibit clear 𝛽-relaxation peak like sorbitol, the two functions typically are: a 

Havriliak-Negami function to describe the 𝛼-relaxation, including both the peak proper and the 

excess wing, and either a second Havriliak-Negami function or a Cole-Cole function to describe 

the 𝛽-relaxation. The 𝛽-relaxation peak becomes the dominant feature in isotherms below Tg, 



 
 

163 

where sometimes additional functions are needed at even lower temperatures and higher 

frequencies.19,20,31 Note that the above description pertains to molecular glass formers, where the 

picture may become even more complicated in case of polymeric glass formers, which are beyond 

the scope of this communication. It is implied that each function, although empirical, represents 

an underlying physical process, where the apparent need for multiple functions implies that there 

are multiple, independent relaxation mechanisms. If this were true one should see each function 

shifting more-or-less intact with temperature, although different functions would generally have 

different shift factors; specifically, each individual function would exhibit frequency-temperature 

invariance, although the relaxation response would change shape.  However, as is commonly seen 

this is not the case.  When several isotherms are fit using the empirical functions, one observes 

that the parameters in the individual functions are required to change with temperature, where 

some of these dependencies are not weak and even non-monotonic.14-19,22,24 Perhaps the 

temperature dependence of the shape parameters of the empirical functions can be accepted – 

narrowing or broadening of a peak is not unreasonable and there could perhaps be an underlying 

physical reason.  However, a change of the spectral strength (i.e., the area) of a given process is 

more troubling, where a strong temperature dependence of the spectral strength has been reported 

for both 𝛼- and the 𝛽-processes.15,16,18,19,22,26  The need for increased spectral strength of the 𝛼-

process with decreasing temperature is driven by the experimentally observed increase in the static 

dielectric susceptibility defined as 𝜒+ = 𝜀è(𝜔 → 0) − 𝜀Õ, which is a universal feature of glass 

forming materials.21,32-35 An increase in 𝜒+  per se would not be a problem and is expected 

according to Onsager-Kirkwood theory of dielectric permittivity.36,37 However, the Onsager-

Kirkwood theory predicts 𝜒+ behaving as 𝑎𝑇hX, whereas the experimentally observed behavior is 

𝜒+ = 𝑎𝑇hX + 𝑏 with a large negative intercept 𝑏.19 Even more problematic is the temperature 

dependence of the spectral strength of the 𝛽-process apparently needed to fit the experimental data. 

As reported for glass forming materials of different chemical structures, the spectral strength of 

the 𝛽-processes rapidly decreases with decreasing temperature in the vicinity of Tg then abruptly 

ceases to depend on temperature several degrees below Tg.16,18,19,22 Then, according to some 

reports, it begins to increase with decreasing temperature well below Tg.22 As far as we know, 

there is no theoretical rationalization for such behavior. To summarize: (i) the empirical functions 

approach uses a large number of parameters which non-trivially depend on temperature, (ii) there 

is no theory relating commonly used empirical functions to specific molecular mechanisms, and 
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(iii) the empirical function approach has not had much success revealing patterns in relaxation 

response of glass formers of varying chemical structure. Therefore, a different approach to 

analyzing relaxation behavior of glass forming materials is needed. 

Let us revisit the approach based on solving Equation 7.2. In a recent publication we 

proposed a different method for obtaining spectra from the relaxation data.38 Specifically, in the 

traditional approach where {log 𝜏'} are just a formal discretization of the time axis and the spectral 

strengths 𝐻' are the physically meaningful quantities that must be determined from the relaxation 

data.  In contrast, we argued that {log 𝜏'}  are the physically meaningful quantities with the 

assumption that the spectral strength of each Debye process is constant, i.e. 𝐻' = 𝐻û for all 𝑘’s and 

temperatures. In this alternative approach the locations of the log 𝜏' values are dictated by the 

experimental data, rather than being evenly spaced, such that the density of the processes is high 

in the regions where the loss permittivity 𝜀"(𝜔) has a peak and is low in the regions where 𝜀"(𝜔) 

passes through a minimum. This idea is, in part, inspired by the linear viscoelastic molecular 

models (e.g., the Rouse39 and reptation40 models for polymers) that predict a discrete spectrum of 

unevenly spaced processes of constant magnitude. In this approach each log 𝜏'  has its own 

temperature dependence, where the complete description of the behavior of the system is contained 

in a relaxation map that is the set of {log 𝜏'(𝑇)} functions.  This new approach, which we call the 

Variable Spacing, Equal Spectral Strength (VASESS, pronounced vases) method. VASESS does 

not require any a priori assumption about the shape of the relaxation spectra, that the spectrum is 

composed of two or more empirical relaxation functions or that the shift function has a particular 

shape or functional form.  This new approach is just a fair mapping of the experimental data to a 

set of Debye processes. 

In this paper the new method of analyzing the relaxation data is applied to dielectric 

spectroscopy data for two well-known molecular glass formers, glycerol and sorbitol, where 

relaxation maps will be constructed for both materials. The choice of glycerol is natural because 

the set of dielectric relaxation data reported by Schneider et al33 is the most extensive (in terms of 

the frequency and temperature range covered) data set reported to date for any material. The 

Schneider et al data for glycerol will be augmented with new broadband dielectric spectroscopy 

data below Tg for temperatures they did not measure.  The Tg of glycerol is low (190 K); thus, the 

sub-Tg region accessible by standard experimental equipment using liquid N2 is relatively narrow 

from only 120 K to 190 K. To expose more of the sub-Tg behavior, sorbitol (Tg = 268 K) was 
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chosen as a second material for study, where sub-Tg dielectric behavior from 120 K to 268 K was 

measured. These data are augmented with the sub-Tg sorbitol data reported recently by Geirhos et 

al;41 that includes the temperature range from 10 K to 260 K. The analysis of both glycerol and 

sorbitol enable the comparison of 𝛽-relaxation response for these two materials. For glycerol, 

the	𝛽-relaxation peak is absent while sorbitol exhibits a well-resolved sub-Tg	𝛽-relaxation peak. 

How this difference between the two materials is reflected in their respective relaxation maps will 

be shown. 

The paper is organized as follows:  In the next section the experimental methods used for 

determining the broadband dielectric behavior of glycerol and sorbitol will be given; followed by 

a section that summarizes the VASESS methodology developed in the paper by Ni et al.38  The 

Results section will present both experimental data and the VASESS analysis first for glycerol and 

then sorbitol.  Finally, the Discussion section will examine the new perspective that the relaxation 

maps of glycerol and sorbitol provide with respect to relaxation in glass forming liquids. 

7.3 Experimental 

Glycerol (99.5%) and D-Sorbitol (99.5%) were purchased from Sigma Aldrich. Glycerol 

was dried overnight with 4Å molecular sieves, and sorbitol was used with no further purification. 

Both chemicals were stored in a moisture-free inert atmosphere glovebox prior to use. Data were 

gathered using a Concept 40 Novocontrol Dielectric Spectrometer with an Alpha ANB Analyzer, 

ZGS active sample cell, and QUATRO Cryosystem. All samples remained under a nitrogen 

blanket in the Novocontrol spectrometer for the entire duration of the test, which in addition to 

providing temperature control also prevented moisture from infiltrating the apparatus and 

contaminating the hygroscopic samples. 

Glycerol samples were measured using a Novocontrol BDS 1307 Cylindrical Liquid 

Sample Cell with a 22.5 mm inner electrode. The sample cell was disassembled, rinsed with water, 

acetone, and isopropanol, and allowed to air dry before use. After reassembling, the liquid was 

slowly added to the cell using a syringe up to the level of the guard ring, with care taken to avoid 

introducing bubbles. Once filled, the sample holder was removed from the glovebox and quickly 

loaded in the spectrometer to minimize ambient exposure. Experimental measurements were taken 

starting at 120 K and increased in discrete temperature steps of 10 K up to a maximum temperature 

of 300 K. After equilibrating at each temperature, the in-phase and out-of-phase components of 
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the dielectric response were measured from 10–1 Hz to 10+7 Hz with a spacing of 5 points per 

logarithmic decade.  

Sorbitol was measured in a parallel plate configuration. The 20 mm diameter plates 

(Novocontrol BDS 1301 disposable electrodes) were cleaned by sonication for 10 minutes in 

acetone, chloroform, and then isopropanol before the plates were air dried. The bottom plate, along 

with two 100 μm-thick silica spacer rods (Novocontrol BDS 1304-100), was placed on a hot plate 

at 120 °C located inside the glovebox. Sorbitol was added to the bottom plate, melted and then 

baked for 1 hour to ensure removal of any residual moisture. The preheated top plate was then 

added and pressed into place using a mechanical assembly with guide posts to ensure alignment. 

The sample was then allowed to cool to room temperature and excess material was removed from 

the sides of the plates. Immediately before testing, the sample was removed from the glovebox and 

quickly loaded in the spectrometer to minimize ambient exposure. The sample was heated to 390 

K for 30 minutes to ensure melting, then cooled to the lowest experimental temperature. 

Experimental measurements were taken starting at 120 K and increased in discrete steps up to 320 

K. After the apparatus reached each temperature, the sample was equilibrated for an additional 10 

to 150 minutes to minimize any transient relaxation. After equilibration, the dielectric response 

was measured from 10–2 Hz to 10+7 Hz with a spacing of 5 points per logarithmic decade for 

temperatures of 300 K and below.  For temperatures 305 K and above, the dielectric response was 

measured from 10–1 Hz to 10+7 Hz. This reduced frequency window was used because (i) the 

material tended to crystallize at these higher temperatures for the long times required to perform 

the low frequency experiments from 10-2 to 10-1 Hz and (ii) the low-frequency response at these 

temperatures was dominated by conductance and electrode polarization making it impossible to 

determine the dielectric relaxation. 

7.4 Method of Analysis 

A new approach to analyzing viscoelastic relaxation data called VASESS has been 

proposed by Ni et al,38 where we will now briefly outline the ideas and implementation 

methodology as applied to broadband dielectric relaxation. The VASESS method is based on 

solving Equation 7.2 to obtain the relaxation spectrum; however, unlike in the traditional analysis, 

the spectral strength is constant and the spectral density is optimized to fit the experimental 𝜀′(𝜔) 

and 𝜀"(𝜔) isotherms, where a new solution is obtained at every temperature.  A key assumption is 
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that all spectral components have the same constant strength, 𝐻û, which is temperature independent. 

With a change in temperature, processes with relaxation times {log 𝜏'} may enter or exit the 

experimental window, but when they exit the experimental window, they will still affect the 

response and must be taken into account.  Specifically, relaxation times that are too short to affect 

the 𝜀"(𝜔) isotherm, because 𝜔𝜏' (1 + 𝜔G𝜏')G⁄  is small when 𝜔𝜏' ≪ 1, will still contribute to the 

𝜀′(𝜔) isotherm, because 1 (1 + 𝜔G𝜏'G)⁄  is unity when 𝜔𝜏' ≪ 1. 

The methodology makes the following assumptions about how the {log 𝜏'} behaves with 

temperature: 

1. The temperature dependence for each 𝜏' is monotonic and increases with a decrease in 𝑇.  

There is no additional specification of the temperature dependence of an individual 𝜏' – 

only what is needed to describe the experimental data.  Each 𝜏'  can have its own 

temperature dependence. 

2. Processes do not overtake (i.e. cross) each other. 

3. New processes can emerge (i.e., they can be born) in the high frequency region of the 

response, but not at frequencies greater than the boson peak, which has a relaxation time 

of approximately 10-12 s.  New processes, including the ones that have not yet entered the 

experimental window, immediately begin contributing to the static dielectric permittivity 

𝜀+. 

It follows from the above assumptions that once a process is born it will move along the time axis 

with a decrease in temperature. As the temperature is lowered, a process enters the experimental 

window at the short-time edge of the window and exits at the long-time edge. When a process exits 

the experimental window, its relaxation time becomes unknowable because it no longer affects the 

fit to the data. When a fit to data is obtained, the regions on the relaxation time axis (which is the 

inverse frequency axis) where the experimentally measured loss permittivity 𝜀"(𝜔) is large will 

have a high density of log 𝜏' ’s; and conversely, the regions with low 𝜀"(𝜔) will be sparsely 

populated. Because it is not uncommon to observe 𝜀"(𝜔) change by three orders-of-magnitude, it 

is clear that thousands of processes are required to describe the large change in the 𝜀"(𝜔) intensity. 

Straightforward optimization over thousands of unknowns (i.e., log 𝜏'’s) is of course not possible. 

As described in details in Ni et al,38 a smooth function for the density of processes, 𝜌(log 𝜏), is 

used so that the optimization is carried out over a limited number of parameters in the function 

rather than the log 𝜏'′s themselves. The density 𝜌(log 𝜏) is but a tool for optimization and its exact 
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functional form is irrelevant; in fact, experimentation with various trial functions shows that the 

resulting set of log 𝜏'′s is the same provided the data being fit are of sufficiently high quality. 

Different isotherms do not have to be fit using the same 𝜌(log 𝜏) function. 

The value of the constant spectral intensity 𝐻û determines the total number of processes 

required to fit the data.  𝐻û has no lower bound, because replacing each process with a pair of 

infinitesimally closely spaced processes (each of half strength) preserves the fit, and by repeating 

this operation 𝐻û can be made arbitrarily small. The upper bound, on the other hand, is dictated by 

the data. This is illustrated in Figure 7.1 using the 120 K loss permittivity isotherm for sorbitol 

shown in Figure 7.1B (symbols). When the constant spectral strength is equal to 𝐻û = 10-2, then the 

set of log 𝜏'’s shown in Figure 7.1A as blue symbols results in the excellent fit shown in Figure 

7.1B as blue solid line. Now if the value of 𝐻û  is doubled (i.e., now 𝐻û =2·10-2) then the 

corresponding set of log 𝜏's shown in Figure 7.1A as magenta symbols results in a good fit to the 

data almost everywhere except in the 4 < log 𝑓 < 6 range, where small oscillations appears in the 

magenta curve in Figure 7.1B. This is because the individual Debye processes in the corresponding 

time range (i.e., −6 < log 𝜏' < −4) are now sufficiently far apart to be resolvable. Because no 

oscillations are seen in the experimental data, the value of  𝐻û=2·10-2 exceeds the allowable upper 

bound for 𝐻û. 

 

 

Figure 7.1. Effect of the process strength magnitude 𝐻û. (A) Relaxation spectrum used to fit the 
loss dielectric permittivity shown in the right panel; 𝐻û=10-2 – blue, 𝐻û=2·10-2 – magenta. (B) 
Sorbitol data for 120 K – markers, solid lines – fits produced by the spectra shown in the left panel.  
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It should be noted that both 𝜀′(𝜔) and 𝜀"(𝜔) isotherms are required for the VASESS 

analysis procedure. Consider a situation where only the 𝜀"(𝜔) isotherms are reported, which is 

unfortunately often the case with the literature data. At a given temperature a fit to the 𝜀"(𝜔) 

isotherm can be obtained using, say, 100 processes within the experimental window, but are these 

processes from 500 to 600 or from 1000 to 1100 (counting from the shortest time process)? In 

other words, how many processes are there having relaxation times too short to affect the loss 

signal within the experimental window? However, these “unseen” processes will still affect the 

𝜀′(𝜔) isotherm, which enable determination of which processes are in the experimental window. 

Thus, obtaining the relaxation map requires knowing both the 𝜀′(𝜔) and 𝜀"(𝜔) response for each 

isotherm. 

7.5 Results 

The dielectric loss and storage permittivities for the small molecule glass formers glycerol 

and sorbitol are analyzed.  For glycerol there is an extensive data set from Schneider et al33 

obtained using a combination of several dielectric spectroscopy techniques. This set covers the 

temperature range from 184 K to 413 K, where the DSC-determined Tg for glycerol is 190 K.  To 

supplement the Schneider et al super-cooled liquid data, dielectric relaxation experiments on 

glycerol were carried out in the glassy region from 120 K to 250 K.  In the region above Tg our 

data agree with the glycerol data of Schneider et al. With respect to sorbitol, Wagner and Richert42 

performed dielectric relaxation experiments in the range from 136 K to 302 K, where the DSC-

determined Tg for sorbitol is 268 K.  Unfortunately, only the loss isotherms were reported in the 

Wagner and Richert paper, which precludes use of VASESS method as indicated in the previous 

section. Kastner et al43 measured the dielectric response of sorbitol from 120 K to 400 K, but they 

also only reported the loss isotherms again precluding use of the VASESS analysis.  Geirhos et 

al41 reported broadband dielectric 𝜀′(𝜔) and 𝜀"(𝜔) isotherms for sorbitol from 10 K to 260 K, 

where we have augmented their sorbitol data with broadband dielectric experiments from 150 K 

to 320 K.  In the temperature region where our data overlap with the data of Geirhos et al the 

agreement between the two data sets is excellent. In what follows we analyze the Schneider et al, 

Geirhos et al and our dielectric relaxation data sets using the VASESS method described above. 
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7.5.1 Glycerol 

Above Tg dielectric relaxation data of Schneider, Lunkenheimer, Brand and Loidl 

Using various broadband dielectric spectroscopy techniques, Schneider et al33 obtained an 

extremely wide set of dielectric permittivity data for glycerol, which is recognized as the gold 

standard in the field. This set is reproduced in Figure 7.2, where the fits using the VASESS method 

are also shown. 

 

 

Figure 7.2. Storage (A) and loss (B) dielectric permittivity data of Schneider et al. Symbols 
corresponds to temperatures (left-to-right): 184 K – magenta squares and stars, 195 K – blue stars, 
204 K – cyan stars, 213 K – green stars, 223 K – orange stars, 234 K – red stars, 253 K – magenta 
circles, 273 K – blue circles, 295 K – cyan circles, 323 K – green circles, 363 K – orange circles, 
413 K – red circles. Solid lines – fit using the VASESS method of this paper. 

Several comments are in order regarding the data in Figure 7.2: 

1. 184 K isotherms. According to the authors,33 the data were intended to be for material at 

equilibrium (strictly speaking in a super-cooled liquid state). To achieve this goal, the 

material at 184 K (i.e., Tg-6 K) was equilibrated for a “long” time that was not specified 

in the original paper. Also, the lower frequency data (indicated as squares in Figure 7.2) 

were obtained via a constant field relaxation experiment (rather than dynamic experiment 

like the rest of the data) that were subsequently converted to the frequency domain. Upon 

examining the low frequency portion of the 184 K data we found that the data are 
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inconsistent; specifically, the storage and loss data indicated as squares in Figure 7.2 

cannot be represented as a sum of Debye processes. It should be emphasized that we do 

not mean that the VASESS method employed in this paper fails; rather that no series of 

Debye processes exists that can simultaneously describe both the 𝜀′(𝜔) and 𝜀"(𝜔) data. 

A potential culprit is physical aging, where the material was still changing during the 

course of the relaxation experiment. Alternatively, there may have been a problem when 

converting the data from the time domain to the frequency domain. Consequently, we did 

not attempt to fit the low frequency portion of the 184 K data. 

2. Boson peak. A prominent feature of the data is the so-called boson peak appearing at a 

frequency slightly above 1012 Hz. The nature of the boson peak is still a hotly debated 

topic.44-48 One of the salient features of the boson peak is its sharpness. Specifically, the 

tails of the peak decrease with the logarithm of frequency more rapidly than would be 

consistent for even a single Debye process. This shows that the boson peak is not due to 

a relaxation process in a traditional sense. Consequently, we did not attempt to fit the 

boson peak; specifically, data at frequencies greater than 1011 Hz were not included in 

the analysis. 

3. The gap in the experimental data at the lowest temperatures. It appears that there is a gap 

between the relaxation portion of the data and the boson peak for three lowest 

temperatures (i.e., 184, 195, and 204 K), where the loss curves vanish only to re-emerge 

at the boson peak. This vanishing is not real, being caused by experimental limitations 

for these low intensity signals. This is confirmed by comparison of the dielectric33 and 

light-scattering data49 for glycerol, where the light-scattering data exhibit continuous 

transition between the relaxation and the boson peak portions of the data. Consequently, 

when fitting the data, the VASESS predicted dielectric response does not decay to zero 

in the “gap” region as shown in Figure 7.2.  

 

Two assumptions were made in order to fit the dielectric data. First, the boson peak is not 

due to a relaxation process, because its width in narrower than consistent with a single Debye 

process, hence, it will not be included in the fitting procedure. Second, the relaxation portion does 

not decay to zero with increase in frequency; instead, based on the light scattering data, it becomes 

level, where the level value decreases with temperature. In accordance with the second assumption, 
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a hyperbolic tangent was used in the empirical density function, 𝜌, given in the SI to describe the 

high frequency/short time behavior. This is apparent in the spectra shown in Figure 7.3, where at 

short times all curves become flat. Even the magenta curve at 184 K eventually becomes flat, but 

outside the range shown in Figure 7.3. 

 

 

Figure 7.3. Spectral density of processes vs relaxation times of the processes obtained from fitting 
the dielectric permittivity data of Schneider et al33 from Figure 7.2. Temperatures are the same as 
in Figure 7.2, i.e. from 184 K to 413 K going right-to-left. Colors correspond to colors in Figure 
7.2.  

A judgement call was made concerning the frequency where the relaxation portion 

becomes polluted by the boson peak, and only the data up to that chosen frequency were fit, where 

1011 Hz was chosen as the frequency cut-off. A good fit to the highest temperature isotherm in 

Figure 7.2B (red circles) appears to extend beyond this frequency; however, we believe this to be 

a coincidence. The behavior above the maximum fitting frequency of 1011 Hz is a prediction based 

on the aforementioned flat spectrum shown in Figure 7.3. Obviously, we have no way of knowing 

how high in frequency (or short in time) the flat portion of the spectrum reaches. So, another 

arbitrary assumption is made to end all spectra at 10-13 s. Thus, the final decrease in the predicted 

𝜀"(𝜔) curves at the highest frequencies seen in Figure 7.2B is a result of this truncation of the 

spectra. 
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Using the VASESS analysis described in the Method of Analysis Section with the 

assumptions described above, the fits to the data in Figure 7.2 were obtained, where deviations 

occur in the region where the boson peak begins to appear. The corresponding spectra are shown 

in Figure 7.3. By ‘spectrum’ we here mean the density of processes, ρ, (i.e., number of processes 

per logarithmic decade of time) plotted versus the logarithm of the relaxation time. A log(ρ) vs 

log(τ) curve resembles, but is not identical to, the corresponding loss curve flipped horizontally as 

log(frequency) is converted to –log(time). As explained in the Method of Analysis a 

phenomenological function 𝜌(log 𝜏) is used at each temperature, where optimization is carried out 

over its parameters to achieve fit to the data. The list of functions with the optimized parameter 

values for all temperatures is provided in the SI. 

The area under the spectrum, which is the total number of processes, monotonically 

increases with decreasing temperature. Specifically, the number of processes increases from 2160 

at 413 K (leftmost red curve) to 7144 at 195 K (rightmost blue curve). The number of processes at 

184 K is unknown, as the full spectrum at this temperature cannot be obtained for the reasons 

explained above. The new processes emerge at the short-time/high-frequency end of the spectrum 

as the temperature is decreased, which provides a natural explanation for increase in the static 

dielectric susceptibility 𝜒+.  It should be noted that the spectrum at the highest temperature of 

413 K (leftmost red curve) must be considered as approximate, since the separation between the 

relaxation portion and the boson peak portion of the corresponding isotherms in Figure 7.2 is not 

robust. Also, the shape of the spectrum for the three lowest temperature isotherms – 184, 195, and 

204 K, at the shortest times (i.e., lower left corner of Figure 7.3) is not robustly determined due to 

the lack of data in the gap region between the relaxation portion and the boson peak portion of the 

isotherms. 

The following information can be ascertained from examining Figure 7.3: 

1. Glycerol is known for the absence of the 𝛽-relaxation peak. Indeed, the loss isotherms in 

Figure 7.2 exhibit no discernable high frequency peak.  

2. The long-time side of the α-process is steep in agreement with what has been observed for 

small molecule glass formers and oligomers and in contrast to what has been observed for 

polymers.50-52 It should be noted, however, that the steepness of the long-time slope of the 

α-process is not established robustly, because it hinges entirely on the first few low 

frequency data points for each loss isotherm in Figure 7.2B. For example, the spectrum for 
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413 K appears much sharper than the spectrum for 195 K. However, we have been able to 

achieve a seemingly good fit (at least to a human eye, if not the optimizer) to the 195 K 

isotherm using a spectrum that on the long-time side looks much like the 413 K spectrum, 

i.e. steeper than the one shown in Figure 7.3. Thus, if the first few low frequency data 

points are even slightly affected by conduction (which is always the danger at low 

frequencies), the long-time slope of the optimized spectrum can be significantly impacted. 

Nevertheless, we did not choose to show the steeper versions of the spectra in Figure 7.3. 

This is because according to Jensen et al53 the mechanical loss isotherms for glycerol are 

much broader than the dielectric loss isotherms. So, the conclusion implied by the very 

steep spectrum that ‘there is nothing beyond the largest relaxation time’ may not hold. 

3. Although the shapes of the curves are quite similar, they cannot be superposed, indicating 

the well-known fact that glass forming materials are not thermo-rheologically simple if a 

sufficiently wide frequency window is employed. 

 

The culmination of the VASESS analysis is the relaxation map shown in Figure 7.4, where 

each line refers to the temperature dependence of a distinct relaxation process.  Only a few 

representative processes out of 7144 are shown for clarity (see Figure 7.4 caption for details). The 

high-density region of processes corresponds to the maximum in the 𝜀"(𝜔).  It should be noted 

that the long-time processes at 184 K (the rightmost temperature point in Figure 7.4) are 

unavailable; hence, most processes end at 195 K creating a gap in the upper right corner of Figure 

7.4. Also, the short-time processes cannot be robustly resolved for lowest temperatures due to the 

aforementioned gap in the data in Figure 7.2; as a result, the relaxation map does not extend to the 

lower right corner of Figure 7.4.  An important feature of the relaxation map in Figure 7.4 is that 

(i) new processes emerge at high frequencies in the vicinity of the boson peak and (ii) then rapidly 

coalesce with the existing processes as temperature decreases. From this perspective, the excess 

wing consists of the processes at various stages of joining in with the processes forming the main 

collection of processes that forms the 𝛼-peak. Once in the main band of processes, the processes 

all roughly follow the familiar log 𝑎3 curve. Exactly how rapidly do the new processes join the 

main band after they have emerged from somewhere in the vicinity of the boson peak? The slopes 

appearing in Figure 7.4 only provide a crude estimate, because they are based on only two points 

– the temperature spacing is at best every 10 K and at the highest temperatures is 50 K. In order to 
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resolve the true shape of the temperature dependence of the relaxation processes as they emerge 

from the vicinity of the boson peak, the dielectric response at intermediate temperatures are needed.  

 

 

Figure 7.4. Relaxation map for glycerol obtained from fitting the Schneider et al. data in Figure 
7.2. Relaxation times for processes from the longest (i.e. at the long-time edge of the spectra in 
Figure 7.3) to shortest (i.e. at the short-time edge of the spectra in Figure 7.3) are shown, where 
for clarity only every 500th process (out of the maximum number of 7144 processes) is plotted. 
Black diamond markers indicate locations of the loss peaks in Figure 7.2 after their conversion 
from the frequency domain to the time domain. 

Additional dielectric relaxation data both below and above Tg  

In order to expand the data set of Schneider et al, additional broadband dielectric relaxation 

experiments were performed on glycerol from 120 K to 250 K with a temperature increment of 10 

K. The storage and loss isotherms are shown in Figure 7.5. Our data for temperatures above 200 K 

agree well with the results of Schneider et al. Unlike in case of Schneider et al, the data at 190 K 

and 200 K (and certainly for lower temperatures) are not for equilibrated material. This is because 

according to the protocol described in the Experimental section, the material was quenched from 

well above Tg to the lowest temperature (i.e., 120 K) and then the temperature was increased in 

increments of 10 K. The frequency range in Figure 7.5 is from 10-1 Hz to slightly above 106 Hz, 

where conduction effects interfere at the lower end of the frequency window and the 𝜀"(𝜔) data 

become noisy at the higher frequency end of the experimental window. 
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Figure 7.5. Storage (A, C) and loss (B, D) dielectric permittivity for glycerol. Symbols corresponds 
to temperatures: (A) and (B) (left-to-right) 180 K – red circles, 190 K – magenta stars, 200 K – 
blue stars, 210 K – cyan stars, 220 K – green stars, 230 K – yellow stars, 240 K – red stars, 250 K 
– magenta diamonds; (C) and (D) (left-to-right) 120 K – red hexagram, 130 K – magenta circles, 
140 K – blue circles, 150 K – cyan circles, 160 K – green circles, 170 K – yellow circles. Solid 
lines – fits using the spectra shown in Figure 7.6. 

The spectra required to produce the fit to data shown in Figure 7.5 are given in Figure 7.6. 

The list of phenomenological functions 𝜌(log 𝜏) used along with the optimized parameter values 

for all temperatures is provided in the SI.  Just like in the case of the Schneider et al data,33 the loss 

isotherms in Figure 7.5 contain no discernable shoulder at high frequencies. 
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Figure 7.6. Spectra (density of processes vs relaxation times of these processes) obtained from 
fitting the dielectric permittivity data in Figure 7.5. Temperatures are the same as in Figure 7.5 
from 120 K (rightmost curve) to 250 K (leftmost curve) going right-to-left. Colors correspond to 
those in Figure 7.5. 

The relaxation map for the new glycerol relaxation data  is shown in Figure 7.7, where only 

a few representative processes out of 7259 are shown for clarity; specifically: every 500th process 

is shown for the red curves, every 50th process is shown for the orange curves, and every 5th process 

for the green curves (see Figure 7.7 caption for details).  Specific features of the relaxation map 

shown in Figure 7.7 are: 

1. Although new processes may appear to continue to emerge in the sub-Tg region, the 

number of emerging processes has decreased significantly.  Specifically, there are over 

7200 processes in the relaxation map shown in Figure 7.7, where there are only 5 that 

emerge below Tg; moreover, the last process shown in Figure 7.7 (i.e. the right most green 

line) may in fact start above Tg if the relaxation time could be extended to 10-12 s into the 

region of the boson peak like was possible for the relaxation map constructed from the 

Schneider et al data shown in Figure 7.4.  Thus, the data do not permit a definitive statement 

regarding whether any additional relaxation processes emerge below Tg for glycerol.  

2. There is a qualitative difference in the temperature dependence of the relaxation processes 

above Tg as compared to the temperature dependence below Tg.  Above Tg new processes 

emerge from the region of the boson peak and then rapidly coalesce into the bundle of the 

a-processes, in which they then all exhibit the same temperature dependence, i.e. the red 
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curves in Figure 7.7. In contrast, below Tg the processes are concave downward on the 

1 𝑇⁄  plot (i.e. the orange and green curves in Figure 7.7), they remain separated as their 

slopes becomes less steep, and even possibly spread further apart as the temperature is 

lowered  

3. Above Tg the increase in the number of processes with decreasing temperature causes the 

increase in the static susceptibility 𝜒r = 𝜀è(𝜔 → 0) − 𝜀Õ, where the steady increase in 

𝜀è(𝜔 → 0), i.e., the asymptotic leveling-off value at low frequencies, is seen in Figure 7.5 

when temperature is decreased from 250 K to 200 K. Similar behavior is observed over a 

much wider temperature interval in the Schneider et al. data shown in Figure 7.2. However, 

at temperatures below 200 K in Figure 7.5A and especially in Figure 7.5C the value of 

𝜀è(𝜔 → 0) is unknown, because its asymptotic behavior has not been reached. 

4. The relaxation processes that dominate the region below Tg (i.e. the orange and green 

curves) start above Tg.  The last green curve appears to start below Tg; however, the 

shortest relaxation time that could be determined is 10-8 s which is three to four orders-of-

magnitude longer than the boson peak.  It is quite possible that all the relaxation times 

emerge from the region of the boson peak above Tg.  Whether this feature occurs for glass 

formers other than glycerol remains to be seen. 

5. Although the orange and green curves in the Figure 7.7 relaxation map do not go to low-

enough times to directly determine if they emerge from the region around the boson peak, 

they exhibit an increasingly steeper slope with increasing temperature consistent with the 

Schneider et al. data shown in Figure 7.4.  Also, there appears to be a smooth transition 

towards the temperature dependence of the red lines that are coalescing into the main a-

process.  The data of Schneider et al33 for the a-process clearly does emerge from the 

region of the boson peak, where it is natural to assume that the orange and green processes 

in Figure 7.7 also emerge from this region.  

6. A key observation is that processes in the sub-Tg region do not exhibit a true Arrhenian 

temperature dependence, but rather are concave downward, appearing to emerge from the 

region of the boson peak just like seen earlier in Figure 7.4 at temperatures above Tg. 



 
 

179 

 

Figure 7.7. Relaxation map for glycerol obtained from fitting the data in Figure 7.5. Relaxation 
times for processes from the longest (i.e. at the long-time edge of the spectra in Figure 7.6) to 
shortest (i.e. at the short-time edge of the spectra in Figure 7.6) are shown; processes No 5 to No 45 
with an increment of 5 – green, processes No 50 to No 200 with an increment of 50 – orange, 
No 700 to No 7200 with an increment of 500 – red. Vertical black line indicates Tg.    

The relaxation maps for glycerol based on the Schneider et al33 data shown in Figure 7.4 

and the relaxation data from this paper data shown in. Figure 7.7 are plotted together in Figure 7.8. 

The agreement in the above Tg region (i.e. the blue and red curves) is excellent. As mentioned 

above, the short-time behavior of each process is based on only two temperature points; so, the 

fact that some curves apparently cross is not real.  Some of the green curves in Figure 7.8 were 

extended to times less than 10-8 s, which is an extrapolation because, unlike the Schneider et al 

data, these data are only for the frequency window reaching up to 106.5 Hz. However, we believe 

that this extrapolation is justified. Specifically, the log 𝜏 values for the processes in question were 

determined via extrapolation of the process density function 𝜌(log 𝜏). The process density function 

for the temperatures from 120 K to 190 K is modeled as a product of two hyperbolic tangent 

functions (see details in the SI). Thus, the spectra in Figure 7.6, when extrapolated to shorter times, 

will look like the spectra in Figure 7.3, that is, they will reach an asymptotic value and stop 

decreasing – extrapolation of a constant is most probably benign even though it may be up to four 

logarithmic decades. 
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Figure 7.8. Combined relaxation map for glycerol, including results of Figure 7.4 (based on 
Schneider et al. data) and Figure 7.7 (based on this paper data). Extrapolation of data to shorter 
relaxation times is shown as dashed lines (see text for details). 

Sub-Tg processes are often described in terms of the Johari-Goldstein postulate, where the 

sub-Tg process is assigned an Arrhenian activation energy that is extrapolated to high temperatures 

where it appears to coalesce with the main a-process.18,26,54-57 The temperature dependence of the 

sub-Tg process is typically determined from how the sub-Tg relaxation peak changes with 

temperature, which would be consisted with the band of green curves located next to the orange 

curves in Figure 7.8.  It is possible to fit the low temperature data of this band of curves with an 

Arrhenian temperature dependence; however, when analyzing the full relaxation response, the 

curves most certainly do not remain Arrhenian.  The data in Figure 7.8 calls into question the 

Johari-Goldstein analysis that assumes the Arrhenian dependence of the sub-Tg process can be 

extrapolated well above Tg. 

7.5.2 Sorbitol  

In order to assess if the key features of the relaxation map shown in Figure 7.8 for glycerol 

occur in an another glass forming small molecule, broadband dielectric relaxation experiments on 

sorbitol were performed from 120 K to 320 K; however, experiments at 120 K, 130 K and 140 K 

appear to have unexplained artifacts and thus they are not reported.  Temperature increments of 

10 K were employed except in the vicinity of Tg = 268 K where smaller temperature increments 
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of 2.5 K and 5 K were used. At temperatures above 320 K crystallization begins to occur, as was 

also reported by Nozaki et al.26 The storage and loss isotherms are shown in Figure 7.9. The loss 

dielectric permittivity 𝜀"(𝜔) agree well with the data published by Wagner and Richert.42 The 

dielectric permittivity data of Wagner and Richert as well as of this paper differ substantially from 

the data reported by Nozaki et al. It should be noted that the data of Nozaki et al is an amalgamation 

of the dielectric relaxation data obtained using five different apparatuses, where the mismatch 

between different subsets of data is clearly visible. (For instance, there is an apparent decrease in 

the “static” permittivity with decrease in frequency, which is unphysical.) The high temperature 

dielectric relaxation data for sorbitol are affected by conduction and electrode polarization effects 

more severely than the glycerol data. For glycerol it was possible to unambiguously truncate the 

raw glycerol data at a frequency where these parasitic effects had not yet polluted the true 

relaxation response, where this frequency is different for each temperature. The situation is less 

clear in case of sorbitol, especially so in the region near Tg; thus, we chose to present the raw data 

in Figure 7.9. This has important implications from the modeling perspective; specifically, because 

the portions of the isotherms attributed to conduction and electrode polarization cannot be 

quantitatively accounted for, we must make an admittedly subjective judgement call as to where 

the fitted portion ends.  In Figure 7.9B and Figure 7.9D deviations occur between the predictions 

from the spectral density given in Figure 7.10 and the experimental data are where the parasitic 

conduction and electrode polarization contribution begin. The upturn in the high frequency region 

seen in Figure 7.9F is most probably experimental artifact.   
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Figure 7.9. Storage and loss dielectric permittivity for sorbitol. Symbols corresponds to 
temperatures: (A) and (B) (left-to-right) 275 K – blue circles, 277.5 K – cyan circles, 280 K – 

green circles, 285 K – orange circles, 290 K – red circles, 295 K – magenta plusses, 300 K – blue 
plusses, 305 K – cyan plusses, 310 K – green plusses, 315 K – orange plusses, 320 K – red 

plusses; (C) and (D) (left-to-right) 255 K – magenta stars, 260 K – blue stars, 262.5 K – cyan 
stars, 265 K – green stars, 267.5 K – orange stars, 270 K – red stars, 272.5 K – magenta circles; 
(E) and (F) (left-to-right) 150 K – blue pentagrams, 160 K – cyan pentagrams, 170 K – green 

pentagrams, 180 K – orange pentagrams, 190 K – red pentagrams, 200 K – magenta squares, 210 
K – blue squares, 220 K – cyan squares, 230 K – green squares, 240 K – orange squares, 250 K – 

red squares. Solid lines – fits using the spectra shown in Figure 7.10.
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Unlike in case of glycerol, where only the 𝛼-relaxation peak and the excess wing are 

readily identifiable in the 𝜀"(𝜔) data, the loss isotherms for sorbitol exhibit a definite 𝛽-relaxation 

process, first appearing as a shoulder at 290 K and then as a separate peak for temperatures from 

255 K to 190 K.  As the temperature is lowered further only the higher frequency portion of the 𝛽-

relaxation process is seen in Figure 7.9F.   

The spectra required to produce the fits to data shown in Figure 7.9 are given in Figure 

7.10. The phenomenological functions 𝜌(log 𝜏) used along with the optimized parameter values 

are provided in the SI for all temperatures. At the same value of 𝐻û=10-2 as for glycerol, the total 

number of processes needed to fit the sorbitol data is less – only 3517 vs 7259 for glycerol. This 

is because the value of the static dielectric permittivity for sorbitol is roughly half of that for 

glycerol (i.e., 101.6 vs 101.9).  Examining Figure 7.10, the following features of the spectral density 

are observed: 

1. The evolution of the α-process for sorbitol is qualitatively similar to that for glycerol shown 

in Figure 7.3 and Figure 7.6.   

2. At the highest temperature (320 K = Tg+50 K) the sorbitol spectrum is broader than the 

spectrum at the highest temperature for glycerol (413 K = Tg+220 K). However, when 

spectra are compared at 50 K above their respective Tg’s, then both the glycerol and 

sorbitol are similar.  

3. As the temperature is decreased sorbitol exhibits the beginning of the excess wing, but 

unlike glycerol, the wing does not exhibit an intensity decay of nearly three orders-of-

magnitude due to the appearance of the strong 𝛽-relaxation process.  

4. The 𝛽-relaxation process for sorbitol is much more prominent than in glycerol. 

5. An interesting feature of sorbitol spectral density is that the excess wing of the a-process 

does not shift for a significant temperature interval below Tg from 265 K to 220 K as seen 

in Figure 7.10B and Figure 7.10C. This contrasts with glycerol, where the excess wing 

seems to shift with temperature at a steady pace. 
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Figure 7.10. Spectra (density of processes vs relaxation times of these processes) obtained from 
fitting the dielectric permittivity data in: (A) – Figure 7.9A and Figure 7.9B, (B) – Figure 7.9C and 
Figure 7.9D, (C) – Figure 7.9E and Figure 7.9F. Temperatures are the same as in Figure 7.9 going 
right-to-left. Colors correspond to those in Figure 7.9. 
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The dielectric relaxation data of Geirhos et al41 for sorbitol are shown in Figure 7.11. The 

data are for the temperature range from 5 K to 260 K; however, the storage permittivity was not 

reported for all temperatures. The isotherms in Figure 7.11 are the ones for which both storage and 

loss isotherms were reported (see detailed list in the caption to Figure 7.11).  Our data and the data 

of Geirhos et al generally agree in the range of overlap from 150 K to 260 K, however, there is a 

0.05 difference in the value of the logarithm of the storage permittivity.  The spectra required to 

produce the fits to the Geirhos et al data shown in Figure 7.11 are given in Figure 7.12. The 

phenomenological functions 𝜌(log 𝜏)  used along with the optimized parameter values are 

provided in the SI. Using 𝐻û=10-3, the total number of processes needed to fit the data is 14600. A 

value of 𝐻û=10-3 had to be used to fit the data in Figure 7.11; otherwise, waviness would appear in 

the predicted loss curves at the lowest temperature, as explained in the Method of Analysis section 

above. At temperatures from 260 K to 150 K the spectra in Figure 7.12 are virtually identical to 

their counterparts in Figure 7.10, once the order-of-magnitude difference in the relaxation 

strengths (i.e., 𝐻û=10-3 to fit Geirhos et al data vs  𝐻û=10-2 to fit our own data) is accounted for by 

shifting the spectra in Figure 7.12 vertically by -1. 
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Figure 7.11. Storage (A, C) and loss (B, D) dielectric permittivity data for sorbitol of Geirhos et 
al.41 Symbols corresponds to temperatures: (A) and (B) (left-to-right) 190 K – magenta squares, 
200 K – blue squares, 210 K – cyan squares, 220 K – green squares, 230 K – orange squares, 240 
K – red squares, 250 K – magenta triangles, 260 K – blue triangles; (C) and (D) (left-to-right) 10 
K – cyan circles, 70 K – green circles, 100 K – orange circles, 120 K – red circles, 130 K – magenta 
plusses, 140 K – blue plusses, 150 K – cyan plusses, 160 K – green plusses, 170 K – orange plusses, 
180 K – red plusses. Solid lines – fits using the spectra shown in Figure 7.12.
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Figure 7.12. Spectral density of processes vs relaxation times of the processes obtained from fitting 
the dielectric permittivity data of Geirhos et al41 from Figure 7.11. All curves have been shifted 
vertically by -1 to facilitate comparison with Figure 7.10. Temperatures are the same as in Figure 
7.11, i.e. from 10 K to 260 K going right-to-left. Colors correspond to colors in Figure 7.11. 

The relaxation maps for sorbitol are given in Figure 7.13. Specifically, Figure 7.13A 

displays the combined relaxation map obtained for this paper data (i.e. data given in Figure 7.9) 

and the Geirhos et al41 data (i.e. data given in Figure 7.11). For the dielectric data reported in this 

paper, every 100th process out of a total number of 3517 is shown, i.e. the processes from 50 to 

3450, are shown as blue curves. In case of Geirhos et al data every 500th process out of total number 

of 14600 is shown, i.e. the processes from 500 to 14500, are shown as red curves. There is excellent 

agreement in the shape of the curves. The envelope of the high temperature processes agrees well 

with the literature 𝛼 -relaxation log 𝑎3  shift factor data compiled from various experimental 

techniques.  Also shown in Figure 7.13 are log 𝑎3 shift factors for the 𝛽-relaxation as  determined 

by (i) Faivre et al58 from the maximum of the loss viscoelastic shear modulus, 𝐺"(𝜔)  and (ii) 

Kastner et al43 based on fitting the relaxation response to the linear combination of a Havriliak-

Negami function for the a-process and a Cole-Cole function for the 𝛽-process, where the reported 

log 𝑎3 is based on the Cole-Cole function time parameter.   

The relaxation map for sorbitol is qualitatively similar to that observed for glycerol as 

shown in Figure 7.7. Specifically, (i) new processes keep emerging from a short-time source with 

an initially steep slope that eventually becomes less steep; (i) in the sub-Tg region the splaying of 

processes is apparent, where the 1st blue line from the bottom in Figure 7.13A (i.e. process No 50) 
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has a much gentler slope than the 4th blue line (i.e. process No 350); and (iii)  the processes that 

emerge at the lower temperatures, i.e. curves 1 through 4, appear to asymptotically approach 

Arrhenian behavior as the temperature decreases. The relaxation map for the lowest temperature 

data of Geirhos et al is shown in Figure 7.13D. As mentioned above, there is a gap between the 

lowest temperature (i.e. 10 K) and the next (i.e. 70 K) because the storage isotherms between 10 K 

and 70 K were not reported, precluding use of the VASESS analysis. As a result, the corresponding 

“curves” in Figure 7.13D based on only two points are inevitably just straight lines.
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Figure 7.13. (A) Relaxation map for sorbitol obtained from fitting the data in Figure 7.9 and Figure 
7.11. Relaxation times from the shortest to the longest (right-to-left): this paper data – blue lines, 
processes No 50 to No 3450 (total 3517) with an increment of 100; Geirhos et al data – red lines, 
processes No 500 to No 14500 (total 14600) with an increment of 500. Cyan circles – compilation 
of literature data for the 𝛼-relaxation log 𝑎3 shift factor using various experimental techniques, 
including viscosity, mechanical relaxation, dielectric relaxation, light scattering, and 
NMR.18,22,26,41,42,58-60  Black squares – mechanical relaxation data of Faivre et al58; black plusses – 
dielectric relaxation data of Geirhos et al41 and Kastner et al43 for the 𝛽-relaxation log 𝑎3 shift 
factor. Vertical black line indicates Tg. (B) Magnified portions of (A) above and near Tg region; 
(C) 𝛽-relaxation region, relaxation times (right-to-left) for processes No 50 to No 400 with an 
increment of 10 are shown. (D) Relaxation map obtained from Geirhos et al41 data at the lowest 
temperatures. The relaxation strength is set at 𝐻û=10-2 for fitting this paper data and at 𝐻û=10-3 for 
fitting Geirhos et al data.
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In order to more critically examine the relaxation map for sorbitol, the response shown in 

Figure 7.13A is expanded in Figure 7.13B. Specific comments from this expanded view of the data 

are: 

1. Examining Figure 7.13B, the upper edge of the group of processes that constitutes the 𝛼-

relaxation peak looks jagged with some lines abruptly ending. These processes do not 

disappear; instead, the location of the relaxation times for these processes at the next lower 

temperature cannot be determined because it is outside the experimental window.  Thus, 

the abrupt end of these lines in an artifact due to the limitations of the experimental data. 

2. There is a noticeable kink present in all lines on the high temperature side of the vertical 

black line indicating Tg. We believe the existence of the kink is an unavoidable effect of 

thermal history (see Experimental section on how the experiment is performed). At the 

temperatures above 270 K the material is in equilibrated state and below 270 K it is not; as 

a result, the two branches of each curve in Figure 7.11B do not exactly match.  

3. The initial steep slope of newly emerging processes is seen in the curves in the region 

where 𝑇hX is 3.6·10-3 K-1. Because more temperature points are available in the sorbitol 

data as compared to the much wider temperature spacing for glycerol data, one can see that 

the temperature dependence of a relaxation process is actually a curve on the  𝑇hX plot vs 

the straight line observed for glycerol. However, the glycerol relaxation map included 

times as small as 10-13 s vs only 10-7s for sorbitol, where additional data at higher 

frequencies with closely spaced isotherms might indicate that the processes emerge from 

the boson peak region with an Arrhenian temperature dependence.  

4. The previously made observation that the excess wing for sorbitol lingers within the 

experimental window below Tg manifests as a sharp turn to the almost horizontal slope the 

curves take in the upper right corner of Figure 7.13B.  

5. The presence of the 𝛽-relaxation peak below Tg is a consequence that curves 2, 3, and 4 

(counting from the bottom) in Figure 7.13B are more tightly bunched than (i) curves 1 and 

2 and (ii) 4, 5, and 6.   This effect is more clearly seen in magnification of the sub-Tg region 

shown in Figure 7.11C.  Examine the spacing of the lines at 𝑇hX of 4.6 x 10-3 K-1, where 

the spacing is denser in the region centered around 𝑙𝑜𝑔𝜏 = 2 but wider at both shorter and 

longer relaxation times.  It is this higher density of relaxation processes that results in the 

𝛽-relaxation peak observed in the 𝜀"(𝜔) data.  Also, notice that the higher spectral density 
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region moves to shorter relaxation times as the temperature is increased, which accounts 

for the temperature dependence of the 𝛽 -relaxation peak that is consistent with the 

temperature dependence of the 𝛽-relaxation peak determined mechanically by Faivre et 

al58 and dielectrically by Geirhos et al. The key understanding from the data shown in 

Figure 7.13C is that the 𝛽-relaxation peak is not a new relaxation process, but rather just 

the consequence of the splaying of the temperature dependence of the individual relaxation 

processes. 

6. The processes in the sub-Tg region have an approximate Arrhenian temperature 

dependence at low temperatures, but exhibit significant downward curvature as they 

approach Tg.  This is especially clear in Figure 7.11B, where the downward curvature 

continues, presumably down to the region of the boson peak.    

7.6 Discussion 

The recently developed VASESS method38 has been used to analyze the dielectric 

relaxation data for the two prototypical glass formers glycerol and sorbitol over a wide temperature 

range that includes both the super-cooled and glassy state for each material. The essence of the 

VASESS method is that, unlike in the traditional analysis, the spectral strength is constant, where 

the spectral density is then optimized to fit the experimental data.  The method makes the following 

assumptions: (i) once a process appears it does not disappear at lower temperatures, but only shifts 

along the time axis with change in temperature, (ii) the temperature dependence of the process’s 

relaxation time increases monotonically with decreasing temperature, and (iii) processes do not 

overtake, i.e. crossover, neighboring processes. With these conditions, a set of processes that 

describes the relaxation data is uniquely and robustly determined for each material (provided the 

data are sufficiently rich and smooth). The ultimate result of the analysis is a relaxation map that 

describes how each process behaves with temperature. In the traditional method of determining 

the relaxation spectra with uniform spacing the problem is ill-posed, requiring the use of 

regularization methods to determine the spectra; in contrast, the VASESS method of determining 

the spectral density (vs the spectral strength) does not appear to be ill-posed, although there is no 

formal proof – perhaps indicating that resulting spectral density has a stronger connection to the 

underlying physics.  
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The traditional method of analyzing dielectric spectra by fitting two or more empirical 

functions (i.e. Cole-Davidson, Havriliak-Negami, etc.) involves a significant number of model 

parameters – parameters that change, often in complex ways, with temperature and that depend 

upon the number and functional form assumed for the fitting functions.  In contrast, the current 

approach does not contain fitting parameters, where the relaxation times and their temperature 

dependencies are extracted directly from the data. Moreover, thermo-rheological complexity is 

naturally accommodated as different processes are allowed to have different temperature 

dependencies. More important than the robust fitting of the experimental dielectric data, the new 

approach provides a different perspective of the relaxation behavior of glass forming materials.  

Specifically, in the traditional approach of fitting the response with multiple empirical functions 

the implicit assumption is that each of these functions is associated with a different underlying 

relaxation mechanism.  The relaxation maps shown in Figure 7.8 for glycerol and Figure 7.11 for 

sorbitol provide a completely different perspective.  Specifically, the temperature dependence of 

all the relaxation processes is remarkably similar:  

1. Processes emerge at very high frequencies in the vicinity of the boson peak;  

2. Almost all of the processes emerge above Tg; 

3. Above Tg, as the temperature is decreased, each process moves to rapidly coalesce with a 

main band of processes that have already emerged at higher temperatures, where the 

temperature dependence during coalescence is even stronger than that exhibited by log𝑎3 

at Tg;  

4. The main band of processes is associated with the a-process, which exhibit the standard 

log𝑎3 temperature dependence measured experimentally; 

5. The temperature dependencies of the individual processes that comprise the a-band of 

processes are of similar shape giving rise to the approximate thermo-rheological simplicity 

observed experimentally in the region above Tg; 

6. At Tg there is a significant change in the slope of temperature dependence of the individual 

relaxation processes, which become concave downward as a function of 𝑇hX; 

7. Below Tg the temperature dependencies of the relaxation processes begin to splay, where 

at a constant temperature there is a region of higher density of processes at intermediate 

relaxation times between regions of lower density and high density;  
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8. At extremely low temperatures the temperature dependence of each process begins to 

approach Arrhenian behavior. 

 

There is no distinct set of a, b, g, etc. processes, only a similar temperature dependence for 

all processes. What appears as a peak or shoulder in the 𝜀"(𝜔) dielectric loss permittivity is just 

the compressing/ decompressing of the temperature dependence of the individual processes shown 

in the relaxation map, e.g. in Figure 7.13C the b-peak at the lower temperatures is the consequence 

of the high density of processes with relaxation times of between 10-2 to 10-3 s as compared to the 

process density at both shorter and longer relaxation times.   

The relaxation maps shown in Figure 7.8 and Figure 7.13 provide a different perspective 

than the traditional understanding of the relaxation behavior in glass forming materials.  The 𝛼-

relaxation proper is a tightly bunched group of curves that (i) grow in number as the new processes 

join and (ii) all have a similar temperature dependence that follows the log 𝑎3  temperature 

dependence determined via the temperature dependence of the 𝜀"(𝜔) peak. The excess wing is a 

train of more recently born processes at various stages of catching up to the main 𝛼 group. The 

new result here is that at different temperatures the processes in the excess wing are not the same 

set of processes, so any attempt at shifting the excess wing in the time-temperature superposition 

fashion is inappropriate. Finally, the 𝛽-relaxation group consists of processes that have emerged 

from the short-time source at lower temperatures than the processes that constitute the initial 𝛼-

relaxation group – processes that have not yet coalesced into the band of the processes in the main 

𝛼 group.   Whether this group manifests as a distinct  𝛽-relaxation peak depends on how close to 

Tg it emerges. Under the glycerol-like scenario, the 𝛽 group is born sufficiently high above Tg so 

that it rapidly joins the 𝛼 group and is never seen in the relaxation data as a separate peak. Under 

the sorbitol-like scenario, the 𝛽 group is born closer to Tg so that it is not able to catch up with the 

𝛼 group as the temperature is decreased before its slope sharply decreases at Tg; thus, the 𝛽	group 

will remain separated from the 𝛼 group and will be seen as a peak at lower temperatures. The 𝛽-

relaxation peak broadens at still lower temperatures due to the splaying effect, i.e., the slopes of 

the new processes being less steep the newer the process. 

An important feature is the emergence of new processes as temperature is decreased from 

a source located somewhere in the vicinity of the boson peak. The birth of new processes continues 

throughout the entire temperature range from the equilibrium liquid into the super-cooled liquid 
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and perhaps even in the glass, although the density of processes emerging as the temperature is 

lowered towards Tg and below is small at least for glycerol and sorbitol. The emergence of new 

processes with decreasing temperature provides a straightforward resolution of the increase in the 

static dielectric susceptibility with decreasing temperature – a universal feature of glass forming 

materials.  

The sub-Tg relaxation process is often identified as a Johari-Goldstein process.61 A key 

postulate in the Johari-Goldstein analysis is that the sub-Tg process decouples from the main a-

process at high temperature and short relaxation times, but then remains active and appears as the 

dominate process well-below Tg.  There is a significant body of literature on the molecular 

interpretation of the Johari-Goldstein postulate.54,62-65 The key implicit assumption is that the 

temperature dependence of the Johari-Goldstein process observed below Tg is Arrhenian and can 

be extrapolated well-above Tg.  The mechanical relaxation response of Faivre et al58 and the 

dielectric relaxation data of Geirhos et al41 for sorbitol shown in Figure 7.13A are examples of 

sub-Tg extrapolation of this kind.  The relaxation maps in Figure 7.8 for glycerol and Figure 7.13 

for sorbitol indicate a completely different picture. Specifically, although the sub-Tg data may be 

approximately fit to an Arrhenian temperature dependence, the Arrhenian extrapolation of low 

temperature data to temperatures above Tg is not justified – the data are clearly non-Arrhenian 

close to Tg and above.  The postulate that the sub-Tg process emerges out of the main a-process, 

i.e. a Johari-Goldstein transition, is qualitatively different from the results in this paper that show 

that all processes, including the processes responsible for the sub-Tg peak in the dielectric loss 

spectra, emerge from the region of the boson peak.  That data reported in this paper call into serious 

question the Johari-Goldstein interpretation of the origin of the sub-Tg relaxation peak.  

7.6.1 Possible Arrhenian Model 

The above picture is based on the assumption that the processes do not overtake each other 

or, equivalently, that the corresponding lines on the relaxation map do not cross. What are the 

possibilities if this assumption is jettisoned?  The low temperature region of the relaxation maps 

in Figure 7.8 and Figure 7.13 suggests an intriguing possibility – what if all lines in the map are 

straight on a 𝑇hX Arrhenian plot? If this idea can be made to work, the relaxation response of a 

glass forming material will be described using exclusively Arrhenian processes.  We will now 

examine this possibility.  
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One might envision an arrangement of processes as depicted in Figure 7.14. Specifically, 

a set of Arrhenian processes has activation energies ordered in such a way that the envelope to the 

set forms the traditional log 𝑎3  shift function for	𝛼-relaxation. Processes originating at higher 

temperatures, i.e. at lower 𝑇hX values, and having lower activation energies would describe the 𝛽-

relaxation as shown in Figure 7.14.  If the Arrhenian description is to work, it must reproduce the 

density of processes at each temperature like that shown in Figure 7.3 and Figure 7.6 for glycerol 

and Figure 7.10 for sorbitol. Our experimentation with the Arrhenian model indicates that a 

qualitative, but not a quantitative, fit to the relaxation data can be achieved in the temperature 

region to the right of the vertical dashed line in the figure, where some curvature in the lines would 

be required for a quantitative fit. This perhaps is not fatal for the Arrhenian model as a whole 

where one can postulate that the lines are allowed to bend when the material enters the non-

equilibrium state below Tg. The spectral density above Tg, but to the right of the dashed line, has 

a wedge-like shape that is consistent with the	𝛼-peak proper and the excess wing. However, the 

model fails qualitatively to the left of the dashed vertical line at higher temperatures, where a box-

like spectrum for the density of processes is predicted contrary to the experimental data that shows 

a peak, e.g. see Figure 7.3 for glycerol. 

 

 

Figure 7.14. A sketch of a relaxation map for the Arrhenian model (see text for details) as an 
alternative to fit the relaxation data. Vertical solid line is Tg. Vertical dashed line separates high 
and low temperature regions.  
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Perhaps a less ambitious model could provide a compromise, where the	𝛼-relaxation is 

described in a traditional way, i.e. as a group of curves (not Arrhenian straight lines) bunched 

together and following the familiar VTF/WLF temperature dependence, but where the processes 

responsible for the 𝛽-relaxation still look like the ones in Figure 7.14.  However, two important 

issues will still be unresolved: First, the steady increase in the static dielectric susceptibility with 

decreasing temperature would not be predicted, since the traditional description of the a-processes 

does not have new processes emerging from the region of the boson peak with decreasing 

temperature.  Second, as we already mentioned, curvature appears necessary to quantitatively fit 

the 𝛽-relaxation data.  Thus, as attractive a picture as the set of Arrhenian processes shown in 

Figure 7.14 might be (or even a reasonable perturbation of the Arrhenian processes), it is unable 

to describe the full set of dielectric relaxation data.   The relaxation maps shown in Figure 7.8 and 

Figure 7.13 provide a better picture of the overall relaxation process in glass forming materials. 

Of course, the possibility that some, but not all, relaxation map curves cross cannot be excluded; 

however, if a simple no-crossing rule is sufficient to fit the data as demonstrated in the Results 

section, parsimony requires that we choose it over more complicated scenarios. 

7.6.2 Possible origin of the processes emerging at short times 

If the scenario suggested by the relaxation maps given in Figure 7.8 and Figure 7.13 is 

correct, then what is the nature of a process and by what mechanism do the new processes emerge 

from the short-time source? According to linear response theory, the dielectric permittivity is 

governed by the equilibrium correlation function of microscopic polarization; specifically,66,67  

 

 §〈𝝁&(0) ∙ 𝝁&(𝑡)〉
&

+ 2§§〈𝝁&(0) ∙ 𝝁©(𝑡)〉
&#©©

 (7.3) 

 

where 𝝁& is a molecular dipole, the summation is over all dipoles in volume 𝑉 and the bracket in 

Equation 7.3 indicates the equilibrium average. The above expression consists of two terms – the 

autocorrelator and the cross-correlator. If only the autocorrelator contributes to the permittivity, 

then the static permittivity is constant and, contrary to the experiment, cannot increase with 

decrease in temperature faster than 1 𝑇⁄  with a zero intercept.  Thus, the observed change in the 

static permittivity with temperature is due to the cross-correlator contribution as has been 
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previously postulated.67-69 If the movement of neighboring particles becomes more correlated with 

decreasing temperature, which is generally believed to be the underlying physical mechanism of 

glass formation; then, some cross-correlation terms in Equation 7.3 which averaged to zero at a 

higher temperature would give a non-zero contribution at a lower temperature. This picture seems 

to provide a consistent account for emergence of new processes with the decrease in temperature.  

7.6.3 Some final questions 

The new picture of relaxation behavior in glass forming materials presented here raises 

some new questions and re-emphasizes some old ones in the field. The most fundamental question 

is: what is the nature of a process? The best-known example of a process resulting from a molecular 

level model are the Rouse modes in linear polymers39 (or their analogues in polymer networks70,71), 

but they are specific motions occurring in chain molecules. As we have shown in a recent paper,72 

the Rouse modes lie above the 𝛼-relaxation envelope on the relaxation map and their number and 

density are orders-of-magnitude lower than that for the processes in the main 𝛼-group of processes. 

A process occurring in a molecular liquid is still presumably a collective motion, but not a chain 

motion because there are no chains. The findings of this report perhaps open a possibility for 

understanding the nature of a process using molecular simulations. According to the relaxation 

map presented here, new processes emerge from the short-time source located on the time axis in 

the vicinity of the boson peak, i.e. near 10-12 s. This time range is readily accessible by molecular 

simulations, unlike the time range where the glass transition related effects begin to be seen, which 

has been a major focus of the molecular simulation efforts to date. 

The next set of questions concerns why processes behave with temperature in the way 

shown in the relaxation maps in Figure 7.8 and Figure 7.13. First, initially all processes emerge 

from the region of the boson peak having very steep slopes, which are even steeper than that of 

the temperature dependence of log 𝑎3 function at Tg.  Perhaps the processes emerge with the same 

slope, but this will require additional data at frequencies of the order of 1012Hz for more closely 

spaced isotherms – data that can perhaps be determined using MD simulations.  The key questions 

are: why do processes emerge from the boson peak region, why do they have such a strong 

temperature dependence, and why does the spectral density decrease with decreasing temperature?  

Second, once a process is born it rapidly merges with a band of process that all have a similar 

temperature dependence that results in the VTF/WLF-like behavior of the log 𝑎3 function.  Why 
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do all of these processes seem to move as a group?  Third, processes born only slightly above Tg 

and at Tg have decreased initial slope and when a process crosses Tg the slope with respect to 𝑇hX 

sharply decreases.  Once below Tg each process exhibits its individual slope vs coalescing into a 

single band of processes as occurs above Tg, where the slopes with respect to 𝑇hX  are in a 

decreasing order, i.e. the processes born at lower temperatures have smaller slope values. As a 

result, the processes in the relaxation map “splay” causing the density of processes at a given 

temperature, i.e. along a vertical line in a relaxation map, to decrease with decrease in temperature.  

This behavior is obviously connected to the non-equilibrium nature of material below Tg, but why?  

Fourth, slight differences in the spacing of the relaxation lines give rise to the apparent 𝛽-peak 

(see the low temperature spacing of the relaxation lines for sorbitol in Figure 7.13C).  Why are 

there regions of more densely spaced lines that give rise to apparent peaks and shoulders in the 

𝜀"(𝜔) data? 

Finally, there is the perennial question in the field of glass physics – why all processes, 

including the long-time Rouse modes in polymers, the main 𝛼-group processes, and the newly 

formed processes with initially steep slopes, all become enslaved by what manifests as the 

traditional log 𝑎3 temperature dependence above Tg.  This paper makes no claim in being able to 

answer the questions posed in this last section, but we believe that the new perspective that comes 

from considering the relaxation map as shown in Figure 7.8 and Figure 7.11 provides a more solid 

foundation to begin addressing the questions of the molecular origins of relaxation behavior in 

glass forming liquids. 
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7.8 Supplementary Material 

Form of the process density function 𝜌(𝑥), where 𝑥 = log 𝜏, used to obtain fit to the storage and 

loss permittivity isotherms in the main text. 

7.8.1 Glycerol (Schneider et al data) 

184 K  

 𝜌 = X
¯
å(1 − 𝑣X) tanh±𝑠X(𝑥 − 𝑥X)µ + 1 + 𝑣Xæ å(1 − 𝑣G) tanh±𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ 𝑣' 

T 𝑠X 𝑥X 𝑣X 𝑠G 𝑥G 𝑣G 𝑣' 
184 0.69 2.90 0.04 0.20 5.10 0.0027 6.44×103 

 

195-223 K 

 𝜌 = (ß
¯±X)*+,±�ß((h(ß)µµ

å(1 − 𝑣G) tanh±𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ å(1 − 𝑣') tanh±𝑠'(𝑥 − 𝑥')µ + 1 + 𝑣'æ 

 

T 𝑠X 𝑥X 𝑣X 𝑠G 𝑥G 𝑣G 𝑠' 𝑥' 𝑣' 
195 9.2 0.98 3.90×105 0.81 2.55 0.0033 0.34 1.61 0.0012 
204 10.4 -0.67 4.57×105 0.83 0.91 0.0036 0.375 0.075 0.0014 
213 11.0 -2.08 18.88×105 0.99 -0.61 0.0054 0.45 0.19 0.0003 
223 12.2 -3.33 158.4×105 1.38 -2.02 0.0050 0.57 -0.18 0.0001 

 

234-323 K 

𝜌 = 𝑣X
𝑣Gexp±−𝑠G(𝑥 − 𝑥G)µ + 𝑣'exp±𝑠'(𝑥 − 𝑥')µ + exp±−𝑠¯(𝑥 − 𝑥¯)µ

å1 + exp±𝑠X(𝑥 − 𝑥X)µæ å1 + 𝑣¯exp±−𝑠¯(𝑥 − 𝑥¯)µæ
 

T 𝑠X 𝑥X 𝑣X 𝑠G 𝑥G 𝑣G 𝑠' 𝑥' 𝑣' 𝑠¯ 𝑥¯ 𝑣¯ 
234 25 -4.14 1.92×104 1.3 -4.37 0.011 0.07 -4.18 17.9 1.25 -7.61 3.76×103 
253 18 -5.71 1.65×104 1.5 -5.65 0.013 0.19 -6.36 17.4 1.33 -9.16 4.79×103 
273 18 -7.00 1.56×104 1.8 -6.23 0.010 0.26 -5.92 15.9 1.74 -10.18 6.30×103 
295 131 -7.82 1.52×104 1.9 -7.00 0.010 0.33 -7.44 13.6 1.82 -10.85 6.10×103 
323 150 -8.57 1.61×104 2.3 -7.21 0.016 0.99 -8.04 30.5 2.65 -9.99 1.27×103 

 

363-413 K 

 𝜌 = X
G±X)*+,±�ß((h(ß)µµ

å(1 − 𝑣G) tanh±𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ𝑣' 

T 𝑠X 𝑥X 𝑠G 𝑥G 𝑣G 𝑣' 
363 20 -9.5 3.1 -7.7 1.8×10-7 7.5×108 
413 100 -9.9 3.4 -8.4 3.3×10-7 4.5×108 
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7.8.2 Glycerol (Dielectric data reported in this paper) 

150-190 K 

 𝜌 = X
¯
å(1 − 𝑣X) tanh±𝑠X(𝑥 − 𝑥X)µ + 1 + 𝑣Xæ å(1 − 𝑣G) tanh±𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ 𝑣' 

T 𝑠X 𝑥X 𝑣X 𝑠G 𝑥G 𝑣G 𝑣' 
150 0.33 11.0 0.001 0.36 -4.6 0 3.80×103 
160 0.48 7.1 0.002 0.26 -3.7 0.011 3.60×103 
170 0.58 4.7 0.006 0.28 -3.6 0.013 1.75×103 
180 0.68 3.2 0.013 0.23 -1.5 0.003 2.10×103 
190 0.69 2.6 0.001 0.28 0.6 0.006 19.2×103 

 

200-230 K 

 𝜌 = (ß
¯±X)*+,±�ß((h(ß)µµ

å(1 − 𝑣G) tanh±𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ å(1 − 𝑣') tanh±𝑠'(𝑥 − 𝑥')µ + 1 + 𝑣'æ 

T 𝑠X 𝑥X 𝑣X 𝑠G 𝑥G 𝑣G 𝑠' 𝑥' 𝑣' 
200 6.9 0.1 8.4×105 0.77 2.2 0.0023 0.36 1.0 0.0010 
210 7.9 -1.6 11.3×105 0.91 0.2 0.0034 0.44 -0.6 0.0010 
220 8.9 -3.0 97.4×105 1.09 -1.4 0.0067 0.55 0.1 0.0002 
230 13.2 -4.3 1642×105 4.6 -3.3 0 1.05 -4.7 0.0195 

 

240-250 K 

 𝜌 = X
±X)*+,±�ß((h(ß)µµ

(-
±X)*+,±h�.((h(.)µµ

 

T 𝑠X 𝑥X 𝑣' 𝑠¯ 𝑥¯ 
240 60 -4.7 3.7×104 1.9 -4.2 
250 25 -5.5 2.7×104 2.3 -5.25 

7.8.3 Sorbitol (Dielectric data reported in this paper) 

150-180 K 

 𝜌 = X
G±X)*+,±�ß((h(ß)µµ

å(1 − 𝑣G) tanh±𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ 𝑣'±1 + exp±−𝑠¯(𝑥 − 𝑥¯)µµ 

T 𝑠X 𝑥X 𝑠G 𝑥G 𝑣G 𝑣' 𝑠¯ 𝑥¯ 
150 0.74 3.8 0.20 4.9 0.0035 111 0.23 -5.8 
160 0.69 3.3 0.22 4.4 0.0049 123 0.16 -3.9 
170 0.96 2.8 0.21 3.8 0.0047 121 0.11 -6.2 
180 0.75 0.9 0.29 4.3 0 504 0.35 -1.6 
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190-220 K 

 𝜌 = X
G
å(1 − 𝑣G) tanh±𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ

(-
±X)*+,±h�-((h(-)µµ

 

T 𝑠G 𝑥G 𝑣G 𝑠' 𝑥' 𝑣' 
190 0.52 0.85 7.1 0.35 6.80 101 
200 0.58 0.05 5.3 0.37 3.95 83.1 
210 0.65 -0.55 4.1 0.41 0.80 56.6 
220 0.78 -1.05 3.0 0.50 -2.05 45.2 

 

230-265 K 

 𝜌 = X
¯
å(1 − 𝑣X) tanh±𝑠X(𝑥 − 𝑥X)µ + 1 + 𝑣Xæ å(𝑣G − 1) tanh±−𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ

(-
±X)*+,±h�-((h(-)µµ

 

T 𝑠X 𝑥X 𝑣X 𝑠G 𝑥G 𝑣G 𝑠' 𝑥' 𝑣' 
230 2.3 4.1 0.0063 0.73 -1.65 3.7 0.52 -2.50 6.8×103 
240 4.7 3.6 0.0084 0.78 -2.10 3.4 0.63 -3.90 4.6×103 
250 2.1 3.8 0.0096 0.65 -2.90 7.2 0.59 -2.80 4.0×103 
255 1.6 3.9 0.0100 0.67 -3.10 7.4 0.60 -3.10 3.7×103 
260 1.2 3.9 0.0117 0.69 -3.30 6.7 0.63 -3.60 3.4×103 
262.5 1.0 3.9 0.0126 0.75 -3.30 5.0 0.68 -4.30 3.4×103 
265 0.8 3.8 0.0164 0.86 -3.30 3.4 0.72 -4.70 3.6×103 

 

267.5-295 K 

 𝜌 = X
¯

å(Xh(k) /012±�k((h(k)µ)X)(kæ

±X)*+,±�ß((h(ß)µµ

å((-hX) /012±h�-((h(-)µ)X)(-æ

±X)*+,±h�.((h(.)µµ
𝑣¯ 

T 𝑠X 𝑥X 𝑠G 𝑥G 𝑣G 𝑠' 𝑥' 𝑣' 𝑠¯ 𝑥¯ 𝑣¯ 
267.5 7.0 3.1 0.67 3.0 0.03 0.86 -3.7 3.65 0.67 -3.65 3.55×103 
270 7.0 2.4 0.64 2.0 0.05 0.86 -3.9 3.6 0.69 -3.25 3.15×103 
272.5 7.0 1.5 0.62 1.0 0.09 0.85 -4.1 3.7 0.70 -2.80 2.90×103 
275 6.7 0.7 0.55 0.25 0.11 0.80 -4.3 4.5 0.74 -2.70 2.85×103 
277.5 5.2 -0.05 0.56 -0.45 0.205 0.87 -4.5 4.0 0.74 -2.25 3.0×103 
280 4.7 -0.7 0.48 -0.8 0.30 0.91 -4.6 3.7 0.76 -1.80 3.65×103 
285 4.0 -1.8 0.29 -1.25 0.47 0.98 -4.8 3.25 0.71 -1.05 7.25×103 
290 4.2 -2.7 0.11 -1.65 0.58 1.03 -5.0 2.95 0.81 -0.25 18.8×103 
295 5.0 -3.35 0 30 0.86 0.96 -5.2 3.75 0.90 0.60 58.6×103 
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300-320 K 

 𝜌 = X
±X)*+,±�ß((h(ß)µµ

(-
±X)*+,±h�.((h(.)µµ

 

T 𝑠X 𝑥X 𝑣' 𝑠¯ 𝑥¯ 
300 6.8 -3.75 1.22×103 1.3 -6.2 
305 5.5 -4.35 1.28×103 1.45 -6.55 
310 5.9 -4.80 1.23×103 2.0 -7.0 
315 6.0 -5.25 1.24×103 2.65 -7.3 
320 5.5 -5.65 1.25×103 3.2 -7.5 

7.8.4 Sorbitol (Geirhos et al data) 

Note, 𝐻û = 10-3. 

 

10 – 140 K 

𝜌 =
1
2 å
(𝑣' − 𝑣G) tanh±𝑠G(𝑥 − 𝑥G)µ + 𝑣' + 𝑣Gæ 

T 𝑠G 𝑥G 𝑣G 𝑣' 
10 0.45 12.8 3.0 11.7×103 
70 0.13 26.8 6.3 6.6×103 

100 0.13 21.6 7.6 6.2×103 
120 0.13 18.1 5.0 5.9×103 
130 0.13 16.1 4.2 6.0×103 
140 0.14 14.6 3.6 6.5×103 

 

150 – 220 K 

𝜌 =
1
2
(𝑣G − 1) tanh±−𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣G

1 + exp±−𝑠'(𝑥 − 𝑥')µ
𝑣' 

T 𝑠G 𝑥G 𝑣G 𝑠' 𝑥' 𝑣' 
150 0.012 670 15.0 0.26 22.6 4.3×103 
160 0.42 4.05 12.6 0.28 18.9 4.0×103 
170 0.52 3.0 4.6 0.33 4.4 0.35×103 
180 0.68 2.15 2.5 0.38 0.55 0.35×103 
190 0.60 1.15 3.4 0.41 0.25 0.34×103 
200 0.40 0.05 10.9 0.43 0.90 0.20×103 
210 0.49 -0.90 9.3 0.44 1.35 0.39×103 
220 0.81 -0.80 2.9 0.55 -3.15 0.35×103 

 



 
 

204 

230 – 260 K 

1
4
å(1 − 𝑣X) tanh±𝑠X(𝑥 − 𝑥X)µ + 1 + 𝑣Xæ å(𝑣G − 1) tanh±−𝑠G(𝑥 − 𝑥G)µ + 1 + 𝑣Gæ

1 + exp±−𝑠'(𝑥 − 𝑥')µ
𝑣' 

T 𝑠X 𝑥X 𝑣X 𝑠G 𝑥G 𝑣G 𝑠' 𝑥' 𝑣' 
230 2.5 4.05 0.0051 0.63 -1.55 4.0 0.58 -3.25 6.6×104 
240 4.7 3.55 0.0081 0.74 -2.10 3.9 0.62 -3.75 4.8×104 
250 0.88 4.75 0.0012 0.65 -2.90 6.5 0.60 -3.05 3.5×104 
260 0.78 4.25 0.0136 0.84 -3.05 3.7 0.65 -4.40 4.2×104 
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 CONCLUSIONS, ONGOING, AND FUTURE WORK 

The work presented in Chapters 4 and 5 establishes the interactions between a model 

conjugated polymer, poly(3-hexylthiophene) (P3HT), and three radical species that exhibit a range 

of optical properties and oxidation and reduction behaviors. Through these, a clear trend in both 

the excited-state and ground-state interactions is observed, with the p-type and optically-inactive 

TEMPO radical showing no interactions, and the optically-active PTIO and galvinoxyl radicals 

both interacting in the excited state. For the n-type galvinoxyl radical, additional interactions are 

seen in the ground state that cause the organic semiconductor P3HT to change in character to a 

conductor. As stable radical moieties see further inclusion into device application spaces 

traditionally dominated exclusively by conjugated polymers, an awareness of the nature of these 

interactions is essential to ensure they are applied in the appropriate context. 

While this work has examined radicals primarily as small molecules blended into a 

conjugated polymer matrix, many applications see them incorporated as pendant groups on a 

macromolecule. The value of these radical polymers for charge transport applications has been 

demonstrated, but a fundamental understanding of this charge transport in the solid state is lacking. 

To complement the understanding of the interactions with conjugated polymers, it is also important 

to elucidate how charge and energy are transformed within the radical bulk. Insights into these 

phenomena are needed to bring these materials to their full potential. 

The work presented in Chapter 7 discusses a new analysis technique for dielectric 

spectroscopy that addresses some of the shortcomings of traditional analysis techniques. A clear 

and comprehensive theoretical understanding of amorphous solid and viscoelastic liquid behavior 

has yet to emerge, in contrast with the crystalline solid and gaseous phases of matter. While 

amorphous solids have nearly universal applications, this problem is particularly relevant to the 

field of organic electronics. Many organic electronic materials take the form of amorphous or 

polycrystalline polymers. Thus, the field would benefit greatly from an improved understanding 

of the amorphous solid phase. In particular, understanding relaxation behavior will give insights 

into the optimal device fabrication conditions and the phenomena leading to effects such as 

hysteresis that are commonly observed in organic electronic devices. 

To address these points, several ongoing and potential future applications are proposed 

here. In addition to next steps for furthering the understanding gained by the work completed in 
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this dissertation, these projects aim to practically apply the results to many situations. In particular, 

the proposed work in Section 8.3 aims to apply the insights from dielectric spectroscopy towards 

understanding the high conductivity state of a radical polymer and how to bring about the high 

conductivity on a larger scale. Additionally, the proposed work in Section 8.5 aims to practically 

apply the results of Chapters 4 and 5 to improve the environmental resilience of a conjugated 

polymer. Pursuit of these projects will further establish the picture of how two important classes 

of conducting polymer, one established and one emerging, can be synergistically utilized to 

improve the performance of organic electronic devices. 

8.1 Protected PTEO Copolymers 

Radical polymers show significant potential for organic electronic applications, most 

notably with regards to the intrinsic conductivity of poly(4-glycidyloxy-2,2,6,6-

tetramethylpiperidin-1-oxyl) (PTEO), which demonstrates an electrical conductivity of 0.2 S cm-1, 

albeit at a maximum channel length of 600 nm.1 Despite samples showing no long-range order, 

computational studies suggested that this high conductivity was due to favorable aggregation of 

the TEMPO moieties. This aggregation occurs if sufficient molecular motion is permitted, which 

can be achieved by heating the material above its glass transition temperature. By simulating a 

collection of TEMPO molecules, allowing them to aggregate, and measuring the size of the 

percolating network, estimates were computationally obtained for the minimum required density 

of TEMPO molecules as well as the maximum concentration of defect sites (i.e., electronically-

inactive sites) for high conductivity to occur. While preliminary experimental results suggested 

that the critical value was located between 70 and 90% active radical sites, it is necessary to 

establish the precise value for the purposes of providing a quality control standard for the material. 

Additionally, the precise interactions that give rise to the electrical conductivity in the material are 

poorly understood. Therefore, observing how the interactions change near this critical value could 

provide valuable insight into their nature. 

Electron paramagnetic resonance (EPR) spectroscopy is a widely utilized tool for studying 

open-shell systems.2 This technique exploits the Zeeman effect (i.e., the splitting of electron energy 

levels in the presence of a magnetic field) to provide a unique fingerprint of a molecular system 

that describes the interaction between the different spins in the system. Specifically, application of 

a magnetic field to an open-shell molecule will create two quantum states where the unpaired 
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electron is aligned either with or against the magnetic field, and the energy required to transition 

between these states (i.e., to flip the electron such that it is aligned against the field) corresponds 

to photons in the microwave region of the spectrum. The magnetic field from nuclear spins will 

serve to alter the effective field acting on the electrons, which allows EPR spectroscopy to identify 

these unique effects for given chemical species. Additionally, the effect is quantitative, so by 

comparing the signal strength to that of a known standard, the precise concentration of radicals in 

a sample can be determined. 

EPR spectroscopy is also an ideal tool for characterizing interactions between the open-

shell moieties.3 For pairs of radicals brought into close proximity, further energy splitting will 

occur due to the interaction of the two spins. This effect depends heavily on distance, which can 

be exploited to study changes in molecular configurations due to temperature and chemical 

environment.4–6 However, because of the effect of distance, when multiple spins are present 

without any spatial order, the end result will be a broadening of the peaks in the isolated molecule 

into a single peak. The extent of this broadening can be used to quantify the extent to which the 

radicals interact.7,8 Previous work specifically on radical polymers looked at the effects of radical 

density on conductivity for a radical polymer with a norbornene backbone.9 In particular, the 

radical density was modified by blending a fully-active polymer with a polymer where the 

nitroxide radicals had been chemically reduced to hydroxylamine moieties. Specifically, hydrogen 

atom transfer would occur between hydroxylamine and nitroxide radical moieties, allowing a 

homogenous mixture of copolymers to be generated from two homopolymers.10 In this case, EPR 

spectroscopy was used both to quantify the number of radical sites in a given blend and to verify 

that hydrogen atom transfer had occurred by monitoring the splitting. While this approach 

demonstrated an exponential dependence of conductivity on radical density, the polymer that was 

studied does not show the same aggregation behavior as PTEO, so understanding how the radical 

density affects conductivity in the aggregated state remains an open question. 

Specifically, this study aims to examine PTEO copolymerized with deactivated radical 

moieties to determine how the EPR signals correspond to the observed trends in conductivity. That 

is, copolymers with precisely chosen radical loadings will be synthesized, EPR spectroscopy will 

be utilized to confirm their radical loadings as well as qualitatively observe the emergence of the 

splitting pattern, and the conductivities will be measured. Additionally, computational studies will 

be performed to theoretically calculate the EPR spectra of the copolymers, associate them with a 
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spatial configuration, and then model the charge transport of the system. By doing this, we 

anticipate being able to better relate the spin interactions of the radical moieties to the observed 

conductivity, which will offer insights that will allow further improvements in electrical 

performance to be realized.  

8.1.1 Materials and Methods 

Materials 

4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl (TEMPO-OH) (97%), hydrogen peroxide 

(H2O2) (30%, by weight, in water), acetaldehyde (99.5%), (±)-epichlorohydrin (99%), 

tetrabutylammonium hydrogensulfate (TBAHS) (99%), inhibitor-free tetrahydrofuran (THF) 

(99.9%), potassium tert-butoxide (99.9%), copper (I) chloride (CuCl) (97%), and silica gel (60 Å 

pore, 230–400 mesh) were all purchased from Sigma Aldrich. Sodium hydroxide (NaOH) (97%), 

sodium chloride (99%), toluene (99.5%), ethyl acetate (99.5%), hexanes (98.5%), and 

dichloromethane (99.5%) were purchased from Fisher Scientific. Potassium tert-butoxide was 

purified via sublimation at 205°C and 0.5 torr and stored under inert atmosphere. All other 

chemicals were used as received. Water was obtained from a building-wide reverse osmosis 

system (Marlo Inc. MRO-1500-2.5).   
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Scheme 8.1. Synthesis of TEMPO-M (1b), TEO/TEO-M (2), and PTEO-X (3) 

Synthesis of 1-methoxy-4-hydroxy-2,2,6,6-tetramethylpiperidine (TEMPO-M) 

 Synthesis of the methyl-protected TEMPO-OH was performed following a procedure from 

the literature.11 10 g of TEMPO-OH were dissolved in 40 mL of water in a 3-neck round-bottom 

flask, followed by 114 mg of CuCl. 15 mL of acetaldehyde were added, and the flask was 

immediately attached to a condenser cooled to 10 °C to prevent evaporation of the acetaldehyde. 

The contents of the flask were then heated to 70 °C and 18 mL of a 30% hydrogen peroxide in 

water solution were added dropwise over a period of 30 mins using a syringe pump (New Era 

Pump Systems Inc. NE-4000). This reaction was then allowed to proceed for 4 hours before slowly 

cooling to room temperature. Then, 200 mL of a 10% sodium carbonate solution were added to 

raise the pH of the solution to 8, and the mixture was further cooled using an ice bath. The mixture 

was then poured into a vacuum filter and washed with 300 mL of a 10% (by weight) ascorbic acid 

solution followed by water that had both been cooled with an ice bath. The remaining filter cake 

was dissolved in toluene and washed with water followed by a saturated sodium chloride in water 
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solution. The organic phase was dried with magnesium sulfate and filtered, then boiled off under 

vacuum to yield a tan residue. This residue was then sublimated at 125°C and 0.5 torr three times 

to yield an off-white solid. 

Synthesis of 4-glycidyloxy-2,2,6,6-tetramethylpiperidin-1-oxyl (TEO) and 1-methoxy-4-
glycidyloxy-2,2,6,6-tetramethylpiperidine (TEO-M) 

A similar procedure was followed for the synthesis of both monomers, following a previous 

report.1 First, 8 g sodium hydroxide were dissolved in 8 mL of water in a round-bottom flask while 

it was cooled under an ice bath. To this, 1.5 g tetrabutylammonium hydrogensulfate (TBAHS) and 

10 mL epichlorohydrin were added and allowed to stir until combined. Followed by this, a solution 

of either 4.1 mg TEMPO-OH or 4.5 mg TEMPO-M (24 mmol) in 30 mL tetrahydrofuran was 

added dropwise to the aqueous reaction mixture, which was then removed from the ice bath and 

allowed to react overnight at room temperature. The reaction mixture was then dissolved in 200 

mL of water, and it was extracted with 600 mL ethyl acetate. The organic layer was then washed 

with water followed by a saturated sodium chloride in water solution. The organic layer was then 

dried with magnesium sulfate, filtered, and then evaporated to yield a red liquid. This liquid was 

dried under vacuum while being heated to 60 °C until bubbling ceased. Following this, the product 

was purified using column chromatography with a silica gel column and an 8:1 (by volume) 

hexanes/ethyl acetate mixture as the eluent. For TEO, the eluent was collected as soon as a red 

color appeared and then for 400 mL afterwards. The product was dried in a vacuum oven overnight 

to yield a crystalline red solid. For TEO-M, the first 100 mL of eluent were collected and dried in 

a vacuum oven overnight to yield a colorless liquid. 

Synthesis of poly(4-glycidyloxy-2,2,6,6-tetramethylpiperidin-1-oxyl-co-1-methoxy-4-
glycidyloxy-2,2,6,6-tetramethylpiperidine) (PTEO, PTEO-X, and PTEO-M) 

5.0 mg of potassium tert-butoxide were massed in a 7 mL vial in a nitrogen atmosphere 

glovebox. To this, an appropriate mixture of TEO and TEO-M totaling 250 mg were added. This 

was allowed to stir at room temperature for 5 minutes, followed by 80°C for 2 h inside the glovebox. 

After the reaction was finished, the product was removed from the glovebox and the reaction 

mixture was dissolved in dichloromethane. The dissolved reaction mixture was washed with water 

followed by a saturated sodium chloride in water solution. The organic phase was then dried using 
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magnesium sulfate, filtered, and evaporated under vacuum to yield an oily residue (varying in 

color from red to colorless with decreasing TEO/TEO-M ratio). Following this, a mixture of 5 mL 

water and 400 mL inhibitor-free tetrahydrofuran was prepared (inhibitor-free THF must be used 

as the inhibitors commonly used in THF will react with the TEMPO moieties). Approximately 5 

mL of this solution were added to the raw product and it was dissolved. The product solution was 

then added to a membrane filter bag (1 kDa cutoff) which was then placed in a jar with the rest of 

the THF/water mixture. Up to 2 bags were placed in each jar. This was allowed to stir gently for 

24 hrs. After this, the liquid outside the membrane was exchanged for fresh liquid. This was 

repeated a total of 3 times. After this, the liquid in the membrane bag was transferred to a vial, the 

solvent was removed, and the product dried overnight in a vacuum oven to yield the final polymer 

product.  

Nuclear Magnetic Resonance (NMR) Spectroscopy 

 1H NMR spectra were obtained using a Bruker DRX500 spectrometer. Samples were 

dissolved in either deuterated chloroform or deuterated dimethyl sulfoxide at a concentration of 8 

mg sample in 0.5 mL solvent (~1% polymer, by weight). 

Differential Scanning Calorimetry (DSC) Measurements 

 DSC measurements were performed using a TA Instruments Q20 Series differential 

scanning calorimeter. Hermetically-sealed pans for differential scanning calorimetry were 

obtained from Fisher Scientific (product number NC9553081). To prepare the sample, 

approximately 5 mg of polymer were massed into a sample pan, which was then outfitted with a 

lid and sealed using a TA Instruments Tzero sample press as per the standard procedure. An empty 

pan was also prepared as a reference sample. For the actual measurement, the sample was heated 

to 100 °C, held isothermally for 5 minutes, then cooled to –50 °C at a rate of 10 °C min-1 while the 

heat flow was monitored. A second heating and cooling cycle was performed, followed by the 

sample being returned to room temperature. The precise glass transition temperature (Tg) was 

determined by fitting the second scan using TA Analysis software. 
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Size-Exclusion Chromatography (SEC) Measurements 

 SEC measurements were carried out using an Agilent Technologies 1260 Infinity 

chromatograph equipped with a HP G1362A refractive index detector and a set of PLgel 5 µm 

MIXED-C columns. Polystyrene standards obtained from Agilent with known molecular weight 

values ranging from 1 to 200 kg mol-1 were used to calibrate the SEC. The mobile phase was THF 

at a temperature of 35 °C flowing at a rate of 1 mL min-1. Samples for SEC analysis were prepared 

by dissolving 10 mg of polymer in 1 mL of inhibitor-free THF followed by filtration. 

Electron Paramagnetic Resonance (EPR) Spectroscopy 

 EPR spectroscopy was carried out using a Bruker EMX EPR spectrometer with 4 mm × 

250 mm quartz tubes acquired from Wilmad-Labglass (prod# 707-SQ-250M). Solutions of the 

PTEO polymers were mixed in chloroform at a concentration of 10 mg polymer per 1 mL solvent, 

then diluted to a concentration of 1 mg mL-1. Then, 0.2 mL of each of the resulting solutions were 

measured using a syringe and added to separate EPR tubes. As a comparison, a solution with a 

final concentration of 0.754 mg mL-1 TEMPO-OH, which gives the same molar concentration of 

TEMPO moieties as the polymer solutions, was also prepared. These solutions were measured at 

a microwave frequency of approximately 9.85 GHz (X-band) with a power of 10 mW, a center 

field of approximately 3515 G, a receiver gain of approximately 50, a modulation frequency of 

100 kHz, a modulation amplitude of 5 G, a conversion time of 20 ms, and a time constant of 

5.12 ms. 

Electrical Conductivity Measurements (still to be performed) 

 Boron-doped silicon wafers with a 300 nm thermally-grown layer oxide obtained from 

Silicon Valley Microelectronics were diced into 13.6 mm × 15.6 mm chips. Within a cleanroom, 

these substrate chips were cleaned by immersing in a 2:1 v/v mixture of sulfuric acid and 30 wt% 

hydrogen peroxide solution for 20 minutes to remove any organic residues. The substrates were 

then rinsed with deionized water and allowed to dry on a hot plate set to 100 °C for 60 s. A 

poly(methyl methacrylate) (PMMA) electron-beam resist (Kayaku Advanced Materials product 

number 495k A4) was spun-coat onto the substrates at a speed of 2000 rpm for 60 s followed by 

annealing at 180 °C for 5 minutes on a hot plate to create a 200 nm thick film as verified by 
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profilometry measurements. These substrates were then removed from the clean room and 

patterned using a Raith eLINE Plus electron beam writer. The patterning parameters were as 

follows: energy = 20 keV, aperture width = 30 μm, area dose = 250 μC cm-2, working area = 

100 μm, area step size = 10 nm × 10 nm. The substrates were patterned such that a channel width 

of 500 μm and a channel length of 500 nm were achieved. Following patterning, the e-beam resist 

was developed by immersing the samples in a 3:1 v/v mixture of isopropanol and methyl isobutyl 

ketone for precisely 60 s, followed by rinsing in isopropanol and drying. Using an MBraun thermal 

evaporator, titanium (5 nm) and gold (45 nm) layers were deposited on the developed substrates. 

The residual resist was then removed via ultrasonication in acetone for 30 min to yield substrates 

with gold bottom contacts patterned in the appropriate shape. The dimensions of the individual 

channels were verified using scanning electron microscopy, and the conductivity of the bare 

patterned electrodes were checked to verify that no conductivity was seen. 

 To measure the electrical conductivity using the patterned electrodes, solutions of 50 mg 

PTEO-X per 1 mL chloroform were prepared in an inert atmosphere glovebox and allowed to stir 

for at least an hour. Following this, the solutions were each spun-coat onto a patterned substrate at 

2000 rpm for 60 s. The samples were annealed at 80 °C for 2 h, following which the conductivity 

was measured under vacuum in a Lakeshore Cryotronics Model TTPX probe station with a 

Keithley 2400 Sourcemeter. To do this, the voltage across the channel was swept from –1 V to 

+1 V and the current recorded, with the conductivity calculated using these data. 

8.1.2 Results and Discussion 

 Synthesis of the protected species was successful, as indicated by the NMR spectra shown 

in Figure 8.1. Polymerization of TEO-M was also successful, as well as copolymerization with 

TEO. However, consistency in the polymerization was lacking. It can be seen from the SEC traces 

shown in Figure 8.2 that the molecular weights vary rather significantly between batches. This 

does not appear to be a result of any interaction between the radicals, as the molecular weight is 

uncorrelated with the active fraction (Figure 8.2b). Significant variance was also seen in the glass 

transition temperatures measured for selected copolymers (Figure 8.3). However, in all cases, the 

molecular weight was at least as high as what was observed in previous reports, which would 

indicate that the fully active polymer should show a single peak. Additionally, the glass transition 

temperature remains below room temperature, meaning that the materials can be thermally 
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annealed without degradation. Therefore, the material synthesized should be sufficient for studying 

the effects of radical density on the given polymers. All results are compiled in Table 8.1. 

 

 

Figure 8.1. H1-NMR Spectra of (a) TEMPO-M and (b) TEO-M. 

 

 

Figure 8.2. (a) Molecular weight distributions of all PTEO copolymers derived from SEC traces. 
(b) Number-average and weight-average molecular weights (Mn and Mw, respectively) and 
dispersity (Đ) values of all copolymers. 
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Figure 8.3. Differential Scanning Calorimetry data of PTEO copolymer blends. (a) full data range 
showing heat flow between -40 °C and 100 °C. (b) Zoomed in data showing glass transition 
temperature (Tg). 

Table 8.1. Summary of Synthesis Information. 

Nominal 
Percent 

EPR Integration 
(/TEMPO) 

EPR Integration 
(/PTEO-100) 

Mn 
(g/mol) 

Mw 
(g/mol) 

Dispersity Tg (°C) 

0 0% 0% 1313 2007 1.528 -27.5 
10 9% 11% 2302 3797 1.65 -0.3 
20 18% 22% 2737 4755 1.737   
30 25% 31% 5795 14060 2.427   
40 30% 37% 2550 3980 1.561   
50 (A) 42% 52% 3437 6947 2.021   
50 (B) 35% 44% 4243 10460 2.465   
60 49% 60% 4073 8778 2.155 -0.6 
70 (A) 47% 58% 3633 7620 2.097   
70 (B) 48% 59% 4694 10930 2.327   
80 53% 65% 4671 11080 2.371 8.6 
90 57% 70%         
100 81% 100% 4357 9675 2.221 -7.4 

 

 Figure 8.4a shows the EPR spectra of the observed polymers. As the radical content is 

decreased, the single peak corresponding to the polymer decreases in intensity giving way to the 

triple peak associated with the isolated monomer, starting between a nominal radical concentration 

of 70-80%. As with other reports in the literature, the intermediate shapes appear to be a sum of 

contributions from the monomer and polymer components.8 However, as seen in Figure 8.4b, the 

actual radical concentrations appear to be significantly lower than the nominal values (see second 
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column in Table 8.1). This is seen even for the nominally 100% active radical, suggesting that the 

radical content is decreasing during the synthesis, and it is due to something other than the presence 

of the quenched species. 

 

 

Figure 8.4. (a) EPR derivative spectra of the PTEO copolymers. Here, the transition from a 
primarily Lorentzian lineshape of the polymer to the triple Lorentzian lineshape of the monomer 
can be observed. The inset shows the monomer signal is visible as a shoulder on the main polymer 
peak at nominal concentrations below 80%, with some seen in 90% due to monomer impurity. (b) 
Integrated EPR spectra normalized to the integration of an equimolar TEMPO solution.  

 Unfortunately, attempts to measure the conductivity of the copolymers have been 

unsuccessful. This is likely due to the actual radical content being lower than the nominal value. 

As mentioned before, the previous report suggests the critical concentration of active radical sites 

needed to observe high conductivity lies somewhere between 70 and 90%.1 These results suggest 

81% as a new lower bound. However, this concentration must be surpassed in order to find the 

appropriate cutoff point, as well as to ensure that the EPR data truly reflect the radical content seen. 

The synthesis procedure follows that described in literature reports where nearly 100% of the 

radical sites survive the polymerization.1,12,13 At present, the cause of this discrepancy is not 

understood. Therefore, troubleshooting of the synthesis procedure needs to occur to ensure that the 

necessary radical content is achieved. When this is accomplished, resynthesizing the copolymers 

and measuring their conductivity according to the outlined procedure will complete the 

experimental work for this study. 
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 The ultimate goal of this study is to compare the electronic interactions that govern the 

change in the observed EPR spectrum with those that govern charge transport in the polymer. 

Therefore, this project will also include a significant theoretical component. Using computational 

chemistry tools, the EPR spectrum for a given configuration of TEMPO moieties can be predicted. 

Matching these predicted spectra with experimental data will provide insight into the molecular 

configuration of the polymer. This will allow for two potential routes towards improving the 

computational predictions of the high conductivity state. First, the electron transfer rates between 

the radical sites can be calculated, which will allow the effect on the charge mobility as the density 

of these sites decreases to be quantified. Second, a more accurate picture of the behavior of the 

defect sites will be achieved. This will further elucidate the role that the defect sites play in 

ultimately breaking the charge transport network. With these tools, it will be possible to undertake 

computational studies of a wide range of novel molecular systems, allowing for more precise 

design of next-generation high-performance conducting open-shell polymers to be realized. 

8.2 Dielectric Spectroscopy of Model Compounds 

 The novel analysis technique described in Chapter 7 of this manuscript has the potential to 

offer greater insight that will bridge the macroscopic and microscopic views of glassy relaxation. 

At present, however, the technique is merely a new lens through which to view the data. A 

theoretical model describing what these results mean and how they tie into microscopic 

phenomena has not yet been developed. For that to occur, it is essential to understand how changes 

in the molecular structure of a material will manifest themselves in the calculated relaxation 

spectrum. By making these changes in a systematic way, it may be possible to isolate which parts 

of the spectrum are related to which parts of the molecule, which is an important first step in 

developing a theory. 

 The analysis technique described in Chapter 7 has been applied to a loosely-crosslinked 

bisphenol-A thermoset epoxy.14 The molecular feature that arguably has the greatest impact on the 

mechanical properties of a thermoset is the crosslink density. The epoxide component is 

commercially available in a wide variety of molecular weights, which makes altering the crosslink 

density a straightforward procedure. Therefore, understanding the impact of crosslink density on 

the observed relaxation spectra is the logical next step for understanding the material. Previous 

reports have implicated crankshaft motion of the hydroxyether linkages between bisphenol-A units 
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as well as distortion of the diphenylpropane moieties as contributing to the γ process using a similar 

procedure.15,16 However, these reports only utilized mechanical relaxation spectroscopy at a single 

frequency to measure the response. As the response shows significant variation at differing 

frequencies, the wider frequency window granted by dielectric spectroscopy will give a much 

broader view on the effect that varying crosslinking density has on the relaxation processes. 

Combined with the novel analysis technique, there is the potential to gain a much richer view of 

the microscopic processes underlying relaxation behaviors seen in the epoxy networks. 

 One significant issue that was encountered when measuring the dielectric response of the 

epoxy series was the ionic conductivity of the material. Unfortunately, the response due to the 

alpha process was drowned out by the conductance, which made it impossible to perform the 

highly quantitative analysis. Efforts to purify the material were unsuccessful. Further attempts to 

subtract off the conductance response from the response curves were also unsuccessful, as the 

signal-to-noise ratio was far too high. Therefore, to get a clear picture of the dielectric alpha 

response, it is necessary to investigate materials where the conductance is low enough so as to not 

interfere with the alpha response. Fortunately, poly(propylene sulfide) has been observed to show 

very low ionic conductance.17 While synthesis has proven challenging, we have successfully 

gathered preliminary data that confirms the separation. This material will allow the alpha response 

to be characterized in full, and therefore prove invaluable for guiding future theoretical efforts.  

8.3 Impedance Spectroscopy of PTEO 

The high conductivity of PTEO comes with the caveat that it is only observed over 

distances of 600 nm or less.1 Not much is known about what limits the extent of the highly 

conductive region, aside from the fact that the highly conductive region contains an aggregation 

of TEMPO moieties that is likely disrupted after some characteristic length. Gaining a better 

understanding of the nature of these aggregates, such as how long they take to form, how dense 

they are throughout the material, and whether or not they can be made larger would prove 

invaluable for fully realizing the potential of radical polymers as electronically conductive 

materials. Both dielectric spectroscopy and impedance spectroscopy potentially provide a tool for 

examining these effects. By studying conduction on a variety of timescales during formation of 

these aggregates, it may be possible to observe their formation in real time as well as the 

heterogeneity in the charge transport of the material. 
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Dielectric spectroscopy provides a means by which the material’s frequency-dependent 

impedance can be characterized on the 100 μm length scale. However, probing scales significantly 

smaller than that is problematic for the standard parallel plate geometry utilized in dielectric 

spectroscopy, due to a lack of robust spacers of that size. Therefore, the most practical route 

forward is to perform similar measurements on a sample using an in-plane geometry with a probe 

station. While such a measurement will not provide the same level of precision as a parallel plate 

sample in a sample holder with active electronics, it will allow for considerably greater flexibility 

in terms of the device geometry. By patterning contacts using the standard electron beam 

lithography procedure, any length scale or device setup can be probed. This will enable the 

dielectric and conductive responses to be observed on many length and time scales, which will 

hopefully provide insight into the microscopic phenomena that result in the high conductivity. 

Some practical considerations exist for this experiment. Standard Si/SiO2 wafers will not 

work for this measurement. The reason is that an alternating current in the conductive silicon layer 

will be generated driven by the applied alternating voltage and, due to the high capacitance of the 

SiO2 layer and higher conductivity of silicon versus that of PTEO, will significantly contaminate 

the measurement. Therefore, the substrate must be an insulator whose dielectric properties are 

relatively invariant with temperature, such as glass. The issue with using an insulating substrate is 

that it complicates electron-beam patterning, as the charges cannot dissipate and build up, quickly 

preventing precise imaging on the surface. Fortunately, addition of a conductive material to the 

surface of the resist allows for patterning. While many practical issues must be resolved with the 

introduction of an extra layer in the sample, fabrication of a PTEO device on an insulating substrate 

would allow for impedance spectroscopy to be performed on the material, which would provide 

insights into the formation of its conductive aggregates. 

8.4 Intramolecular Fluorescence Quenching Experiments 

 The results described in Chapter 4 have established the mechanism of fluorescence 

quenching of a model conjugated polymer by various radical species. However, many questions 

remain. Precise quantitative comparison of the quenching constants for each radical species was 

impeded by the inner filter effect, which required significant correction. This effect also precluded 

the use of solution-phase transient absorption measurements to compare the quenching effect in 

solution and in the thin film phase. Furthermore, while the quenching mechanism was assigned to 
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an energy transfer, no explicit effort was made to distinguish between Förster Resonant transfer 

and Dexter transfer, which would require controlling the distance between the radical and quencher 

and observing its effect on quenching. Finally, no effort was made to control the thin-film 

morphology of the solid-state P3HT-radical blends, which could potentially have a large impact 

on the observed results. One way to accomplish all of these goals is to covalently link the radical 

quencher molecules to the fluorophore, which could be accomplished by end-capping the polymer 

with a radical-labelled molecule. This methodology has been used in the past to study P3HT-

PCBM interactions,18–20 as well as for distinguishing different quenching mechanisms.21,22 In 

addition to facilitating and controlling the interactions between P3HT and the quencher radicals, 

the morphology of the P3HT-Quencher molecules in a thin film can be more easily controlled, 

allowing for a variety of nanostructures to be generated with improved properties for device 

applications. Further study of these covalently linked pairs would enrich the understanding of the 

interactions and provide a means by which they could potentially be controlled and adapted to a 

variety of situations. 

8.5 Protecting P3HT Transistors from Photodegradation with the PTIO Radical 

P3HT, like many other conjugated materials, is known to be photosensitive, and its 

sensitivity to oxygen is greatly increased in the presence of light.23 As practical applications of 

organic electronics require environmental stability, it is essential that materials and composites 

which are resistant to photodegradation be developed. One potential approach is through 

quenching the excited state of the material. This approach has been exploited for Pentacene, where 

the material’s lifetime under illumination can be increased from a few minutes to over a day in 

solution.24,25 With this approach and the results from Chapter 4 of this work, it is reasonable to 

hypothesize that a P3HT film doped with either the galvinoxyl or PTIO radicals would show 

greater photostability than a pristine film. However, the results from Chapter 5 of this work show 

that doping with the galvinoxyl radical affects the charge transport properties of the P3HT polymer. 

Therefore, the choice of radical should be informed by considerations of the radical’s effectiveness 

at preventing photodegradation as well as its effects on the end use application of the material. 

While doping with the galvinoxyl radical changes the electronic behavior of P3HT, the 

presence of the PTIO radical is benign. Therefore, for OFET applications, this presents a clear way 

to enhance the photostability of the material without negating its performance as a transistor. That 
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is, the PTIO radical, by quenching the excited states in the P3HT, should act to protect it from 

photodegradation. Testing this hypothesis will be straightforward. Simply comparing the 

performance of a pristine P3HT OFET with a P3HT OFET doped with the PTIO radical over the 

course of several days will allow the degree to which the radical protects the host material to be 

ascertained. Additionally, the effect at different concentrations of the radical should be determined, 

so that the optimal loading of the radical that will enhance the stability without unacceptably 

harming the performance can be established. While this approach will likely require a greater 

loading than covalently bonding the radical moiety, it is also more facile to implement, and 

potentially applicable to a variety of conjugated polymer systems. Furthermore, as the 

compatibility of each radical species with different conjugated polymers may differ, this approach 

will provide a methodology for screening the radicals and quickly testing out new combinations 

as new materials continue to be developed. 
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