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ABSTRACT

Xu, Shaoyuan Ph.D., Purdue University, August 2020. Content Understanding for
Imaging Systems: Page Classification, Fading Detection, Emotion Recognition, and
Saliency Based Image Quality Assessment and Cropping. Major Professor: Jan P.
Allebach.

This thesis consists of four sections which are related with four research projects.

The first section is about Page Classification. In this section, we extend our

previous approach which could classify 3 classes of pages: Text, Picture and Mixed,

to 5 classes which are: Text, Picture, Mixed, Receipt and Highlight. We first design

new features to define those two new classes and then use DAG-SVM to classify those

5 classes of images. Based on the results, our algorithm performs well and is able to

classify 5 types of pages.

The second section is about Fading Detection. In this section, we develop an

algorithm that can automatically detect fading for both text and non-text region.

For text region, we first do global alignment and then perform local alignment. After

that, we create a 3D color node system, assign each connected component to a color

node and get the color difference between raster page connected component and

scanned page connected. For non-text region, after global alignment, we divide the

page into ”super pixels” and get the color difference between raster super pixels and

testing super pixels. Compared with the traditional method that uses a diagnostic

page, our method is more efficient and effective.

The third section is about CNN Based Emotion Recognition. In this section, we

build our own emotion recognition classification and regression system from scratch.

It includes data set collection, data preprocessing , model training and testing. We

extend the model to real-time video application and it performs accurately and

smoothly. We also try another approach of solving the emotion recognition prob-
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lem using Facial Action Unit detection. By extracting Facial Land Mark features

and adopting SVM training framework, the Facial Action Unit approach achieves

comparable accuracy to the CNN based approach.

The forth section is about Saliency Based Image Quality Assessment and Crop-

ping. In this section, we propose a method of doing image quality assessment and

recomposition with the help of image saliency information. Saliency is the remarkable

region of an image that attracts people’s attention easily and naturally. By showing

everyday examples as well as our experimental results, we demonstrate the fact that,

utilizing the saliency information will be beneficial for both tasks.
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1. INTRODUCTION

This thesis aims to address four problems: Page Classification, Fading Detection,

Emotion Recognition and Image Quality Assessment and Cropping.

1.1 Page Classification for Print Imaging Pipeline

Digital copiers and printers are widely used nowadays. One of the most important

things people care about is copying or printing quality. Different defects may have

different degree of influence on different types of pages. So we need to classify pages

after we print or scan them. In order to improve it, we previously came up with an

SVM-based classification method to classify images with only text, only pictures or a

mixture of both based on the fact that modern copiers and printers are equipped with

processing pipelines designed specifically for different kinds of images [1]. However,

in some other applications, we need to distinguish more than three classes. In the

next chapter, we develop a more advanced SVM-based classification method using

four more new features to classify 5 types of images which are text, picture, mixed,

receipt and highlight.

1.2 Color Fading Detection in Customer’s Printed Content

People use printers in daily life and one of the most important quality criterion is

the fading level of a printed page. If the pages being printed page show fading, people

need to change the cartridges as soon as possible. Traditionally, fading detection is

done by manually referring to the first several printed pages known as the Raster

Page. But this approach requires tremendous labor cost as well as time. In order to

be able to do automatic fading detection, in Chapter 3, we come up with an approach
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to detect fading based on the color difference between the printed pages and the raster

page.

1.3 Emotion Recognition Using Convolutional Neural Networks

Emotion plays an important role in daily life, as it helps people better communi-

cate with and understand each other more efficiently. Two mainstream approaches of

detecting people’s emotions are through facial expressions and voice while automatic

facial expression detection algorithm is more straight forward and highly desired. In

Chapter 4, we develop an emotion recognition system that can do both still images

and real-time (video) emotion recognition using convolutional neural networks. Ba-

sically, peoples facial expressions can be classified into 7 categories: Angry, Disgust,

Fear, Happy, Neutral, Sad and Surprise. For a certain image or a real-time video, our

system can show the classification results for all of the 7 emotions. We test the system

on 2 data sets and the accuracies are above 80% and the real-time testing performs

well so we successfully show the feasibility of implementing convolutional neural net-

works in real time to detect emotions. In addition, we validate that, Facial Action

Unit detection is also a promising option of accomplishing emotion recognition.

1.4 Saliency Based Image Quality Assessment and Cropping

Analyzing images’ quality and aesthetics has become an increasingly demanding

research topic since the usage of mobile phones and social media has been rapidly

increasing. Traditional methods of evaluating an image as a whole is biased. In

Chapter 5, we propose an image quality assessment and cropping pipeline based on

saliency information. For image quality assessment, we first do saliency detection on

the testing image. Then we split the image into patches. The final image quality score

is assessed as the average of all salient patches quality scores. For image cropping

problem, saliency detection is also applied in the first place. Candidate crops are then

generated based on the saliency bounding boxes. Our final resulting crops are guar-
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anteed to contain all saliency information. Trained with deeper network structures

and tested with more advanced algorithms, both of our proposed pipelines achieve

state-of-the-art results.
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2. PAGE CLASSIFICATION FOR PRINT IMAGING

PIPELINE

2.1 Introduction

2.1.1 General Introduction of the Project

In everyday life, people have all kinds of images which they want to scan or print.

That is why digital copiers or all-in-one printers are needed. And one of the most

important things people care about is the printing quality of digital copiers or all-in-

one printers.

In order to optimally process different kinds of input images, modern copiers and

printers possess multiple processing pipelines. Each one of these pipelines are designed

specifically for one type of image based on their unique features. For text images,

we require the text area to have clear, sharp edges and also high contrast. But for

picture images, we do not want them to have high contrast. Instead, we want them

to be more blurred. If an image is copied or printed by the right pipeline, people will

get the image of the best quality. However, if an image is copied or printed by the

wrong pipeline, the image of significantly bad quality will be produced. For example,

if a text image is processed by a picture pipeline, the text area in the output image

will have blurred edges and comparably low contrast which is not satisfactory [2].

Figure 2.1 illustrates an example that a text image is processed by both picture and

text pipelines. It is obvious that the text image is more clear and has better edge

sharpness when it is processed by a text pipeline which is more desirable. So in order

to increase the copying or printing quality, we want to come up with a method to

classify the images going into copiers or printers and process them in different ways.

According to the previous research work done by Cheng Lu from our group, we have
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already had a SVM-based classification method to classify three types of images: text,

picture and mixed and we have three features to train the classifiers [1]. In this paper,

we develop four new features to classify two new image classes which are highlight

and receipt.

In this chapter1, we develop four new features to classify two new image classes

which are highlight and receipt.

For the rest of Section 2.1, we introduce five types of images and the related

work. Section 2.2 describes four new features. Section 2.3 describes the classification

structure as well as the feature selection. Experiment results are included in Section

2.4 and finally Section 2.5 is the conclusion of the paper.

Fig. 2.1.: Image quality of original image/picture mode image/text mode image.

2.1.2 Five Types of Images

We classify all images into five classes which are shown in Figure 2.2: Text, Picture,

Mixed, Receipt and Highlight to reach optimal printing quality. And misclassification

may cause image quality degradation. Text images contain only text. Picture images

contain only pictures. Mixed images contain both text and pictures. Receipt images

contain scanned receipts and Highlight images contain highlighted text or pictures.

All the input images are scanned at 300 dots per inch (dpi) and the output result is

one of the five classes.

Note that the receipt class and the highlight class are newly added. Receipt class

represents a type of document images which have very low contrast and faded text

1Research supported by HP Inc., Boise, ID 83714.
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which is shown in Figure 2.2(d). Its corresponding processing pipeline needs very

strong contrast enhancement and text recovery to guarantee the readability of the

copy [3] [4]. Compared with example given in Figure 2.1, receipt type needs even

stronger enhancement for better quality. Highlight class typically contains colors

that are more saturated compared with color in the natural images. An example is

people using fluorescent pen to highlight text line in a document image. Highlighters

usually produce very saturated color in order to attract the attention of readers.

However, these saturated colors [5] [6] are sometimes difficult to be captured by the

scanning devices. Or they are sensed as less saturated colors by the scanner. Figure

2.2(e) shows an captured image with highlight colors, which illustrates the vision

of our device when sensing those colors. We can tell the colors in the upper half

of the image are very weak from the view of scanners which is not desirable, but

colors in the lower half are much more visible. So if we can tell the input image is

a highlighted text document, we can produce more saturated color when generating

output to match the appearance of actual highlighter ink. This can improve the user

experience when copying highlighted document pages for better readability while at

the same time preserving important area in the page.

2.1.3 Related Work

There has been a significant amount of research work done by Cheng Lu from

our group which is related with an SVM-based classification [7] of three types of

images: text, picture and mixed. And he has already developed four features which

are Histogram Flatness Score, Color Variability Score, Text Edge Count and Text

Color Variance to train the classifiers. For the first feature which is the Histogram

Flatness Score, typically, the histogram for a text image tends to have sharper and

narrower peaks than the histogram for a non-text image such as a picture image. For

the second feature which is the Color Variability Score, it is reasonable to assume that

the non-text region of a text document contains only a few gray level values. So we



7

(a) Sample text image. (b) Sample picture image. (c) Sample mixed image.

(d) Sample receipt image. (e) Sample highlight image.

Fig. 2.2.: Five types of images.

build a block-mean histogram for the image to calculate a Color Variability Score. For

the third feature which is the Text Edge Count, we calculate the number of text edges

in an image based on the fact that the number of text edges in a text image is more

than it is in a picture image. And for the last feature which is the Text Color Variance,

we assume that text pixels in one image should have close luminance intensity values.

Large variance in a certain area suggests that its a non-text region [1].

The new features are developed based on these four old features.
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2.2 Features

2.2.1 Chroma Histogram Flatness

Although both natural images and highlighted text have chroma information, a

very significant difference between natural color image and highlight text is that

highlighted text tends to include only one or few color while natural images have

richer color information. This can be illustrated in Figure 2.3 where we can find only

pink in highlighted text image while chroma in natural image is very rich. Then we

need a numerical value to represents this difference.

In Section 2.1.3, we introduce the Histogram Flatness Score in the luminance chan-

nel and it assumes that a text image has more peaky histogram. Similarly, if we build

a histogram for a highlighted text in chroma space, we can expect that there is a sin-

gle or few peaks, while the histogram for a natural image is more flat. Different from

luminance histogram, chroma histogram is two-dimensional. Since our input image

can be either RGB or LCH color space, we need to build histograms correspondingly.

For RGB input, we transform it into YUV space and build a histogram on UV plane.

For LCH input, we can build a histogram on CH space directly. As shown in Figure

2.4(a), UV space is in Cartesian coordinate system so we can uniformly partition it

into 8×8 areas and build a histogram based on that. However, CH space is described

in polar coordinate system so we need to partition it differently. We uniformly divide

the hue and chroma into 8 segments respectively, and thus giving us 64 areas which

are not uniform in terms of space. LCH partition for building histogram is shown in

Figure 2.4(b). For every input image, we cut it into 32×32-pixel blocks and build a

histogram for pixels in the block i which is denoted as hi. The Chroma Histogram

Flatness for the block i is denoted as fi which is shown below:

fi =

N

√∏N−1
n=0 hi(n)∑N−1

n=0 hi(n)

N

(2.1)
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which is the geometric mean over the arithmetic where N = 60 for YUV and

N = 56 for LCH in our case. It is worth noticing that we do not use all the bins

of histogram to calculate fi. That is because we should only focus on the chroma

flatness and exclude those areas which are close to gray. Highlight-text will also have

very low flatness if we consider those gray pixels which correspond to black text and

white background. For YUV space, we ignore the central 4 bins and for LCH space

we ignore the central 8 bins that are inside the smallest circle.

The Chroma Histogram Flatness F for the entire image is define as maximum fi

of all blocks in the image:

F = max(fi) (2.2)

Because we do not expect seeing flat histogram of any block in the highlighted

text image.

2.2.2 Chroma Around Text

On top of Chroma Histogram Flatness, we design another feature to detect chroma

information of highlighted text image. Typically, we can expect that people use high-

lighter to emphasize text information, which means text strokes are usually covered

and surrounded by highlight colors as shown in Figure 2.5. However for natural im-

ages, chroma information does not necessarily exists around edges. Given the fact,

we can try to detect if there is chroma existence along the text edges in the image.

To find chroma around text strokes, we first need to find text edges in the image

blocks. We follow the method introduced in Sec. 2.1.3 to find text edges. However,

we need to note that reverse contrast text should not be considered any more. That

is because it is rare that people mark light text with darker highlight which will cause

poor readability. After finding a text edge, we search along its luminance increase

direction to find if there is any chroma existence. Then we calculate chroma strength
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(a) Natural image. (b) Highlighted text.

Fig. 2.3.: Natural image v.s. Highlighted text.

(c) for two pixels along the luminance increase direction outside of text edge. In YUV

space, chroma strength of a target pixel at position of (m, n) is defined as

c(m,n) = u(m,n) + v(m,n) (2.3)

Note that we use simple summation of u and v here as approximation for faster

computation. In case of LCH space, chroma strength is equivalent to c(m,n). The

process can be illustrated in Figure 2.6 after finding a text edge.

Similarly, we cut the input image into blocks with 32×32 pixels and then find

c(m,n) for all pixels outside text edges. Chroma Around Text (ci) of a block i is

defined as:
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ci =
mean(c(m,n))

std(c(m,n))
(2.4)

We also consider standard deviation of c(m,n) because highlight should be con-

sistent in a single block. Small std(c(m,n)) indicates that this block is more likely to

contain highlight color. Similarly, chroma around text (C) of an image is defined as

the maximum value of ci of all blocks:

C = max(ci) (2.5)

2.2.3 Color Block Ratio

Chroma Flatness and Chroma Around Text together can provide good discrimina-

tive power for detecting highlight image. However, they are not capable of handling

text image with color background. One such example is given in Fig. 2.7. Accord-

ing to our feature design in Sec. 2.2.1 and Sec. 2.2.2, both features would strongly

(a) YUV space partition. (b) LCH space partition.

Fig. 2.4.: LUV and LCH color space histogram.
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Fig. 2.5.: Highlighted colors around text.

(a) Horizontal direction. (b) Vertical direction.

Fig. 2.6.: Calculate c(m, n) of two pixels which are cover by blue.

indicate that Figure 2.7 should be classified as highlighted text image. It is because

both features only focus on local chroma and ignore global information.

To address this problem, we introduce another feature called Color Block Ratio.

We calculate the number of color pixels in every 32×32-pixel block. A pixel is defined

as color if its chroma strength is greater than a threshold value Tc = 10. The chroma

strength is defined in Equation 2.3 for YUV space. In LCH space is simply C channel.

A block i is considered a color block if 10% of its pixels are colored. We set mi = 1 if

the block is colored otherwise mi = 0. Color block ratio (Rc) of an image is defined

as:
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Fig. 2.7.: Text with yellow background.

Rc =

∑
mi∑
i

(2.6)

2.2.4 White Block Ratio

Compared with text image, receipt typically only occupies a small part of area on

flat-bed scanner. An example is given in Figure 2.2 which shows that a scanned receipt
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only occupies upper-left corner of the plane. Utilizing this difference, we design the

White Block Ratio feature. Again, we cut the input image into 32×32-pixel blocks.

For each block i, we check if 95% of the pixels have luminance value which is larger

than 230. If this is true, we consider this block to be a white block with wi = 1,

otherwise we set wi = 0. White block ratio (Rw) of an image is defined as:

Rw =

∑
wi∑
i

(2.7)

2.3 Classification

2.3.1 Classification Structure

In order to make a more balanced multi-class classification and for easier tuning,

we apply Directed Acyclic Graph-Support Vector Machine (DAG-SVM) [8] to solve

the problem. DAG-SVM is a tree-structured classification method that capable of

making multi-class classification. Instead of making one vs rest decision, it tentatively

make one vs one decision which allows more judgement from lower nodes. DAG-SVM

classifiers that we use are shown in Figure 2.8:

In our case, class 1 stands for mix, class 2 stands for text, class 3 stands for picture,

class 4 stands for receipt and finally class 5 stands for highlight. It first decides if the

input image is non-mix or non-highlight. If the image is classified as non-mix, then it

is sent to the right node, otherwise it is sent to the left node. And the whole process

goes from the top all the way to the bottom of the tree-structure.

2.3.2 Feature Selection

We introduce four new features to classify receipt and highlight. Together with

the features we previously developed, we can represent each image k with a feature

vector fk ∈ R8. However, we need to evaluate the contribution of each feature to the
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Fig. 2.8.: Tree structure of DAG-SVM.

classification. To test the impact of each feature on the overall classification accuracy

and time consumption, we adopt the leave-one-out feature selection.

Because misclassifications are not equally weighted, we need to first consider the

metric for feature selection. We define the weighted misclassification rate (Wm) as

below:

Wm =

∑
i,j w(i, j)n(i, j)∑

j n(i, j)
(2.8)

where w(i, j) is the weight of misclassification given in Table 2.2 and n(i, j) is

the number of images in this corresponding entry. To avoid biased measure due to

different size of image set, the weighted sum needs to be normalized by the size of

image set of each type. In our case, we have
∑

j n(i, j) = 100 for all the five types.

But for completeness, we still keep the normalization term in Equation 2.8.

We first evaluate M8
m when we use all 8 features. Then we drop each feature d at

a time and evaluate Md
m. Then the feature impact factor for d is defined as:
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Id =
Md

m −M8
m

M8
m

(2.9)

According to the Equation 2.9, the feature with larger Id is more important to

our classification. Also, we measure the time consumption for each feature and take

average over all the images. The results are shown in Table 2.1:

Table 2.1.: Feature impact factor and time consumption.

Feature Histo-

gram

flatness

Color

vari-

ability

Text

edge

count

Text

color

vari-

ance

Chroma

around

text

Chroma

his-

togram

flatness

White

block

ratio

Color

block

ratio

time(ms) 12.01 12.51 14.97 73.92 36.12 11.45 0.67 0.81

Id 24.61% 13.84% 11.02% 1.9% 10.2% 3.4% 48.43% 13.65%

According to Table 2.1, we find Text Color Variability has the smallest impact

on overall classification accuracy and it consumes most of the time. Subsequently,

we exclude this feature from our application and the final feature vector of an image

k is a 7-dimensional vector fk ∈ R7. This fk serves as the input to the DAG-SVM

classifiers discussed in Section 2.3.1.

2.4 Experimental Results

To test the performance of our designed system, we build an image set which

includes 500 images scanned by flat-bed scanner. Each type of images has 100 images.

Different misclassifications are weighted differently due to its impact to image

quality. Some misclassifications lead to larger image quality degradation and they

should be assigned larger weight. Some other misclassifications cause smaller impact

on image quality and should be assigned lower weight. The weight table of misclas-

sification is shown in Table 2.2:
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Table 2.2.: Weights of misclassifications w(i, j).

Ground

truth

Mix Text Picture Receipt Highlight

Mix 0 3 5 6 4

Text 3 0 10 6 2

Picture 3 10 0 10 15

Receipt 6 8 3 0 8

Highlight 10 10 10 10 0

To test the performance of our proposed algorithm, we conduct leave-one-out cross

validation. We use rbf kernel with σ for every node in Figure 2.8. Then we do exhaus-

tive search for σ and box constraint C to find the best combination that produces the

best cross validation result. The goodness of cross-validation result is measured by

weight misclassification rate (Wm) which is defined in Equation 8. When Wm = W ∗
m

reaches minimum, the corresponding confusion matrix n(i, j) in different color spaces

are given in Table 2.3 and Table 2.4:

2.5 Conclusion

In this chapter, we introduce four new features to handle multi-class classifica-

tion for AIO printer with scanning functionality. It extends the scope of the topic

about the previous research work on SVM-based image classification of three types

of images: text, picture and mix. Our proposed algorithm utilizes the chroma infor-

mation of input image for better classification. Eventually, we use DAG-SVM with
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Table 2.3.: Confusion matrix n(i, j) in YUV space.

Ground

truth

Mix Text Picture Receipt Highlight

Mix 78 5 11 2 4

Text 3 68 0 4 25

Picture 5 0 94 1 0

Receipt 0 3 3 88 6

Highlight 4 8 1 5 82

Table 2.4.: Confusion matrix n(i, j) in LCH space.

Ground

truth

Mix Text Picture Receipt Highlight

Mix 76 6 12 1 5

Text 4 72 0 9 15

Picture 7 0 92 0 1

Receipt 0 6 0 89 5

Highlight 3 14 1 6 76

seven features to classify five classes of images which are text, picture, mixed, receipt

and highlight. And based on the classification result, digital copiers or printers will

produce images with better quality by choosing corresponding processing pipelines.
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3. COLOR FADING DETECTION IN CUSTOMER’S

PRINTED CONTENT

3.1 Introduction

3.1.1 General Introduction of the Project

Print quality (PQ) is one of the most important criterion in printing industry. It

profoundly influence the customers’ user experience. Page quality is degraded when

defects appear on the page which may cause the unsatisfactory of the customers. And

the electrophotographic (EP) process which is widely used in modern laser printer

is susceptible to various print defects. Among them, color fading is one of the most

important defects because it can be detected easily and frequently i.e. whenever one

or more of the cartridges’ toner is low or depleted. An example can be seen in Figure

3.1, the left page is the raster page which is one of the first printed pages when all

of the cartridges are full and the right page is the customer printed page with fading

caused by low toner in black cartridge.

3.1.2 Related Work

The traditional method to detect color fading is using a diagnostic page. In order

to find out whether the cartridges are low of toner or not, the user need to print the

test page and compare it with against the user manual [9]. Although this method

may effectively diagnose a page, it is too time consuming for customers. Rather than

using this approach, we want to come up with an algorithm that can automatically

detect fading while in the mean time, keeps the same effectiveness. Previously, our

lab proposed an algorithm [10] to detect text fading. But the previous work was

unable to detect fading in non-text region. So the first part of this chapter is the
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continuation of the previous work which is the fading detection of the text region.

Then in the second part, we extend the previous algorithm to be able to detect color

fading in non-text region (i.e. image and graphics region) in printed customer content

1.

Fig. 3.1.: Comparison of the raster page and the sample fading page.

3.1.3 Our Approach

In order to detect fading, our approach is to compare user printed page against

the raster page. However, before the two pages are being compared, the printed

page needs to be scanned by a scanning device, and the raster page needs to be

calibrated into the printer’s color space. We also need to make sure that the scanning

device is well calibrated. However, even if the two pages are in the correct color

space, the scanned page can also be spatially misaligned with respect to the raster

1Research supported by HP Inc., Boise, ID 83714.
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page. Therefore, the scanned page needs to be spatially aligned with the raster

page. The same image registration algorithm used in the previous work is also used

in our work which extracts feature points, estimates homography matrix by using

MLESAC or RANSAC, and then transforms the scanned page by the homography

matrix [11] [12] [13] [14] [15] [16].

For the above-mentioned alignment procedure, we name it global registration.

After the global registration, the page is further aligned which we name it local

registration. We first do connected component (CC) analysis [17] [18] to find out all

the CCs in the page. Then template matching is applied [19] for the local registration.

After the image registration, for the text region, we use Otsu’s Thresholding [20]

to binarize each CC and calculate the ∆E which is the L∗a∗b∗ color difference. And

for the non-text region, we propose an algorithm that calculates the ”super pixel”

L∗a∗b∗ value. The value is defined as the average pixel values within a super pixel

block of both the raster page, and the customer scanned page. All super pixels are

clustered based on their colors. When fading occurs, the ∆E of certain color clusters

will increase significantly. This is how fading is detected.

3.2 Text Region Fading Detection

3.2.1 Image Registration

Global Registration

According to the introduction section, it is known that in order to detect fading,

the customer scanned image needs to be compared with the raster image. However,

during the scanning process, the scanned image may be misaligned, as shown in Figure

3.2:

In our case, there may be three different types of distortion which are: Rotation,

Scale and Translation. For Rotation, the image being scanned may not be well aligned

with the scanner. For Scale, the scanned image has smaller dimension than the raster
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(a) Raster image. (b) Misaligned scanned image.

Fig. 3.2.: Comparison between the raster and the misaligned scanned image.

page. The scale depends on the user’s printing setting. A larger page margin will

reduce the dimension of the scanned image. We do not have to consider scale if we

can directly read the scale parameter from the printer setting. Last but not least, for

Translation, even if the scanned image is deskewed and correctly scaled, its position

needs to be aligned with the raster image by translative movement.

Firstly, we use Harris Corner Method [11] to extract feature points from both

raster and scanned images, as shown in Figure 3.3.

After the feature points are detected, a certain feature point in the scanned image

needs to be matched with its correspondence in the raster image. We use the SSD

(Sum Square Difference) as the metric, as shown in Figure 3.4. For each descriptor
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(a) Feature points in the raster image. (b) Feature points in the misaligned scanned image.

Fig. 3.3.: Harris corner feature points in both raster and misaligned scanned image.

in f1, the SSD is calculated relative to all the descriptors in f2. Then we extract the

minimum SSD descriptor in f2, which is considered to be a match to the descriptor

in f1.

Fig. 3.4.: SSD feature matching.

After all feature points are matched, we need to remove the outliers in order to

get the most accurate similarity matrix. RANSAC (Random Sample Consensus) is

applied in our experiment, as shown in Figure 3.5.
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Fig. 3.5.: Description of the RANSAC method.

With all the aforementioned steps, the similarity matrix T, is generated. We then

apply it to the distorted image to get the final aligned image. Figure 3.6 shows the

alignment process.

Fig. 3.6.: Applying the similarity matrix to the distorted image.

Experimental Results

The ”Marketing News” image which is shown in Figure 3.1 is used as an example.

In order to visualize the global registration result more straightforwardly, we use

the difference image to demonstrate the results. A difference image is generated by
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subtracting the aligned image directly from the raster image. Noting that, for a

difference image, the darker the image is, the better it is aligned.

From Figure 3.7, it is observed that, after the global registration, the raster and

the scanned images are mostly aligned.

(a) Before global registration. (b) After global registration.

Fig. 3.7.: Difference images before and after global registration.

Local Registration

After global registration, the image needs to be further aligned to reduce the

pixel-wise error. We perform it by using the CC algorithm. After a scanned image is

globally aligned, we locate all the CCs within both raster and scanned images. The

largest value of cross-validation between the master CC and the test CC is calculated

and it leads to the translation shift. After applying the shift, all CCs will be perfectly

aligned resulting in the alignment of the scanned page.
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More specifically, let cct be a sample CC in the testing image, ccr be its correspon-

dence in the raster image. The way we calculate the shift of cct with respect to ccr is

to evaluate the normalized cross correlation value at each pixel position (i, j) within

cct and ccr. Lets suppose that (i, j) has been shifted by k pixels in the x direction and

l pixels in the y direction. After calculating the normalized cross correlation for cct

and ccr, the shift (kmax, lmax) with the maximum normalized cross correlation value

ρmax indicates the displacement for which the two images will be best aligned. In this

case, (kmax, lmax) is the desired (k, l). As shown in Figure 3.8, after local registration,

the raster image and the scanned image are perfectly aligned.

(a) Before local registration. (b) After local registration.

Fig. 3.8.: Cyan is the scanned image, Magenta is the raster image and Blue is the
overlapping.

3.2.2 Calculating Color Difference

After the global and local registration, we calculate the color difference ∆E in

L∗a∗b∗ color space as given in Equation 3.1:

∆E∗
ab =

√
(L∗

2 − L∗
1)

2 + (a∗2 − a∗1)2 + (b∗2 − b∗1)2 (3.1)

Noting that the previous work does ∆E calculation pixel by pixel, but as Figure

3.9 shows, even if both raster and scanned images are well aligned, because of the

toner scattering phenomenon (toner being emitted on the paper by printing needle
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will spread around its designated position), the pixel-by-pixel based ∆E is still larger

than 5 for non-faded pages. But in common cases, ∆E should be no larger than 2.3

for JND (Just Noticeable Difference). So ∆E should not be calculated in a pixel

based manner.

Fig. 3.9.: Even if both raster and scanned pages are well locally aligned, because of
the toner scattering phenomenon, the pixel-by-pixel based ∆E will still be very large.

Instead, we calculate the ∆E component by component. We first use Otsu’s

Method [20] to threshold all the CC bounding boxes of both raster and scanned

images. Then we apply bounding box enlargement to make sure all of the CC pixels

are in the bounding box. Figure 3.10 shows two examples before and after Otsu’s

Thresholding. Afterwards, we calculate the mean L∗a∗b∗ value of both raster and

scanned images’ CCs and get the ∆E value for that specific CC pair. The final ∆E

value of the image will be the average of all the CCs’ ∆E values.

(a) Letter P before and after Otsu
Thresholding.

(b) Letter L before and after Otsu
Thresholding.

Fig. 3.10.: We will be able to separate foreground and background using Otsu’s
Thresholding.
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Figure 3.11 shows the flowchart of our text fading detection pipeline.

Fig. 3.11.: Text fading detection process.

3.2.3 Experimental Results

In this section, two sets of sample images and their testing results are displayed.

The first set of images are the ”Marketing News”. The ground truth is given that

fading appears at Page 80 and disappears at Page 89. Fading then reappears at Page

178 and lasts until the last page which is Page 188. In order to visualize the fading

more easily, the comparison between the raster page which is Page 1 with the most

faded pages which are Page 88 and Page 186 are displayed. Figure 3.12 and Figure

3.13 show the comparison between the raster page and the most faded pages.

The ground truth is that Magenta and Cyan fades from Page 80 and Black fading

from Page 180 so that we expect to see the ∆E value rising at those page numbers.

The experimental result is shown in Figure 3.14. Noting that for some cases, fading

only appears in part of the image instead of the whole image. So in order to represent

the fading level more accurately, we evenly divide each image into four strips and the

∆E value for the image is the maximum ∆E value of the four strips. It can be

observed that ∆E value rises at Page 80 and reaches its local peak at Page 88, then

it rises again at Page 178 and reaches its local peak at Page 186.

Another set of examples are the ”Durango”. As shown in Figure 3.15, Figure 3.16

and Figure 3.17, We have the ground truth that Magenta and Cyan fading begins

from Page 80, Yellow fading begins from around Page 107 and Black fading begins

from Page 179. We expect to observe ∆E value rising at those three page numbers.
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(a) Raster page: Page 1. (b) Scanned page: Page 88.

Fig. 3.12.: Comparison between the raster page and one of the most faded pages.

Noting that Yellow fading also happens in ”Marketing News” set but since there

is no yellow color in the image, no ∆E value rising is detected in the plot. Figure

3.18 shows the experimental result. The consistency between our result and the

ground truth validates the fact that our algorithm works very well. We also test our

algorithm on several other image sets and the results are promising and accurate.

It can be concluded that our method of detecting text fading works effectively and

efficiently.

3.3 Non-text Region Fading Detection

Even though our text region fading detection algorithm works well, there are two

aspects that need to be improved. One is that we can only observe one or more colors
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(a) Raster page: Page 1. (b) Scanned page: Page 186.

Fig. 3.13.: Comparison between the raster page and one of the most faded pages.

fading at a certain page number, but the color type is unknown. The other one is that

we cannot deal with non-text region fading problem. In this section, we demonstrate

how the two improvements are made.

3.3.1 3D Color Node System

In order to represent different colors, we construct a 3D Color Node System.

Firstly, the three channels of RGB color space is evenly divided into 4 sections by 5

nodes which are 0, 63, 127, 191 and 255. We will have 5× 5× 5 which are 125 nodes

in the RGB coordinate system. Each node represents a specific color. All the nodes

from RGB color space are then converted to L∗a∗b∗ color space as shown in Figure

3.19.
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Fig. 3.14.: ∆E value v.s. page numbers plot.

Now for the L∗a∗b∗ value of each raster image CC, we assign it to one of the

125 nodes based on the minimum Euclidean Distance between the CC L∗a∗b∗ value

and the node L∗a∗b∗ value. For example, a raster CC has the minimum Euclidean

Distance from the 10th node, then this CC is assigned to the color of the 10th node.

The color assignment of the scanned page follows the raster page color assignment.

The corresponding CC has the same node assignment i.e. the corresponding scanned

image CC is also assigned to the 10th node.

The color shift can be easily visualized through the 3D L∗a∗b∗ coordinate system.

As shown in Figure 3.20, which is the color shift for the ”Marketing News” images.

It can be seen that in Page 88, Magenta and Cyan color shift appears and in Page

185, Black color shift takes place.



32

(a) Raster page: Page 1. (b) Testing page: Page 84.

Fig. 3.15.: Comparison between the raster page and the first appeared most faded page.

3.3.2 Object Map

An object map of a raster page tells the printer how this page should be rendered.

An example is provided in Figure 3.21(b), which is the object map of the raster image

shown in Figure 3.21(a). Three types of objects are commonly seen in a customer

page: Symbol, Raster, and Vector. Symbol mainly represents text characters which

are not of our interests since we focus on non-text region in this section. Raster rep-

resents those rough regions that contain many details and Vector represents smooth

graphic areas. Raster regions are colored in the dark gray and Vector objects are in

light gray. Print quality can be improved by using object-oriented halftoning which

requires an object map [21].
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(a) Raster page: Page 1. (b) Testing page: Page 119.

Fig. 3.16.: Comparison between the raster page and the second appeared most faded
page.

3.3.3 Non-text Region Fading Detection

With the help from the object map to locate the Raster and Vector regions, we

are able to do the non-text region fading detection. But a different approach of image

registration is applied compared to the text region fading detection in the previous

section. Recall that after the global registration, local registration is performed so that

the raster page and the scanned page are further aligned to improve the experimental

results. Since cross-correlation is applied for local registration but with regard to

Raster and Vector regions, they usually occupy large areas in an image which causes

the cross-correlation calculation extremely time consuming. For example, if a Raster

region has size 600× 800, the cross-correlation calculation can take up to an hour to
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(a) Raster page: Page 1. (b) Testing page: Page 186.

Fig. 3.17.: Comparison between the raster page and the last appeared most faded page.

finish. Accordingly, local registration is abandoned. But in the meantime, since we

have given up local registration, a new way of calculating ∆E is needed.

In order to solve this problem, the object map, the raster image and the scanned

image is partitioned into size 60 × 60 blocks. We name each block a ”super pixel”.

Recall that even before local registration, the result from global registration is accu-

rate enough. It usually has only 3-5 pixel-offset. Compared with the size of the super

pixel, 3-5 pixel-offset error is not significant which will be ”diluted”.

After the image is partitioned, we assign every super pixel to one of the 125 nodes

same as the previous section and do the fading detection. Figure 3.21 is used as our

testing sample. Noting that for Figure 3.21(a), after color node assignment, it has 14

color clusters for Raster and 14 color clusters for Vector.
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Fig. 3.18.: ∆E value v.s. page numbers plot.

(a) 125 points RGB color nodes. (b) 125 points L∗a∗b∗ color nodes.

Fig. 3.19.: 3D Color Nodes System.

Figure 3.22 shows the ∆E plot for Raster. Recall that Magenta fades at Page 80,

Cyan fades at Page 82, Yellow fades at Page 107 and Black fades at Page 180. Since

14 lines in a single plot is extremely crowded, the main plot will be divided into 3

subplots as shown in Figure 3.23, Figure 3.24 and Figure 3.25. The plots also show

the color of each cluster. Noting that the colors of the lines correspond to the colors

of the clusters.
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(a) Color shift between Page 1 and Page 88. (b) Color shift between Page 1 and Page 185.

Fig. 3.20.: Color shift for ”Marketing News” images.

Figure 3.26 shows the ∆E plot for Vector. Figure 3.27, Figure 3.28 and Figure

3.29 are its subplots.

3.4 Conclusion

In this chapter, we propose an approach of detecting color fading for both text

region and non-text region from a scanned customer page by comparing it to its

raster page automatically. Our algorithm first assigns each CC or super pixel to one

of the color nodes in a 3D Color Node System, then locally analyzes each cluster,

to predict the depleted cartridge based on its color. From the resulting plots, it

can be clearly observed that our proposed algorithm works accurately and efficiently

which has obvious advantages compared to the traditional method which depends on

a diagnostic page.
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(a) Sample raster image. (b) Object map of the sample raster image.

Fig. 3.21.: Sample raster image with its object map.

Fig. 3.22.: ∆E value v.s. page number plot for Raster.
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Fig. 3.23.: ∆E value v.s. page numbers plot for Raster Cluster 1-5.

Fig. 3.24.: ∆E value v.s. page numbers plot for Raster Cluster 6-10.
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Fig. 3.25.: ∆E value v.s. page numbers plot for Raster Cluster 11-14.

Fig. 3.26.: ∆E value v.s. page number plot for Vector.
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Fig. 3.27.: ∆E value v.s. page numbers plot for Vector Cluster 1-5.

Fig. 3.28.: ∆E value v.s. page numbers plot for Vector Cluster 6-10.
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Fig. 3.29.: ∆E value v.s. page numbers plot for Vector Cluster 11-14.
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4. EMOTION RECOGNITION USING

CONVOLUTIONAL NEURAL NETWORKS

4.1 Introduction

4.1.1 General Introduction of the Project

Emotion has always been extremely significant to us since it is one of the key

features of human beings. It helps people to communicate and understand each other.

So understanding various emotions have always been a popular topic. There have been

a variety of means to detect emotions, such as voice intonation, body language and

even electroencephalography [22]. However, the most intuitive and practical way of

detecting and recognizing emotions is still through facial expressions. So our approach

to detect emotions is examining facial expressions. In this chapter, we propose a

system to detect emotions by examining facial expressions. In our system, we follow

the research work proposed by Paul Ekman [23], where the emotions are categorized

into seven classes: angry, disgust, fear, happy, contempt, sad and surprise, except

that the category contempt is replaced with neutral in our work.

4.1.2 Related Work

There has been a lot of research work on emotion recognition, most of which

uses traditional computer vision methods, such as LBP [24]; and machine learning

classification methods, such as SVM [25]. However, satisfying results could not be

achieved due to the limitations of these methods, such as inadaptability to the change

of facial muscles. Therefore, we have put much effort in investigating a new approach

that take advantages of deep learning 1.

1Research supported by HP Labs, Palo Alto, CA 94304.
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There is also substantial research work done on emotion recognition using deep

learning such as traditional model training methods using a specific network [26], or

combining deep learning with machine learning such as LBP [27]. Although they

obtain comparably high accuracy, there are two aspects that need to be improved.

Firstly, most of them use traditional network structures such as VGG Net, Alex Net,

or Google Net (including the improved versions of these network structures). This

results in a large model size; so that it is extremely difficult to do real time emotion

recognition. Secondly, most of the proposed systems only consider the classification

scenario where the intensity information is missing in the results. But in practical

usage, intensity information is as important as the classification result, because we

want to know not only what emotions people have, but also the level of those emotions.

In this chapter, we solve these two problems by selecting an appropriate network

structure for an accurate real-time emotion recognition. At the same time, we extend

our classification results to the regression scenario so that the intensity information

can be concluded from the results. We trained our emotion recognition model for

both the classification scenario and the regression scenario.

4.1.3 Seven Classes of Emotions

There are seven universal emotions: Angry, Disgust, Fear, Happy, Neutral, Sad

and Surprise. Examples of these emotions are shown in Figure 4.1 [28] [29].

Fig. 4.1.: Seven universal emotions: Neutral, Angry, Disgust, Fear, Happy, Sad and
Surprise.

Noting that each emotion is also described by some characteristics [30]:
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• Angry: eyebrows pulled down, upper lids pulled up, lower lids pulled up, margins

of lips rolled in and lips may be tightened.

• Disgust: eyebrows pulled down, nose wrinkled, upper lip pulled up and lips loose.

• Fear: eyebrows pulled up and together, upper eyelids pulled up, mouth stretch.

• Happy: muscle around the eyes tightened, ”Crows Feet” wrinkles around eyes,

cheeks raised and lip corners raised diagonally.

• Sad: inner corners of eyebrows raised, eyelids loose and Lip corners pulled down.

• Surprise: entire eyebrow pulled up, eyelids pulled up and mouth hangs open.

4.1.4 Our Approaches

Our emotion recognition project includes two parts: Classification Training and

Regression Training. More details will be explained in the later sections. Figure 4.2

shows the flowchart of our emotion recognition project.

Fig. 4.2.: Flowchart of Emotion Recognition Project.
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4.2 Emotion Recognition Classification Training

4.2.1 Data Collection

Due to the lack of public data sets for emotion recognition tasks and the low quality

of existing data sets, collecting enough data sets and examining them becomes the

first challenging task.

Firstly, there are 4 publicly available data sets: MUG-FED [31], CK+ [28] [29],

Jaffe (Japanese Female Facial Expression) [32] and KDEF [33]. Figure 4.3 shows

some sample images from these four data sets and Table 4.1 contains the statistics.

Fig. 4.3.: Sample images of MUG-FED, CK+, Jaffe and KDEF.

4.2.2 Data Preprocessing

Data Set Cleaning

Since most of the public data sets contain raw images, very few of them can be

directly used without further examination. Therefore, these data sets need to be

cleaned in the first place.

There are 52 subjects in the MUG-FED data Set. For each subject, it has 5-7

emotions and for each emotion, it has 3-7 attempts. And since all of the images are

video frames, each emotion starts from neutral to the emotional expression of the

strongest intensity and returns to neutral. Therefore, only the images that contain

facial expressions of strong intensity should be selected. Table 4.2 shows the statistics
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of the MUG-FED data set after it is cleaned. It also provides us with 161 manually

labeled images, which is used for validation. Besides these 4 data sets obtained from

online sources, an additional 490 images were collected by us and are used to validate

the model.

Eventually, there are 3 data sets for training and 3 data sets for validation, as

shown in Table 4.3.

Data Labeling

After we finish cleaning up the data set, we need to do the data labeling so

that we will have the ground truths of the images. Since the original file names of

all the collected data sets are different, we need to rename all of the images with

consistent names. We have seven emotions so that we have seven labels for all of the

images: AN (angry), DI (disgust), FE (fear), HA (happy), NE (neutral), SA (sad)

and SU (surprise). So we rename all the images with their corresponding emotions

for example: img000.HA.jpg.

Face Alignment

Face alignment is another key step in data set pre-processing. The purpose is

to remove potential uncertainties when applying our emotion recognition approach

to real-time videos. For example, the position and the angle of the subjects head

are changing as the video plays, which could affect the accuracy of the classification

results if the face is not aligned in advance. With face alignment, the position of the

head is aligned and the scale of the head is adjusted to have the same size, which

eliminates the influence of any existing distortions on the recognition results.

We propose a novel face alignment algorithm that shows superior results compared

to any existing method. Firstly, an MTCNN [34] face detector is used to detect the

face in an image, then the LM detector [35] is used to detect 68 landmark points of

the face. A rotation matrix is then obtained based only the eye center coordinates.
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The traditional method uses the rotation matrix for face alignment. However, the

resultant images can contain comparably useless background of large area and the

eyes in different images are not at the same horizontal level, resulting in unsatisfying

face classification results.

We improve the traditional face alignment by adding one more step. The afore-

mentioned rotation matrix gets the coordinates of the 68 landmark points in the new

coordinate system. Then we use the 1st, 9th and 17th landmark points to get the

left, bottom and right boundary of the face. The definition and the location of these

facial landmark points will be explained in Section 4.4.1. To get the top boundary,

we stipulate that the length from the top boundary to the eye center is one-third of

the height of the image. We use the boundary information to crop the original image

into the one that contains smaller margins. Finally, the eyes of different images are

adjusted to be at the same horizontal level. Figure 4.4 shows some sample images

before and after face alignment. Note that all the images after face alignment are

re-scaled to 128 × 128.

Fig. 4.4.: Comparison of images before and after face alignment.
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Data Augmentation

To increase the robustness of our model and to prevent it from being over-fitted,

we apply data augmentation on the training data set after face alignment. For each

image, 7 images of different brightness and 28 images of different degree of blurring

are created, resulting in a final training set with 1,148,812 images. All the train-

ing and validation images are then converted to LMDB (Lightning Memory-Mapped

Database) format and be ready for training. Table 4.4 shows the statistics of the data

augmentation.

4.2.3 Model Training

In order to apply our emotion recognition system to real-time video, the model

needs to be comparably small in size and fast in speed. We have tested several pre-

trained models, such as the VGG-S [36], on real-time video with multiple rounds

of finetuning. The validation accuracies are less than 60% which is far below our

requirements. Moreover, the size of the VGG-S model is more than 500 MB which is

too large to be implemented efficiently.

To reduce the model size, we modify the original VGG-S [37] model by reducing

the kernel size and channel number as shown in Figure 4.5 [35]. Compared to the

original VGG-S model, our model has a size of only 12.1 MB. It takes only 4.5 hours

to train on more than 1 million images for 50,000 iterations. Besides a smaller size

of the model, the validation accuracy obtained by using the new model reaches 85%,

which is significantly higher than our previous results. The reason of getting higher

accuracy with a model of smaller size is that, if we want to train with the original

large-size VGG-S model, it requires millions of raw images and weeks of time to train

from scratch which is impossible. Which means, with our training set, smaller model

will have higher accuracy. And the modified model can be trained faster and more

efficiently with much smaller data set and much less time, in our case, 40k images

and 4.5 hours.
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Fig. 4.5.: Framework of the classification model.

4.2.4 Experimental Results

As introduced in Section 4.2.3, the classification validation accuracy of the clas-

sification model is 85%. Figure 4.7(a) shows the validation confusion matrix for the

validation data set.

In order to test our classification model, we collect our own data set which is

called the HP Facial Expression Test Set, which contains 2443 images. The data

set is collected with 5 subjects doing 7 emotions while being video recorded and the

images were selected from the video frames. Our model achieves an accuracy of 82%

and takes only 13.68 seconds to test on the whole testing data set (0.0056 s/image).

This test was conducted on a workstation with an Nvidia Titan X GPU. Figure

4.6 shows some sample testing images and Figure 4.7(b) shows the testing confusion

matrix.

Real-time Emotion Recognition

Currently, there are not many real-time emotion recognition frameworks, while the

existing ones achieve only comparably low accuracy. However, our real-time demo

version can detect peoples frontal facial expressions accurately. Figure 4.8 shows some

sample results from our real-time emotion recognition demo.
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Fig. 4.6.: Sample images from HP Facial Expression Test Set.

(a) Confusion matrix for validation set. (b) Confusion matrix for self-collected HP data set.

Fig. 4.7.: Our emotion recognition classification experimental results.

4.3 Emotion Recognition Regression Training

4.3.1 Introduction

Although our emotion recognition classification model works well, it has its own

drawback. And it is especially obvious when the classification model is applied in a

real-time demo.
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(a) Neutral (b) Angry (c) Disgust

(d) Fear (e) Happy (f) Sad

(g) Surprise

Fig. 4.8.: Sample result frames from real-time video demo for all seven emotions. The
reader should zoom in to be able to see the labeling of the emotion and intensity provided
in the upper left corner of each frame.

Since our classification training data set includes a lot of emotions that are not

obvious or are of low intensity, this making them similar to one of the emotion cat-

egories in particular: neutral. This causes the prediction on the real-time video to

be jittery, since in most cases, for example, a person does not need to express his or

her happiness by a drop-jaw smile. And also, given an image or a frame of the video,

our classification model can only tell if the facial expression is angry, disgust, fear,
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happy, neutral, sad or surprise; in other words, it is not able to tell the intensity of

the emotion.

To solve these two problems, a regression model is used, where the ground truth

labels become the intensities of the emotion, such as 20% happy and 80% neutral

or 40% sad and 60% neutral. This additional information about the intensity of the

emotion can be useful, especially in real-time videos.

4.3.2 Data Collection

Among the four data sets collected from the online sources, only the MUG-FED

data set is used because of the large number of images the data set includes. However,

the MUG-FED data set is more like an “in-the-lab” data set, where all of the emotions

included are standardized and all the images have the same background and consist of

a purely frontal face. Since there are very few public in-the-wild data sets, especially

for the task of emotion recognition, we collected our own data set to train the model

on a more “in-the-lab” data set.

Until now, we have collected more than 7,000 “in-the-wild” images containing

facial expressions and we name this data set as Emotion Intensity in the Wild data Set.

Table 4.5 shows the statistics of this data set. And Figure 4.9 shows the comparison

between the ”in-the-lab” MUG-FED data set and our collected ”in-the-wild” HP data

set. It is worth noting that this data set includes images containing heads at different

angles, people with different races and ages, and backgrounds of different lighting

conditions.

To train the regression model, we use both the MUG-FED and Emotion Intensity

In the Wild data sets.
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Fig. 4.9.: Comparison between MUG-FED images and HP In the Wild images.

4.3.3 Data Preprocessing

Data Set Cleaning

Before an existing data set obtained from online sources is used, it needs to be

examined in the first place. As we introduced in the previous section, the images

of the MUG-FED data set are consecutive frames obtained from videos. In a video

for a specific emotion, the emotion starts from neutral to 100% facial expression and

gradually returns to neutral. Therefore, for each attempt of expressing emotion, we

select 9 images that contain facial expression intensities from 20% to 100% and back

to 20% with an interval of 20%. An example is shown in Figure 4.10. After data set

cleaning, we have collected 7,451 images for training and 981 images for validation

for the MUG-FED data set. Each of these 7,451 images is labeled with the intensity

of the emotion.
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And for the Emotion Intensity In the Wild data set, after excluding some inap-

propriate images, we have 6,141 images for training and 682 images for validation.

Fig. 4.10.: Sample regression images from MUG-FED data set. These images are
from one of the attempts that a subject does which have the intensities from 20%
(neutral) to 100%, and back to 20% in steps of 20%. Noting that the numbers: 2, 4,
... after the emotion label AN are the intensity labels, 2 corresponds to 20% etc.

Data Labeling

Similar to our classification data labeling, each image comes with an emotion

label. But different from the previous approach, we now need the intensity label for

each image. For example, if an image has name img000 with 20% Happy, the final

label of the image is: img000.HA.02.jpg. Noting that 02 here means 20% intensity.

Face Alignment

The procedure of face alignment is the same as the one introduced in the previous

section. We utilized the 1st, 9th and 17th landmark points to get the boundary of the

faces, cropped them, aligned them and rescaled them to 128×128. Figure 4.11 shows

some sample face alignment results.

Fig. 4.11.: Sample HP Emotion Recognition In the Wild images after face alignment.
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Data Augmentation

We experimented with two strategies of training, one with only the Emotion Inten-

sity In The Wild data set, another with the combined data set of Emotion Intensity

In The Wild data set and the MUG-FED data set. The method of data augmenta-

tion remains the same, which includes changing brightness and blurring the images

and gives the final training data set, contains 6,141 images before data augmentation

and 171,948 images after, and final validation data set, containing 682 images before

data augmentation and 19,096 images after for Emotion Intensity In The Wild data

set. For the combined data set, the final training data set, containing 13,592 images

before data augmentation and 380,576 images after, and the final validation data set,

containing 1,663 images before data augmentation and 46,564 images after, as shown

in Table 4.6.

4.3.4 Model Training

The model framework used for the regression training is the same as for our

classification model, except that the single label input layer is replaced with multi-

label input layer and the softmax loss function is replaced with the sigmoid cross

entropy loss function.

4.3.5 Experimental Results

The regression training also gets outstanding results. Figure 4.12(a) and Figure

4.12(b) shows the classification confusion matrices; and Table 4.7 shows the regression

training results. Noting that, for the training and validation loss values, they are

sigmoid cross entropy loss, the smaller the better and for the RMSE values, they

represent the standard deviation of the prediction errors and are based on the datum

that ranges from 0 to 1.
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(a) Confusion matrix for HP In the Wild data set (b) Confusion matrix for the Combined data set

Fig. 4.12.: Our emotion recognition regression experimental results.

As indicated by the high accuracy which is around 77% and the small Root Mean

Squared Error (RMSE) value which is below 0.13, our regression model performs well

on the emotion recognition task.

4.4 Facial Action Unit Detection

4.4.1 Introduction

We have shown promising results in our CNN based emotion recognition approach

in the previous sections. In this section, we will demonstrate another method of

solving emotion recognition problem through Facial Action Unit (FAU) detection

and the relationship among Emotion (facial expression), FAU and LM (facial land

mark).
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Facial Action Coding System

Facial Action Coding System (FACS) is a complex system to describe human facial

movements by visually discernible facial movement. It originated from the research

work of a Swedish anatomist named Carl-Herman Hjortsj [38]. It was later adopted

and popularized by Paul Ekman [39] [40]. Unlike facial expression ratings based on

categorization of expressions into prototypical emotions (happiness, sadness, anger,

fear, disgust, etc.), FACS can encode ambiguous and subtle expressions, and therefore

is potentially more suitable for analyzing the small differences in facial affect [41]. In

other words, FAU is a lower level feature compared with facial expression. Figure

4.13 [42] shows some sample FAUs and their descriptions.

Fig. 4.13.: Sample Facial Action Units.

Facial Land Marks

Face landmarking, defined as the detection and localization of certain key points

on the face, plays arguably the important role as an intermediary step for many

subsequent face processing operations that ranges from biometric recognition to the

understanding of mental states. [43] It also has an impact on subsequent task focused

on the face, like face recognition, gaze detection, face tracking, animation, expression

recognition etc. Facial landmarks are the feature points extracted during the face
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landmarking process. Commonly used LMs are the eyes corners, nose tip, mouth

outline, eyebrow arcs, face boundary etc. It is a prominent feature that plays a

discriminative role for the above-mentioned tasks or serves as anchor points on a face

graph.

There are many different LM systems consisting of different numbers of LM points

from 5-points system to 98-points system. For our case, we adopt the 68-points mark

up shown in Figure 4.14.

Fig. 4.14.: 68P Facial Land Marks System.

The relationships among Emotions, Facial Land Marks and Facial Action

Units

Firstly, Emotions and Facial Action Units are related as shown in Table 4.8. Each

emotion is a combination of certain FAUs. For example, Happy, it requires FAU 6th

and 12th to be ON as shown in Figure 4.15.

Based on the observation of Figure 4.15, it can be concluded that FAU is related

with the movement of the facial muscles such as eyebrows or mouth and they are

marked by LMs. Accordingly, when people are making a facial expression which
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results in the movement the facial muscles, the LMs also have geometrical displace-

ments. So if we are able to accurately track the movement of LMs, we can do FAU

detection which leads to Emotion Recognition.

Fig. 4.15.: Happy consists of FAU 6 and 12.

There are a total of 13 FAUs related with emotions which are FAU 1, 2, 4, 5, 6,

7, 9, 12, 15, 16, 20, 23 and 26 as shown in Table 4.8.

In order to unravel the relationship between FAUs and LMs, we have done careful

observations as well as detailed experiments. Table 4.9 elaborates the explanation of

their relationship.

4.4.2 Preliminary Results

According to the aforementioned relationships, we first develop a trial version of

FAU detector based on the geometrical movements of the LM points. The system

takes an image with Neutral facial expression as input, all FAUs are detected based

on the position differences of the LMs against the Neutral frame. Figure 4.16 shows

some sample demo results.

4.4.3 Improvements on LM Detection Strategy

The preliminary results are based on the absolute displacement of the LM points

which are not accurate nor stable. Some contradictories will arise when we adopt

the absolute displacement strategy. For example, for FAU 6 and 12, when they are
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Fig. 4.16.: Sample FAUs detection demo.

”ON”, they both result in LM 49, 61, 65, 55 to move upwards. But if only FAU 6 is

activated, we cannot guarantee that FAU 12 is also activated. Accordingly, we have

to exclude some conditions in FAU 6 in order to detect FAU 12 independently.

A more robust and accurate strategy of detecting the FAUs is needed. After

some research and observation, instead of measuring the absolute displacement of the

LMs, the new approach measures the relative displacement between the LM points.

Instead of simply comparing the two LM positions, we now adopt two thresholds for

each LM’s displacement change. They are both based on the ratio of the distance

between the corresponding LM points before and after the activation of the FAU

(DLM) and the horizontal distance between LM 37 and 46 (Deye outer) as shown in

Equation 4.1. Each threshold is carefully tested and selected to ensure both accurate

classification and regression accuracy.

T = DLM/Deye outer. (4.1)

For a certain FAU, when the intensity is below the lower bound threshold TL, that

FAU is “OFF”. When the intensity of that FAU is above the upper bound threshold
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TU , it is “ON” with 100% intensity. If the intensity of the FAU is between the lower

and upper bound threshold, if follows the uniform distribution.

In addition, most of the time when people are doing facial expressions, the FAUs

associated with their left and right eyes, left and right eyebrows, left and right mouth

corner may have different intensities. In order to describe this phenomenon, the

intensities of the left and right sub-FAUs are calculated individually and the intensity

of the FAU is the average of the two sub-FAU intensities.

Detailed description of how the activation of each FAU is defined in Table 4.10.

4.4.4 SVM Training Based FAU Detection For Emotion Recognition

In the previous sections, we demonstrate the CNN based emotion recognition

approach. In order to extend our algorithm to much faster yet comparably accurate

application, we adopt another method of using SVM to solve the emotion recognition

problem. Based on our analysis in Section 4.4.3, each FAU has an intensity which

corresponds to a feature in the SVM framework. So totally, we have 13 feature

numbers for each emotion class which will be fed into our SVM.

Training and Validation Data set

Because of the nature of SVM, we do not need as many training and validation

images as the CNN based approach. And for each subject, a Neutral emotion image

is selected as the anchor. Based on this anchor image, each training and validation

image will generate a 13-dimensional feature vector and all these feature vectors will

be written into .txt files for training and validation. An example of how the images

are preprocessed is shown in Figure 4.17. We first do LM detection on all of the

images in the data set. Then, image preprocessing is done using the same algorithm

described in Section 4.2.2. For all of the LM points which has already been detected,

the same geometrical transformation in the data preprocessing section is implemented
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on all of the LMs so that in the new coordinate system, they will appear at the same

location on the face of the subject.

(a) (b)

(c) (d) (e) (f)

Fig. 4.17.: (a), (b): A Neutral sample image and an sample image with emotion; (c),
(d): Both images with marked LMs; (e), (f): Both images preprocessed and aligned
with marked LMs.

Detailed statistics of our training and validation data sets can be found in Table

4.11. They are subsets of our previous CNN classification data sets. The images are

also from the MUG-FED [31], CK+ [28] [29] and Jaffe [32] databases.

SVM Training Kernels and Parameters

Since our task is a multi-dimensional problem, Radial Basis Function (RBF) Ker-

nel has the best performance classifying our 13-dimensional feature vectors. So RBF

kernel is selected over Linear Kernel and Polynomial Kernel.

Except for the selection of the kernel type, two parameters are also related with

SVM training which are Gamma and CSVM also known as the Box Parameter.



63

The Gamma Parameter determines how profoundly a single data sample exerts

influence. That is to say, the gamma parameter can be said to adjust the curvature of

the decision boundary. The gamma parameters can be seen as the inverse of the radius

of influence of samples selected by the model as support vectors. More intuitively, if

gamma is too large, the radius of the area of influence of the support vectors only

includes the support vector itself which means that all of the decision boundary will be

surrounding each support vector and the final result will be extremely biased. When

gamma is very small, the model is too constrained and cannot capture the complexity

or shape of the data. The region of influence of any selected support vector would

include the whole training set. The resulting model will behave similarly to a linear

model.

CSVM is the cost of misclassification which means that how much a single mis-

classification penalize the overall performance of our SVM. A large CSVM gives you

low bias and high variance and a small CSVM gives you higher bias and lower vari-

ance. More intuitively, for larger values of CSVM , the decision boundary will perform

better at classifying all training points correctly which will result in overfitting. A

lower CSVM will encourage a larger margin, therefore a simpler decision function,

at the cost of training accuracy. In other words, CSVM behaves as a regularization

parameter in the SVM.

So picking the appropriate Gamma and CSVM values is critical to our SVM train-

ing and validation accuracy. For our case, both parameters have 3 candidate values

which are [10−1, 100, 101] and it leads to 9 trials.

Validation and Testing Results

Totally, 9 trials have been conducted in order to optimize the Gamma and CSVM

values. The validation accuracies are shown in Table 4.12. The validation accuracy

reaches the maximum value when Gamma is 10−1 and CSVM is 100. It can be con-



64

cluded that based on our testing, the optimal values for Gamma and CSVM are 10−1,

100. The final validation results with 87.7% accuracy is shown in Figure 4.18.

In the last phase of this project, we use the same HP Facial Expression Test Set

previously used in Section 4.2.4 for the CNN approach to test our SVM model. With

the same Gamma and CSVM values we have validated in the previous section, 85%

accuracy is achieved.

Compared to our previous CNN approach, the validation accuracy is increased by

2.7% from 85% to 87.7% and the testing accuracy is increased by 3% from 82% to

85%. In addition, because of the light weight nature of SVM, compared against our

CNN approach, the model size is reduced from 12 MB to 100 KB.

Fig. 4.18.: Confusion matrix for SVM validation result.

4.5 Limitations and Future Work

The limitations of our proposed emotion recognition method come from two as-

pects: the shallow network structure and the lack of temporal information. Extensive

research work has shown that a deeper network structure tends to result in better

training performance. Even though for our case, a real-time application is required
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so that the network may not be too complicated. Still, some most recent network

structures, which have more complex network architecture yet faster speed can be

considered. Also, for the real-time application, since our proposed method is single-

frame-based without utilizing the temporal information, the results jitter among dif-

ferent emotion classes. So the future work may include: (1) Adopting a deeper yet

faster network structure. (2) Considering temporal information, e.g. the information

from adjacent frames to overcome the result fluctuation.

4.6 Conclusion

In this chapter, we first demonstrate our effort in CNN based Emotion Recognition

task. This end-to-end problem includes data collection, data preprocessing, model

training and testing. In order to achieve our goal of being able to do real-time facial

expression recognition, VGG-S, a light version of VGG is selected to ensure the light

weight as well as high accuracy. This model structure greatly reduce the model size

from 500 MB to 12 MB and at the same time, achieve a high classification accuracy

of 85%. The small model size also makes the real-time application possible. With the

frame rate of over 20 FPS using an Intel i5 CPU, our application is able to do accurate

real-time facial expression recognition on most of the devices. Later, we extend our

algorithm from classification scenario to regression scenario in order to obtain the

intensity of each emotion. With the HP Emotion Recognition In the Wild data set

we have collected, we are able to achieve as low as 0.12 RMSE for our regression

model. In the final stage of this project, we approach the Emotion Recognition task

using the FAU detection. Totally, there are 13 FAUs related with the 7 Emotions we

want to detect. With our pretrained facial land mark detector, we are able to get very

accurate LM coordinates. And together with the relationships we discovered between

the FAUs and the LMs, the 13 FAUs can be detected by the relative displacement of

LMs with the help of a Neutral frame. We then transform the 13 FAUs into feature

vectors and feed them into the SVM framework to train the classification model.
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Finally, we achieved the validation accuracy of 87.7% and testing accuracy of 85%

along with much smaller model size.
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Table 4.1.: Statistics for four collected data sets.

Database Facial Expression # of

Sub-

jects

# of Images Gray

/

Color

Size Ground

Truth

Type

Extended

Cohn-

Kanade

Data set

(CK+)

Angry, Con-

tempt, Disgust,

Fear, Happy,

Neutral, Sad and

Surprise

123 593 image

sequences

(327 se-

quences

having

discrete

emotion

labels)

Mostly

gray

640

×

490

Facial

expres-

sion

labels

and

FACS

labels

Posed;

sponta-

neous

smiles

Japanese

Female

Facial Ex-

pression

(Jaffe)

Angry, Disgust,

Fear, Happy,

Neutral, Sad and

Surprise

10 213 static

images

Gray 256

×

256

Facial

expres-

sion

labels

Posed

Multimedia

Under-

standing

Group

(MUG)

Angry, Disgust,

Fear, Happy,

Neutral, Sad and

Surprise

86 1,462 se-

quences

with more

than 100K

images

Color 896

×

896

Facial

expres-

sion and

land

mark

(LM)

labels

Posed

The

Karolinska

Directed

Emotional

Faces

(KDEF)

Angry, Disgust,

Fear, Happy,

Neutral, Sad and

Surprise

70 4,900 images Color 562

×

762

Facial

expres-

sion

labels

Posed
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Table 4.2.: Statistics for MUG-FED after data set cleaning up.

Database Angry Disgust Fear Happy Neutral Sad Surprise Total

MUG-

FED

6,220 4,856 4,605 9,329 3,719 5,562 5,623 39,914

Table 4.3.: Training and Validation data sets for classification training.

Data Set Training Validation

Name MUG-FED, CK+

and Jaffe

MUG-FED (Manually Labeled by author),

KDEF and Images of myself

Number 41,029 1,867

Table 4.4.: Data augmentation.

Brightness

Change

Blur (Gaussian, Average, Median) Total Multiples Number of

Images

7 × 4 × 28 × 1,148,812

Table 4.5.: Statistics for HP Emotion Recognition In the Wild Data Set.

Angry Disgust Fear Happy Neutral Sad Surprise Total (Without Neu-

tral)

20% 194 147 93 236 1093 210 91 971

40% 323 218 103 230 164 218 1,256

60% 221 243 134 320 137 279 1,334

80% 207 198 151 295 81 316 1,248

100% 227 178 157 286 84 420 1,352

Total 1,172 984 638 1,367 1,093 676 1,324 7,254 (With Neutral)
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Table 4.6.: Data set statistics for regression training.

Data set Training Validation

Emotion Intensity In the Wild (After data augmen-

tation)

6141 (171948) 682 (19096)

Combined data set (After data augmentation) 13592 (380576) 1663 (46564)

Table 4.7.: Regression training results.

Data Set Training Loss Validation Loss Regression RMSE Classification

Accuracy

HP In the Wild 0.13 0.3 0.129 77.2%

Combined Data set 0.122 0.239 0.123 76%

Table 4.8.: Relationship between emotion and FAUs.

Emotion Action Units

Angry 4 + 5 + 7 + 23

Disgust 9 + 15 + 16

Fear 1 + 2 + 4 + 5 + 7 + 20 + 26

Happy 6 + 12

Sad 1 + 4 + 15

Surprise 1 + 2 + 5 + 26
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Table 4.9.: Relationship between FAUs and LMs.

FAU Movements of LMs

1 LM 21, 22, 23 and 24 moving upwards

2 LM 19, 20, 25 and 26 moving upwards

4 LM 21, 22 moving rightwards, LM 23, 24 moving leftwards

5 LM 38, 39, 44 and 45 moving upwards

6 LM 41, 42, 47, 48, 49 and 55 moving upwards

7 LM 38, 39, 44 and 45 moving downwards, LM 41, 42, 47 and 48 moving upwards

9 LM 32 and 36 moving upwards

12 LM 49, 55, 61 and 65 moving upwards

15 LM 49, 55, 61 and 65 moving downwards

16 LM 56, 57, 58, 59, 60, 66, 67 and 68 moving downwards

20 LM 49, 60 and 61 moving downwards and leftwards, LM 55, 56 and 65 moving

downwards and rightwards

23 LM 50, 51, 52, 53 and 54 moving downwards, LM 56, 57, 58, 59 and 60 moving

upwards

26 LM 56, 57, 58, 59, 60, 66, 67 and 68 moving downwards, LM 49 and 61 moving

rightwards, LM 55 and 65 moving leftwards
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Table 4.10.: Revised relationship between FAUs and LMs. Noting that for each FAU, TL and
TU are different and carefully tested. A stands for “Activated” and N stands for “Neutral”.
|X| is the absolute value of X and ‖X‖ is the norm of X.

FAU Movements of LMs

1 TL <= |y22 − y18|A −|y22 − y18|N <= TU , TL <= |y23 − y27|A −|y23 − y27|N <= TU

2 TL <= y19A − y19N <= TU , TL <= y20A − y20N <= TU , TL <= y25A − y25N <= TU ,

TL <= y26A − y26N <= TU

4 TL <=
∥∥(x, y)22 − (x, y)28

∥∥
N
−
∥∥(x, y)22 − (x, y)28

∥∥
A

<= TU , TL <=∥∥(x, y)23 − (x, y)28
∥∥
N
−
∥∥(x, y)23 − (x, y)28

∥∥
A
<= TU

5 TL <= |y38 − y42|A −|y38 − y42|N <= TU , TL <= |y39 − y41|A −|y39 − y41|N <= TU ,

TL <= |y44 − y48|A −|y44 − y48|N <= TU , TL <= |y35 − y47|A −|y45 − y47|N <= TU

6 TL <= |y38 − y42|N −|y38 − y42|A <= TU , TL <= |y39 − y41|N −|y39 − y41|A <= TU ,

TL <= |y44 − y48|N −|y44 − y48|A <= TU , TL <= |y45 − y47|N −|y45 − y47|A <= TU ,

TL <= |y51 − y49|N −|y51 − y49|A <= TU , TL <= |y53 − y55|N −|y53 − y55|A <= TU

7 TL <= |y38 − y42|N −|y38 − y42|A <= TU , TL <= |y39 − y41|N −|y39 − y41|A <= TU ,

TL <= |y44 − y48|N −|y44 − y48|A <= TU , TL <= |y45 − y47|N −|y45 − y47|A <= TU

9 TL <=
∥∥(x, y)22 − (x, y)28

∥∥
N
−
∥∥(x, y)22 − (x, y)28

∥∥
A

<= TU , TL <=∥∥(x, y)23 − (x, y)28
∥∥
N
−
∥∥(x, y)23 − (x, y)28

∥∥
A
<= TU , TL <= y49A − y49N <= TU ,

TL <= y51A − y51N <= TU , TL <= y53A − y53N <= TU , TL <= y55A − y55N <= TU

12 TL <= |y51 − y49|N −|y51 − y49|A <= TU , TL <= |y53 − y55|N −|y53 − y55|A <= TU

15 TL <= |y51 − y49|A −|y51 − y49|N <= TU , TL <= |y53 − y55|A −|y53 − y55|N <= TU

16 TL <= |y62 − y68|A −|y62 − y68|N <= TU , TL <= |y63 − y67|A −|y63 − y67|N <= TU ,

TL <= |y64 − y66|A −|y64 − y66|N <= TU , TL <= y9N − y9A <= TU

20 TL <= |x65 − x61|A −|x65 − x61|N <= TU , TL <= |x55 − x49|A −|x55 − x49|N <= TU

23 TL <= |y51 − y62|N −|y51 − y62|A <= TU , TL <= |y53 − y64|N −|y53 − y64|A <= TU

26 TL <= |y62 − y68|A −|y62 − y68|N <= TU , TL <= |y63 − y67|A −|y63 − y67|N <= TU ,

TL <= |y64 − y66|A −|y64 − y66|N <= TU , TL <= y9N − y9A <= TU
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Table 4.11.: Data set statistics for SVM training and validation.

Training Validation

Number of Images 2568 350

Table 4.12.: SVM Validation Accuracy and Parameter Tuning. The highest accuracy
is highlighted

Accuracy (%)
Gamma

10−1 100 101

CSVM

10−1 76 82.0 72.9

100 87.7 83.7 71.2

101 81.7 78.3 73.0
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5. SALIENCY BASED IMAGE QUALITY ASSESSMENT

AND CROPPING

5.1 Introduction

5.1.1 General Introduction of the Project

Image Quality and Aesthetics Assessment has become a hot research topic in the

past decade due to its usefulness in a wide variety of applications such as image

capture pipelines (e.g. traditional cameras and mobile phone cameras), photobook

generation [44], image thumbnailing [45], storage techniques, online video streaming

and sharing media. It is one of the most critical features since it directly determines

the user experience. In fact, Image Quality and Aesthetics Assessment consists of

two separate yet related topics: Image Quality Assessment and Image Aesthetics

Assessment. The aesthetics of an image is considered from an artistic perspective

such as composition and colorfulness, while the quality of an image is considered

from a technical perspective such as noise and distortion. In this chapter, we propose

an alternative approach of analysing image quality and image aesthetics based on

image saliency information. More specifically, for image quality, we focus on image

noise and for image aesthetics, we focus on image recomposition.

5.1.2 Related Work

A lot of research work has been done on these two topics. For image quality assess-

ment, people start with Full-reference Image Quality Assessment (FRIQA) approach.

A reference page with no artifacts nor noise is needed. All testing images are required

to be compared with the reference page either manually or automatically on the basis

of FRIQA metrics such as PSNR, SSIM [46], etc. FRIQA requires the existence of
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the reference image as well as substantial human labor which is later replaced by No-

reference Image Quality Assessment (NRIQA) approach. NRIQA analyses an image

based on both local and global features in the form of a statistical model of distortions

in an automatic manner with no need for a reference image. Traditionally, machine

learning has shown some promising results in NRIQA. Tang et al. [47] propose a

pipeline which first classify all photos into seven categories such as Animal, Human,

Landscape, etc. Then, they evaluate the quality of an image based on their proposed

regional and global features. Xue et al. [48] approach NRIQA task by partitioning

the distorted images into overlapped patches, and use a percentile pooling strategy

to estimate the local quality of each patch. Then, a quality-aware clustering (QAC)

method is proposed to learn a set of centroids on each quality level. These centroids

are then used as a codebook to infer the quality of each patch in a given image, and

subsequently a perceptual quality score of the whole image can be obtained. More re-

cently, CNN based NRIQA algorithms have shown predominant advantage and much

better results. Kang et al. [49] demonstrates that extracting high level features us-

ing CNNs can lead to state-of-the-art blind quality assessment results. They show

that by replacing hand-crafted features, the end-to-end feature learning system from

CNN framework has become a much easier and reliable approach of solving NRIQA

problems.

For image cropping and recomposition problems, earlier methods use heuristic

metrics such as Rule of Thirds, Diagonal Dominance, Visual Balance, etc. to supervise

the cropping process [50] [51]. With the superiority of CNN based algorithms in

Computer Vision domain, recent methods such as [52] and [53] propose to train the

neural networks in a pair-wise ranking manner for which the data sets they have

collected contain ranked image pairs. Most recently, Zeng et al. [54] propose a more

advanced algorithm of utilizing the Region of Discard (RoD). RoD is the opposite

of the Region of Interest (RoI) which is the discarded information of an image. The

proposed method concatenate the RoD with RoI during training and get state-of-the-

art cropping results.
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5.1.3 Our Approach

Even though some recent papers achieve good results regarding to some numer-

ical metrics such as PSNR, SSIM for image quality assessment task and IoU, Disp.

for image cropping task, they fail to get satisfactory visualized results because they

analyze the image as a whole.

Figure 5.1(a) gives us an example for the image quality assessment scenario. Most

of the portraits, group photos and close range images have shallow depth of field

(DOF) in order to achieve pleasing aesthetic effect, thus creating a blurred back-

ground. This statue picture has very high score for both quality and aesthetics when

being judged by a human photographer. But when we evaluate it using some current

IQA pipelines, the actual quality scores are very low and they all classify this image

as a noisy image with blur artifact. The reason is that even though the statue itself is

sharp and in-focus, the image contains a large area of blurred background. So when it

is being evaluated as a whole, it will be classified as a blurred image with low quality

score.

For the image cropping scenario, a bad crop may have high IoU which is unde-

sirable as shown in Figure 5.2. Even though for this image, most of the skier’s body

is included in the final crop and the IoU is high enough to become a good result,

it is not since the man’s feet and the snowboard is excluded from the final crop.

This example implies that even a slight adjustment or displacement of the view can

profoundly influence the composition quality.

Both examples demonstrate the fact that sometimes analysing the quality and aes-

thetics of an image as whole may not lead to optimal results. Instead, understanding

the content of the image as the first step may help improve the final result. In this

chapter, we propose both image quality assessment and image cropping algorithms

based on saliency detection as shown in 5.1(b). For the statue picture, if we can get

accurate saliency map shown in Figure 5.1(b) and do IQA only on the salient area,

the image will be classified as a good quality image which meets the anticipation. And
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(a) Original image (b) Saliency map

Fig. 5.1.: Shallow DOF image with low measured quality score but high ground truth
quality score.

also for the picture of the skier, if we do the cropping based on the bounding box

that covers all of the salient region, which in this case, the skier and the snowboard,

the final cropping result will be closer to the groundtruth with better composition.

5.2 Saliency Based Image Quality Assessment

5.2.1 Image Saliency Detection

Saliency is the remarkable region of an image that capture people’s attention

easily, e.g. the statue and the skier in Figure 5.1 and Figure 5.2. Generally speaking,

photographs containing visually dominant subjects induce stronger aesthetic interests.

Therefore, photographers deliberately avoid an uniform sharpness and illumination

in the whole image to achieve higher image aesthetics [55]. Also, in most cases, the

saliency of an image represents the true object, that the photographer wants people

to notice at the first sight.
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(a) Image cropping groundtruth (b) A bad view with high IoU

Fig. 5.2.: An unsatisfactory cropping with high IoU.

The goal of the first step is to come up with a computationally inexpensive saliency

detection algorithm, which is able to detect the saliency of an image accurately, so that

the points of interest can be located and used for further assessment. Traditionally,

previous methods detect saliency by extracting global and local information in both

time and frequency domain using self-defined features and mathematical algorithms

[56]. But most of the traditional methods can only capture the contours of high-

contrast objects along with a lot of noise. More recently, end-to-end CNN training

based methods show much stronger ability in saliency map generation task.

Since for both of our problems, Saliency Detection Algorithm is not our research

focus, it acts as a tool which serves our further assessment. So a state-of-the-art

algorithm that has the highest accuracy and robustness is desirable. In the next

section, we will validate our selection by comparing the results from several saliency

detection algorithms.
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5.2.2 Saliency Detection Algorithm Comparison

Totally, we have selected three candidates. One of them is the most easily imple-

mented OpenCV saliency detection algorithm which is based on [57]. This traditional,

mathematical method extracts the spectral residual of an image in spectral domain

by analyzing the log-spectrum of an input image, and proposes a fast method to

construct the corresponding saliency map in spatial domain. The other two are the

most recent state-of-the-art saliency detection methods: PDNet [58] and DSS [59].

In the PDNet paper, Zhu et al. [58] propose a novel prior-model guided depth-

enhanced network (PDNet). The PDNet is composed of a master network and sub-

network. The master network is a convolution-deconvolution pipeline. The convo-

lution stage serves as a feature extractor that transforms the input image into hier-

archical rich feature representation, while the deconvolution stage serves as a shape

restorer to recover the resolution and segment the salient object in fine detail from

background. The sub-network can be treated like an encoder convolution architecture

and it process depth map as input and enhance the robustness of the master network.

To address the problem of insufficient RGB-D data for training, they also employ a

large dataset to pre-train the master network. This pre-train setup before training

our network using RGB-D data has proved to contribute dramatically to accuracy

improvement.

In the DSS paper, Hou et al. [59] propose a new salient object detection method by

introducing short connections to the skip-layer structures within the HED architec-

ture. Holistically-Nested Edge Detector (HED) provides a skip-layer structure with

deep supervision for edge and boundary detection. Their framework takes full ad-

vantage of multi-level and multi-scale features extracted from FCNs, providing more

advanced representations at each layer, a property that is critically needed to perform

segment detection.

Both PDNet and DSS claim state-of-the-art results and they both compare their

results with different methods using different data sets which makes it difficult to
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conclude which one is better directly from their papers. In order to draw a conclusion,

we conducted a trial with both algorithms tested on a self-collected data set containing

300 images. We evaluated them by the visualized quality of the generated saliency

map. Figure 5.3 provides a visual comparison of the above-mentioned methods. Based

on the results of all 300 images, DSS has the highest accuracy as well as the best

visualized quality. So for both topics, we use DSS as our saliency map generation

algorithm. For more detailed interpretation of how DSS works, please refer to [59].

5.2.3 Saliency Based Image Quality Assessment

Methodology

Inspired by [60], as shown in Figure 5.4, the source image is first split into image

patches (IPs) with size 64×64 to train the CNN model. Each IP has the same quality

label as the source image. The saliency map is also split into salient image patches

(SIPs) same as the source image. The SIP is used to determine whether a certain IP

is a valid salient image patch (VSIP) for the model to predict on. The pixel values

of the saliency map generated by the DSS [59] method range from 0 to 255, and, the

higher saliency value of the pixel, the more salient it is. So we define that for an IP,

if it satisfies the condition:

M−1∑
m=0

N−1∑
n=0

S(m,n) >= 255× T ×M ×N (5.1)

we define the IP as an VSIP. M , N are the height and width of the IP, S(m,n) is the

saliency value at pixel location (m,n) in the SIP and T is the importance coefficient

which serves as a threshold to select SIPs. For our case, T is a fixed value of 0.5.

When an image is being assessed, only the VSIPs are predicted on and the final score

for the whole image is the average of those predicted patches.



80

Data Sets for Image Quality Assessment

Three public data sets are used in our experiment, and they are: LIVE Image

Quality Assessment Database [61], CSIQ Image Quality Database [62] and TID2008

Database [63].

LIVE Image Quality Assessment Database

The LIVE IQA Database contains 29 reference images that are distorted using

five distortion types: JPEG2000 (JP2K), JPEG, white noise in the RGB components

(WN), Gaussian blur (GBLUR), and transmission errors in the JPEG2000 bit stream

using a fast-fading Rayleigh channel model. In this way a total of 982 images, out

of which 203 were the reference images, are generated and then evaluated by human

subjects with Difference Mean Opinion Scores (DMOS). A DMOS is the difference

between reference and tested Mean Opinion Score and a higher DMOS denotes greater

visual distortion and lower quality. The DMOS range for LIVE is [0, 99].

CSIQ Image Quality Database

The CSIQ database contains 30 reference images, each image is distorted using

one of six types of distortions: JPEG, JP2K, global contrast decrements, additive

pink Gaussian noise, additive white Gaussian noise (same as WN), and GBLUR,

each at four to five different levels of distortion. Each type of distortion consists of

150 images which makes it a 900 images data set. The DMOS range for CSIQ is [0,

1].

TID2008 Database

The TID2008 Database contains 25 reference images and 1700 distorted images.

Each reference image has 17 types of distortions at four levels. The distortion type

includes: JPEG, JP2K, WN, GBLUR, JPEG Transmission Errors, Contrast Change,
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High Frequency Noise, etc. Different from LIVE and CSIQ, TID2008 adopts Mean

Opinion Score (MOS) as its evaluation metric. Same as its literal meaning, MOS is

the average value of the scores rated by human observers. For MOS, a higher value

means less visual distortion and better quality. The MOS range for TID2008 is [0,

9]. TID2008 is used for cross-database evaluation.

Among the above-mentioned three public databases, the only four distortion types

in common are: JPEG, JP2K, WN and GBLUR. And since JP2K is not a frequently

used image compression technique compared with JPEG, for our experiments, we

only train and test on JPEG, WN and GBLUR distortion types as shown in Figure

5.9. Different from [60] which only uses 60% of images of LIVE for training, we use

the images from LIVE and CSIQ for training, validation and testing in order to make

deeper network structure possible and prevent over-fitting. More specifically, for the

three distortion types, LIVE has 587 images and CSIQ has 450 images. The combined

data set contains 1037 images and are split into 60% for training, 20% for validation

and 20% for testing. In addition, the DMOS range of CSIQ is linearly mapped to it

of LIVE in order to make them consistent.

Local Contrast Normalization

It has been proven in [49] and [60] that applying a local contrast normalization

will improve the final training performance. Similar to [49] and [60], all images in the

combined data set are locally normalized before training. Suppose the pixel value at

location (x, y) is I(x, y), then its normalized value Î(x, y) is as follows:

Î(x, y) =
I(x, y)− µ(x, y)

σ(x, y) + C
(5.2)

µ(x, y) =

∑m=M
m=−M

∑n=N
n=−N I(x+m, y + n)

(2×M + 1)(2×N + 1)
(5.3)
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σ(x, y) =

√∑M
m=−M

∑N
n=−N(I(x+m, y + n)− µ(x, y))2

(2×M + 1)(2×N + 1)
(5.4)

where C is a constant to prevent zero divisor. 2 ×M + 1 and 2 × N + 1 are the

normalization window sizes. We set C = 1 and M = N = 3 in our experiments.

Data Augmentation

In order to increase the size of the training set for the purpose of accommodat-

ing deeper network structure and more training epochs, we use some simple data

augmentation techniques.

During the cropping process, instead of splitting each image into non-overlapping

patches, we crop the image into 64 × 64 patches with stride 32 which means that

each image patch has overlapping areas. Then, for each image patch, five types of

flips and rotations are performed which are: horizontal flip, vertical flip, 90◦, 180◦

and 270◦ clockwise rotation.

Network Structure

Kang et al. [49] propose a network structure consisting of only one convolutional

layer with max and min pooling, two fully connected layers and one output layer. Jia

et al. [60] proposes a deeper network structure consisting of ten convolutional layers,

four max pooling layers, two fully connected layers and one softmax layer. Together

with the evolution from AlexNet [64] to ResNet [65], extensive research works have

shown that a CNN architecture with more layers leads to better performance. Taking

this into consideration, we propose a network structure modified on top of VGG-

19 [37] shown in Figure 5.6.

Different from the original VGG-19 structure, the input size is 64 × 64 × 3. For

each convolutional layer and fully-connected layer, except for the ReLu activation

layer, we add a Batch Normalization (BN) layer [66] and a Dropout layer [67] with



83

the ratio of 0.5. The function of the activation layer is to bring non-linearity to

the network. The function of the BN layer is to reduce internal covariate shift and

the function of the Dropout layer is to prevent the model from over-fitting. For the

output layer, instead using Softmax, we adopt Euclidean layer to solve this regression

problem.

Training Specs

Stochastic Gradient Descent (SGD) with Adam [68] optimization algorithm is

used for training. Learning rate is initially set to 0.01, batch size is set to 64 and

momentum is set to 0.9. A total of 20 epochs is run for training and the model with

the smallest validation error is selected for testing.

Evaluation Metrics

Two universal evaluation metrics are used in our experiments: Spearman Rank

Order Correlation Coefficient (SROCC) and Linear Correlation Coeffieicnt (LCC).

SROCC ρ measures how well the relationship between two variables can be described

using a monotonic function as shown in Equation 5.5, where n is the number of data

points of the two variables and di is the difference in the ranks of the ith element of each

random variable considered. But LCC r measures the linear relationships between

two variables as shown in Equation 5.6, where x and y are the mean values of all

samples. Specifically, higher SROCC and LCC values indicates closer relationships

and better results.

ρ = 1− 6
∑
di

2

n(n2 − 1)
(5.5)

r =

∑n
i=1((xi − x)(yi − y))√

(
∑n

i=1(xi − x)2)(
∑n

i=1(yi − y)2)
(5.6)
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For the cross-database evaluation using the TID2008 Database, since the MOS

ranges from 0 to 9, we perform a non-linear logistic function mapping to convert the

LIVE DMOS labels to the TID2008 MOS labels as shown in Figure 5.7. Using the

same strategy in [69], 80% images of TID2008 are used for training and estimating

the parameters of the logistic function while 20% images are used for cross-database

evaluation.

Experimental Results

We compare our results with the approaches proposed in two papers: [49] and [60].

Kang et al. [49] are the first to propose CNN based IQA approach and [60] achieves

state-of-the-art result.

Table 5.1 and Table 5.2 shows the SROCC and LCC results of the combined test

set and the cross-database evaluation on TID2008 Database.

Table 5.1.: SROCC results on the combined test set and TID2008. The best results
are highlighted.

SROCC Combined Test Set TID2008

CNN [49] 0.941 0.905

SDCNN [60] 0.962 0.871

Ours 0.966 0.892

Table 5.2.: LCC results on the combined test set and TID2008. The best results are
highlighted.

LCC Combined Test Set TID2008

CNN [49] 0.936 0.885

SDCNN [60] 0.965 0.870

Ours 0.968 0.881
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The results show that our proposed method outperforms both CNN [49] and

SDCNN [60] on the combined test set. And we also achieve comparable results on

the cross-database evaluation on the TID2008 compared with [49].

Limitations and Future Work

The main limitation of our proposed IQA method comes from our training data

sets. Even though LIVE [61], CSIQ [62], and TID2008 [63] have been used as stan-

dard databases in the IQA research tasks for more than 10 years, they have their

own limitations. The primary one is that the images in all the three databases are

of comparably low resolution, e.g. 640 × 512. Compared to the images taken by

modern cell phones which have much larger resolution, the above-mentioned three

databases have lost their representativeness and generalizability. And also, since our

proposed method is a fixed size patch-based IQA approach, a larger image size means

longer processing time. So, the future works may include: (1) Collecting large-scale

databases consisting of high-quality images taken by modern cell phones or other de-

vices which have larger resolution. (2) Taking viewing distance into account when col-

lecting ground truth. (3) Adopting more advanced approaches of utilizing a saliency

map, e.g. an adaptive patch size or treating the saliency map as an input channel of

the CNN network.

Conclusion

In this section, we have proposed a saliency-based approach of solving the IQA

task. Compared with [60], we use a better saliency detection algorithm, a deeper

network structure and more training data and achieve new state-of-the-art results.

Our proposed method not only demonstrates the fact that a CNN-based method offers

a promising way of solving the NRIQA problem, but also provides an alternative

means of evaluating the image quality by focusing on the salient region.
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5.3 Saliency Based Image Cropping

5.3.1 Introduction

Image composition has always been one of the most important ingredients in pho-

tography. It directly influences people’s judgement on the aesthetics of an image. The

purpose of image cropping is to improve the composition by removing redundant in-

formation and keeping the salient region. In this section, we propose a saliency-based

image cropping pipeline which adopts the saliency detection algorithm introduced in

Section 5.2.2 to solve the image recomposition problem. For more details about the

saliency detection algorithm, please refer to [59].

5.3.2 Methodology

There are two mainstream approaches of training an image cropping network: (1)

Train the network using the database in which the images are crops with a single

score labeled by human annotators. The loss layer is traditional Cross-Entropy Loss

(measures the performance of a classification model whose output is a probability

value between 0 and 1) as shown in Equation 5.7 or Mean-Square Error (MSE, the

most commonly used loss function for regression) Loss as shown in Equation 5.8. (2)

Train the network using the database in which the crops are in pairs with similarity

scores. This type of network is usually called Siamese Neural Network [70] [71] with

Ranking Loss [52].

LCross−Entropy = −(y − log(p) + (1− y) log(1− p)) (5.7)

LMSE =
1

N

N∑
i=0

(y − ŷi)2 (5.8)

In the work of Chen et al. [52], they analyze the most basic behavior of photogra-

phy: when a photographer is taking a picture, he constantly moves the camera and

judges if the current view is more aesthetically pleasing than the previous one until
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the desired view is obtained. The above phenomenon reveals the essential nature

of photo composition to successively rank a pair of views with gradually changing

contents. They also build a pairwise ranking data set with the images downloaded

from the Flickr website 1.

Inspired by the work of [52], our proposed pipeline adopts a similar but much

deeper Siamese network structure with Ranking Loss and use the same training and

validation data sets with the assistance of saliency information.

5.3.3 Data Set for Image Cropping

Traditional image cropping data sets always require heavy human labor work

involved which means that for every crop of a reference image, the score label is

acquired by taking average of the opinion scores from multiple annotators. The

whole process is both time and labor consuming. It always results in the limitation

of the size of the data set. Chen et al. [52] propose an inexpensive way of collecting

pairwise data sets. Their approach is based on the assumption that if an image is

a professional photograph with perfect composition, then, any deviations away from

the current view will cause aesthetic degradation. More specifically, if every reference

image in the data set is a professional photo, then all the crops originated from it will

have lower scores. The (reference image - crop) will become a negative pair for the

ranking loss without needing extra labelling.

In this way, they have crawled 31,860 images from the Flickr website. After

manually filtering out inappropriate images, the resulting image pool contains 21,045

high-quality images. They randomly select 17,000 images for training and the rest are

for validation. For every image, 14 crops are generated and the each crop is paired

with its reference image. The final data set consists of 294,630 image pairs.

1https://www.flickr.com/
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Data Augmentation

We do horizontal flipping and five levels of brightness change for data augmenta-

tion. After data augmentation, our data set consists of 2,062,410 image pairs. They

are then divided into 80% for training and 20% for validation.

5.3.4 Network Structure

Different from conventional CNN network structure whose input is a single im-

age and uses Cross-Entropy or MSE as its loss function, our proposed network uses

Siamese structure which takes in two images successively and updates the parameters

using the Ranking Loss during the backpropagation process.

The Siamese Neural Network [72] is also called a Twin Neural Network. The input

comes in pairs. The reference image is first fed into the network and its feature vector

is precomputed at the output of the fully connected layer. It then forms a baseline

against which the cropped image is compared. Both inputs share the same weights

and all the other parameters. This architecture is widely used in face recognition.

The difference between Ranking Loss and Cross-Entropy or MSE Loss is that the

objective of Ranking Loss is to predict the relative distance between the input pairs

instead of predicting a label or a score directly. So the label for the input pair can be

as simple as a binary similarity score, e.g. negative in our case. This also explains why

the data collection in [52] is inexpensive and efficient. Suppose we have a reference

sample Ir and a negative sample In, the Ranking Loss can be written as:

L(Ir, In) = max(0, C − d(Ip, In)) (5.9)

where d is the distance between the reference sample and the negative sample and C

is the margin that regularizes the minimal distance between the ranking scores of the

image pair.

The backbone of the network proposed in [52] is AlexNet [64], while we propose

a much deeper architecture based on ResNet-34 [65]. It has a max pooling layer, 32
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convolutional layers, an average pooling layer and a fully connected layer as shown

in Figure 5.8.

5.3.5 Training Specs

Stochastic Gradient Descent (SGD) with Adam [68] optimization algorithm is

used for training. The learning rate is initially set to 0.01, the batch size is set to

64, and the momentum is set to 0.9. A total of 20 epochs is run for training and the

model with the smallest validation error is selected for testing.

5.3.6 Evaluation Metrics

We adopt the same evaluation metrics as [52], i.e., Intersection-Over-Union (IoU),

Boundary Displacement (Disp.) and α−recall. IoU is described as the Area of Over-

lap over the Area of Union:

IoU =
Ig ∩ Ic
Ig ∪ Ic

(5.10)

where Ig is the ground truth crop and Ic is the crop generated by the network. Disp.

is described as the average of the boundary displacement summation of the image

edges:

Disp. =

∑4
i=1

∥∥Bg
i −Bc

i

∥∥
4

(5.11)

where Bg
i and Bc

i represent the four edges of Ig and Ic. For the two vertical edges,∥∥Bg
i −Bc

I

∥∥ denotes the x coordinate difference. For the two horizontal edges,
∥∥Bg

i −Bc
i

∥∥
denotes the y coordinate difference. And α−recall denotes the fraction of best crops

that have an overlapping ratio ((Ig ∩ Ic)/Ig) greater than α with the ground truth.

Same as [52], we set α to 0.75 in all our experiments.
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5.3.7 Testing Procedure

Based on the observation described in Section 5.1.3 that a crop which has high IoU

value may still be a bad one because it does not include the whole saliency region, for

the testing stage, four additional steps are introduced including: saliency detection,

connected-component and pruning, bounding box merging, and saliency-anchor-based

image cropping.

Saliency Detection

For every testing image, we adopt the same saliency detection algorithm [59] used

for the IQA project in Section 5.2.1.

Connected-Component And Pruning

After the gray scale saliency map is generated, a connected-component algorithm

proposed in [73] is applied to the saliency map in order to further locate the saliency

region. In our experiment, we adopt the 8-connectivity connected-component option.

The saliency region whose area size is smaller than 1% of the total saliency area size

is then removed from the candidate region list in order to reduce noise and keep the

most remarkable content.

Bounding Box Merging

After the above-mentioned procedures, an image may contain multiple connected-

components which are all our desired salient regions. And they need to be included

in the final crop. Each connected-component corresponds to a bounding box. We

merge all of the bounding boxes by keeping their topmost, leftmost, bottommost and

rightmost edges. In this way, a single bounding box that contains all of these regions

is generated and will meet requirements.
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Saliency-Anchor-Based Image Cropping

The last thing needs to be done before an image is fed into the network, is the

cropping strategy, one that covers majority of the content and different aspect ra-

tios. Inspired by [54], we propose a saliency-anchor-based image cropping scheme. It

consists of two cropping sets.

The first set requires us to construct an image grid with M × N bins on the

reference image and select m × n bins on the top-left and bottom-right corners.

Then, we put the top-left and bottom-right vertices of the crop at the center of one of

the m × n bins to form a candidate crop as shown in Figure 5.9(a). In our experiment,

M and N are set to be 16, m and n are set to be 4. But the crops are required to

satisfy the following conditions:

(1) The area of the crop should be no smaller than a certain proportion of the

whole image size:

Areac ≥ λArear (5.12)

where Areac and Arear are the size of the reference image and the crop, λ is the ratio

threshold. In our experiment, we set λ to be 0.5.

(2) The aspect ratio of the crop should be within a certain range:

αl ≤
Wc

Hc

≤ αu (5.13)

where αl and αu are the lower and upper boundary of the aspect ratio. Wc and Hc are

the width and height of the crop. αl and αu are set to be 0.5 and 2 in our experiment.

(3) The candidate crop needs to cover the full saliency bounding box.

We build the second set by growing the candidate crops around the saliency bound-

ing box with five popular aspect ratios: 16 : 9, 4 : 3, 3 : 4, 9 : 16 and 1 : 1, as shown

in Figure 5.9(b). For example, suppose we want to generate candidate crops for the

16 : 9 aspect ratio. We first adjust the aspect ratio of the original saliency bounding

box to 16 : 9. This adjusted bounding box serves as the anchor of all the candidate
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crops with the same aspect ratio. Then, we enlarge the bounding box by adding 32 to

the left and right boundaries in the horizontal direction and 18 to the top and bottom

boundaries in the vertical direction in order to maintain the same aspect ratio. Each

addition corresponds to one candidate crop. We keep on adding multiples of 32 and

18 until one edge of the bounding box reaches the boundary of the reference image.

The crops in this set are guaranteed to cover the saliency bounding box and satisfy

the aspect ratio condition. But the crop size also needs be greater than or equal to

λArear.

With our proposed cropping scheme, each reference image will generate approxi-

mately 10 − 2000 candidate crops. More importantly, all these candidate crops will

cover the saliency regions.

5.3.8 Experimental Results

FCDB Test Set

In order to validate the performance of our trained model, we first evaluate the

aforementioned three metrics: IoU, Disp. and α−recall on one of the public cropping

databases, Flickr Cropping Database (FCDB) [74], and compare our results against

several baselines and state-of-the-art methods both statistically and visually. The

FCDB test set contains 348 images.

Table 5.3 summarizes our results compared against other methods. Figure 5.10

illustrates the visual comparison of some sample cropping result from FCDB. Noting

that since [54] uses different evaluation metrics, we only include it in the visual

comparison.

Statistically, our method beats the other methods and reaches state-of-the-art re-

sults. From the visual examples, it can also be concluded that crops that are generated

by our method are more visually pleasing than others. Not only because our pipeline

is trained with public databases that takes aesthetic factors into consideration, but

also, the resulting crops contain full salient regions.
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Table 5.3.: Performance comparison on FCDB [74]. The best results are highlighted.
Noting that all of the results except for ”Ours” are from [52].

Method IoU (the higher

the better)

Disp. (the lower

the better)

α−recall (the

higher the better)

eDN [75] 0.4929 0.1356 12.68

AlexNet-finetune [52] 0.5543 0.1209 16.092

MNA-CNN [76] 0.5042 0.1361 0.0747

RankSVM+AVA [74] 0.5270 0.1277 12.6437

RankSVM+FCDB [74] 0.602 0.1057 18.1034

AesRankNet [77] 0.4843 0.1401 0.0804

VFN [52] 0.6842 0.0843 35.0575

Ours 0.6931 0.0798 36.9945

Self-collected Test Set

Another very significant observation is that for images of people or animals, both

GAIC [54] and VFN [52] tend to crop out the legs which greatly degrades the cropping

performance. To validate this observation, we collect a test set containing 140 images

of people and animals. Since we do not have the ground truths, the performance is

evaluated based on visual preference. We first apply our method, GAIC [54], and

VFN [52] on the test set. Then, we manually vote on each resulting crop to select

the best one and collect the votes for each method. The same process is done three

times and the final votes are the averages of the three trials.

Table 5.4 shows the voting statistics and Figure 5.11 illustrates the visual com-

parison.

It clearly shows that our crops always include people’s legs.
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Table 5.4.: Voting statistics of our self-collected test set.

Method Ours GAIC VFN

Votes 72 50 18

5.3.9 Limitations and Future Work

The main limitation of our proposed image cropping method is from the evaluation

metrics. Even though IoU, Disp., and α−recall have been widely used as standard

metrics for image cropping tasks, they are too objective, and only consider the geo-

metrical information of the crops. However, the true nature of the image cropping

problem is a subjective and flexible task without a unique solution. So, new evalu-

ation metrics considering the aesthetics aspects of photography are desired. Future

works may include: (1) Designing new evaluation metrics combining both objective

and subjective information. (2) Collecting data sets of a wider variety of contents for

the benchmarking of the new metrics.

5.3.10 Conclusion

Due to the deeper network structure, robust and accurate saliency detection al-

gorithm, and more advanced cropping scheme, our proposed saliency-based image

cropping algorithm outperforms other methods both statistically and visually, and

achieve state-of-the-art results.

5.4 Conclusion

In this chapter, we show our efforts in image quality assessment and image crop-

ping tasks. We first demonstrate why saliency is important for both tasks by showing

real world examples. Then, we select the best saliency detection algorithm by com-

paring several state-of-the-art methods.
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We start by solving the IQA problem. Three public data sets are used for training,

validation, and cross-database evaluation. All training and validation images are split

into size 64 × 64 patches. Each patch has the same quality label as the original image.

We adopt the VGG-19 network structure for training. Two universal evaluation

metrics are used in our experiments: SROCC and LCC. During the testing phase,

saliency detection is applied on each testing image and only the salient patches are

evaluated. Our proposed IQA pipeline achieves state-of-the-art results for the testing

set and comparable results for the cross-database evaluation.

The solution for the image cropping task is also demonstrated. We train a Siamese

network architecture on top of the Resnet-34 backbone with Ranking Loss. The data

set is comprised of pair-wise images. Three evaluation metrics are used which are:

IoU, Disp., and α−recall. During the testing stage, the same saliency detection

algorithm is applied on every testing image. We then propose additional steps to

generate saliency-anchor-based crops. The best crop ranked by the trained model

will be the final result. We compare our method against others using both a public

data set and a self-collected data set statistically and visually. Our proposed method

outperforms other methods and achieves state-of-the-art performance.
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(a) Source (b) DSS (c) PDNet (d) OpenCV

Fig. 5.3.: The visual comparison of the three methods.
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Fig. 5.4.: Our saliency-based IQA flowchart.

(a) Reference image (b) JPEG artifact

(c) GBLUR artifact (d) WN artifact

Fig. 5.5.: Sample reference and distorted images.
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Fig. 5.6.: Our IQA CNN network structure.

Fig. 5.7.: Non-linear logistic mapping to convert range [0, 99] LIVE DMOS Score to
range [0, 9] TID2008 MOS Score. Noting that the red points are the training data
from TID2008 Database which have both DMOS and MOS.



99

Fig. 5.8.: Our image cropping network structure. The backbone of this network is ResNet-34 [65].
The network takes in the reference image and the crop successively. It starts with a Conv layer
and a 3 × 3 Max Pooling layer followed by 4 Residual Blocks. Each Residual Block consists
of multiple Conv layer pairs with Skip Connections. Each Conv layer is also connected with a
Batch Normalization (BN) layer and a ReLu layer. In the end, we have an Average Pooling
layer, a Fully Connected layer, and a Ranking Loss layer.
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(a) Scheme 1 (b) Scheme 2

Fig. 5.9.: Saliency-anchor-based cropping scheme. For Scheme 1, we split the reference image
into M × N bins and select m × n bins on the top-left and bottom-right corners. The vertices
of the candidate crop is placed at the center of one of these bins. For Scheme 2, we generate
the candidate crops by adding specific values (e.g. 32 and 18) on both horizontal and vertical
directions in order to keep the aspect ratio.
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(a) Reference (b) Saliency (c) CC with Bbox (d) GT [74] (e) Ours (f) GAIC [54] (g) VFN [52]

Fig. 5.10.: Cropping results comparison of our proposed pipeline against two state-of-the-art
methods.
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(a) Reference (b) Saliency (c) Ours (d) GAIC [54] (e) VFN [52]

Fig. 5.11.: Cropping results comparison of our proposed pipeline against two state-of-the-
art methods.
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6. SUMMARY

In this dissertation, we mainly discuss four projects which are: Page Classification

for Print Imaging Pipeline, Fading Detection, CNN Based Emotion Recognition, and

Saliency Based Image Quality Assessment and Cropping.

In Chapter 2, we develop new features to extend our previous page classification

algorithm to detect two new classes of pages which are: Receipt and Highlight. We

also show how to use a DAG-SVM structure to classify five classes of pages: Text,

Picture, Mixed, Receipt, and Highlight. Our contributions to this part of the work

include:

• We developed four new features to extend our previous page classification algorithm

to classify two new classes.

• We made a Page Classification User Manual to help users better understand the

project.

In Chapter 3, we propose an algorithm for detecting fading in both text region and

non-text region. For the text region, we first do the global alignment and then the

local alignment using template matching. Then, we create the L∗a∗b∗ 3D color node

system. We assign each CC to a color node and calculate the ∆E value between the

raster page CCs and the scanned page CCs. For the non-text region, especially for

the raster and vector region, after the global alignment, we skip the local alignment.

Instead, we partition the image into size 60×60 ”super pixels” and assign each super

pixel to a color node among 125 nodes and calculate the color difference ∆E. Our

contributions to this part of the work include:

• We proposed a novel algorithm for detecting fading in both text and non-text

regions.
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• For text region fading detection, instead of calculating the ∆E pixel-by-pixel, we

used Otsu’s method to separate foreground from the background and got the

average ∆E of the foreground.

• We created a 3D Color Node System. We divided the L∗a∗b∗ color space into 125

nodes where each node corresponds to a certain color. With this system, we

can detect what kind of color is fading.

• For non-text region, we divided the object map, raster image, and the scanned

image into 60× 60 super pixels; so that the inaccuracy of global alignment was

reduced. In this way, we are able to detect the fading level for raster and vector

regions.

In Chapter 4, we show our ability to do emotion recognition through Convolu-

tional Neural Network training. The whole process includes: Data Collection, Data

Preprocessing, Model Training and Model Testing. We also investigate the relations

among Emotion, LM, and FAU and accomplish the emotion recognition task through

the SVM training of FAUs. Our contributions to this part of the work include:

• We built an emotion recognition framework from scratch. We first collected four

public data sets and manually clean them. After that, we implemented data

preprocessing, including labeling data, aligning faces and augmenting data. In

the training process, we designed our own model based on a VGG-S model but

with a much smaller size, better accuracy, and improved efficiency.

• We developed an emotion recognition regression training framework which takes

the intensity information of emotions into consideration. We collected our own

Emotion Intensity In the Wild data set and defined a 5-level regression labeling

scenario. Our experiment results show that the proposed system can recognize

the emotion intensities with promising accuracies.

• We showed that our model achieved accurate and smooth real-time recognition of

both emotion type and intensity by applying it to real-time scenarios.
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• We analyzed the relationship between LM and FAU to solve the FAU detection

problem with the geometrical information of the LMs. We then trained an

emotion recognition model with an SVM framework using FAUs as the input.

Our work successfully validates the possibility that facial expression can be

detected using other approaches.

In Chapter 5, we propose a pipeline of solving IQA and image cropping problems

with saliency information. We validate the advantage of utilizing saliency information

to solve image quality and aesthetic assessment problem. The proposed pipelines for

both tasks achieve state-of-the-art results. Our contributions to this part of the work

include:

• We demonstrated and validate the advantage of saliency based image quality and

aesthetic assessment method.

• We proposed a salient patch based image quality assessment pipeline. Instead of

analyzing the quality of an image as a whole, we split the image into salient

patches. The quality score of the image will be the average score of all salient

patches. With more training and validation data, a deeper network structure

and a more robust saliency detection algorithm, our proposed pipeline reaches

state-of-the-art result.

• We proposed a saliency-anchor-based image cropping pipeline. The candidate

crops are generated with more advanced cropping schemes. All candidate crops

are guaranteed to cover the salient regions. Trained with much a deeper net-

work and tested with a more advanced cropping strategy, our propose pipeline

achieves the best performance both statistically and visually.

• Our proposed image cropping pipeline also solves an universal problem of other

current methods which easily crop out the legs of people’s or animals’.
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