
ACCELERATING THE THROUGHPUT OF MASS SPECTROMETRY

ANALYSIS BY ADVANCED WORKFLOW AND INSTRUMENTATION

A Dissertation

Submitted to the Faculty

of

Purdue University

by

Zhuoer Xie

In Partial Fulfillment of the

Requirements for the Degree

of

Doctor of Philosophy

August 2020

Purdue University

West Lafayette, Indiana



ii

THE PURDUE UNIVERSITY GRADUATE SCHOOL

STATEMENT OF DISSERTATION APPROVAL

Dr. R. Graham Cooks, Chair

Department of Chemistry

Dr. Christina W. Li

Department of Chemistry

Dr. Garth J. Simpson

Department of Chemistry

Dr. Hilkka I. Kenttämaa

Department of Chemistry

Approved by:

Dr. Christine A. Hrycyna

Head of the School Graduate Program



iii

To the past, and to the unknown future.



iv

ACKNOWLEDGMENTS

In the first place, I would like to thank my family for their perpetual support and

unconditional love. I have lost track of how many times I missed the family gathering

on traditional festivals, and what comforts my nostalgia is the jar of chopped peppers

brought from home. I wish to express my special gratitude to my grandfather, Qilong

He, who suffered from wars in his early life but has made it out alive. He wished to

witness my graduation but I did not succeed in finishing before his passing away in

April. But those summer days we spent cultivating in his garden are the best memory

of my childhood. I will keep his diligence and perseverance in mind and live up to it.

I am grateful to my advisor, Prof. R. Graham Cooks, who offers me opportunity to

conduct my graduate study in his group. He has not only presented the magnificent

world of mass spectrometry but also taught invaluable life lessons to me. I would not

accomplish this journey without Graham’s encouragement and criticism.

I am deeply indebted to Dr. Zhenwei Wei for his mentoring in my research. All

those meals Zhenwei hosted are short but fabulous getaways. Dr. Christina R. Fer-

reira has been patiently guiding me through the entire work of MRM-profiling and

expanding my knowledge in metabolomics. Thank you both for bettering my under-

standing of being a researcher.

My sincere appreciation goes to previous group members for the initial training and

generous guidance on my research: Dr. Pu Wei, Dr. Chris Pulliam, Dr. Valentina

Pirro, Zezhen Zhang, Dr. Mei Zhang, Dr. Tianyang Guo, Dr. Karen Yannell, Prof.

Wen-ping Peng, Dr. Jing Yi, Dr. Steve Ayrton, Dr. Ryan Bain, Dr. Xinming Huo,



v

Dr. Adam Hollerbach, Dr. Hong Zhang, Dr. Patrick Fedick, Dr. Dalton Snyder,

Dr. Clint Alfaro, Dr. David Logsdon, Dr. Kiran Iyer, and Dr. Fan Pu. The most

recent person who left Aston Labs is Brandy McMasters. She managed to organize

everything and made our life much easier throughout the years.

I am also thankful to current group members for all the discussions and time we

shared: Robert Schrader, Tsdale Mehari, Yangjie Li, Xingshuo Chen, Hannah Brown,

Lucas Szalwinski, Sangeeta Pandey, Rong Chen, Saquib Rahman, Lingqi Qiu, Edwin

Gonzalez, Nicolás Morato Gutiérrez, Yanyang Hu, Kai-Hung Huang, Phoebe Le, and

Dylan Holden. Wish you a meaningful graduate life, though it is meant to be busy

and challenging.

I thank Prof. Garth Simpson, Dr. Christina Li, and Dr. Hilkka Kenttämaa for

being on my defense committee. Likewise, I would also like to thank professors of

course that I took and members of the Amy facility for consulting and problem solving

when I was confused.



vi

TABLE OF CONTENTS

Page

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

CHAPTER 1. MASS SPECTROMETRY-BASED LIPIDOMICS . . . . . . . . 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Lipids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Isomerism and Shorthand Notation . . . . . . . . . . . . . . . . 4

1.3 Current Exploratory Lipidomics Platforms . . . . . . . . . . . . . . . . 6
1.3.1 Chromatography Coupled to Mass Spectrometry . . . . . . . . . 7
1.3.2 Direct Injection Mass Spectrometry . . . . . . . . . . . . . . . . 9
1.3.3 Mass Spectrometry Imaging . . . . . . . . . . . . . . . . . . . . 9

1.4 Analytical Challenges and Concerns in Lipidomics . . . . . . . . . . . . 10
1.4.1 Dark Lipidome and Reproducibility Between Platforms . . . . . 11
1.4.2 Pursuit of Ultimate Structural Elucidation and Separation . . . 12
1.4.3 Faulty Annotation and Assignment . . . . . . . . . . . . . . . . 13

1.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

CHAPTER 2. MULTIPLE REACTION MONITORING (MRM-PROFILING)
WORKFLOW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1 Background to MRM-Profiling . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Preparation for MRM-Profiling . . . . . . . . . . . . . . . . . . . . . . 21

2.2.1 Precursor Ion Scan and Neutral Loss Scan . . . . . . . . . . . . 21
2.2.2 Method Library . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3 Discovery Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.1 Worklist Generation . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2 Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.3 MRM Method Development for Screening Stage . . . . . . . . . 41

2.4 Screening Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.1 Worklist Generation . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.2 Data Processing and Statistical Analysis . . . . . . . . . . . . . 43

2.5 Identification Stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44



vii

Page
2.6 An Example: Milk from Human, Cow, and Soy . . . . . . . . . . . . . 44
2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.8 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

CHAPTER 3. QUANTITATIVE ANALYSIS OF PHOSPHOLIPIDS IN OOCYTES
AND BLASTOCYSTS BY MRM-PROFILING . . . . . . . . . . . . . . . . 54
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.1 Cultivation of Samples . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.2 Chemicals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.3 Lipid Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.4 MRM-Profiling . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.5 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.6 Normalization Methods . . . . . . . . . . . . . . . . . . . . . . . 62

3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.4.1 Evaluation of Quantitative Data on Lipids in Oocytes . . . . . . 64
3.4.2 Comparison of Relative and Absolute Normalization of Lipids

in Bovine Oocytes and Blastocysts . . . . . . . . . . . . . . . . 72
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.6 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

CHAPTER 4. MRM-PROFILING OF LIPIDS TO DISTINGUISH STRAIN-
LEVEL DIFFERENCES INMICROBIAL RESISTANCE IN ESCHERICHIA
COLI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2.1 Antimicrobial Resistance . . . . . . . . . . . . . . . . . . . . . . 81
4.2.2 Clinical Identification and Diagnosis . . . . . . . . . . . . . . . 81
4.2.3 Lipid Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3 Experimental Section . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.1 Chemicals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.2 Bacterial Culture . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.3 Minimum Inhibitory Concentration Test . . . . . . . . . . . . . 84
4.3.4 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.5 Multiple Reaction Monitoring Profiling . . . . . . . . . . . . . . 85
4.3.6 Statistical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.1 Lipid Analysis of Non-Resistant Strains . . . . . . . . . . . . . . 88
4.4.2 Lipid Profile Differences Between Non-Resistant and Resistant

Bacterial Strains . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.6 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97



viii

Page

CHAPTER 5. HIGH-THROUGHPUT BIOASSAYS USING "DIP-AND-GO"
MULTIPLEXED ELECTROSPRAY MASS SPECTROMETRY . . . . . . 101
5.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.3 Experimental Section . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.3.1 Chemicals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3.2 Reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3.3 Dip-and-Go System . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3.4 Mass Spectrometry Setup . . . . . . . . . . . . . . . . . . . . 106

5.4 Performance of System . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4.1 Reaction Screening . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4.2 Capability of Bioassays . . . . . . . . . . . . . . . . . . . . . . 109
5.4.3 High-Throughput Bioassays . . . . . . . . . . . . . . . . . . . 119

5.5 Discussions on Electrophoretic Cleaning and Ion Stacking . . . . . . . 123
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.7 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

PUBLICATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129



ix

LIST OF TABLES

Table Page

2.1 Parameters and details of scan methods in library for lipids. . . . . . . . . 26

2.2 Parameters and details of scan methods in library for metabolites. . . . . . 31

2.3 Details of MRM methods based on LipidMaps database in library. . . . . . 35

3.1 Information of lipid internal standards . . . . . . . . . . . . . . . . . . . . 60

3.2 Parameters of instrument for MRM-profiling . . . . . . . . . . . . . . . . . 63

3.3 List of MRMs used for analysis and corresponding RSDs . . . . . . . . . . 65

3.4 Quantified amount of lipid of each class per oocyte . . . . . . . . . . . . . 72

4.1 MIC results of each strain . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.2 Significant MRM transitions from different statistical analysis of control set 91

4.3 Significant MRM transitions from different statistical analysis of samples
treated with amoxicillin/clavulanate at half MIC . . . . . . . . . . . . . . 94

4.4 Postulated classification of transitions selected from t test and ROC curve 95

5.1 Comparison of inductive nESI with and without field amplification micro-
CZE of serum sample in isolation scan mode from Figure 5.7. . . . . . . 110



x

LIST OF FIGURES

Figure Page

1.1 Classification system recommended by LIPID MAPS®. Eight classes are
shown in each panel: fatty acyls (FA), prenol lipids (PR), glycerolipids
(GL), saccharolipids (SL), sterol lipids (ST), sphingolipids (SP), glyc-
erophospholipids (GP), and polyketides (PK). One typical molecular struc-
ture is illustrated in each class. Major subdivisions are also listed out under
each category. The diversity in structure can be visually observed. . . . . . 3

1.2 Classification and structure sketch of glycerophospholipids (GP) recom-
mended by LIPID MAPS®. Six main subclasses are shown in the top
panel: glycerophosphate (PA), glycerophosphocholine (PC), glycerophos-
phoethanolamine (PE), glycerophosphoglycerol (PG), glycerophosphoinos-
itol (PI), and glycerophosphoserine (PS). The headgroup of each subclass
is highlighted in purple. The bottom panel contains three possible re-
sults after phosphorylation of PI occurring at 3′, 4′, and/or 5′, producing
glycerophosphoinositol mono-/bis-/trisphosphates (PIP, PIP2, PIP3, re-
spectively). Each has a representative structure attached. . . . . . . . . . . 5

2.1 Typical workflow of MRM-profiling contains three stages: Discovery, Screen-
ing, and Identification. Discovery stage is a process of profiling based on
chemical functional groups. Screening stage uses MRM transitions deter-
mined from Discovery stage to analyze different groups of samples and
produces a panel of molecules/ions that are responsible for the differences
between samples. Identification stage focuses on the characterization of
molecules/ions from significant or responsible MRM transitions. . . . . . 21

2.2 Configuration of QqQ (a) and four operation modes: (b) product ion scan,
(c) precursor ion scan, (d) neutral loss scan, and (e) multiple reaction
monitoring. The operation of Q1 and Q3 can be either Fix or Scan. . . . 22

2.3 Illustration of four MS/MS operations on QqQ projected onto a 2D do-
main. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24



xi

Figure Page

2.4 Two worklist arrangements of an experiment with two samples and three
methods. (a) Apply all methods to the same sample first and then screen
the next sample. (b) Apply the same method to all samples first and then
screen all samples by the next method. . . . . . . . . . . . . . . . . . . . 38

2.5 Overlaid chromatogram of QC samples from two experiments. (a) Exper-
iment 1 with 16 injections of QC. (b) Experiment 2 with 43 injections of
QC. In both cases, the time between each two QCs were 10 injections of
samples (about 30 min). The curves in shaded area between 0.6 min to
1.4 min are used to calculate the area under curve in Figure 2.6. . . . . . 39

2.6 Distribution of normalized area under curve (AUC) values of QC samples
from the two experiments in Figure 2.5, Experiment 1 and 2 (abbrevi-
ated as Exp 1 and 2, respectively). All the areas are normalized to the
maximum AUC value in each experiment. . . . . . . . . . . . . . . . . . . 40

2.7 Mass spectra of NL 271 of milk samples from (a) cow, (b) human, and
(c) soy. The label and corresponding normalized intensity are shown in
the top right corner in each panel. Zoom-in mass spectra of shaded m/z
regions I, II, and III are shown in Figure 2.8. . . . . . . . . . . . . . . . . 47

2.8 Zoom-in mass spectra of NL 271 of samples from cow (a-c), human (d-
f), and soy (g-i) from Figure 2.7. Three typical m/z regions are selected
as shown in each column. The normalized intensity is the same as the
corresponding value from Figure 2.7. Potential characteristic peaks are
highlighted by yellow solid lines with m/z ’s labeled. . . . . . . . . . . . . 48

2.9 Mass spectra of NL 273 of milk samples from (a) cow, (b) human, and
(c) soy. The label and corresponding normalized intensity are shown in
the top right corner in each panel. Zoom-in mass spectra of shaded m/z
regions I, II, and III are shown in Figure 2.10. . . . . . . . . . . . . . . . 49

2.10 Zoom-in mass spectra of NL 273 of samples from cow (a-c), human (d-
f), and soy (g-i) from Figure 2.9. Three typical m/z regions are selected
as shown in each column. The normalized intensity is the same as the
corresponding value from Figure 2.9. Potential characteristic peaks are
highlighted by yellow solid lines with m/z ’s labeled. . . . . . . . . . . . . 50

2.11 Mass spectra of NL 299 of milk samples from (a) cow, (b) human, and
(c) soy. The label and corresponding normalized intensity are shown in
the top right corner in each panel. Zoom-in mass spectra of shaded m/z
regions I, II, and III are shown in Figure 2.12. . . . . . . . . . . . . . . . 51



xii

Figure Page

2.12 Zoom-in mass spectra of NL 299 of samples from cow (a-c), human (d-f),
and soy (g-i) from Figure 2.11. Three typical m/z regions are selected
as shown in each column. The normalized intensity is the same as the
corresponding value from Figure 2.11. Potential characteristic peaks are
highlighted by yellow solid lines with m/z ’s labeled. . . . . . . . . . . . . 52

3.1 Relationship between the number of oocytes introduced and the total
amount of SM, PS, PG, PE, and PC (from top to bottom) lipids quantified
using internal standards. Four concentrations of oocytes extract equiva-
lent to 1.6, 3.2, 4.8 and 6.4 per injection were used. Each point in plot is
an average of three measurements. . . . . . . . . . . . . . . . . . . . . . . 73

3.2 PLS-DA results for oocyte and blastocyst discrimination using different
normalization methods: normalized to modified total ion count (TIC) and
normalized to corresponding internal standard (IS). (a) Oocyte normalized
to TIC. (b) Oocyte normalized to IS. (c) Blastocyst normalized to TIC.
(d) Blastocyst normalized to IS. The two colors represent differences in
the nanoparticles applied during culturing, red and blue for group A and
group B, respectively. Sample size of each group in (a) and (b) is N = 11,
and N = 12 in (c) and (d). The shaded ellipses represent the calculated
95% confidence range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.3 Boxplots showing comparisons between two normalization methods of three
MRM transitions in blastocyst samples. Top row is result of normaliza-
tion to corresponding internal standard (IS) and bottom row is result of
normalization to modified total ion current (TIC).. . . . . . . . . . . . . . 76

3.4 Boxplots showing comparisons between two normalization methods of three
MRM transitions in oocyte samples. Top row is result of normalization to
corresponding internal standard (IS) and bottom row is result of normal-
ization to modified total ion current (TIC). . . . . . . . . . . . . . . . . . 77

4.1 Distribution of MRMs selected for screening stage in positive mode. Al-
together 1,900 transitions were reorganized into 9 MRM methods. . . . . 87

4.2 Distribution of MRMs selected for screening stage in negative mode. Al-
together 429 transitions were reorganized into 2 MRM methods. . . . . . 87

4.3 PCA scores plots of non-resistant bacterial strains (a) ATCC 25922 and
(b) ATCC 4157 after various antibiotic treatments. The color-shaded areas
are the calculated range with 95% confidence. Amoxicillin and clavulanate
are abbreviated as Amox and Clav, respectively. . . . . . . . . . . . . . . 89

4.4 PCA scores plots of control samples (no amoxicillin or amoxicillin/clavu-
lanate applied) using transitions selected from (a) ANOVA and (b) t test.
Color-shaded areas are the calculated range with 95% confidence. . . . . . 91



xiii

Figure Page

4.5 ROC curves significant transitions (AUC > 0.9) from control set. . . . . . 92

4.6 PCA score plots of samples treated with amoxicillin/clavulanate at half
MIC using transitions selected from (a) ANOVA and (b) t test. The color-
shaded areas are the calculated range with 95% confidence. . . . . . . . . 94

4.7 ROC curves significant transitions (AUC > 0.9) from samples treated with
amoxicillin/clavulanate at half MIC. . . . . . . . . . . . . . . . . . . . . . 95

4.8 Distribution of transitions selected from t test between controls and sample
treated with amoxicillin/clavulanate at half MIC. “Saturated Chain” refers
to the saturated fatty acyl chain residues. “Unsaturated Chain” refers to
fatty acyl chain residues with degree of unsaturation ranging from 1 to 5. 96

5.1 Instrumentation for dip-and-go multiplexed HTS bioassay. The emitter
holder has 12 channels which can hold 12 emitters designed to fit the 96-
well plate format. Step 1 is the "dip" step used for sample introduction.
The emitters are immersed into water, sample solution and water in turn
(the figure only shows dip into sample solution) to load the leading and
trailing zones with pure water and the mid zone with sample solution. In
Step 2 the holder is installed on a 1D moving stage and subjected to 10 s
electrophoretic cleaning. In Step 3, the emitters are moved into position
for inductive nESI-MS analysis. . . . . . . . . . . . . . . . . . . . . . . . 105

5.2 Screening of Claisen-Schmidt reactions in 96-well plate to test the analyti-
cal performance of the dip-and-go multiplexed system. Reactions between
6-hydroxyindanone and 5-substituted benzaldehydes were tested. The fi-
nal reaction mixture in each well was: 25 mM 6-hydroxyindanone, 25 mM
aldehyde, and 450 mM KOH. Reactions were run for 30 min and quenched
with 10× dilution by methanol in each of the 5 rows for the subsequent
inductive nESI analysis. Each point in the Hammett plot is the average of
5 measurements. The inductive nESI is performed under non-accelerating
conditions (distance from emitter tip to MS inlet is 2 mm). . . . . . . . . 108

5.3 Confirmation of non-accelerating analysis conditions of inductive nESI.
The reaction solution was mixed for 30 s followed by analysis of both nESI
and inductive nESI; the product/reagent ratio is less than 3%. . . . . . . 109

5.4 Full scan mass spectra using inductive nESI analysis of KTEEISEVNL
(m/z 581.5) with internal standard KTEEISEVN(L-13C7) (m/z 585.0) in
different biological matrices with and without field amplification micro-
electrophoretic clean-up. Reaction buffer is 2 nM BACE1 enzyme, 6 mM
sodium acetate, 1.5% glycerol, 0.25% DMSO, 3 ppm Brij-27 and 1% formic
acid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111



xiv

Figure Page

5.5 Test of LoQ of KTEEISEVNL (m/z 581.5) with its internal standard
KTEEISEVN(L-13C7) (m/z 585.0) using inductive nESI with field ampli-
fication micro-CZE. The concentration of each peptide is 150 nM in reac-
tion buffer of 2 nM BACE1 enzyme, 6 mM sodium acetate, 1.5% glycerol,
0.25% DMSO, 3 ppm Brij-27 and 1% formic acid. . . . . . . . . . . . . . 112

5.6 Calibration curve of the dip-and-go analysis for KTEEISEVNL (m/z 581.5)
with 150 nM KTEEISEVN(L-13C7) (m/z 585.0) as internal standard in re-
action buffer system (2 nM BACE1 enzyme, 6 mM sodium acetate, 1.5%
glycerol, 0.25% DMSO, 3 ppm Brij-27 and 1% formic acid). The intensity
of ions at m/z 581.5 and m/z 585.0 are directly read from full scan mass
spectra. The curve shows a good linear dynamic range from 150 nM to
4000 nM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.7 Comparison of inductive nESI with and without field amplification micro-
CZE in isolation scan mode. In this mode, we isolated ions in range of
m/z 578 - 588, which covers the target and internal standard peptide. The
spectra and results of peptides in different human serum matrix system
after analysis are shown for comparison. . . . . . . . . . . . . . . . . . . 114

5.8 HTS bioassays of KTEEISEVNL (m/z 581.5) with 250 nM KTEEISEVN(L-
13C7) (m/z 585.0) as internal standard in reaction buffer (2 nM BACE1
enzyme, 6 mM sodium acetate, 1.5% glycerol, 0.25% DMSO, 3 ppm Brij-27
and 1% formic acid) using the dip-and-go multiplexed system. The inten-
sity of KTEEISEVNL and IS are from the full scan MS. The screening
rate is 4 s/sample and the total analysis time for one row is ca. 50 s. The
average deviation for row A is 11.0% and for row B is 6.1% . . . . . . . . 115

5.9 Test of carryover using one emitter for multiple measurements. For all the
samples with odd numbers, we spiked the target molecule (TM) KTEEI-
SEVNL and internal standard (IS) in a ratio of 4:1 (1000 nM and 250 nM)
in reaction buffer (2 nM BACE1 enzyme, 6 mM sodium acetate, 1.5% glyc-
erol, 0.25% DMSO, 3 ppm Brij-27 and 1% formic acid). For all the samples
with even numbers, the ratio of TM to IS is 1:4 (250 nM and 1000 nM).
We used the same emitter for dip-and-go measurements of Samples 1 to
10. The spectra are shown. The average deviation of experimental ratio
from expected ratio is 2.5%, indicating very small carryover when reusing
one emitter multiple times. . . . . . . . . . . . . . . . . . . . . . . . . . . 116



xv

Figure Page

5.10 Process of field amplification micro-electrophoresis. (a) Ion migration in
each step (note that electroneutrality will be maintained over the whole
solution volume including Zones 1, 2, and 3 while each individual zone can
have a net charge). (b) Electrode voltage vs. time in the process. (c) TIC
over course of the process. (d) Ion map of the process. (e) Typical mass
spectra from the three zone.) . . . . . . . . . . . . . . . . . . . . . . . . 118

5.11 (a) MS/MS spectrum of precursor ions in range of m/z 578 to m/z 588.
The collision energy used is 30 (nominal value). This range covers the
doubly charged precursor ions of KTEEISEVNL (m/z 581.5) and IS (m/z
585.0). The spiked ratio of the KTEEISEVNL and IS is 1 : 1. (b) Typical
TIC and EIC of dip-and-go analysis of one row of samples. (c) IC50 of
inhibitor OM99-2 to BACE1 determined using the dip-and-go system. . . 120

5.12 Inductive nESI spectra with field amplification micro-CZE for analysis of
KTEEISEVNL (m/z 581.5 in full scan, m/z 246.1 in product ion scan) af-
ter uninhibited and fully inhibited reaction with 150 nM KTEEISEVN(L-
13C7) (m/z 585.0 in full scan, m/z 253.1 in product ion scan) as internal
standard. The left column shows the spectra in isolation scan mode and
the right shows product ion scan spectra. The SNRs in product ion spectra
are much better than isolation scan spectra, so can be used for quantifi-
cation. The determined concentration of KTEEISEVNL after uninhibited
reaction is 272 nM after fully inhibited reaction is 3.0 nM. . . . . . . . . . 121

5.13 IC50 of OM99-2 to BACE1 determined by LC-TOF-MS. This figure is from
one measurement (12 samples). Each sample took ca. 8 min for analysis.
The total analysis time is ca. 1.5 h. . . . . . . . . . . . . . . . . . . . . . 122

5.14 Break-up of binding of Brij-27 and sodium formate clusters before and
after clean-up indicates the stacking of cations and anions in different
zones after electrophoretic clean-up. . . . . . . . . . . . . . . . . . . . . . 124



xvi

ABSTRACT

Xie, Zhuoer Ph.D., Purdue University, August 2020. Accelerating the Throughput of
Mass Spectrometry Analysis by Advanced Workflow and Instrumentation. Major
Professor: R. Graham Cooks.

The exploratory profiling and quantitative bioassays of lipids, small metabolites,

and peptides have always been challenging tasks. The most popular instrument plat-

form deployed to solve these problems is chromatography coupled with mass spec-

trometry. However, it requires large amounts of instrument time, intensive labor,

and frequent maintenance, and usually produces results with bias. Thus, the pace of

exploratory research is one of poor efficacy and low throughput. The work in this dis-

sertation provides two practical tactics to address these problems. The first solution

is multiple reaction monitoring profiling (MRM-profiling), a new concept intended

to shift the exploratory research from current identification-centered metabolomics

and lipidomics to functional group screening by taking advantage of precursor ion

scan and product ion scan. It is also demonstrated that MRM-profiling is capable

of quantifying the relative amount of lipids within the same subclass. Besides, an

application of the whole workflow to investigate the strain-level differences of bac-

teria is described. The results have zeroed in on several potential lipid biomarkers

and corresponding MRM transitions. The second strategy is aimed to increase the

throughput of targeted bioassays by conducting induced nanoelectrospray ionization

(nESI) in batch mode. A novel prototype instrument named "Dip-and-Go" system is

presented. Characterization of its ability to carry out reaction screening and bioassays

exhibits the versatility of the system. The distinct electrophoretic cleaning mecha-
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nism contributes to the removal of salt during ionization, which assures the accuracy

of measurement.
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CHAPTER 1. MASS SPECTROMETRY-BASED

LIPIDOMICS

1.1 Overview

In the past several decades of explosion in technologies, the emergence of suf-

fix "-ome" and "-omic" attached to conventional classes of biologically significant

molecules has expanded the horizon from focusing on isolated single (or a few)

molecule to the big picture of the whole organism. Driven by a vast investment

of labors and wealth in instrumentation, software, data science, and collaboration of

multiple science disciplines, the strategic and analytical infrastructure in the kingdoms

of genomics and proteomics has been systematically constructed and has profoundly

undermined the traditional methods in bioanalytical chemistry and even in clinical

applications. However, lipids being located at the bottom of the omic cascade, are

conventionally considered to be containers for proteins and genes but not directly

genetically encoded.[1] This and their extraordinary structural complexity means that

they have not been well explored until the past decade. The definitions of lipidome

and lipidomics were not included in the IUPAC Gold Book until the latest version in

2018[2] and they are explained as:

Lipidome Complete set of lipid species and their metabolites present within a par-

ticular cell type, tissue, or body fluid.

Lipidomics Systematic and comprehensive study aimed at the identification, profil-

ing, and quantification of lipidome.
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From the above material, one can conclude that there are three basic aspects in

lipidomics study: identification, profiling, and quantification. In this chapter, a brief

introduction of lipid structure and an overview on critical instrumentation develop-

ments, and the range of current workflows in mass spectrometry-based lipidomics are

presented. Two future directions in lipidomics are suggested and techniques/strate-

gies with outstanding potential will be evaluated at the end. The discussion is based

on the consensus definitions.

1.2 Lipids

1.2.1 Classification

There is not a universal definition of lipids, but grouping like molecules is ap-

proachable based on structures. The most accepted classification system is the LIPID

MAPS®Lipid Classification System, which contained 43,645 individual lipid struc-

tures in its database as of March 2020. These lipids exist in mammals, lipids, bac-

teria, etc. According to the hierarchy in this system, the domain of lipids is divided

into eight classes: fatty acids (FA), glycerolipids (GL), glycerophospholipids (GP),

sphingolipids (SP), sterol lipids (ST), prenol lipids (PR), saccharolipids (SL), and

polyketides (PK). Each class has subclasses and they all have distinct labels in the

system. The representative molecules and subclasses are shown in Figure 1.1.

For some classes of lipids, the structures have common features as a result of the

similar synthetic pathway inside cells. In light of the structure, it seems that lipids

are based on several precursors in biological synthesis (not the same "precursor" as

in "precursor ion scan" from mass spectrometry). The most typical class is GP as

shown in the top panel of Figure 1.2, which can be regarded as a complex of a glyc-

erol, a phosphate, a headgroup, and up to two fatty acyl chains. The classification

of GP is based on headgroups (shown in parentheses), including glycerophosphate

(PA, proton, H+), glycerophosphocholine (PC, choline, C5H14NO+), glycerophospho-
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Figure 1.1. Classification system recommended by LIPID MAPS®.
Eight classes are shown in each panel: fatty acyls (FA), prenol lipids
(PR), glycerolipids (GL), saccharolipids (SL), sterol lipids (ST), sph-
ingolipids (SP), glycerophospholipids (GP), and polyketides (PK).
One typical molecular structure is illustrated in each class. Major
subdivisions are also listed out under each category. The diversity in
structure can be visually observed.
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ethanolamine (PE, ethanolamine, C2H7NO), glycerophosphoglycerol (PG, glycerol,

C3H8O3), glycerophosphoinositol (PI, inositol, C6H12O6), and glycerophosphoserine

(PS, serine, C3H7NO3). By further attachment to the headgroup, the list of subclasses

can be extended to a great degree. For example, in PI, one of the six hydroxyl groups

(1′) in inositol is occupied by glycerol phosphate. The other three hydroxyl groups at

3′, 4′ and 5′, which are not adjacent to the functionalized location, are still available

for further modification by one, two, or three phosphates to produce glycerophospho-

inositol mono-/bis-/trisphosphates (PIP, PIP2, PIP3, respectively). Representative

structures are included in the bottom panel of Figure 1.2. In light of different combi-

nations of the locations of substitution, these subclasses can be described by PIP[3′],

PIP[4′], PIP[5′], PIP2[3′, 4′], PIP2[3′, 5′], PIP2[4′, 5′], and PIP3[3′, 4′, 5′], altogether six

subordinate classes.

1.2.2 Isomerism and Shorthand Notation

Isomerism is a hallmark of lipidomics. Variations in chain length, the presence of

branched chain or cyclic structures, the degree of unsaturation, the location of any

double bonds, geometric isomerism (i.e. cis-trans isomerism) about double bonds, and

modification by additional functional groups strikingly enrich the number of possible

structures. Rules for the shorthand notation of lipids were suggested by Liebisch et

al.,[3] then adopted by LIPID MAPS and accepted by many researchers. Currently,

they are systematically applied to subclasses of GP, GL, and SP. Different levels of

annotations can be applied to the same molecule.

1. The subclass of a lipid is presented by a unique abbreviation, such as PC.

2. The elemental composition can be determined so that the total number of car-

bon atoms and number of carbon-carbon double bonds in fatty acyl chains

positions can be attached to indicate further details, such as PC(32:4) denoting

a PC lipid with a total number of 32 carbon atoms and 4 C––C double bonds

in fatty acyl chains at sn-1 and sn-2 positions.
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Figure 1.2. Classification and structure sketch of glycerophospho-
lipids (GP) recommended by LIPID MAPS®. Six main subclasses
are shown in the top panel: glycerophosphate (PA), glycerophos-
phocholine (PC), glycerophosphoethanolamine (PE), glycerophospho-
glycerol (PG), glycerophosphoinositol (PI), and glycerophosphoserine
(PS). The headgroup of each subclass is highlighted in purple. The
bottom panel contains three possible results after phosphorylation of
PI occurring at 3′, 4′, and/or 5′, producing glycerophosphoinositol
mono-/bis-/trisphosphates (PIP, PIP2, PIP3, respectively). Each has
a representative structure attached.
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3. If the length and number of fatty acyl chains are known, the details can be

represented in the parentheses. For example, PC(32:4) has 11 matches in

LIPID MAPS Structure Database, one of which could be PC(12:0_20:4), not-

ing the chain length and number of C––C bonds in two fatty acyl chains with-

out definitive positional information. Two possibilities are PC(12:0/20:4) and

PC(20:4/12:0) in form of PC(sn-1/sn-2).

4. For each C––C bond in the sn-1 chain, location is shown using ∆-nomenclature

and geometric isomerism designated by E/Z are recorded as PC(20:4(5Z,8Z,11Z,14Z)/12:0).

5. If applicable, the linkage at sn-1 can be clarified for plasmanyl species with alkyl

ether bond (prefix O-) and plasmenyl species (or plasmalogen) with (1Z)-alkenyl

ether bond (prefix P-), such as PC(P-16:0/18:2(9Z,12Z)).

More specific rules have been set up for each class of lipids, but the level of annotation

is essentially decided by which analytical tool is applied. Most MS-based analytical

methods can prove the existence of a certain kind of ions observed, but cannot rule

out the possibility of missing other compounds in a mixture.

1.3 Current Exploratory Lipidomics Platforms

The foremost question to be answered in lipidomics is “what is the goal/expected

outcome of the study?”. Three major tasks are identification, profiling, and quan-

tification. Obviously, the experimental design needs to match the goal of study. If

a project involves a specific molecule, the goal might be method development and

optimization to separate, identify, and quantify this target molecule. Thus, lipid pro-

filing techniques might not be suitable in this case. For large-scale study in biomarker

discovery and screening of clinical samples, profiling of the lipidome should be high-

throughput with a broad coverage instead of determining the quantity and identity

of each chemical species. Since abilities of instrument and methodology in identifica-

tion, profiling and quantification take the form of a trade-off, these tasks are closely
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related in different workflows and share certain common solutions. However, there is

no universal method to unravel all the questions at one time.

In general, a typical workflow for a lipidomics study is comprised of sample prepara-

tion (e.g. lipid extraction,[4–6] internal standard selection,[7,8] and derivatization[9–11]),

separation (e.g. chromatography and ion mobility spectroscopy), MS analysis (e.g.

full scan, high resolution MS, and tandem MS), and data interpretation (e.g. database

match and univariate/multivariate statistics[12,13]). As the principal method in the

workflow, MS is indispensable in any form of lipidomics studies. Currently, there

are three mainstream strategies that are well known in this field: (1) chromatog-

raphy coupled to MS, often as LC-MS/MS, (2) direct injection MS, almost always

with MS/MS, and (3) MS imaging. The following sections are intended to provide

an overview of current methodologies of the general format and directions instead of

specific innovations, with emphasis on exploratory lipidomics.

1.3.1 Chromatography Coupled to Mass Spectrometry

Chromatography contains a large set of techniques including thin-layer chromatog-

raphy (TLC), liquid chromatography (LC), and gas chromatography (GC). Regardless

of what the stationary phase, mobile phase, and modifier are used, every platform

with chromatography basically shares the same goal – to completely separate the

analytes into as many groups as possible and then subject these groups of molecules

to downstream MS analysis. GC-MS is commonly used for volatile lipids such as

ST and FA. However, derivatization is frequently applied to these classes.[10,11] LC-

MS is complementary to GC-MS and more versatile in terms of coverage of lipids.

High-performance liquid chromatography (HPLC) and ultra-high-performance liq-

uid chromatography (UHPLC), with much greater pressure inside the columns, have

taken over of the whole LC-MS market. Three main types of HPLC widely ap-

plied in lipidomics are hydrophilic interaction LC (HILIC),[14,15] normal-phase HPLC

(NP-HPLC),[16,17] and reversed-phase HPLC (RP-HPLC).[18,19] HILIC and NP-HPLC



8

separate lipids based on their headgroups (e.g. differences in polarities of different

subclasses of GP), while RP-HPLC separates by the properties of the moieties of

fatty acyl chains (e.g. hydrophobicity, chain length, and number of double bonds).

Although the separation of lipids with different headgroups can be achieved with

ease using automation, study to further resolve lipids with more detailed structural

information can be retarded by the binary choice of separation based on headgroups

or fatty acyl chains in single stage of HPLC. Accordingly, combining RP-HPLC with

either one of HILIC and NP-HPLC has been introduced. In two-dimensional HPLC

(2D-HPLC),[20–22] coelutions from the first dimension can be further separated in the

second column 2D-HPLC expands the number of lipids of analysis but also requires

more time for method development and analysis. Another valuable chromatographic

technique undergoing revival is supercritical fluid chromatography (SFC),[23–25] which

has higher throughput than HPLC[26] and can be coupled with subsequent separa-

tions.[27]

Even though commonly used, there are limitations of sample chromatography for

exploratory analysis. A typical chromatographic separation usually takes about tens

of minutes or up to an hour or more. The retention time drift and signal fluctua-

tion after lengthy operation time can jeopardize the reliability and reproducibility of

data and even lead to wrong conclusions. This influence can be corrected by peak

alignment before data analysis,[28] but still requires continuous monitoring throughout

the process. Another regular occurrence in chromatography is the sample loss and

carry-over from the interactions between mobile phase and stationary phase.[29] As

for the more powerful 2D-HPLC, it is more challenging and time-consuming for oper-

ation and maintenance. Consequently, LC-MS platforms are more helpful for target

analysis and quantification but often lack high-throughput needed for profiling.
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1.3.2 Direct Injection Mass Spectrometry

Direct injection of samples has become popular due to its low cost, short time, easy

operation, and rich information in lipid structures. Compared to LC-MS platforms,

direct injection has higher throughput, but the tradeoff between resolution in scan

spectra and specificity in identifying each peak is considered as the main weakness of

the method with low-resolution mass analyzers.[30,31] Issues such as ion suppression

and complexity of multiple forms of adducts can be mitigated by proper experimen-

tal design, but appropriate selection of internal standard for quantification[7] and

deconvoluting peak overlapping of isobaric ions[32,33] are frequently required. Even

for HRMS, one cannot completely get rid of this ambiguity in mass.[34–36] However,

as a strategy more suitable for profiling with prior knowledge and partially capable

of identification and quantification, applications of direct injection MS have proved

its capability and potential in metabolite- and lipid-related disease analysis of clinical

samples.

1.3.3 Mass Spectrometry Imaging

Different from the previous two strategies, MS imaging (MSI) focuses on acquiring

the spatial distribution of lipids in samples, while for LC- and direct injection MS

the samples undergo homogenization prior to analysis. Various ionization methods

have been created and applied for imaging purpose. Three main types of them are

matrix-assisted laser desorption/ionization (MALDI), desorption electrospray ioniza-

tion (DESI), and secondary ion mass spectrometry (SIMS). The lipid profile that can

be acquired depends on the mechanism of each method and the spatial resolution.

MALDI uses a laser to transfer energy to the matrix that is added to aid the ioniza-

tion of analytes in sample. So, the spatial resolution (typically around 10 µm) mostly

depends on the radius of the laser beam and the coverage of lipid profile is predomi-

nantly affected by matrix. In DESI, charged droplets generated by electrospray pick
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up analytes from samples surface for analysis. The typical spatial resolution is 150µm

to 250µm but can be optimized for better resolution (down to 30 µm). The current

application of DESI-MSI concentrates on the biomarker discovery and diagnosis of

disease based on multivariate statistics of lipid profile.[37–39] SIMS has the best spa-

tial resolution (<1 µm) out of these three solutions and matches the scale of single

cells. The ion beam is focused on the surface of sample and continuously removes

materials from the surface for analysis.[38,40] Other innovative ionization techniques

available for lipidomics (although some are not suitable for imaging) using direct

liquid extraction have been reviewed by Laskin et al.[37] More interests in this field

have been extended to in situ analysis (e.g. MasSpec Pen[41] and SpiderMass[42]) and

intraoperative evaluation.[43–45]

In MSI, the lipid profile (sometimes also metabolite profiles in the low mass region)

at each pixel defined by the method of choice is recorded and then used for recon-

struction of distribution image by extracting the intensity of a desired m/z at each

pixel from the sample. Except for the usual tradeoff between the analysis time and

resolution of mass spectra, another tradeoff between spatial resolution and sampling

amount matters in this strategy. The higher the spatial resolution, the smaller the

sampling amount. On one hand, spatial resolution is intrinsically determined by the

mechanism of each ionization method and corresponding physical parameters, which

can both also affect the profile to be observed from mass spectrometer. On the other

hand, analysis of minute sample is challenging the limit of detection and sensitivity

of the downstream MS. Thus, the balance between these factors are crucial in MSI

experiment.

1.4 Analytical Challenges and Concerns in Lipidomics

Literature reviews in recent five years[4,6,7,13,23,31,38,40,46–71] have put forward many

challenges in lipidomics. But there are several problems stand out as we are more

versed in lipids. One of most concern is the reproducibility of exploratory lipidomics
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on different platforms and/or at different laboratories. Besides, the structural eluci-

dation has long been troubling the characterization experiment, but fortunately some

MS-based methods have been invented and applied. Another problem is the annota-

tion of lipids, which, if not done properly, can lead to wrong conclusions. These are

three major haunting problems for the reviews above.

1.4.1 Dark Lipidome and Reproducibility Between Platforms

Even though the structure and nomenclature of lipids is now basically harmonized,

an overall measurement of entire lipid classes present in a given sample still requires

the application of a range of analytical approaches due to the chemical diversity of

lipids. Another analytical challenge is the “dark” lipidome, i.e. the lipids not yet

reported for biological samples. According to Lipid Maps, there are 20,000 lipid

entries that have been detected and curated. Another 20,000 lipids in the database

have been computationally generated. Nonetheless, there is a database of 1,300,000

simulated lipids, which represents lipids that may (or may not) exist, or the dark

lipidome.

The huge number of lipids in lipidome also results in the fact that it is nearly impos-

sible to know how many lipids are there to be detected in a given sample. Considering

such assorted instruments and methodologies in MS-based lipidomics, the reliability

of data and reproducibility of protocols across various platforms and laboratories

stand out as lipidomics keeps growing. Several laboratories have cross-validated the

data among different platforms and protocols and have achieved harmonized results

after statistical analysis.[72–75] In 2017, NIST has globally distributed the same stan-

dard reference material to 31 laboratories for profiling lipids.[76] The result showed

that 1,527 unique lipids were measured, but only 339 were identified by at least five

laboratories. This astonishingly poor result regarding the same sample has suggested

the inherent bias determined by the workflow of each measurement. A recent position

paper on developing accepted guidelines in standard workflows on lipidomics of hu-
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man plasma was published by multiple scholars, which has systematically elaborated

different stages of analytics using MS.[77] This is a good starting point for building

and regulating the relationship between lipidomics and clinical applications. On the

strategic side, most efforts have been put into separating each component by separa-

tion from HPLC or different accurate mass from HRMS. It is true that HPLC and

HRMS can help the identification, but the sacrifice in throughput and sensitivity in

profiling stage do not suggest this as a rational move for profiling.

1.4.2 Pursuit of Ultimate Structural Elucidation and Separation

There are several methods that can characterize the stereoisomerism involving the

regioisomers in sn-position and cis-trans isomer in an unsaturated chain. By re-

actions at double bonds and fragmentation, the chain structure can be recognized

from different product ions. Available representative techniques include Ozone in-

duced dissociation (OzID),[78,79] Paterò-Büchi reaction,[80,81] ultraviolet photodisso-

ciation (UVPD),[82] electron impact excitation of ions from organics (EIEIO),[83,84]

and gas-phase ion/ion charge inversion reaction.[85,86] All of the above methods have

been detailly reviewed,[87] except for the last method involving ion/ion reaction in gas

phase. A doubly positively charged tris-phenanthroline alkaline earth metal complex

is introduced to combine with a trapped single negatively charged ion to form a larger

complex with flipped single positive charge. CID in positive mode can locate the dou-

ble bonds in fatty acyls. More recently, a new mechanism of autoxidation occurring

in unsaturated lipids has been proposed.[88] The authors proved that Criegee inter-

mediates, formed by initial addition of hydroxyl radical (HO•) to C––C bonds, play

a significant role in propagation of the radical chain reaction. This HO• triggered

process is also valid in the presence of water and the rate of autoxidation was not to

be neglected. Although this is a mechanism study, the cleavage at C––C bonds can

provide unique information potentially to be applied to structural elucidation.
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Another large family of emerging techniques is ion mobility spectrometry (IMS).

The mobility of ions in bath gas (mostly He or N2) and the applied electrical field

collaboratively determine the drift time of each ion. Several types in lipidomic study

are high field asymmetric waveform IMS (FAIMS), drift-tube IMS (DT-IMS), trav-

eling wave IMS (TW-IMS), and trapped IMS (TIMS), commercialized by different

vendors. Although the range of methods is extremely huge, the most surprising point

brought by IMS is the information on isomeric lipids that used to complicate the lipid

identification in any form.[67–69] The m/z vs. arrival times plot unveils a much more

complicated world in biological samples. More recently, a device named structures for

lossless ion manipulations (SLIM) was invented, aiming at tackling multi-omic anal-

ysis and ultra-separation of biomolecules.[89] Using an ultra-long path for separation,

PC lipids with differences in double bond positions and cis/trans isomerism can be

differentiated in arrival time as well as glycolipids with hydroxyl group at equatorial

or axial positions.[90] As path length increases, isotopomers (isotopic stereoisomers

with the same number of each isotope but varying in positions) can be further sep-

arated.[91] It is promising by combing ultimate separation and high resolution, the

precision of identification will be promoted to an elevated level as the number of

systems on which information is acquired goes down.

1.4.3 Faulty Annotation and Assignment

Although the rules for annotation different levels of structures in lipids have been

well established, excessive annotation and false assignment of lipids in the literature

can still occur during data analysis, either manually or automatically retrieved from

library search.[48,92] For example, an experiment using simple full mass scan HRMS

should never report lipids with sn-1/sn-2 assignments. . . they are simply guesses. Be-

sides, one should be extremely cautious about the lipid assignments in light of known

biochemistry in samples so that the structures are relevant to the biogenesis of these

lipids. Another caveat caused by software vendors is an annotation that exceeds the
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information in the spectrum. When this occurs, the reported name should be aban-

doned without further characterization.[48] It was reported in the same survey from

NIST[93] that only 57% of participants are accepting the annotation rules by LIPID

MAPS. Given the unclear underlying mechanism of identification by commercial soft-

ware, the number of laboratories that can correctly assign the structures might be

fewer than half. To avoid the consequences by erroneous annotations, standards still

need to be adjusted and promoted in lipidomics community. More importantly, the re-

searcher should be aware of to what extent the involving methodology and instrument

platform are capable of reporting the lipid profile. If unexpected annotations occur,

it could be caused by either experimental defects (e.g. contamination in samples,

deficit coverage of algorithm used by library search), or a novel finding in science.
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CHAPTER 2. MULTIPLE REACTION MONITORING

(MRM-PROFILING) WORKFLOW

2.1 Background to MRM-Profiling

As introduced in Chapter 1, three current platforms for exploratory lipidomics are

LC-MS, direct injection MS, and MSI. These methods regard each molecule as an

individual compound. The dynamic fluctuation of such entities in side a living cell

results in various phenotypes. The analysis of such samples requires complex sample

preparation and separation techniques in current exploratory workflow. However,

molecule information undergoes huge loss or dilution in the separation-based workflow

due to the sample loss and polarity selection by extraction and column. Ionization

prior to introduction into the MS makes abundant or highly ionizable molecules easily

observed in the full scan mode, while others are suppressed.

What has been long ignored in many exploratory analytical workflows is the role

of functional groups in metabolic pathways. Functional groups are part of the main

properties in a molecule and they drive the chemical reactions both in a drug synthesis

plant and endoplasmic reticulum of a cell. Thus, a new tactic, multiple reaction

monitoring profiling (MRM-profiling), has been invented to expedite the screening of

biological samples and focus on the functional group characteristics. MRM-profiling

uses direct injection to introduce samples and alternative MS/MS scans or MRM

transitions to characterize functional groups in sample. In this approach, the explicit

annotation of structure is not the focus until the final stage. Instead, the main

goal is to narrow down the candidate molecules/ions that account for the prominent
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differences in the lipid functional group profile between various groups of samples.

The method is divided into three stages: Discover, Screening, and Identification. A

typical workflow of MRM-profiling is generalized in Figure 2.1.

Figure 2.1. Typical workflow of MRM-profiling contains three stages:
Discovery, Screening, and Identification. Discovery stage is a process
of profiling based on chemical functional groups. Screening stage uses
MRM transitions determined from Discovery stage to analyze different
groups of samples and produces a panel of molecules/ions that are
responsible for the differences between samples. Identification stage
focuses on the characterization of molecules/ions from significant or
responsible MRM transitions.

2.2 Preparation for MRM-Profiling

2.2.1 Precursor Ion Scan and Neutral Loss Scan

The core instrument in MRM-profiling is the triple quadrupole mass spectrometer

(QqQ). Quadrupole refers to four parallel metal rods that are connected in pairs and

powered by DC and RF voltages, so that it can either be used to isolate ions of a

specific m/z by fixed voltages or to scan ions by ramping a particular voltage, named

quadrupole mass filter. For QqQ, there are three such quadrupoles, of which the first

(Q1) and the third (Q3) quadrupoles serve as mass filters, while the second quadrupole
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(q2) is where collision-induced dissociation (CID) occurs. The configuration is shown

in Figure 2.2(a). Ions that exit Q1 are termed precursor ions and fragments that

Figure 2.2. Configuration of QqQ (a) and four operation modes: (b)
product ion scan, (c) precursor ion scan, (d) neutral loss scan, and
(e) multiple reaction monitoring. The operation of Q1 and Q3 can be
either Fix or Scan.

enter Q3 are termed product ions. For a pair of singly charged precursor ion and

product ion, the m/z difference between them can be regarded as losing a group of

atoms that does not carry charge and is termed neutral loss. By combining the two

operations (fix or scan) of Q1 and Q3, four MS/MS operation modes can be carried

out on QqQ: product ion scan (Prod), precursor ion scan (Prec), neutral loss scan

(NL), and multiple reaction monitoring (MRM).

Prod mode in Figure 2.2(b) is the most used one in tandem mass spectrometry,

where Q1 (fix) isolates a specific m/z for fragmentation in q2 and then mass analysis

in Q3 (scan). This mode can provide rich structural information on ions with the

same m/z.



23

In Prec mode shown in Figure 2.2(c), the operation of Q1 and Q3 are switched,

compared to Prod, so that Q1 (scan) is transferring ions in a certain order to q2

for fragmentation and then Q3 (fix) for detection of the m/z of a specific fragment.

The resulting spectrum reveals all the detectable ions with this same feature. For

example, the phosphocholine headgroup (C5H15NO4P+, note the charge) in PC lipids

often generates a peak at m/z 184.1 and Prec of 184.1 can be used to figure out the

molecules functionally related to phosphocholine.

In NL mode shown in Figure 2.2(d), both Q1 and Q3 are scanned synchronously

with a constant m/z difference between them. This constant value can be regarded

as a neutral group of atoms that are lost during CID, and so is called neutral loss.

For example, the fatty acyl chains in TAG, originally from fatty acids, can be easily

lost as RCOONH4 when ammonium salts dominates the solution.

In MRM mode shown in Figure 2.2(e), both Q1 and Q3 are fixed at a pair of m/z ’s,

also termed transition. This operation enables the selection of a specific precursor ion

in Q1 and records the signal intensity of a desired product ion selected by Q3. MRM

is frequently used for quantification of a known transition due to its high sensitivity.

All four operations can be projected onto a 2D domain as lines (Prod, Prec, NL)

or points (MRM), as illustrated in Figure 2.3. For more operations in tandem mass

spectrometry, readers are directed to reference [1] that has explored all possible com-

binations and their analytical meanings. It is obvious that Prec and NL scans can

provide more insight in functional group screening, which suits the goal of MRM-

profiling. The discovery stage and screening stage will be focused on picking out the

most characteristic and statistically important points from each scan line.
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Figure 2.3. Illustration of four MS/MS operations on QqQ projected
onto a 2D domain.
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2.2.2 Method Library

The fragmentation mechanism of glycerophospholipids has already been extensively

introduced and summarized.[2] Two types of methods are included: scan-based and

MRM-based. The scan-based methods are numbered from 1 - 65 for lipids and 66 -

110 for metabolites, as tabulated in Tables 2.1 and 2.2, respectively. As for MRM-

based methods, they were inferred from information in the LipidMaps database. The

molecular information was downloaded from the database. Because the molecular

composition and lipid class are given for a specific molecule, it was easy to reason the

major fragments after CID. These fragments can provide a strategy for fast screening

of common lipids. The information of all the MRM-based methods are tabulated in

Table 2.3.
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Table 2.3. Details of MRM methods based on LipidMaps database in library.

# Target Functional Group Scan Type Mode

MRM-1 PC; SM (odd carbon number) MRM +
MRM-2 PE (odd carbon number) MRM +
MRM-3 PG (odd carbon number) MRM +
MRM-4 PI (odd carbon number) MRM +
MRM-5 PS (odd carbon number) MRM +
MRM-6 PC; SM (even carbon number) MRM +
MRM-7 PE (even carbon number) MRM +
MRM-8 PG (even carbon number) MRM +
MRM-9 PI (even carbon number) MRM +
MRM-10 PS (even carbon number) MRM +
MRM-11 Free Fatty Acids MRM -
MRM-12 Acyl-carnitines MRM +
MRM-13 Ceramides MRM +

2.3 Discovery Stage

In this part, Agilent 6410 Triple Quadrupole is employed as an example to show

how worklist generation and experimental design are accomplished. The method de-

velopment might need few changes when carried out on a different vendor’s platform.

The goal of Discovery stage is to determine which MRMs are important to discrim-

inate different samples based on functional group screening by various scans. This

can be accomplished using literature data in method library (see Tables 2.1, 2.2, and

2.3), or experiment as addressed in this section. Discovery stage is accomplished

using a triple quadrupole mass spectrometer. Few labeled representative samples

that contain the common features of sample sets are analyzed by considerable Prec

and NL scans. Such representative samples can be acquired by a strategy like sam-

ple pooling. Some of the applied scans are tabulated in Tables 2.1 and 2.2. Head

groups and fatty acyl chain residues are the two main classes of molecular features

to be investigated for phospholipids. Data from scans is then extracted and filtered
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based on the absolute intensity and relative intensity compared to control samples

(e.g. above a certain threshold comparing to that in blank sample). For each scan,

a list of precursor/product ion pairs can be acquired, these are MRM transitions.

This assorted list of intense MRM transitions are the chemical features that show

significant signals in MS but their importance in discriminating different groups is

not evaluated yet. The data filter is supposed to remove scans or MRM transitions

that did not originate from the biological system of interest, while also keeping as

much information as possible. For example, a reasonable evaluation of bacteria can

be made between the bacteria and the corresponding culture medium with the same

lipid extraction protocol. Then the overlapping MRM transitions can be removed to

generate a characteristic set of MRM features for the bacteria.

2.3.1 Worklist Generation

The first step of Discovery stage is to set up a worklist for the instrument system

to arrange the samples and methods in desired order. The worklist file (*.wkl) is

generated using Agilent MassHunter Acquisition Worklist Editor. However, Microsoft

Excel is more user-friendly for generating a worklist with repeated information. Either

way is acceptable. A valid worklist at least contains the following information: Sample

Name, Sample Position, Method, and Data File.

Sample Name It contains all the samples to be analyzed. Wash solutions and

quality controls are also included at a constant frequency. The use of QC will

be discussed in the next section.

Sample Position This is the place for robot to locate the desired sample vial.

Method Designated *.m file as described in previous section. It can be either MRM

method or scan method.

Data File The name of the data file for each sample per method is assigned in form

of [SampleName]_[Method].d.
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The order of the worklist can be organized according to either samples or names

as shown in Figure 2.4, in which two samples are screened by three methods. When

the worklist is created in order of samples in Figure 2.4(a), Sample 1 is analyzed by

three methods and then those methods are applied to Sample 2. In another regime

shown in Figure 2.4(b), samples are alternately analyzed by each method. The total

number of injections in both cases is six, but each tactic has pros and cons. In the

former one, the influence from carryover can be minimized because of much fewer

switching between samples. However, when the number of sample increases, the time

gap between injections of the first and last samples using the same method can be

as long as hours. This could possibly introduce errors from fluctuation of instrument

performance after long runtime. In the latter case, the influence from instrument

error can be well controlled with minimal time difference between samples. But the

frequent switching would fail the data acquisition and result in carryover effect if any

injection is delayed.

One way to avoid carryover is to introduce wash solvent whenever a different sample

is introduced. Obviously, the former worklist (one wash introduced between Sample

1 and Sample 2) is better than the latter one (altogether at least five wash introduced

between each adjacent pair of injections) due to the shorter total time increase in

analysis.

As for the fluctuation of instrument status, it is not possible to cancel the influence

in unknown samples. Thus, the best we can do is introduce quality control to monitor

the stability of instrument. A QC sample is injected every constant period of time

or constant number of injections (usually one QC for every 30 min or every 10 injec-

tions). The chronogram can be used to evaluate how the instrument is behaving. For

example, Figure 2.5 shows the overlaid chromatograms of all the QC samples in two

experiments, Experiment 1 and Experiment 2, with 16 injections and 43 injections of

QC samples, respectively. Visually, one can draw the conclusion that the instrument

behaved better in Experiment 1 by Figure 2.5(a) due to the perfect overlapping of all
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Figure 2.4. Two worklist arrangements of an experiment with two
samples and three methods. (a) Apply all methods to the same sample
first and then screen the next sample. (b) Apply the same method to
all samples first and then screen all samples by the next method.
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the layers. The simultaneous rise of signal at around 0.65 min and similar shape of

signal decay prove the instrument did not exhibit significant fluctuation across over

the whole analysis. However, the signal underwent large variations in Experiment

2 shown in Figure 2.5(b). The spikes at beginning and end indicate that capillary

might be clogged or leaking might occur during elution. These possible reasons also

resulted in the wide spread of the intensities from 5× 104 counts to 2× 105 counts.

The area under curve (AUC) value of each chromatogram between 0.6 min to 1.4 min

can be calculated. These AUC results are plotted in Figure 2.6. The AUCs of each

experiment was normalized to the maximum. The distribution of Experiment 1 is

apparently wider than Experiment 2, indicating the latter one is more stable. Thus,

constant injections of QC are beneficial and essential for confirming the status of in-

strument and evaluating the reliability of results. This is also helpful to avoid wasting

instrument time and carry out trouble shooting.

Figure 2.5. Overlaid chromatogram of QC samples from two exper-
iments. (a) Experiment 1 with 16 injections of QC. (b) Experiment
2 with 43 injections of QC. In both cases, the time between each
two QCs were 10 injections of samples (about 30 min). The curves in
shaded area between 0.6 min to 1.4 min are used to calculate the area
under curve in Figure 2.6.
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Figure 2.6. Distribution of normalized area under curve (AUC) values
of QC samples from the two experiments in Figure 2.5, Experiment
1 and 2 (abbreviated as Exp 1 and 2, respectively). All the areas are
normalized to the maximum AUC value in each experiment.
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2.3.2 Data Processing

Raw MS data from the triple quadrupole instrument is usually stored with an

increment of 0.1 Da in precursor’s m/z for Prec and NL scans. Given the resolution

of the instrument is unit-resolution, it is rational to pre-process by data binning. A

common bin width is 1 Da. In this case, the intensity of a specific whole number m/z

M is averaged or summed from m/z M to m/z (M + 0.9) so that the new m/z M

represents the nominal mass of the averaged or summed data. An alternative is to

set the range of whole number m/z M as from m/z (M − 0.5) to m/z (M + 0.4)

and the new m/z M becomes the rounded values of all data involved. A smaller bin

width such as 0.3 Da or 0.5 Da is also practical, but the data binning strategy needs

to be consistent throughout the data analysis and should not jeopardize the quality

of data.

Several filters can be applied once data is binned. The most straightforward one

is filtering by comparing the absolute counts to control sample or blank sample.

For example, peaks that are 30% higher than that of blank sample will survive for

further filtering. The threshold can be adjusted to maintain the trade-off between the

number of peaks and corresponding chemical information. Another way of filtering

is to normalize data from each scan to the maximum intensity first, and then to

compare in the same way as addressed above. After filtering, all peaks, now in MRM

transitions format, are gathered together and duplicate entries can be removed. Most

duplicates result from their occurrences in both Prec and NL scans under the same

ion mode.

2.3.3 MRM Method Development for Screening Stage

After processing of data from Discovery stage, the feature MRMs that are rich in

chemical information are retained. Given the limited capability of the instrument

program, one MRM method can at most accommodate about 300 individual MRMs,
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considering the need of recording and averaging the MRM for at least 10 times.

Theoretically, these transitions can be randomly grouped as 200 - 300 for methods.

But it is preferred that transitions with the same ion mode and/or with similar

precursor ion are put in the same method to reduce the error brought by instrument.

Essential parameters for a transition include: Precursor Ion, Product Ion, Dwell,

Fragmentor, Collision Energy, Polarity. Again, as long as the parameters of a transi-

tion is set, it is supposed to be consistent for all samples. Most information can be

retrieved from corresponding scan method.

Precursor Ion & Product Ion Both are m/z values.

Dwell The time lasts for the signal of one MRM transition to be recorded.

Fragmentor The voltage controls the velocity of ions passing through the middle

pressure region from ambient pressure ESI sprayer to high vacuum mass spec-

trometer.

Collision Energy The value in manufacturer’s unit determines the degree of frag-

mentation during CID.

Polarity Represents the ion mode of a transition, positive or negative.

2.4 Screening Stage

In the Screening stage, more samples will be interrogated using fewer numbers

of MRM transitions compared to the Discovery stage. The goal is to find a panel

of transitions that maximize the differences among groups. By applying previously

determined characteristic MRM transitions and carrying out statistical analysis, the

candidates can be selected in an efficient manner.
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2.4.1 Worklist Generation

Samples with different labels are supposed to be prepared in duplicates so that

they can be analyzed and averaged to reduce the errors resulting from instrument

instability and increase the reliability of data. With much fewer MRM transitions,

each sample can be screened in a fast pace to allow more analyses. The recommended

arrangement of worklist still follows what is applied to Discovery stage as shown in

Figure 2.4(a). But this time, replicates will be included. For example, if there are

10 replicates for both Sample 1 and Sample 2, the samples with the same labels are

supposed to be analyzed successively to avoid contamination or fluctuation. Thus,

the hierarchy of order is screening Sample 1A by all methods first, cleaning by wash

solvent, screening Sample 1B by all methods, ... , screening Sample 2A by all methods,

cleaning, ... It is also recommended to introduce intermittent QCs for status check.

2.4.2 Data Processing and Statistical Analysis

The data processing is simply grouping all the data together in a matrix of MRM

transitions vs. intensities of each sample. Whether to normalize the data still remains

a question. For most studies, statistics are carried out based on the original data,

data normalized to total ion counts, and data normalized to maximum counts. As

a preliminary result of investigating the effect of different normalization methods,

Chapter 3 demonstrates that in an embryo or blastocyst system, the results are

similar for the latter two methods.

Univariate and multivariate statistics can then be applied, including but not lim-

ited to Student’s t-test, analysis of variance (ANOVA), principal component analysis

(PCA), and linear discriminant analysis (LDA), depending on the purposes of re-

search. How to carry out statistical analysis and the method to implement them will

not be discussed here because they should be considered for individual set of data.

No matter what statistics, the outcome of Screening stage is a panel of MRMs, con-
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taining information of potential molecules that can be used as diagnostic factor or

for biomarker study. The analysis can be halted here if the purpose is only to build a

model for differentiation. It is noteworthy that these features are still represented by

m/z ’s in the form of MRMs, but structures have not yet been identified. Accordingly,

for more intricate study of each MRM other than pattern research, an Identification

stage is required.

2.5 Identification Stage

Based on a smaller set of significant MRM transitions from Screening stage, elab-

orate study on separation and structure of these candidates can be carried out, as

called the Identification stage. The whole process of zeroing in on final candidates

can be achieved in much shorter time since the Discovery phase has already ruled

out the less informative transitions and the Screening phase is focused on the more

meaningful ones. The identification of a specific MRM transition can be accomplished

through more sophisticated targeted methods. Although this stage is not the core of

MRM-profiling concept, the characterization of a molecule responsible for a transi-

tion will strengthen the conclusion. Separation techniques such as HPLC and IMS are

beneficial to isolate the target molecule from other analytes for downstream analysis

and HRMS of full scan and product ion scan is helpful to infer the molecular com-

position. There are also other innovative analytical tools for tackling the problem as

reviewed in Chapter 1.

2.6 An Example: Milk from Human, Cow, and Soy

Milk is rich in glycerides, which is composed of a glycerol and one to three fatty

acids. Three common fatty acids are palmitic acid (C16H32O2, FA(16:0), 256.43 g/mol),

palmitoleic acid (C16H30O2, FA(16:1), 254.41 g/mol), and oleic acid (C18H34O2, FA(18:1),

282.47 g/mol). For a mono-/di-/triacylglyceride, one type of NL from the loss of a

fatty acyl chain can be observed. In this particular experiment, ammonium salt was
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added to promote ionization and substitute the proton in fatty acid loss to form a

neutral entity. As a result, the corresponding NL scan of FA(16:0), FA(16:1), and

FA(18:1) uses 273, 271, and 299 Da, respectively. Thus, theoretically, applying these

three NL scans to the lipid extracts of milk will unveil the profiles of lipids containing

these three molecular features.

Three different types of milk were selected: cow milk, human milk, and soy milk.

After lipid extraction and drying overnight, each sample was redissolved for analysis

by NL scans. The result of performing NL 271 is shown in Figure 2.7 and note that

the m/z axis refers to the precursor ion. The common feature of the distribution is

that no peak occurs over m/z 900. The constant general gap of 28 Da indicates the

biological origin of the three samples. As for the distribution patterns, the three kinds

of milk are distinct. Visually, cow milk sample exhibits a wide coverage of m/z. High

intensity peaks tend to center around m/z 650 and expand to m/z 750, starting from

which much lower intensity peaks locate. For human milk sample, the coverage is a

little narrower than cow milk, but the intensity generally rises as the m/z increases

and reaches its maximum at around m/z 875. The soy milk sample, however, only

has two groups of peaks observable and is totally different from the previous two.

Three zones labeled I, II, and III are zoomed in and shown in Figure 2.8. Zone I as

shown in the first column from left in Figure 2.8 can differentiate cow sample from the

other two with m/z 654.5 being the most characteristic. So the transition m/z 654.5

→ m/z 383.5 can be definitely included in the panel of significant MRMs. Moving on

to Zone II in the middle column of Figure 2.8, human milk sample has more featured

peaks, such as m/z 792.6. Other less intense peaks at m/z 790.6, m/z 793.6, and m/z

794.6 are also candidates and could be kept if they meet the threshold cut. The last

column in Figure 2.8 contains Zone III, which is complicated for human milk and soy

milk samples. It might not be intuitive if only this zone is provided when classifying

samples, but the relative abundance in this region is valuable for statistics or other

chemical profiling purpose. So, to retain as much chemical information as possible,
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in these three zones, the peaks of interest are highlighted in yellow solid lines and

labeled at the top. By subtracting 271 Da, the product ion m/z can be calculated for

constructing the MRM method file intended to be used in Screening stage.

The results of NL 273 are shown in Figure 2.9 and Figure 2.10, and those of NL

299 are shown in Figure 2.11 and Figure 2.12. By comparing results among different

scans of the same sample, the distribution pattern is consistent and can be used to

determine the origin of sample. The NL scans are sensitive enough to capture such

pattern differences between samples. In the three typical zones, all the peaks that

are supposed to be picked out and transferred for next stage analysis are highlighted

in yellow. But there are more peaks, or better termed as transitions, spreading in

ranges other than these. Combining all the MRMs that survive after filtering makes

the full list for Screening stage.

2.7 Summary

MRM-profiling is a concept that emphasizes the chemically important functional

groups and their contribution to distinguishing samples. Most current exploratory

lipidomics studies by LC-MS focus on splitting the integrated m/z feature into sev-

eral parts, where this “split” can complicate the whole data analysis and introduce

loss of information in detection. The m/z is already an important feature as it is

characteristic of an individual compound. It is the connections between m/z val-

ues or transitions that characterize functional groups. This metabolic signature, we

argue, is the most efficient way of characterizing differences between samples as a

lipid profiling strategy. MRM-profiling is definitely not the best tool for acquiring

deeper structure information and has restricted quantification performance. Never-

theless, without complicated dataset and bias, it is a valuable profiling strategy for

large-scale study.
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Figure 2.7. Mass spectra of NL 271 of milk samples from (a) cow, (b)
human, and (c) soy. The label and corresponding normalized intensity
are shown in the top right corner in each panel. Zoom-in mass spectra
of shaded m/z regions I, II, and III are shown in Figure 2.8.
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Figure 2.8. Zoom-in mass spectra of NL 271 of samples from cow
(a-c), human (d-f), and soy (g-i) from Figure 2.7. Three typical m/z
regions are selected as shown in each column. The normalized inten-
sity is the same as the corresponding value from Figure 2.7. Potential
characteristic peaks are highlighted by yellow solid lines with m/z ’s
labeled.
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Figure 2.9. Mass spectra of NL 273 of milk samples from (a) cow, (b)
human, and (c) soy. The label and corresponding normalized intensity
are shown in the top right corner in each panel. Zoom-in mass spectra
of shaded m/z regions I, II, and III are shown in Figure 2.10.
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Figure 2.10. Zoom-in mass spectra of NL 273 of samples from cow
(a-c), human (d-f), and soy (g-i) from Figure 2.9. Three typical m/z
regions are selected as shown in each column. The normalized inten-
sity is the same as the corresponding value from Figure 2.9. Potential
characteristic peaks are highlighted by yellow solid lines with m/z ’s
labeled.
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Figure 2.11. Mass spectra of NL 299 of milk samples from (a) cow, (b)
human, and (c) soy. The label and corresponding normalized intensity
are shown in the top right corner in each panel. Zoom-in mass spectra
of shaded m/z regions I, II, and III are shown in Figure 2.12.
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Figure 2.12. Zoom-in mass spectra of NL 299 of samples from cow
(a-c), human (d-f), and soy (g-i) from Figure 2.11. Three typical
m/z regions are selected as shown in each column. The normalized
intensity is the same as the corresponding value from Figure 2.11.
Potential characteristic peaks are highlighted by yellow solid lines
with m/z ’s labeled.
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CHAPTER 3. QUANTITATIVE ANALYSIS OF

PHOSPHOLIPIDS IN OOCYTES AND BLASTOCYSTS BY

MRM-PROFILING

3.1 Abstract

Quantification of lipids in minute samples such as oocytes and embryos challenges

the limits of bioanalytical chemistry. As an alternative to conventional mass spec-

trometry methods that incorporate chromatographic separation, MRM-profiling has

been developed as a high sensitivity exploratory method. First, the method uses pre-

cursor ion scans and neutral loss scans to target specific chemical functionalities from

which significant MRM transitions are identified (discovery stage). It then applies

these MRM transitions to individual samples (screening stage). MRM-profiling has

been applied to multiple scientific and clinical models as an indicator of up-/down-

regulation in molecular composition or a classifier for diseased/healthy status. Here

we show that by introducing internal standards, MRM-profiling can be successfully

used for quantification of phospholipids. Bovine in vitro-matured oocytes and in

vitro-produced blastocysts were collected and processed using a single lipid extrac-

tion step. Internal standards were added to the lipid extracts for quantitation by lipid

class. We demonstrate that: (1) different classes of phospholipids in oocytes can be

quantified at levels corresponding to the contents of just two oocytes; (2) the lipid con-

tent of selected MRM transitions by class in oocytes varies from 4.5 ng to 0.7 ng; (3)

both relative (using modified total ion count from selected transitions) and absolute

(using ion intensity from internal standard) normalization methods were successful

in distinguishing oocytes (and blastocysts) cultured in different environments.



55

3.2 Introduction

Mammalian cell membranes are composed of a variety of glycerophospholipids and

sphingolipids that differ in headgroup and acyl-chain composition.[1] Alterations in

the lipid composition of cells have been reported during stem cell differentiation and in

various pathological conditions including cancer, neurodegeneration and diabetes.[2,3]

In reproductive biology, dietary lipids have been shown to impact ovarian follicle and

corpus luteum size[4] as well as the content of lipids in oocytes of dairy cows.[5] Thus,

monitoring and quantifying phospholipids in small numbers of cells is of special inter-

est for exploring cellular subpopulations since membrane processes are key to cellu-

lar differentiation and to preimplantation development and uterine implantation.[6–8]

Moreover, cryopreservation of cells and embryos is an important biotechnology and

phospholipids are among the structures that are most sensitive to freezing.[9–11]

Various methods and techniques have been developed for quantitation of phos-

pholipids by chemical class, including those based on chromatography, MS, and

NMR.[12–14] One of the most widely used methods relies on coupling MS to liquid

or gas chromatography, e.g. LC-MS or GC-MS, along with such variants as high-

performance LC, tandem MS, and high resolution MS.[15,16] Although these solutions

have proved valuable in quantitative analysis, exploratory lipidomic studies on mi-

croscopic samples still require complex separation and use of time-consuming pro-

tocols. Besides, many unknown lipids remain undetected even after laborious work

in extraction, purification, and separation. Our group has demonstrated lipid profil-

ing of single mammalian oocytes and preimplantation embryos using DESI-MS.[17–19]

However, DESI-MS is not a quantitative method on this scale and quantification of

phospholipids remains challenging in such minute samples.

MRM-profiling is a two-stage method based on functional group screening using

MRMs without chromatographic separation. It starts with a discovery stage that

applies precursor ion (Prec) and neutral loss (NL) MS/MS scans, or predicted MRM
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transitions of lipids from a library, to representative samples. Prec and NL scans

are both specific to lipid functional groups. MRM transitions that are significant in

intensity can be determined using customized data filters. In the second stage, by

applying these MRMs to a larger set of individual sample, a panel of differentiating

molecular features and potential biomarkers can be derived. Statistical analysis can

then be used to build up a classifier for validation or prediction of sample properties.

MRM-profiling has been applied to the analysis of lipids, including phospholipids and

triacylglycerols from biofluids[20–25] or cell lysates,[26,27] where it exhibits excellent

sensitivity and allows rapid analysis of samples in small amounts while producing

data consistent with results from traditional reference methods. In a previous study

of profiling lipids in oocytes and embryos,[26] MRM-profiling was shown to allow

characterization of different phospholipids in these samples. As a follow-up study, here

we use internal standards in MRM-profiling to quantify lipids at the 2 to 6 oocyte level.

We used this information to investigate the effects of different normalization methods

using model bovine oocytes and blastocysts from vitrification with cryoprotective

molecules distributed within the organism.

3.3 Materials and Methods

3.3.1 Cultivation of Samples

Collection of Oocytes Bovine ovaries were collected from a slaughterhouse and

transported to the laboratory in 0.9% physiological saline supplemented with 0.05 g/L

streptomycin at 35 ◦C. Antral follicles (3 mm to 8 mm) from ovaries were aspirated

with 18-gauge needles adapted to 20 mL syringes. Cumulus-oocyte complexes (COCs)

were morphologically evaluated under a stereomicroscope and those with at least

three compact layers of cumulus cells were selected and washed several times in tissue

culture medium/4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (TCM/HEPES)

supplemented with 50 mg/L gentamycin and 0.1% bovine serum albumin (BSA).
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In vitro Maturation Pools of 20 COCs were cultured in drops of 100µL in

Petri dishes covered with 3.5 mL of mineral oil at 38.8 ◦C for 22 hours in a hu-

midified atmosphere containing 5% CO2. The maturation medium was HEPES-

buffered tissue culture medium-199 (TCM-199, Gibco/BRL, Grand Island, NY, USA)

supplemented with 0.2 mM sodium pyruvate, 100 IU/mL penicillin G, 100µg/mL

streptomycin, 0.5 µg/mL follicle stimulating hormone (Folltropin-Bioniche, Canada),

5 µg/mL luteinizing hormone (Lutropin-Bioniche, Canada) and 1 µg/mL 17β-estradiol.

Fetal bovine serum (FBS, Invitrogen Gibco/BRL) was added to the standard TCM at

10% (v/v). After in vitro maturation (IVM), oocytes were stripped of cumulus cells

by gentle successive pipetting in 100µL drops of 0.5% hyaluronidase over a period of

5 min. Completely denuded and morphologically undamaged oocytes were removed

from the microdrops and washed from residual cumulus cells three times in a Petri

dish containing 200µL TCM supplemented with 5% FBS. Immediately, oocytes were

checked for first polar body extrusion to verify that maturation occurred (oocytes in

metaphase II stage). Procedures were performed at 38.5 ◦C and immediately after

polar body analyses, oocytes were stabilized during 60 min in IVM medium before

sample preparation. Mature oocytes (metaphase II stage) were washed in five mi-

crodrops (100µL each) of MeOH/H2O solution (1 : 3, v/v) and transferred to 1.5 mL

tubes (Axygen, DNase and RNase-free grade) in a minimal volume of 1 µL to 2 µL.

In vitro Fertilization COCs were washed in in vitro fertilization (IVF) medium

and inseminated with thawed spermatozoa obtained by the Percoll method using

the modified Brackett and Oliphant medium (BO-Sperm medium, Invitra – Assisted

Reproductive Technologies Ltd.) supplemented with 6 mg/mL BSA fraction V. Fer-

tilization was performed in microdrops of BO-IVF medium (Invitra Assisted Repro-

ductive Technologies Ltd.) supplemented with 20 µg/mL heparin and 6 mg/mL fatty

acid-free BSA under mineral oil. Twenty COCs in the BO-IVF medium were coin-

cubated with the sperm suspension at a final concentration of 1× 106 spermcells/mL

for 18 h in a 100µL microdrop under mineral oil at 38.5 ◦C, in a humidified atmo-
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sphere containing 5% CO2. At the end of the fertilization period, presumptive zygotes

were partially denuded by pipetting, washed three times in synthetic oviductal fluid

(SOF) medium and then cultured in a microdrop of SOF medium with 2.5% FBS and

1 mg/mL BSA (20 to 25 embryos per 50 µL) under mineral oil at 38.8 ◦C for 10 days

in a water-saturated atmosphere of 5% CO2. The culture medium was changed every

48 h. Embryonic cleavage rates (ratio of the number of cleaved zygotes to the total

number of the oocytes subjected to IVF) and blastocyst rates (ratio of the number

of blastocysts to the number of fertilized oocytes cultured) were evaluated at day 3

and day 7-8, respectively.

Embryo Preparation Day 7 blastocysts were first exposed to equilibration solu-

tion (ES) consisting of 7.5% ethylene glycol (EG, Sigma), 7.5% DMSO (Sigma), and

20% fetal calf serum in TCM-199 for 8 min at room temperature, and then transferred

into a vitrification solution consisting of 15% EG, 15% DMSO, 0.5 M sucrose, and 20%

fetal calf serum (FCS) in TCM-199 for 1 min at room temperature. Within 1 min, up

to five blastocysts were placed on a sheet of each vitrification device (Ingamed, Mar-

ingá, Brazil) in a small volume of the vitrification solution (<1 µL) and the device was

plunged into liquid nitrogen. Two types of nanoparticles, labeled A and B, served as

vitrification media supplements. Group A contained phospholipids and antioxidants

while group B contained fatty acids. After storage in liquid nitrogen, the blastocysts

were warmed by immersing the device into 1 mL of 0.5 M sucrose in the TCM-199

and 20% FCS for 30 s at 37 ◦C, and then transferred to the TCM-199 and 20% FCS.

The blastocysts were washed three times at 5-min intervals with the TCM-199 and

20% FCS at 37 ◦C and cultured in 100µL of the SOF medium for 72 h at 38.5 ◦C in

5% CO2 in air. Blastocysts with a re-expanded blastocoel cavity were considered as

surviving.
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3.3.2 Chemicals

Vendors of chemicals used in cultivation and treatment are elaborated in previous

paragraphs. MeOH, ACN, and NH4CH3CO2 were purchased from Millipore Sigma

(St. Louis, MO). Internal standard, SPLASH® LIPIDOMIX® Mass Spec Standard,

was purchased from Avanti Polar Lipids (Alabaster, AL). The internal standards that

were used for quatitation are listed in Table 3.1. Bovine in vitro-matured oocytes and

in vitro-produced blastocysts were provided by Invitra – Assisted Reproductive Tech-

nologies Ltd. (Ribeirão Preto, SP, Brazil). The in vitro-produced blastocysts were

subjected to different vitrification treatments in terms of media supplementation to

the equilibration solution. Two types of nanoparticles, labeled A and B, served as

vitrification media supplements. Group A contained phospholipids and antioxidants

while group B contained fatty acids. Detailed information on sample collection, cul-

tivation, and treatment is included in the following sections. After warming, the

surviving cells were collected for lipid extraction.

3.3.3 Lipid Extraction

Lipid extraction of oocyte and embryo samples was carried out by one-step pure

methanol protocol. Samples treated with MeOH were washed three times in 50 µL

microdroplets of MeOH/H2O (1 : 3, v/v). Then the oocytes were transferred to 2 µL

MeOH/H2O and were immediately coated with 10 µL to 20µL MeOH. After complete

evaporation of the solvent for 60 min, the microtubes were vacuum sealed and stored

in a freezer at −30 ◦C until samples were transported. After being received, dry

lipid extracts were stored under −80 ◦C until mass spectrometry analysis. The lipid

extracts were redissolved in ACN/MeOH/300 mM NH4CH3CO2(in H2O) (3 : 6.65 :

0.35, v/v/v) with internal standards.
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Table 3.1. Information of lipid internal standards

Compound Molecular Structure Transition (m/z )

15:0-18:1(d7) PC 754.1 → 184.1
(C41H73D7NO8P)

15:0-18:1(d7) PE 711.6 → 570.6
(C38H67D7NO8P)

15:0-18:1(d7) PSa 754.5 → 569.5
(C39H66D7NNaO10P)

15:0-18:1(d7) PGa 758.5 → 569.5
(C39H67D7NaO10P)

15:0-18:1(d7) PIb 846.6 → 569.6
(C42H75D7NO13P)

d18:1-18:1(d9) SM 738.6 → 184.1
(C41H72D9N2O6P)

aThe internal standards of PS and PG are in Na+ salt forms.
bThe internal standard of PI is in NH4

+ salt form.
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3.3.4 MRM-Profiling

The prepared samples (details in SI, section 2) were investigated by MRM-profiling.

The discovery stage was adapted from an earlier study[26] using bovine oocytes and

embryos. In this study, 14,184 MRM transitions were established based on LIPID

MAPS Structure Database (http://www.lipidmaps.org/) and the expected frag-

mentation pattern from known Prec and NL scans focusing on lipid functional groups.

They were filtered down to 383 significant MRM transitions.[26] This final MRM list

included transitions from phosphatidylcholine (PC), phosphatidylethanolamine (PE),

phosphatidylglycerol (PG), phosphatidylserine (PS), and sphingomyelin (SM). In the

present study we performed the screening stage analysis using these 383 transitions

organized into two methods. For each MRM method, 8 µL of solution was injected at

a flow rate of 20 µL/min. The data acquisition time for each method was 2 min on a

triple quadrupole mass spectrometer (Agilent QQQ 6410, Santa Clara, CA) equipped

with an autosampler (Agilent G1367A 1100 series, Santa Clara, CA). Electrospray

ionization voltage was 4 kV in positive ion mode. Other parameters are included in

SI (Section 3).

3.3.5 Data Analysis

Raw data files were exported as intensity vs. MRM transition lists using custom

scripts. A data filter was applied to remove transitions that showed ion intensity less

than 30% higher than that of a blank sample. Then, the remaining lipid transitions

were grouped together according to the lipid classes. Other instrument parameters

are listed in Table 3.2. Each MRM intensity was subject to background correction by

subtracting signal intensities from that for pure solvent. For simplicity of expression

and reading, the intensity appearing in the following discussion, I(x) where x is

a specific MRM, refers to the net (corrected) intensity. Isotope deconvolution was

not applied to the intensity profile because the adjacent m/z’s were not monitored.

Normalized data sets (as addressed in the paragraph below) were used for statistics.
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Ion intensities of these transitions were gathered together for partial least squares

discriminant analysis (PLS-DA) that was accomplished by uploading processed data

to MetaboAnalyst 4.0 (http://www.metaboanalyst.ca/).

3.3.6 Normalization Methods

Two normalization methods were applied to the data for each class of lipids: (1)

normalizing to the modified total ion count of the class of lipids to which a specific

transition belongs (shown as TIC); (2) normalizing to the ion count of internal stan-

dard that is of the same lipid type as the transition (shown as IS). Now take PC(30:0)

and its corresponding internal standard PC(15:0/18:1(d7)) as an example to explain

how each method was carried out.

Normalization to TIC It should be clarified that the “modified total ion count”

refers to the sum of ion counts from all the selected MRMs. The normalization of

PC(30:0) can be realized by dividing the ion intensity of the transition for this lipid

by the total ion count of the MRM transitions for the whole PC class, so providing

the relative fraction of the PC(30:0) signal among its class, denoted by "R" in the

subscript in Equation (3.1).

PCR(30 : 0) =
I(PC 30 : 0)∑

x∈PC
I(x)

(3.1)

Normalization to IS In the second case, the ion intensity of PC(30:0) was divided

directly by that of the corresponding internal standard, indicating the absolute molar

ratio between the PC(30:0) and its internal standard, denoted by "A" in the subscript

in Equation (3.2).

PCA(30 : 0) =
I(PC 30 : 0)

I(IS)
(3.2)

Both normalized data sets were used for statistics to evaluate the performance

of internal standards for MRM-profiling. Ion intensities of these transitions were
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Table 3.2. Parameters of instrument for MRM-profiling

Parameter Entry Typical Value Unit

Electrospray Ionization Voltage 4 kV
Fragmentor Voltage 135 V

Cell Accelerator Voltage 2 V
Dwell Time 25 ms

Sample Injection Volume 8 µL
Flow Rate 20 µL/min

Gas Temperature 300 ◦C
Gas Flow 5 L/min

Nebulizer Pressure 17 psi
Stop Time 2 min

MS1 Resolution Unit Resolution
MS2 Resolution Unit Resolution

Collision Energy

PC 22

Manufacturer’s Unit
PE 20
PG 22
PS 20
SM 22
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gathered for statistical analysis. Comparisons were made between data processed

using relative and absolute normalization.

3.4 Results and Discussion

3.4.1 Evaluation of Quantitative Data on Lipids in Oocytes

Quantitative analysis of lipids was accomplished using oocyte lipid extracts. The

lipid extract from 64 oocytes was dissolved in 64 µL of solvent containing multiple

lipid internal standards. Four different fractions of the solution, containing lipid

content from 6, 12, 18 and 24 oocytes, were diluted so that equivalents of 1.6, 3.2, 4.8

and 6.4 oocytes were analyzed per injection, respectively. Due to the minute amount

of sample, we combined a small set of MRMs to evaluate different lipid classes in

the same sample injection. As noted in Table 3.3, 130 of the 383 significant MRMs

were used for quantitation of particular lipid classes, namely 28 from the PC class,

18 from SM, 34 from PE, 19 from PG, and 14 from the PS class. The relative

standard deviation (RSD) of absolute intensity from each transition is also shown

and supports the excellent reproducibility of the methods. MRMs that showed similar

signal intensities to those of blank samples were removed during data processing. The

amount of each lipid type was calculated based on the following two assumptions:

1. The net intensity of an MRM, I(x), is proportional to the amount of the pre-

cursor ion per injection in moles, n(x),

I(x) ∝ n(x) (3.3)

2. The difference in ionization, ion transfer, and/or fragmentation efficiency be-

tween different precursor ions has little influence on the signal intensity. Thus,

the ratio of signal intensities of an MRM and its corresponding internal stan-
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dard, I(x)
I(IS) , is assumed to be equal to the ratio of the amount of the two com-

pounds, n(x)
n(IS) ,

I(x)

I(IS)
=

n(x)

n(IS)
(3.4)

Table 3.3. List of MRMs used for analysis and corresponding RSDs

Classa Compoundb Transition
RSDc (%) in Sapmlesd

1.6 3.2 4.8 6.4

PC (28/50) PC (30:0) 706.5 → 184.1 3.0 2.6 4.1 4.0

PC (30:1) 704.5 → 184.1 2.3 5.2 3.4 2.6

PC (30:2) 702.5 → 184.1 5.6 0.5 2.0 6.7

PC (32:0) 734.6 → 184.1 2.9 1.7 2.4 2.8

PC (32:2) 730.5 → 184.1 5.9 10.3 4.9 7.3

PC (32:3) 728.5 → 184.1 14.4 10.3 11.0 14.6

PC (34:0) 762.6 → 184.1 4.9 5.7 1.8 0.7

PC (34:1) 760.6 → 184.1 0.7 1.7 0.4 2.1

PC (34:2) 758.6 → 184.1 1.1 3.1 0.3 1.7

PC (34:3) 756.6 → 184.1 2.0 3.5 3.7 3.5

PC (34:4) 754.5 → 184.1 3.7 0.6 0.5 0.4

PC (34:5) 752.5 → 184.1 2.1 1.8 1.6 0.4

PC (36:0); PCp(38:6) 790.6 → 184.1 12.6 11.1 8.1 7.6

PC (36:1) 788.6 → 184.1 11.2 4.4 2.3 6.6

continued on next page

aThe first and second numbers in parentheses after each lipid class refer to the total numbers of
MRM transitions used in analyses of oocytes and embryos, respectively.
bOnly one or two possible matches of chemical formula is shown in the list. This tentative assign-
ment does not guarantee the actual structures of corresponding ions. The names were acquired from
LIPID MAPS Structure Database.
cTransitions with RSD shown in table were used for relative and absolute normalization during
comparison, while those with “/” were eliminated during data processing.
dThe values 1.6, 3.2, 4.8 and 6.4 refer to the equivalent number of oocytes per injection in analysis.
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Table 3.3. continued

Class Compound Transition
RSD (%) in Sapmles

1.6 3.2 4.8 6.4

PC (36:2) 786.6 → 184.1 0.8 3.0 3.5 3.5

PC (36:3) 784.6 → 184.1 3.9 0.8 2.8 3.4

PC (36:4) 782.6 → 184.1 5.0 2.3 2.3 1.8

PC (36:5) 780.6 → 184.1 2.4 10.9 2.4 2.5

PC (36:8) 774.5 → 184.1 5.8 1.3 1.8 6.2

PC (38:0) 818.7 → 184.1 17.0 5.8 8.9 13.6

PC (38:1) 816.6 → 184.1 8.0 8.2 5.8 7.6

PC (38:2) 814.6 → 184.1 5.4 0.8 3.7 5.3

PC (38:3) 812.6 → 184.1 5.6 0.8 4.9 7.0

PC (38:4) 810.6 → 184.1 3.9 2.4 3.4 2.6

PC (38:5) 808.6 → 184.1 5.4 2.8 4.9 4.1

PC (38:6) 806.6 → 184.1 11.3 7.9 5.0 5.7

PC (38:7) 804.6 → 184.1 5.8 9.6 3.6 11.5

PC (40:5) 836.6 → 184.1 4.0 6.0 8.2 4.0

PCo(32:1) 718.6 → 184.1 / / / /

PCo(32:2) 716.6 → 184.1 / / / /

PCo(32:3) 714.5 → 184.1 / / / /

PCo(34:0) 748.6 → 184.1 / / / /

PCo(34:1) 746.6 → 184.1 / / / /

PCo(34:2) 744.6 → 184.1 / / / /

PCo(34:3) 742.6 → 184.1 / / / /

PCo(36:0) 776.6 → 184.1 / / / /

PCo(36:1) 774.6 → 184.1 / / / /

PCo(36:2) 772.6 → 184.1 / / / /

continued on next page
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Table 3.3. continued

Class Compound Transition
RSD (%) in Sapmles

1.6 3.2 4.8 6.4

PCo(36:3) 770.6 → 184.1 / / / /

PCo(36:4) 768.6 → 184.1 / / / /

PCo(36:5) 766.6 → 184.1 / / / /

PCo(38:0) 804.7 → 184.1 / / / /

PCo(38:4) 796.6 → 184.1 / / / /

PCo(38:5) 794.6 → 184.1 / / / /

PCo(38:6) 792.6 → 184.1 / / / /

PCo(40:6) 820.6 → 184.1 / / / /

PCo(42:6) 848.6 → 184.1 / / / /

PCp(36:5) 764.6 → 184.1 / / / /

PCp(40:6) 818.6 → 184.1 / / / /

PCp(42:6) 846.6 → 184.1 / / / /

SM (18/18) SM (d16:1/18:1) 701.6 → 184.1 2.6 2.7 2.0 3.9

SM (d16:1/22:1) 757.6 → 184.1 3.9 2.0 1.9 3.2

SM (d16:1/24:0) 787.7 → 184.1 3.5 5.2 5.3 3.8

SM (d16:1/24:1) 785.6 → 184.1 3.2 4.7 5.4 3.9

SM (d18:0/16:0) 705.6 → 184.1 7.1 8.0 3.8 5.0

SM (d18:0/18:0) 733.6 → 184.1 6.3 2.3 4.5 2.9

SM (d18:0/20:0) 761.6 → 184.1 1.3 0.4 0.5 1.7

SM (d18:0/22:0) 789.7 → 184.1 5.7 2.2 4.4 9.6

SM (d18:0/24:0) 817.7 → 184.1 7.2 5.8 11.1 6.3

SM (d18:1/14:0) 675.5 → 184.1 2.2 5.6 5.4 7.5

SM (d18:1/16:0) 703.6 → 184.1 4.9 1.8 1.5 1.5

SM (d18:1/18:0) 731.6 → 184.1 3.5 6.0 2.3 2.2

continued on next page
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Table 3.3. continued

Class Compound Transition
RSD (%) in Sapmles

1.6 3.2 4.8 6.4

SM (d18:1/18:1) 729.6 → 184.1 5.6 4.8 12.3 4.7

SM (d18:1/20:0) 759.6 → 184.1 4.1 4.9 2.6 3.5

SM (d18:1/24:0) 815.7 → 184.1 4.9 16.2 2.3 2.6

SM (d18:1/24:1) 813.7 → 184.1 4.9 3.2 2.5 1.5

SM (d18:2/22:1) 783.6 → 184.1 1.1 1.1 6.2 5.6

SM (d18:2/24:1) 811.7 → 184.1 4.3 3.0 1.4 5.0

PE (34/36) PE (18:0) 482.3 → 341.3 5.8 10.5 3.6 9.0

PE (18:1) 480.3 → 339.3 7.4 9.9 8.9 7.4

PE (20:1) 508.3 → 367.3 6.1 6.3 8.5 10.1

PE (20:4) 502.3 → 361.3 6.8 16.4 6.9 8.3

PE (22:4) 530.3 → 389.3 6.2 5.4 6.1 6.7

PE (32:1) 690.5 → 549.5 3.3 7.7 3.7 13.6

PE (34:0) 720.6 → 579.6 3.4 8.4 7.7 17.2

PE (34:1) 718.5 → 577.5 7.5 0.6 6.9 5.7

PE (34:2) 716.5 → 575.5 6.4 8.5 9.1 14.8

PE (36:1) 746.6 → 605.6 4.4 10.4 5.6 5.8

PE (36:2) 744.6 → 603.6 11.2 4.4 6.0 5.0

PE (36:3) 742.5 → 601.5 13.1 1.5 3.4 8.8

PE (36:4) 740.5 → 599.5 10.1 17.5 13.6 5.7

PE (36:5) 738.5 → 597.5 5.8 5.5 12.6 11.3

PE (36:8) 732.5 → 591.5 4.3 3.7 7.2 3.0

PE (38:3) 770.6 → 629.6 3.9 9.0 18.3 9.2

PE (38:4) 768.6 → 627.6 3.6 2.1 5.1 1.8

PE (38:5) 766.5 → 625.5 12.0 9.0 3.6 3.6

continued on next page
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Table 3.3. continued

Class Compound Transition
RSD (%) in Sapmles

1.6 3.2 4.8 6.4

PE (38:6) 764.5 → 623.5 0.9 11.7 7.9 0.7

PE (38:9) 758.5 → 617.5 4.6 7.8 0.3 12.1

PE (40:2) 772.6 → 631.6 9.8 9.1 8.7 3.1

PE (40:4) 796.6 → 655.6 0.3 1.0 3.7 6.6

PE (40:5) 794.6 → 653.6 7.5 19.8 14.0 9.3

PE (40:6) 792.6 → 651.6 9.6 4.3 4.0 6.3

PE (40:7) 790.5 → 649.5 3.8 7.8 13.3 4.6

PEo (34:1) 704.6 → 563.6 11.1 3.4 15.9 8.7

PEo (34:2) 702.5 → 561.5 9.6 3.3 13.7 7.0

PEo (36:2) 730.6 → 589.6 1.6 1.2 6.9 16.6

PEo (36:3) 728.6 → 587.6 2.9 6.9 17.6 3.5

PEo (36:5) 724.5 → 583.5 6.1 13.5 5.4 9.2

PEo (38:4) 754.6 → 613.6 2.4 5.8 8.6 11.9

PEo (38:5) 752.6 → 611.6 3.6 8.3 7.4 6.1

PEo (38:6) 750.5 → 609.5 2.0 9.2 8.6 1.5

PEo (40:5) 780.6 → 639.6 6.9 4.5 4.7 3.0

PEp (36:6) 748.5 → 607.5 / / / /

PEp (40:7) 774.5 → 633.5 / / / /

PG (19/22) PG (16:0) 516.3 → 327.3 8.2 14.5 9.2 9.0

PG (18:0) 530.3 → 341.3 5.5 2.1 5.4 3.5

PG (20:0) 572.3 → 383.3 4.5 2.1 5.8 12.4

PG (22:0) 586.4 → 397.4 2.8 4.7 0.9 3.3

PG (22:6) 574.3 → 385.3 4.0 3.8 3.6 3.3

PG (24:0) 628.4 → 439.4 4.5 3.3 4.0 3.4

continued on next page
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Table 3.3. continued

Class Compound Transition
RSD (%) in Sapmles

1.6 3.2 4.8 6.4

PG (26:0) 656.4 → 467.4 3.4 2.0 3.2 4.3

PG (32:0) 740.5 → 551.5 6.7 4.9 10.0 7.3

PG (34:0) 768.5 → 579.5 3.8 12.5 5.4 11.5

PG (34:1) 766.5 → 577.5 8.7 6.5 13.1 4.9

PG (34:2) 764.5 → 575.5 0.8 6.5 2.7 7.4

PG (36:1) 794.6 → 605.6 2.2 8.6 3.2 16.0

PG (36:2) 792.5 → 603.5 3.5 6.3 10.2 4.4

PG (36:3) 790.5 → 601.5 6.2 2.5 5.0 5.0

PG (36:4) 788.5 → 599.5 4.8 3.1 2.1 3.2

PG (36:8) 780.5 → 591.5 3.1 5.8 1.7 3.7

PG (38:3) 818.6 → 629.6 1.6 3.5 2.2 2.2

PG (38:4) 816.5 → 627.5 1.7 4.4 6.7 1.1

PG (40:0) 852.6 → 663.6 0.2 1.7 0.1 1.3

PGo (20:0) 544.4 → 355.4 / / / /

PGp (20:0) 542.4 → 353.4 / / / /

PGp (38:6) 796.5 → 607.5 / / / /

PS (14/19) PS (14:1) 468.2 → 283.2 7.8 8.7 5.6 14.0

PS (16:0) 512.3 → 327.3 16.9 6.3 16.6 4.5

PS (28:0) 680.4 → 495.4 4.4 4.5 5.1 25.2

PS (28:1) 678.4 → 493.4 3.1 0.8 1.3 5.5

PS (30:2) 704.4 → 519.4 0.2 0.7 0.1 4.3

PS (32:2) 732.5 → 547.5 5.8 7.5 7.7 5.6

PS (36:1) 790.6 → 605.6 10.9 9.5 14.3 8.7

PS (36:2) 788.5 → 603.5 10.2 5.5 12.3 29.2

continued on next page
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Table 3.3. continued

Class Compound Transition
RSD (%) in Sapmles

1.6 3.2 4.8 6.4

PS (36:8) 776.4 → 591.4 4.8 10.1 4.2 10.2

PS (38:1) 818.6 → 633.6 1.8 5.3 20.3 7.2

PS (38:2) 816.6 → 631.6 4.2 13.2 13.0 7.2

PS (38:4) 812.5 → 627.5 5.2 9.1 14.8 6.5

PS (38:7) 806.5 → 621.5 1.4 2.7 1.7 0.7

PS (40:4) 840.6 → 655.6 3.2 13.4 4.7 4.1

PSo (16:0) 484.3 → 299.3 / / / /

PSo (20:0) 540.4 → 355.4 / / / /

PSp (16:0) 482.3 → 297.3 / / / /

PSp (40:6) 820.5 → 635.5 / / / /

PSp (42:6) 848.6 → 663.6 / / / /

Figure 3.1 shows the linearity between the amount of lipid in each class quantified by

this internal standard method and the known number of oocyte equivalents contained

in each injected volume. Each point and the corresponding error bar on the curve were

calculated based on three replicates. The coefficients of determination (R2) for PC,

PE, PG, PS, and SM are 0.9971, 0.9969, 0.9899, 0.9816 and 0.9996, respectively. The

average amount of each lipid class per oocyte, corresponding standard deviation (SD)

and relative standard deviation (RSD) were calculated from the curve and are shown

in Table 3.4. The RSDs of PC, SM, PG, and PE were around 10%, while PS was

significantly higher at 17.3%. Therefore, the use of internal standards to quantify

different classes of lipids in MRM-profiling is feasible and the performance of the

method is promising even at the not-yet-realized single oocyte level. It is noteworthy

that the quantified values are calculated from representative lipids rather than the



72

entire class of lipids in the samples. The quantitation is based on the monoisotopic

molecular composition of a molecule. The samples therefore are expected to contain

many more lipids than these calculations.

Table 3.4. Quantified amount of lipid of each class per oocyte

Lipid Class PC PE PG PS SM

Average (ng) 4.5 0.67 0.82 2.0 0.74
Standard Deviation (ng) 0.36 0.072 0.091 0.35 0.036

Relative Standard Deviation (%) 8.0 10.8 11.2 17.3 4.9

3.4.2 Comparison of Relative and Absolute Normalization of Lipids in

Bovine Oocytes and Blastocysts

MRM-profiling data obtained on oocyte samples was used to quantify lipid classes

in these organisms by using internal standards. Scores plots were acquired from

oocytes by applying PLS-DA to data normalized using the two different methods

as shown in Figure 3.2. Oocytes and blastocysts were cultured with two types of

nanoparticles added as supplements to the vitrification media to improve cell viabil-

ity during cryopreservation, group A containing phospholipids and antioxidants and

group B containing fatty acids (red and blue in Figure 3.2, respectively). Sample size

was N = 11 for each group in oocyte and N = 12 for those in blastocyst. The two

groups of oocyte samples in Figure 3.2(a) and (b) are mainly distinguished by the

first component. (The first two components explain 22% and 35.5% of the variance

between two different classes of oocytes when the data from oocyte samples are nor-

malized to modified total ion count and to lipid internal standards, respectively.) The

discrimination between the two areas at the 95% confidence level in both cases indi-

cates that the normalization strategy does not have a large effect on the discriminant

analysis.
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Figure 3.1. Relationship between the number of oocytes introduced
and the total amount of SM, PS, PG, PE, and PC (from top to bot-
tom) lipids quantified using internal standards. Four concentrations
of oocytes extract equivalent to 1.6, 3.2, 4.8 and 6.4 per injection were
used. Each point in plot is an average of three measurements.
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Figure 3.2. PLS-DA results for oocyte and blastocyst discrimination
using different normalization methods: normalized to modified total
ion count (TIC) and normalized to corresponding internal standard
(IS). (a) Oocyte normalized to TIC. (b) Oocyte normalized to IS. (c)
Blastocyst normalized to TIC. (d) Blastocyst normalized to IS. The
two colors represent differences in the nanoparticles applied during
culturing, red and blue for group A and group B, respectively. Sample
size of each group in (a) and (b) is N = 11, and N = 12 in (c) and (d).
The shaded ellipses represent the calculated 95% confidence range.
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The data from blastocysts were acquired and then processed using the same nor-

malization methods as that of the oocyte data in Figure 2 (c) and (d). In both

cases, the two groups of blastocysts are separated by PLS-DA. Overall, the first two

principal components explain 19.1% and 42.3% for normalizing to modified total ion

count and internal standards, respectively. The fraction of variance that the first

component explains when normalizing to internal standards (35.3%) is higher than

that from normalization to modified total ion count (12.8%). However, when normal-

izing to internal standards, overlap occurs between the two elliptical areas at the 95%

confidence and one sample from group B tended to be clustering with group A. In

Figures 3.3 and 3.4, boxplots of several representative MRM transitions, which were

normalized by IS and TIC, show the differences in intensity between groups. Both

normalization methods exhibit similar results for each transition.

3.5 Conclusions

In conclusion, the lipid contents of oocytes and blastocysts can be quantitatively

measured using MRM-profiling due to the linear response observed with the use of

one internal standard per class. We have demonstrated that the lipid analysis using

samples as small as the equivalent of 2 bovine oocytes can be achieved. Whether nor-

malization is done with respect to internal standards or modified total ion count has

relatively little effect on the statistical results when distinguishing different groups

of blastocyst samples. This indicates the feasibility of applying MRM-profiling as a

quantitative method for lipid analysis if internal standards and corresponding con-

centrations are carefully selected.
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Figure 3.3. Boxplots showing comparisons between two normalization
methods of three MRM transitions in blastocyst samples. Top row
is result of normalization to corresponding internal standard (IS) and
bottom row is result of normalization to modified total ion current
(TIC)..
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Figure 3.4. Boxplots showing comparisons between two normalization
methods of three MRM transitions in oocyte samples. Top row is
result of normalization to corresponding internal standard (IS) and
bottom row is result of normalization to modified total ion current
(TIC).
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CHAPTER 4. MRM-PROFILING OF LIPIDS TO

DISTINGUISH STRAIN-LEVEL DIFFERENCES IN

MICROBIAL RESISTANCE IN ESCHERICHIA COLI

4.1 Abstract

The worldwide increase in antimicrobial resistance is due to antibiotic over-use

in agriculture and over-prescription in medicine. For appropriate and timely patient

support, faster diagnosis of antimicrobial resistance is required. Current methods for

bacterial identification rely on genomics and proteomics and use comparisons with

databases of known strains, but the diagnostic value of metabolites and lipids has not

been explored significantly. Standard mass spectrometry/chromatography methods

involve multiple dilutions during sample preparation and separation. To increase the

amount of chemical information acquired and the speed of analysis of lipids, MRM-

profiling has been applied. The MRM-profiling workflow includes a discovery stage

and a screening stage. The discovery stage employs precursor ion (PREC) and neutral

loss (NL) scans to screen representative pooled samples for functional groups associ-

ated with particular lipid classes. The information from the first stage is organized in

precursor/product ion pairs, or MRMs, and the screening stage rapidly interrogates

individual samples for these MRMs. In this study, we performed MRM-profiling of

lipid extracts from four different strains of Escherichia coli cultured with amoxi-

cillin or amoxicillin/clavulanate, a β-lactam and β-lactamase inhibitor, respectively.

Statistical analyses, including t tests, analysis of variance (ANOVA) and receiver

operating characteristic (ROC) curves, were used to determine the significance of

each MRM. Principal component analysis (PCA) was applied to distinguish different
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strains cultured under conditions that allowed or disallowed development of bacte-

rial resistance. The results demonstrate that MRM-profiling distinguishes the lipid

profiles of resistant and non-resistant E. coli strains.

4.2 Introduction

4.2.1 Antimicrobial Resistance

Annually there are over 1,200,000,000 health care visits in the United States of

which 12.6% result in ∼154,000,000 antibiotic prescriptions for bacterial infections.[1]

Urinary, respiratory and skin infections are most common.[2] The top pathogens re-

sponsible for 80% to 90% of infections are Escherichia coli, Staphylococcus aureus,

and Klebsiella pneumoniae, the latter two of which are part of the ESKAPE group of

pathogens which also include Enterococcus faecium, Acinetobacter baumannii, Pseu-

domonas aeruginosa, and Enterobacter species.[3–5] Infections are especially common

in certain care settings and patient populations where they cause high recurrence

rates and great severity of infections.[6–8] Potential infections are frequently treated

prior to confirmation of the presence of pathogens, leading to over-prescription which

is strongly associated with the development of antibiotic-resistance and may eradicate

potentially commensal microbiome populations, resulting in dysfunction against fu-

ture pathogens.[9–12] High rates of infection recurrence and the emergence of pathogens

with antimicrobial resistance are found among patients with frequent antibiotic dos-

ing.[11,13,14] There therefore remains a need for rapid bacterial identification to help

suppress this process.

4.2.2 Clinical Identification and Diagnosis

In current clinical settings, the identification of bacteria is usually determined based

on phenotype and/or genotype. Culture-based phenotyping methods are commonly

used in clinical laboratories.[15] Molecular diagnosis, including sequencing of riboso-
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mal genes,[16] whole genome sequencing,[17,18] and amplification methods,[19] represents

an alternative strategy for bacterial typing. Current MS-based typing methods are

largely focused on the protein profile with an emphasis on ribosomal proteins.16 In

the last decade, matrix assisted laser desorption/ionization coupled with time-of-flight

mass spectrometry (MALDI-TOF MS) has been applied successfully using relatively

simple sample preparations to acquire fingerprint mass spectra and accomplish iden-

tification by database searches.[20–22] Several commercial platforms have emerged and

profoundly changed the state of clinical testing. In addition, tandem MS with or

without liquid chromatography has also been used with great success.[23–25]

4.2.3 Lipid Analysis

Metabolomics, which covers a wide range of small molecules but is not widely

applied to bacterial identification, is an appealing and emerging field of omics in

biomarker discovery by MS.[26–29] Lipids are believed to play an indispensable metabolic

role in many essential biological processes. In microorganisms, the diversity in struc-

tures and the complexity of biosynthesis pathways of bacterial lipids enable bacte-

rial cells to adjust their lipid profiles in response to environmental changes, includ-

ing antibiotic treatment.[30–32] Conventional lipid pathway analysis involves exten-

sive sample preparation and complex protocols for the characterization of potential

lipid biomarkers.[33,34] The unclear relationship between lipids and molecular function

further slows down the pace of development of analytical methods. To accelerate

exploratory lipidomic discovery, a novel two-stage methodology, MRM-profiling, has

been developed as a diagnostic/distinguishing factor. It has previously been tested

on several model systems, including Parkinson’s disease,[35] polycystic ovarian syn-

drome,[36] diet compliance,[37] colostrum uptake,[38] atopic dermatitis,[39] and embryo

metabolism.[40] The results of MRM-profiling have proven to be broadly consistent

with those from pathological or clinical analysis.
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Here we report a study on the feasibility of using MRM-profiling to differentiate

lipid profile differences among bacterial strains with different antimicrobial resistance.

Lipid extracts of bacteria were analyzed using electrospray ionization MS (ESI-MS),

screened by precursor ion and neutral loss scans and discriminated using PCA. The

experiments focused on glycerophospholipids and sphingolipids. Statistical analytical

methods, specifically the t test and ROC curves, provided details as to which of the

MRMs were most informative. Additionally, lipid differences observed among bac-

teria treated using various concentrations of amoxicillin and amoxicillin/clavulanate

indicated that lipid profiles are modulated by environmental changes. The lipid com-

position of bacterial lysates was found to allow discrimination between resistant and

non-resistant E. coli strains.

4.3 Experimental Section

4.3.1 Chemicals

All chemicals were all purchased from Sigma-Aldrich Co. LLC (St. Louis, MO)

except that clavulanate was purchased from Cresent Chemical (Bangladesh).

4.3.2 Bacterial Culture

Non-resistant E. coli strains (ATCC® 25922™, CDC AR-bank #0077, and ATCC®

4157™) and resistant strains with β-lactam resistance gene CTX-M-14 or 15 (CDC

AR-bank #0086, CDC AR-bank #0162, CDC AR-bank #0151) were obtained from

the ATCC or the CDC and FDA antibiotic resistance isolate bank. Bacterial stocks,

stored at −80 ◦C until usage, were generated from tryptic soy broth (TSB) (Becton

Dickinson, Franklin Lakes, NJ) cultures inoculated with a single colony taken from

streak plate isolates from the supplier’s stock on tryptic soy agar (TSA) (Becton

Dickinson, Franklin Lakes, NJ). Fresh bacteria were cultured from stock by gentle

scraping with a sterile implement off the top of the stock and by streaking onto a
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fresh TSA plate for single colony growth, which was incubated for 15 hours at 37 ◦C.

A single colony was then re-streaked onto a fresh TSA plate and was incubated for

15 hours at 37 ◦C. Bacterial titer was estimated by resuspending morphologically

similar colonies into 20 mL of fresh TSB and by measuring optical density at 600 nm

(OD600) absorbance readings using a BioTek Synergy HTX multi-mode plate reader

(BioTek, Winooski, VT) with McFarland standards (Scientific Device Laboratory,

Inc., Des Plaines, IL). Verification of culture concentrations was performed with a

ten-fold serial dilution in TSB; a 1.0 µL loopful from each dilution was streaked onto

BD BBL™ Trypticase™ Soy Agar plates (Becton, Dickinson and Co., Franklin Lakes,

NJ), and colonies were counted after incubation at 37 ◦C for 16 hours.

4.3.3 Minimum Inhibitory Concentration Test

A standard 96-well plate-based minimum inhibitory concentration (MIC) test was

used to measure antibiotic efficiency of amoxicillin and amoxicillin/clavulanate combi-

nation against bacteria in mono-culture. After overnight growth on the corresponding

culture medium and OD600 measurement, MIC testing was performed with cation-

adjusted Mueller-Hinton broth. In a row of the plate, 11 wells contained a starting

culture at 5× 105 cfu/mL challenged with decreasing antibiotic concentrations de-

livered by serial dilution (e.g. 128, 64, 32, 16, 8, 4, 2, 1, 0.5, 0.25, 0 µg/mL); the

last well contained blank medium as a sterility control. The lowest antibiotic con-

centration at which no cell number increase was measured via OD600 after a 24-hour

incubation was the MIC of the antibiotic for that bacterial strain. All MIC tests

were conducted in compliance with Clinical Laboratory Standards Institute (CLSI)

procedures of clinical testing. The determined values of MIC for each strain appear

in Table 4.1.
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Table 4.1. MIC results of each strain

Strain MIC of Amoxicillin (µg/mL) MIC of Amoxicillin/Clavulanate Combination

Amoxicillin (µg/mL) Clavulanate (µg/mL)

ATCC 25922 8 16 8
ATCC 4157 4 4 2
CDC 0162 N/Aa >128b >64b

CDC 0151 N/Aa >128b >64b

aMIC not applicable for resistant strains.
bBecause the concentration of antibiotics needed for inhibition was too high for feasibility, the half
MIC condition of Amoxicillin/Clavulanate combination was chosen as 128 µg/mL for Amoxicillin
and 64 µg/mL for Clavulanate.

4.3.4 Sample Preparation

Samples of specific types of bacteria and MIC concentrations were taken from

culture medium, normalized to 1× 107 cells/mL by OD600, and were lysed with son-

ication. Lysate of bacteria was collected and stored at −80 ◦C. Lipid extraction was

accomplished using the Bligh-Dyer[41] strategy. After drying, lipid extracts were re-

dissolved in ACN/MeOH/300 mM NH4CH3CO2(in H2O) (3 : 6.65 : 0.35, v/v/v) and

transferred into autosampler vials ready for analysis. The extract solution was diluted

to 2.5× 105 cells/µL in vial, which is equivalent to lipid extracts of 2× 106 cells in

each injection of 8 µL solution.

4.3.5 Multiple Reaction Monitoring Profiling

MRM-profiling is a two-stage MS methodology that benefits from various scan

modes in tandem mass spectrometry–especially PREC and NL. In the discovery stage,

PREC, NL, and MRMmethods are applied to representative samples, mostly focusing

on recognition of functional groups present in glycerophospholipids, acyl-carnitines,

ceramides, and acyl residues containing different number of carbons with various

degree of unsaturation. Specifically, glycerophospholipids contain glycerophosphate

(PA), glycerophosphocholine (PC), glycerophosphoethanolamine (PE), glycerophos-
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phoglycerol (PG), glycerophosphoinositol (PI), and glycerophosphoserine (PS). The

PREC and NL scans were used as sources of MRM transitions and this experimental

data was supplemented by MRM transitions deduced from data in the online lipid

database, LipidMaps. Altogether 32 NL scan methods, 33 PREC scan methods, and

13 MRM methods, as listed in Table 2.1 and Table 2.3, were used to survey repre-

sentative samples from E. coli strains CDC 0077 and CDC 0086 cultured without

amoxicillin. Experiments were carried out using a triple quadrupole mass spectrome-

ter, Agilent QQQ 6410 (Santa Clara, CA), equipped with Agilent G1367A 1100 series

autosampler (Santa Clara, CA). Samples were introduced into the mass spectrometer

by direct flow injection ESI, i.e. without chromatographic separation. The ESI volt-

age was −3.5 kV. Dwell time was 25 ms. Collision energy (in manufacturer’s unit)

and other scan method details are in Table 2.1 and Table 2.3. For each scan method,

8 µL of sample was injected at a flow rate of 20 µL/min. After data acquisition, tran-

sitions that were at least 30% higher in ion counts than blank samples were selected.

Other values of threshold or data filtering concepts could have been employed but

the tradeoff between chemical information and total instrument time required had an

effect on the next stage, therefore we chose to be conservative to avoid losing chemi-

cal information. In addition, since representative samples were used, which could not

reflect the scope of lipid profiles of all strains, keeping more transitions is beneficial

to retaining as much chemical information as possible. In total, 2329 transitions, of

which 1900 were in the positive ion mode and 429 in the negative ion mode, resulted

from the discovery stage. The distribution of MRMs among different classes of lipids

or functional groups are shown in Figure 4.1 and Figure 4.2 for positive and nega-

tive ion modes, respectively. This list served as a pool of candidates for building up

MRM methods for the next Screening stage. Selected transitions were then arranged

into 9 MRM methods (7 in positive ion mode, 2 in negative ion mode) to investigate

individual samples using the same instrument parameters as used in the Discovery

stage. Given that the screening time for each method is 3 min, this results in a total

analysis time of 30 min to screen each sample.
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4.3.6 Statistical Analysis

Raw data were processed using Proteo-Wizard to extract the ion signals of each

transition. The lowest ion count was regarded as the noise level of instrument. The

cutoff for the screening stage data was chosen as 3× noise intensity to remove unin-

formative transitions with low ion intensities. The resulting data was represented as

a table of ion counts, in which columns were samples and rows were features (MRMs

in this case). All statistical analysys, including t test, analysis of variance (ANOVA),

PCA, and ROC curves, were calculated and plotted using MetaboAnalyst. For PCA,

ANOVA, and t test, the original data were scaled by mean-centering and dividing the

Figure 4.1. Distribution of MRMs selected for screening stage in posi-
tive mode. Altogether 1,900 transitions were reorganized into 9 MRM
methods.

Figure 4.2. Distribution of MRMs selected for screening stage in neg-
ative mode. Altogether 429 transitions were reorganized into 2 MRM
methods.
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individual intensities by the standard deviation of each MRM. For the ROC curve,

no scaling was applied and the area under the curve (AUC) was calculated for each

MRM. The cutoff applied to the t test and ANOVA was a false discovery rate (FDR)

adjusted p value (or q value) of 0.05 throughout the data processing.

4.4 Results and Discussion

4.4.1 Lipid Analysis of Non-Resistant Strains

Lipid analysis was carried out for non-resistant strains (ATCC 25922 and ATCC

4157) to investigate the effect of antibiotic application. Both strains were cultured un-

der five conditions: no amoxicillin or amoxicillin/clavulanate, amoxicillin at half MIC,

amoxicillin at MIC, amoxicillin/clavulanate at half MIC, and amoxicillin/clavulanate

at MIC. MRMs were filtered by ion counts and FDR adjusted p value in ANOVA,

and then analyzed by PCA. Figure 4.3 shows the PCA scores plots of both strains.

In the PCA scores plot, each point represents an individual lipid extract sample from

the cultured bacteria and the elliptical shaded area is the calculated 95% confidence

region for each group. In the case of ATCC 25922 as shown in Figure 4.3(a) where

197 MRMs were used, bacteria treated with amoxicillin or amoxicillin/clavulanate at

MIC are well separated along principal component (PC) 1 from bacteria cultured at

half MIC or without amoxicillin. PC1 and PC2 contribute 76% to the total variance.

This separation can be attributed to the nature and the amount of the antibiotic,

which leads to bacterial growth inhibition and hence the observed changes in lipid

profiles.

Similar separation due to treatment differences are observed in the non-resistant

strain ATCC 4157 in Figure 4.3(b). With the same data filters, 157 MRMs were se-

lected. PC1 and PC2 cover 74% of the entire variance observed. Different from ATCC

25922, the group grown with amoxicillin at MIC clusters away from the other groups

on the PC1 dimension in the score plot. Groups treated with amoxicillin/clavulanate
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Figure 4.3. PCA scores plots of non-resistant bacterial strains (a)
ATCC 25922 and (b) ATCC 4157 after various antibiotic treatments.
The color-shaded areas are the calculated range with 95% confidence.
Amoxicillin and clavulanate are abbreviated as Amox and Clav, re-
spectively.

tend to overlap on PC1, while control and half MIC amoxicillin are closer. The MIC

amoxicillin/clavulanate group is differentiated by PC1 to be closer to groups treated

with low concentration of amoxicillin, instead of merging with the MIC amoxicillin

group as in ATCC 25922.

4.4.2 Lipid Profile Differences Between Non-Resistant and Resistant Bac-

terial Strains

The results of attempts to distinguish non-resistant and resistant strains are promis-

ing. The purpose of carrying out statistical analysis of different strains exposed to

the same treatment is to identify transitions that are responsible for the separa-

tion between strains. Two non-resistant strains (ATCC 25922 and ATCC 4157) and

two resistant strains (CDC 0162 and CDC 0151) were cultured without amoxicillin or

amoxicillin/clavulanate as controls or with amoxicillin/clavulanate at half MIC. Tran-

sitions related to acyl-carnitines were found to be inconsistent (data not shown) and
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were removed from the statistics to better concentrate on the pattern of significant

phospholipid transitions. Initially, for the control group, 86 MRMs were used for the

statistical analysis, from which 38 MRMs were then selected using the FDR adjusted

p value in ANOVA. From the PCA scores plot of these transitions shown in Figure

4.4(a), PC1 and PC2 contribute 57% to the total variance. The major separation

occurs along PC1. Statistical analysis was also carried out in terms of distinguishing

non-resistant and resistant strains by regrouping samples into two sets. Because PCA

is an unsupervised method, the PCA scores plot remains the same regardless of the

labels of each sample if the same set of data is used. We note that, in cases where

no antibiotic stress was applied, resistant and non-resistant strains can be well dif-

ferentiated by PCA. Outcomes by t tests and ROC curves can provide more insight

into the differences between strains. The t test results in Figure 4.4(b) imply that 20

transitions, all of which show up in the 35 MRMs in the previous analysis, are signif-

icant for the differentiation. PC1 and PC2 take up 67% of the variance. ROC curves

can be used to determine important transitions that are potentially characteristic for

each set. As shown in Figure 4.5, there are seven transitions with AUC above 0.9,

including three from saturated fatty acyl chain residues, two from PS, one from PE,

and one from PG. Transitions selected from each analysis and their corresponding

functional group or lipid class are tabulated in Table 4.2.

Turning to antibiotic treated bacteria, after elimination of transitions from acyl-

carnitines and using the same data filter, 86 MRMs were left. ANOVA and t tests

produced sets of 34 and 12 transitions with the same cutoff applied, respectively.

From the PCA results in Figure 4.6, transitions selected from ANOVA do not provide

perfect separation between ATCC 25922 and CDC 0162. Transitions from t tests

offer similar separation along PC1 and its first two PCs explain 82% of the total

variance. However, the number of features is fewer than in the control set. Among

the 12 significant MRMs, three MRMs are found to have AUC above 0.9 from ROC

curve, including one from PE, one from 26:0 fatty acyl chain residue, and one from
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Figure 4.4. PCA scores plots of control samples (no amoxicillin or
amoxicillin/clavulanate applied) using transitions selected from (a)
ANOVA and (b) t test. Color-shaded areas are the calculated range
with 95% confidence.

Table 4.2. Significant MRM transitions from different statistical anal-
ysis of control set

Transition Classa Transition Class Transition Class

681.4 → 436.4 14:0 627.2 → 382.2 14:0 864.3 → 227.1 14:0
483.5 → 283.1 18:0 497.4 → 283.1 18:0 529.9 → 228.9 18:0
920.5 → 283.1 18:0 919.0 → 283.1 18:0 576.0 → 251.0 20:2
732.4 → 591.4 PE 966.2 → 637.2 20:0 716.1 → 397.1 20:5
780.5 → 591.5 PG 701.9 → 382.9 20:5 913.6 → 594.6 20:5
512.3 → 327.3 PS 526.0 → 177.0 22:4 588.2 → 235.2 22:2
600.2 → 415.2 PS 846.6 → 184.1 PC 504.1 → 119.1 24:0

ROC (7 MRMs) 794.6 → 605.6 PG 532.0 → 119.0 26:0
820.6 → 631.6 PG 590.1 → 177.1 26:0
644.0 → 459.0 PS 900.7 → 264.1 Cer
688.4 → 503.4 PS 650.5 → 509.5 PE
732.4 → 547.4 PS 689.9 → 548.9 PE
776.5 → 591.5 PS 704.3 → 563.3 PE

t test (20 MRMs) 806.5 → 617.5 PG
638.0 → 453.0 PS

ANOVA (35 MRMs)

aThese are tentative assignment. The classes of fatty acyl chain residues are abbreviated as “number
of carbons : number of carbon-carbon double bonds”. For example, “20:2” means a fatty acyl chain
residue with 20 carbon atoms and 2 carbon-carbon double bonds.
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Figure 4.5. ROC curves significant transitions (AUC > 0.9) from control set.
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PG, as shown in Figure 4.7. Details of transitions from each analysis are listed in

Table 4.6. Bacteria treated with amoxicillin/clavulanate at half MIC and the controls

have similar lipid transitions determined to be responsible for the separation.

Lipids associated with each MRM are postulated from the characteristic PREC and

NL scans, as tabulated in Table 4.4. Although the exact structure of the lipids asso-

ciated with each transition could not be decided merely by the MS/MS experiment,

it is the pattern of the entire set of selected transitions spread over nine methods

that provides reliable differentiation between strains from multiple classes of lipids.

The distribution among the lipid classes of the transitions selected from t tests is

shown in Figure 4.8. Application of amoxicillin/clavulanate resulted in an increase in

the number of informative transitions in unsaturated fatty acyl chain residues and a

decrease in those in saturated fatty acyl chain residues. The number of informative

transitions from PS dropped significantly after antibiotic treatment. Additionally, the

total number of significant transitions from glycerophospholipids is larger when no

amoxicillin or amoxicillin/clavulanate are applied, implying that more glycerophos-

pholipids are detected. This is consistent with previous research.[42] In spite of these

successes at differentiation, samples containing both resistant and non-resistant E.

coli may be more difficult to distinguish.

Different from exact mass searches in the database as is done in proteomics, MRM-

profiling offers opportunity to investigate changes in functional groups with more

confidence. The low resolution of the instrument and the use of direct analysis

with MRM methods means that it is still possible that isomeric ion pairs exist.

For example, PG (35:1) and PGo (36:1) have monoisotopic masses with close val-

ues at 762.5411 (C41H79O10P) and 762.5775 (C42H83O9P), respectively. In the MRM

method, with NH4Ac introduced into the spray, the ammonium adducts are predom-

inant for PG, making the corresponding transitions appear as m/z 780.5 → 591.5 for

both molecules. Nevertheless, when analyzing a lipid extract, the neutral loss of 189

from the head group in PG is what one should focus on because both candidate ion
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Figure 4.6. PCA score plots of samples treated with amoxicillin/-
clavulanate at half MIC using transitions selected from (a) ANOVA
and (b) t test. The color-shaded areas are the calculated range with
95% confidence.

Table 4.3. Significant MRM transitions from different statistical anal-
ysis of samples treated with amoxicillin/clavulanate at half MIC

Transition Classa Transition Class Transition Class Transition Class

642.3 → 229.3 26:0 681.4 → 436.4 14:0 505.9 → 260.9 14:0 586.1 → 229.1 22:0
650.5 → 509.5 PE 548.0 → 229.0 20:5 627.2 → 382.2 14:0 576.0 → 223.0 22:2
820.6 → 631.6 PG 703.2 → 384.2 20:5 864.3 → 227.1 14:0 588.2 → 235.2 22:2

ROC (3 MRMs) 913.6 → 594.6 20:5 506.1 → 235.1 16:1 621.0 → 236.0 24:0
614.1 → 229.1 24:0 529.9 → 228.9 18:0 900.7 → 264.1 Cer
704.3 → 563.3 PE 919.0 → 283.1 18:0 281.3 → 281.3 FFA
732.4 → 591.4 PE 558.2 → 263.2 18:3 846.6 → 184.1 PC
780.5 → 591.5 PG 576.0 → 251.0 20:2 689.9 → 548.9 PE
794.6 → 605.6 PG, PE 551.9 → 228.9 20:3 806.5 → 617.5 PG

t test (12 MRMs) 701.9 → 382.9 20:5 512.3 → 327.3 PS
716.1 → 397.1 20:5 688.4 → 503.4 PS

ANOVA (34 MRMs)

aAbbreviations have the same meanings as elaborated in Table 4.2
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Figure 4.7. ROC curves significant transitions (AUC > 0.9) from
samples treated with amoxicillin/clavulanate at half MIC.

Table 4.4. Postulated classification of transitions selected from t test
and ROC curve

No Antibiotic Treatment Amox/Clav at 1
2
MIC

Transition Possible Formulaa Transition Possible Formulaa

732.4 → 591.4 PE(35:1) 650.5 → 509.5 PE(29:0)
780.5 → 591.5 PG(35:1) 820.6 → 631.6 PGo(39:2)
512.3 → 327.3 PS(16:0) 704.3 → 563.3 PE(33:1)
600.2 → 415.2 PS(23:5) 732.4 → 591.4 PE(35:1)
846.6 → 184.1 PC(40:0) 780.5 → 591.5 PG(35:1)
794.6 → 605.6 PGo(37:1) 794.6 → 605.6 PGo(37:1), PE(40:5)
820.6 → 631.6 PGo(39:2)
644.0 → 459.0 PS(26:0)
688.4 → 503.4 PS(29:0)
732.4 → 547.4 PS(32:0)
776.5 → 591.5 PS(35:0)

aDue to ammonium acetate, the precursor ion m/z could be ammonium adducts of lipids, such as
PG. One possible formula of each class of individual transition is listed.
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Figure 4.8. Distribution of transitions selected from t test between
controls and sample treated with amoxicillin/clavulanate at half MIC.
“Saturated Chain” refers to the saturated fatty acyl chain residues.
“Unsaturated Chain” refers to fatty acyl chain residues with degree of
unsaturation ranging from 1 to 5.
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pairs are PG. Although the number of antibiotics types is limited in current study,

MRM-profiling might be more sensitive and efficient than existing methods as there

are more lipid molecules per cell and analysis of small molecules has advantages in

ion transmission and ionization efficiency. This preliminary study has demonstrated

the feasibility of distinguishing bacterial strains by carrying out MRM-profiling to

characterize lipid patterns.

4.5 Conclusions

We have demonstrated that MRM-profiling can be applied to distinguish four differ-

ent strains of E. coli, including two non-resistant and two resistant strains. Different

strains are well differentiated by PCA using significant MRMs acquired from t test.

This indicates that the lipid profiles not only serve to characterize bacterial species,

but they also change in resistant strains compared to non-resistant strains and they

are sensitive to antibiotic challenge. Lipid biomarker candidates are also determined,

and this tool can help zeroing in on the biomarkers most significant for the separa-

tion. Based on previous studies in other complex biological systems, MRM-profiling

could expedite and improve the identification of lipids related with resistance, viru-

lence, and viability. As such it will help benchmark the gene pathway involved in the

phenotypes as a novel approach to identify unique resistance genes.

4.6 References

[1] K. E. Fleming-Dutra, A. L. Hersh, D. J. Shapiro, M. Bartoces, E. A. Enns, T. M.
File, J. A. Finkelstein, J. S. Gerber, D. Y. Hyun, J. A. Linder, R. Lynfield, D. J.
Margolis, L. S. May, D. Merenstein, J. P. Metlay, J. G. Newland, J. F. Piccirillo,
R. M. Roberts, G. V. Sanchez, K. J. Suda, A. Thomas, T. M. Woo, R. M. Zetts,
L. A. Hicks, JAMA 2016, 315, 1864.

[2] A. M. Mohareb, A. F. Dugas, Y.-H. Hsieh, The American Journal of Emergency
Medicine 2016, 34, 1059–1065.

[3] L. M. Weiner, A. K. Webb, B. Limbago, M. A. Dudeck, J. Patel, A. J. Kallen,
J. R. Edwards, D. M. Sievert, Infection Control & Hospital Epidemiology 2016,
37, 1288–1301.



98

[4] S. Santajit, N. Indrawattana, BioMed Research International 2016, 2016, 1–8.

[5] M. J. Pugia, R. G. Sommer, H.-H. Kuo, P. F. Corey, D. L. Gopual, J. A. Lott,
Clinical Chemistry and Laboratory Medicine (CCLM) 2004, 42, 340–346.

[6] B. Foxman, Infectious Disease Clinics of North America 2014, 28, 1–13.

[7] S. Salvatore, S. Salvatore, E. Cattoni, G. Siesto, M. Serati, P. Sorice, M. Torella,
European Journal of Obstetrics & Gynecology and Reproductive Biology 2011,
156, 131–136.

[8] C. A. Gidengil, A. Mehrotra, S. Beach, C. Setodji, G. Hunter, J. A. Linder,
Journal of General Internal Medicine 2016, 31, 918–924.

[9] T. F. Barlam, R. Soria-Saucedo, H. J. Cabral, L. E. Kazis, Open Forum Infec-
tious Diseases 2016, 3, 1–7.

[10] G. V. Sanchez, R. N. Master, J. A. Karlowsky, J. M. Bordon, Antimicrobial
Agents and Chemotherapy 2012, 56, 2181–2183.

[11] A. Aroutcheva, D. Gariti, M. Simon, S. Shott, J. Faro, J. A. Simoes, A. Gurguis,
S. Faro, American Journal of Obstetrics and Gynecology 2001, 185, 375–379.

[12] H. M. Zowawi, P. N. A. Harris, M. J. Roberts, P. A. Tambyah, M. A. Schembri,
M. D. Pezzani, D. A. Williamson, D. L. Paterson, Nature Reviews Urology 2015,
12, 570–584.

[13] M. E. Hibbing, C. Fuqua, M. R. Parsek, S. B. Peterson, Nature Reviews Micro-
biology 2010, 8, 15–25.

[14] T. Conway, P. S. Cohen, Microbiology Spectrum 2015, 3, MBP–006–2014.

[15] L. Váradi, J. L. Luo, D. E. Hibbs, J. D. Perry, R. J. Anderson, S. Orenga, P. W.
Groundwater, Chemical Society Reviews 2017, 46, 4818–4832.

[16] J. M. Janda, S. L. Abbott, Journal of Clinical Microbiology 2007, 45, 2761–
2764.

[17] C. U. Köser, M. J. Ellington, E. J. P. Cartwright, S. H. Gillespie, N. M. Brown,
M. Farrington, M. T. G. Holden, G. Dougan, S. D. Bentley, J. Parkhill, S. J.
Peacock, PLoS Pathogens 2012, 8, (Ed.: G. F. Rall), e1002824.

[18] M. V. Larsen, S. Cosentino, S. Rasmussen, C. Friis, H. Hasman, R. L. Marvig, L.
Jelsbak, T. Sicheritz-Ponten, D. W. Ussery, F. M. Aarestrup, O. Lund, Journal
of Clinical Microbiology 2012, 50, 1355–1361.

[19] D. J. Geha, J. R. Uhl, C. A. Gustaferro, D. H. Persing, Journal of Clinical
Microbiology 1994, 32, 1768–1772.

[20] M. Sauget, B. Valot, X. Bertrand, D. Hocquet, Trends in Microbiology 2017,
25, 447–455.

[21] B. Rodríguez-Sánchez, E. Cercenado, A. T. Coste, G. Greub, Eurosurveillance
2019, 24, 1–12.



99

[22] N. Singhal, M. Kumar, P. K. Kanaujia, J. S. Virdi, Frontiers in Microbiology
2015, 6, 1–16.

[23] K. Cheng, M. Drebot, J. McCrea, L. Peterson, D. Lee, S. McCorrister, R. Nickel,
A. Gerbasi, A. Sloan, D. Janella, G. Van Domselaar, D. Beniac, T. Booth, L.
Chui, H. Tabor, G. Westmacott, M. Gilmour, G. Wang, PLoS ONE 2013, 8,
(Ed.: M. Desvaux), e57339.

[24] Y. Charretier, O. Dauwalder, C. Franceschi, E. Degout-Charmette, G. Zam-
bardi, T. Cecchini, C. Bardet, X. Lacoux, P. Dufour, L. Veron, H. Rostaing,
V. Lanet, T. Fortin, C. Beaulieu, N. Perrot, D. Dechaume, S. Pons, V. Gi-
rard, A. Salvador, G. Durand, F. Mallard, A. Theretz, P. Broyer, S. Chatellier,
G. Gervasi, M. Van Nuenen, C. Ann Roitsch, A. Van Belkum, J. Lemoine, F.
Vandenesch, J.-P. Charrier, Scientific Reports 2015, 5, 13944.

[25] J. C. Rees, C. L. Pierce, D. M. Schieltz, J. R. Barr, Analytical Chemistry 2015,
87, 6769–6777.

[26] C. Guijas, J. R. Montenegro-Burke, B. Warth, M. E. Spilker, G. Siuzdak, Nature
Biotechnology 2018, 36, 316–320.

[27] C. H. Johnson, J. Ivanisevic, G. Siuzdak, Nature Reviews Molecular Cell Biology
2016, 17, 451–459.

[28] H. Li, P. Balan, A. Vertes, Angewandte Chemie - International Edition 2016,
55, 15035–15039.

[29] H. Muhamadali, D. Weaver, A. Subaihi, N. Almasoud, D. K. Trivedi, D. I. Ellis,
D. Linton, R. Goodacre, Analyst 2016, 141, 111–122.

[30] C. Sohlenkamp, O. Geiger, FEMS Microbiology Reviews 2016, 40, (Ed.: F.
Narberhaus), 133–159.

[31] W. Hewelt-Belka, J. Nakonieczna, M. Belka, T. Baczek, J. Namieśnik, A. Kot-
Wasik, Journal of Proteome Research 2016, 15, 914–922.

[32] H. Strahl, J. Errington, Annual Review of Microbiology 2017, 71, 519–538.

[33] A. D. Watson, Journal of Lipid Research 2006, 47, 2101–2111.

[34] M. Li, E. Zeringer, T. Barta, J. Schageman, A. Cheng, A. V. Vlassov, Philo-
sophical Transactions of the Royal Society B: Biological Sciences 2014, 369,
20130502.

[35] C. R. Ferreira, K. E. Yannell, B. Mollenhauer, R. D. Espy, F. B. Cordeiro, Z.
Ouyang, R. G. Cooks, Analyst 2016, 141, 5252–5255.

[36] F. B. Cordeiro, C. R. Ferreira, T. J. P. Sobreira, K. E. Yannell, A. K. Jarmusch,
A. P. Cedenho, E. G. Lo Turco, R. G. Cooks, Rapid Communications in Mass
Spectrometry 2017, 31, 1462–1470.

[37] J. Dhillon, C. R. Ferreira, T. J. P. Sobreira, R. D. Mattes, Current Developments
in Nutrition 2017, 1, e001545.



100

[38] T. Casey, K. Harlow, C. R. Ferreira, T. J. P. Sobreira, A. Schinckel, K. Stewart,
Journal of Applied Animal Research 2018, 46, 667–676.

[39] J. Franco, C. Ferreira, T. J. Paschoal Sobreira, J. P. Sundberg, H. HogenEsch,
PLOS ONE 2018, 13, (Ed.: S. N. Witt), e0196595.

[40] C. B. de Lima, C. R. Ferreira, M. P. Milazzotto, T. J. P. Sobreira, A. A. Vireque,
R. G. Cooks, Journal of Mass Spectrometry 2018, 53, 1247–1252.

[41] E. G. Bligh, W. J. Dyer, Canadian Journal of Biochemistry and Physiology
1959, 37, 911–917.

[42] E. R. Schenk, F. Nau, C. J. Thompson, Y.-C. Tse-Dinh, F. Fernandez-Lima,
Journal of Mass Spectrometry 2015, 50, 88–94.



101

CHAPTER 5. HIGH-THROUGHPUT BIOASSAYS USING

"DIP-AND-GO" MULTIPLEXED ELECTROSPRAY MASS

SPECTROMETRY

5.1 Abstract

A multiplexed system based on inductive nanoelectrospray ionization mass spec-

trometry (nESI-MS) has been developed for high-throughput screening (HTS) bioas-

says. This system combines inductive nESI and field amplification micro-electrophoresis

to achieve a "dip-and-go" sample loading and purification strategy that enables nESI-

MS based HTS assays in 96-well microtiter plates. The combination of inductive nESI

and micro-electrophoresis makes it possible to perform efficient in situ separations and

clean-up of biological samples. The sensitivity of the system is such that quantitative

analysis of peptides from 1 to 10,000 nM can be performed in a biological matrix. A

prototype of the automation system has been developed to handle 12 samples (i.e.

one row of a microtiter plate) at a time. The sample loading and electrophoretic

clean-up of biosamples can be done in parallel within 20 s followed by MS analysis

at a rate of 1.3 to 3.5 s/sample. The system was used successfully for the quantita-

tive analysis of BACE1-catalyzed peptide hydrolysis, a prototypical high-throughput

screening (HTS) assay of relevance to drug discovery. IC50 values for this system were

in agreement with LC-MS but recorded in times more than an order of magnitude

shorter.
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5.2 Introduction

High-throughput, target-based screening has become a staple of the drug discovery

process.[1,2] The introduction of robotic systems for sample preparation and plate

handling enables bioassays to be run in a fully automated fashion, which allows

assessment of the functional activity of small molecule compound libraries[3] at scales

in the order of millions of compounds.[4] Optical detection formats such as absorbance,

fluorescence[5] and luminescence[6] are well-suited to HTS due to the rapid nature of

the measurement (ca. 10 to 100 ms/sample). Though effective, not all bioassays

are inherently suited to optical detection due to labelling reactivity, interference of

the biological matrix and the emerging demands for intact molecule bioassays.[7] For

these reasons, mass spectrometry (MS) is widely considered an attractive alternative

to optical detection methods for HTS bioassays,[2] due to its inherent selectivity,

sensitivity and label-free characteristics. As a result, a number of MS platforms

have been applied to screening of bioassays, including LC-MS at rates of ca. 0.5 to

8 min/sample,[8] RapidFire-MS at rates of ca. 6 to 8 s/sample, MALDI-MS at a

rate of ca. 0.3 s/sample[9–11] and, acoustic droplet ejection MS at rates of 0.5 to 1

s/sample.[12,13] For the above techniques, the sacrifice in separation increases the HTS

rate but can lead to loss of specificity and sensitivity in bioassays; methods enabling

both high-throughput and efficient separation and analysis remain in high demand.

Nanoelectrospray ionization[14] (nESI) is highly sensitive[15,16] and one of the most

robust[17] sample introduction methods used for MS-based analysis of biological sam-

ples. The common implementation of nESI uses tapered emitters pulled from glass

tubes.[14] Nevertheless, the outstanding analytical performance of nESI has not been

exploited for HTS analysis because the sample introduction step in nESI has only

been done manually. In recent years, our group has developed inductive nESI which

enables the ionization of liquid samples using a remote electrode.[18–20] Inductive nESI,

better termed inductive picoelectrospray (pL/min flowrate spray, pESI) can perform

reliable analysis from small confined volumes including droplets[21] and single cells[20]
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with sensitivity down to the zeptomole level.[19] When either a static[20,22] or alternat-

ing electrical field[19] is applied to initiate inductive nESI, the polarization of the liq-

uid causes the spatial separation of ions,[20,23–27] allowing in situ micro-electrophoresis.

This effect becomes particularly significant when: a) sample amounts are at the nano-

liter level and b) the electrical field applied to initiate inductive nESI is also used to

effect micro-electrophoresis. We hypothesize that the combination of inductive nESI

with high performance micro-electrophoresis could constitute a promising approach

for HTS bioassays.

Herein, we establish the performance of a dip-and-go multiplex system (5.1) for

HTS bioassays based on a combination of inductive nESI with field amplified micro-

electrophoretic cleaning. Inductive nESI enables the "dip" method of sample intro-

duction for samples of approximately 100 nL volume from a 96-well microtiter plate.

The samples are introduced into the emitters by simply immersing the emitter tips

into the sample solution, significantly decreasing the time compared to traditional

nESI techniques. To fit the format of a 96-well microtiter plate, a 3D printed emitter

holder was used for simultaneous introduction of samples from one row of the mi-

crotiter plate. We used a DC electrical field to initiate inductive nESI and to perform

micro-Electrophoresis by simply modulating the electrical field strength. During the

"dip" event we load three separate bands of solutions with different electrical con-

ductivity into the emitter. This allows field amplification,[28] a method that can dra-

matically increase the performance of micro-electrophoresis. The high-performance

cleaning process takes just 10 s and is applied to the emitters in parallel, resulting in a

significantly improved and rapid sample clean-up process. Subsequently, the emitters

are subjected to inductive nESI analysis. The emitter holder is moved in front of

the mass spectrometer to allow screening at a rate of 1.3 to 3.5 s/sample. The total

analysis time of one row of a 96-well microtiter plate is ca. 2 min, comprised of ca.

10 s for sample loading, 10 s for field amplification micro-electrophoretic cleaning, ca.

40 s for inductive nESI analysis and 50 s for homing the device for measurement of
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the next row. In order to evaluate the performance of our multiplexed nESI system

for application to HTS bioassays we selected BACE1 as a prototypical enzyme of

relevance for HTS since it has been successfully screened by mass spectrometry in the

past.[29]

5.3 Experimental Section

5.3.1 Chemicals

6-Hydroxyindanone, substituted benzaldehydes, sodium acetate, glycerol, Brij-27

(CH3(CH2)12(OCH2CH2)nOH), DMSO, formic acid and OM99-2 were all purchased

from Sigma-Aldrich and used as received. BACE1 protein was provided by Merck &

Co., Inc., Kenilworth, NJ, USA. The substrate KTEEISEVNLDAEFRHDK, product

KTEEISEVNL and internal standard 20 mM were purchased from CPC Scientific

(Sunnyvale, CA) with purity of >95%; all peptides were N-terminal amines and C-

terminal free acids. Human serum was purchased from BioIVT (Westbury, NY).

5.3.2 Reactions

Claisen-Schmidt Reaction Reactions are performed at 100 mM with equivalent

reactants and 1.8 M KOH. Reactions were quenched by 10× dilution with methanol

in 96-well microtiter plate.

BACE1 Reaction 2.5 µL of diluted OM99-2 (in DMSO) was added to 4 nM BACE1

enzyme in 300µL of assay buffer consisting of 20 mM NaOAc, pH 4.5, 5% glycerol,

0.001% Brij-27. The mixtures were subsequently incubated for 30 min at ambient

temperature. Afterwards, the reaction was initiated by addition of 200µL of 25 µM

peptide substrate (KTEEISEVNLDAEFRHDK; 10 µM final concentration) and incu-

bated for 210 min at ambient temperature. The reaction was quenched with 500µL of
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Figure 5.1. Instrumentation for dip-and-go multiplexed HTS bioas-
say. The emitter holder has 12 channels which can hold 12 emitters
designed to fit the 96-well plate format. Step 1 is the "dip" step used
for sample introduction. The emitters are immersed into water, sam-
ple solution and water in turn (the figure only shows dip into sample
solution) to load the leading and trailing zones with pure water and
the mid zone with sample solution. In Step 2 the holder is installed
on a 1D moving stage and subjected to 10 s electrophoretic cleaning.
In Step 3, the emitters are moved into position for inductive nESI-MS
analysis.
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quench solution containing 2% formic acid and 300 nM KTEEISEVN[L-13C7] internal

standard.

5.3.3 Dip-and-Go System

For sample introduction, the emitters (attached to a holder) were 1) immersed into

water in a reservoir for 2 s; 2) immersed into sample solution for 5 s and 3) immersed

into water again for 3 ss. The immersion depths in steps 1 and 2 were 3 mm and

5 mm in step 3. The above operations have two aims: 1) to wash the remaining

sample solution from the outside of the emitter and so make the emitter reusable; 2)

to load the leading and trailing zones with pure water for field amplification micro-

CZE. After sample introduction, the holder with emitters inserted was placed at the

start position of the 1D moving stage. Electrophoretic clean-up of samples was then

carried out by applying −5 kV to the set of electrodes for 10 s. Then the holder was

translated and the samples in the individual emitters were subjected to inductive

nESI analysis in turn with 3.2 kV being automatically applied to each electrode when

(and only when) the emitter transited in front of the MS inlet. Since the holder only

has 12 channels (spanning one row of the 96-well microtiter plate), this procedure

was repeated 8 times to analyze a single microtiter plate. Emitters are reusable and

therefore do not need to be changed between analysis of different rows.

5.3.4 Mass Spectrometry Setup

nESI-MS Experiments were carried out using a Thermo LTQ mass spectrometer

(Thermo Scientific, San Jose, CA). The instrumental parameters were as follows:

capillary temperature = 250 ◦C; max injection time = 100 ms; microscan = 1; spray

voltage = 3.2 kV. All nESI emitters were pulled from borosilicate tubing (B150-86-

10, Sutter) using a micropipette puller (P-97, Sutter Instrument, Novato, CA). The

emitter orifice was 25 µm. For quantification, peak heights were used.
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LC-MS Reaction mixtures were analyzed by liquid chromatography-mass spec-

trometry using an Agilent 1260 UPLC coupled to an Agilent 6224A time-of-flight

mass spectrometer operating in positive ion electrospray mode. Two microliters of

the quenched reaction mixture were injected onto a Waters Xbridge BEH-C18 column

(4.6 × 50 mm, 2.5 µm) held at ambient temperature. Analytes were eluted using a

binary solvent system composed of 0.1% formic acid in water (mobile phase A) and

0.1% formic acid in 90% acetonitrile (aq, mobile phase B), run at a constant flow rate

of 750µL/min. The column was initially equilibrated with 99% A/1% B and held

for 2 min after injection. The solvent composition was then linearly ramped to 70%

B/30% A over a period of 2 min and then ramped again to 99% B/1% A over an addi-

tional 0.5 min. The composition was held at 99% B for 2.5 min and then immediately

returned to 99% A and held for additional 1 min prior to the next injection. The first

1.5 min of the gradient were diverted to waste. The mass spectrometer settings were

as follows: gas temperature was 335 ◦C, gas flow was 12 L/min, nebulizer was 60 psi,

capillary voltage was 4 kV, fragmentor voltage was 135 V, skimmer voltage was 65 V

and data were acquired from m/z 100 to 950 at a rate of 5 spectra/s.

5.4 Performance of System

5.4.1 Reaction Screening

First, we used the multiplexed system to perform chemical reaction screening in

a 96-well to test the basic analytical performance. As a test case, we investigated

substituent effects on the Claisen-Schmidt reaction, screening multiple reactions to

generate a Hammett plot. Reactions between 6-hydroxyindanone and five benzalde-

hydes with different substitutes were examined in a 96-well plate in a period of 30 min.

The reactions are quenched using 10× methanol and, without chemical pretreatment,

split into 5 rows for MS analysis. In Figure 5.2, we dipped the emitters into the sam-

ple wells for 5 seconds and then performed inductive nESI-MS analysis at rate of

1.3 s/sample. The high linearity of Hammett plot indicates the good performance
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of the dip-and-go system in chemical reaction screening. We have also investigated

the difference between normal nESI and inductive nESI considering the concern that

the reaction could be possibly accelerated out of different ionization mechanism. As

shown in Figure 5.3, no obvious acceleration was observed for the model reaction. In

both cases, the product-to-reactant ratio is below 3%, which is much smaller than the

accelerating conditions (> 50%),[30] confirming that inductive nESI has similar result

as normal nESI without reaction acceleration.

Figure 5.2. Screening of Claisen-Schmidt reactions in 96-well plate to
test the analytical performance of the dip-and-go multiplexed system.
Reactions between 6-hydroxyindanone and 5-substituted benzaldehy-
des were tested. The final reaction mixture in each well was: 25 mM
6-hydroxyindanone, 25 mM aldehyde, and 450 mM KOH. Reactions
were run for 30 min and quenched with 10× dilution by methanol in
each of the 5 rows for the subsequent inductive nESI analysis. Each
point in the Hammett plot is the average of 5 measurements. The in-
ductive nESI is performed under non-accelerating conditions (distance
from emitter tip to MS inlet is 2 mm).
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Figure 5.3. Confirmation of non-accelerating analysis conditions of
inductive nESI. The reaction solution was mixed for 30 s followed by
analysis of both nESI and inductive nESI; the product/reagent ratio
is less than 3%.

5.4.2 Capability of Bioassays

For the bioassays, we examined the analytical performance of inductive nESI with

field amplification micro-electrophoresis. Figure 5.4 compares analysis of the reaction

product peptide here designated as KTEEISEVNL and its isotopically labeled inter-

nal standard (IS) KTEEISEVN(L-13C7) (stoichiometry is 1 : 1) in different biological

matrices using full m/z scan mass spectra. Spectra obtained without electrophoretic

cleaning (left column) show strong ion suppression effects leading to signal to noise

ratios (SNR) below 3. This is inadequate even for qualitative analysis. The spectra

obtained after 10 s of electrophoretic clean-up (right column) by contrast show SNR
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of 17.7 and 5.4 in the reaction buffer and in buffer with interfering peptides, respec-

tively. After clean-up, the ratio of KTEEISEVNL and IS remains 1 : 1 as expected,

demonstrating the precision of the technique. An LoQ of 150 nM was obtained for

the KTEEISEVNL using full scan MS at SNR > 10 as shown in Figure 5.5. Plots

of the calibration curve acquired by full scan MS after clean-up MS in Figure 5.6

demonstrate a linear dynamic range from 150 nM to 4000 nM (R2 = 0.9950).

The results of analyzing 1000 nM KTEEISEVNL in diluted human serum are also

encouraging. As shown in full scan spectra in Figure 5.4, electrophoretic clean-up of

human serum sample shows SNR of 14.5 for the target peptide while the peptides

peaks are submerged under baseline without cleaning. Ion isolation followed by a

mass scan increased the SNR from below 3 to 20 − 40 and also increased the signal

intensity 13.2 to 130-fold as included in Figure 5.7 and Table 5.1.

Table 5.1. Comparison of inductive nESI with and without field am-
plification micro-CZE of serum sample in isolation scan mode from
Figure 5.7.

Dilution Without micro-CZE With micro-CZE Signal

Factor m/z 585.0 SNR m/z 585.0 SNR Enhance

33× 2.97× 101 < 3 3.85× 103 21.4 130
17× 3.26× 101 < 3 1.76× 103 43.3 54.0
7× 1.57× 101 < 3 2.08× 102 21.9 13.2

The performance in HT bioscreening was also evaluated using the multiplexed

system that integrates inductive nESI with field amplification micro-electrophoresis.

Twelve emitters were loaded on a 3D printed holder to perform analysis for one row

of a 96-well microtiter plate. As shown in Figure 5.8, the average deviation of the

experimentally observed ratio from the expected ratio was 11.0% and 6.1% for rows

A and B, respectively. The results shown in Figure 5.8 are for a screening rate of

4 s/sample recorded at ca. 20 spectra per sample. Since appropriate precision can
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Figure 5.4. Full scan mass spectra using inductive nESI analysis of
KTEEISEVNL (m/z 581.5) with internal standard KTEEISEVN(L-
13C7) (m/z 585.0) in different biological matrices with and without
field amplification micro-electrophoretic clean-up. Reaction buffer is
2 nM BACE1 enzyme, 6 mM sodium acetate, 1.5% glycerol, 0.25%
DMSO, 3 ppm Brij-27 and 1% formic acid.



112

Figure 5.5. Test of LoQ of KTEEISEVNL (m/z 581.5) with its inter-
nal standard KTEEISEVN(L-13C7) (m/z 585.0) using inductive nESI
with field amplification micro-CZE. The concentration of each peptide
is 150 nM in reaction buffer of 2 nM BACE1 enzyme, 6 mM sodium
acetate, 1.5% glycerol, 0.25% DMSO, 3 ppm Brij-27 and 1% formic
acid.
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Figure 5.6. Calibration curve of the dip-and-go analysis for KTEEI-
SEVNL (m/z 581.5) with 150 nM KTEEISEVN(L-13C7) (m/z 585.0)
as internal standard in reaction buffer system (2 nM BACE1 enzyme,
6 mM sodium acetate, 1.5% glycerol, 0.25% DMSO, 3 ppm Brij-27 and
1% formic acid). The intensity of ions at m/z 581.5 and m/z 585.0
are directly read from full scan mass spectra. The curve shows a good
linear dynamic range from 150 nM to 4000 nM.
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Figure 5.7. Comparison of inductive nESI with and without field
amplification micro-CZE in isolation scan mode. In this mode, we
isolated ions in range of m/z 578 - 588, which covers the target and
internal standard peptide. The spectra and results of peptides in
different human serum matrix system after analysis are shown for
comparison.
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be achieved by averaging 7 scans for reliable quantification, the screening rate can

be further decreased but not to less than 2 s/sample. We also tested the carryover

using one emitter for multiple dip-and-go measurements to evaluate the feasibility of

using the emitters multiple times for analysis of a full microtiter plate. As shown in

Figure 5.9, we used a single emitter for "dip and go" analysis of 10 samples. Any

two consecutive samples were spiked to show 16-fold differences in KTEEISEVNL to

IS ratio. The results show an average deviation of 2.5% for these ten measurements,

indicating very small carryover when using a single emitter multiple times. Briefly,

the relative standard deviation was less than 15% at a scan rate of 2 s/sample to

4 s/sample with little carryover. The above results demonstrate the power of the

dip-and-go multiplexed system in bioassays.

Figure 5.8. HTS bioassays of KTEEISEVNL (m/z 581.5) with 250 nM
KTEEISEVN(L-13C7) (m/z 585.0) as internal standard in reaction
buffer (2 nM BACE1 enzyme, 6 mM sodium acetate, 1.5% glycerol,
0.25% DMSO, 3 ppm Brij-27 and 1% formic acid) using the dip-and-
go multiplexed system. The intensity of KTEEISEVNL and IS are
from the full scan MS. The screening rate is 4 s/sample and the total
analysis time for one row is ca. 50 s. The average deviation for row A
is 11.0% and for row B is 6.1%
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Figure 5.9. Test of carryover using one emitter for multiple measure-
ments. For all the samples with odd numbers, we spiked the target
molecule (TM) KTEEISEVNL and internal standard (IS) in a ratio of
4:1 (1000 nM and 250 nM) in reaction buffer (2 nM BACE1 enzyme,
6 mM sodium acetate, 1.5% glycerol, 0.25% DMSO, 3 ppm Brij-27 and
1% formic acid). For all the samples with even numbers, the ratio of
TM to IS is 1:4 (250 nM and 1000 nM). We used the same emitter for
dip-and-go measurements of Samples 1 to 10. The spectra are shown.
The average deviation of experimental ratio from expected ratio is
2.5%, indicating very small carryover when reusing one emitter mul-
tiple times.
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Figure 5.10 shows the operating mode of field amplification micro-electrophoresis.

Figure 5.10(a) shows the formation of three distinct sample and solvent zones be-

fore electrophoresis: the highly conductive sample solution with its complex matrix

(Zone 2) and the surrounding low conductivity leading (Zone 1) and trailing (Zone

3) zones of pure water. Electrophoresis (on at 3 s, off at 12 s) in Figure 5.10(b) was

performed by simply changing the electrode voltage from zero to −5 kV and main-

taining this value for ca. 10 s. After electrophoresis (12 s to 45 s) in Figure 5.10(b),

the electrode voltage was changed to 3 kV for inductive nESI analysis. The total

ion chronogram (TIC) in Figure 5.10(c) after cleaning is stable while the ion map in

Figure 5.10(d) shows multiple extracted ion chronograms. Three typical zones ap-

pear after clean-up as observed in Figure 5.10(e). Typical mass spectra of Zone 1 are

very noisy; the spectrum of Zone 2 is very clean with the analyte peptides displaying

very high SNR and enhanced signal intensity, while the spectrum of Zone 3 shows

matrix peaks. These results are consistent with the following proposed mechanism,

based on our prior study of this effect:[20,24,26] during electrophoresis (−5 kV voltage

applied to the electrode) a strong static electrical field in the solution pulls cations

and positively charged complexes into Zone 3 (they show up later as the interference

peaks in the MS of Zone 3); the initial negative potential also pushes anions into

Zone 1 so cleaning the analyte in Zone 2 of negatively charged ions. By removal of

the high mobility ions from Zone 2, a commensurate narrowing of the bandwidth

and preconcentration of weak electrolytes (e.g. peptides) within Zone 2 will occur to

compensate for the decrease in conductivity. Since electrical field strength is inversely

proportional to conductivity,[28] an amplified electrical field is created inside zones 1

and 3 which accelerates the separation (additional discussion of the clean-up process

is available in Supporting Information). This special field amplification operating

mode for micro-electrophoresis is quite different from traditional field amplification

capillary zone electrophoresis,[31–33] in which the sample zone has much lower con-

ductivity than the surrounding buffer used for electrophoresis. Indeed, this operating

mode is generally not achievable in traditional capillary zone electrophoresis because
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buffer solution with good conductivity is needed to control the Joule heating that

limits performance in electrophoresis.[34] In the micro-electrophoresis driven by the

inductive static electrical field, the current is much lower.[20,35] Since the sample vol-

ume introduced by our dip-and-go strategy is on the order of 100 nL, a low current

generates sufficient electrophoretic separation without excessive Joule heating.

Figure 5.10. Process of field amplification micro-electrophoresis. (a)
Ion migration in each step (note that electroneutrality will be main-
tained over the whole solution volume including Zones 1, 2, and 3
while each individual zone can have a net charge). (b) Electrode volt-
age vs. time in the process. (c) TIC over course of the process. (d)
Ion map of the process. (e) Typical mass spectra from the three zone.)
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5.4.3 High-Throughput Bioassays

As an example of a prototypical HTS application, we used our dip-and-go mul-

tiplexed system to determine the IC50 of the well-characterized BACE1 inhibitor

OM99-2 by following BACE1 catalyzed hydrolysis of KTEEISEVNLDAEFRHDK to

KTEEISEVNL. We spiked 150 nM KTEEISEVN(L-13C7) into the final assay as in-

ternal standard. Since the concentration of the peptide product can be very low in

highly inhibited reactions, we used the MS/MS scan mode for quantification and de-

termination of IC50. As shown in Figure 5.11(a), for an artificial solution with 1 : 1

ratio of KTEEISEVNL:IS, we isolated ions from m/z 578 to 588 and fragmented

them before recording product ion spectra. Two pairs of product ions showing a 1 : 1

intensity ratio for the 7 Da (singly charged) mass difference appear: the pair of m/z

246.2 to 253.2 and the pair of m/z 561.3 and 568.3. As the ion pair m/z 246.2 and

253.2 shows a very low baseline and the very high SNR of 110, this pair was used

for quantification. (The advantages of the product ion spectrum vs. simple ion iso-

lation are shown in Figure 5.12.) Twelve samples were prepared spanning 5 orders

of magnitude range of OM99-2 concentrations in order to determine the IC50 against

BACE1. These samples were placed in 7 rows (7 replicates, 84 samples in total) of a

microtiter plate and analyzed by dip-and-go analysis. Figure 5.11(b) shows a typical

TIC as well as EIC for the IS and target peptide from analysis of one row of samples

at a scan rate of 3.5 s/sample. From left to right the inhibition is 100 % to 0 %. These

seven measurements were normalized to plot the IC50 curve shown in Figure 5.11(c).

The IC50 curve determined by our dip-and-go multiplexed system is consistent with

that determined by an LC-MS experiment performed specifically to allow this compar-

ison in Figure 5.13. The total measurement time of these 84 samples by the dip-and-go

method was only ca. 14 min while that for LC-MS was 11 h (8 min/sample).
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Figure 5.11. (a) MS/MS spectrum of precursor ions in range of m/z
578 to m/z 588. The collision energy used is 30 (nominal value). This
range covers the doubly charged precursor ions of KTEEISEVNL (m/z
581.5) and IS (m/z 585.0). The spiked ratio of the KTEEISEVNL
and IS is 1 : 1. (b) Typical TIC and EIC of dip-and-go analysis of one
row of samples. (c) IC50 of inhibitor OM99-2 to BACE1 determined
using the dip-and-go system.
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Figure 5.12. Inductive nESI spectra with field amplification micro-
CZE for analysis of KTEEISEVNL (m/z 581.5 in full scan, m/z 246.1
in product ion scan) after uninhibited and fully inhibited reaction with
150 nM KTEEISEVN(L-13C7) (m/z 585.0 in full scan, m/z 253.1 in
product ion scan) as internal standard. The left column shows the
spectra in isolation scan mode and the right shows product ion scan
spectra. The SNRs in product ion spectra are much better than isola-
tion scan spectra, so can be used for quantification. The determined
concentration of KTEEISEVNL after uninhibited reaction is 272 nM
after fully inhibited reaction is 3.0 nM.
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Figure 5.13. IC50 of OM99-2 to BACE1 determined by LC-TOF-MS.
This figure is from one measurement (12 samples). Each sample took
ca. 8 min for analysis. The total analysis time is ca. 1.5 h.
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5.5 Discussions on Electrophoretic Cleaning and Ion Stacking

It is notable that the electrophoresis discussed in this study is different from tradi-

tional electrophoresis with electrolyte bath solutions to balance the potential in the

capillary. Micro-electrophoresis in the small volume of nESI emitter tip is produced

by enhanced ion migration at high electric field that still follows the mechanism of

electrospray.[24] Since there is no electrolyte bath solution to balance the electroneu-

trality of the solution, the solution will be polarized by the external electric field.

Electroneutrality need not to be maintained everywhere in the solution, however,

electroneutrality of the whole solution must obtain due to Gaussian’s law and the

law of conservation of charge.[20] As a result, ions with opposite polarity will stack

near one of the two ends of the solution (capacity charge). Electrochemical reactions

will occur at the interfaces at both ends of the solution[36,37] to transfer aggregated

charges to the air (capacitance discharge or equivalent chemical reaction) to make

this procedure continuous.

Except for the above major difference, the special micro-electrophoresis discussed

here is analogous to traditional capillary electrophoresis that they are both accom-

panied by electroosmotic flow if the walls are not silanized. In this study, we have

introduced a field amplification operating mode in which the sample is loaded be-

tween two zones of pure water. This operating mode will not change the mechanism

of micro-electrophoresis, but it does enhance the performance due to the stacking

effect. As silanized emitters will negatively affect the nESI-MS performance, the

emitters used were not silanized so electroosmotic flow is inevitable and will cause se-

vere loss of sample. The introduction of leading zone and stacking of target molecules

in the mid zone helps overcome this problem and provides higher sensitivity.

From the typical spectrum of Zone 1, the baseline is very high however the signal

intensity is very low. The reason for this is during electrophoretic clean-up, anions

(e.g. formate) are stacking in Zone 1. After clean-up, there is slow relaxation (depo-
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larization) of the solution so a lot of formate will still be in Zone 1. This will make the

positive ion spectrum of Zone 1 very noisy. When comparing the spectrum of Zone

3 to the spectrum before clean-up, it is interesting that we observed the dissociation

of Brij-27 and sodium formate clusters as shown in Figure 5.14. In the spectrum, the

interfering peaks of Brij polymers have a shift of −272 Da, which is due to the loss of

(HCOONa)4. We examined the new Brij polymer peaks and found these peaks are

just [Brij –27 + Na]+. With the above two findings and no observation of formate

salt clusters in this zone, the only plausible explanation is formate is stacking in the

leading zone while electrophoretic clean-up occurs. Following the same logic, we can

deduce that sodium is stacking in the trailing zone and binding to Brij during solution

relaxation just after clean-up.

Figure 5.14. Break-up of binding of Brij-27 and sodium formate clus-
ters before and after clean-up indicates the stacking of cations and
anions in different zones after electrophoretic clean-up.
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5.6 Summary

In summary, we have developed a dip-and-go multiplexed system that is suitable

for HTS bioassays. This system uses a novel "dip" sample loading strategy which can

be combined with inductive nESI to achieve HTS nESI analysis for the first time. We

have developed a new operating mode for field amplification micro-electrophoresis in

which small volumes of reaction solution are (i) purified in situ and (ii) preconcen-

trated. This method enables accelerated sample clean-up and ultra-high sensitivity

HTS bioassays. The dip-and-go system shown in this manuscript is a lab prototype;

the process of "dip" sample introduction is not fully automated; the voltage control

system should also be improved, and data processing software needs to be developed.

The screening rate of the prototype is 1.3 s/sample to 3.5 s/sample and the total anal-

ysis time for 96 samples is ca. 16 min, representing a significant improvement over the

throughput of conventional LC-MS (several min per sample) and competitive with

typical "catch and elute" SPE-MS systems used for current HTS bioassays such as

the RapidFire platform (ca. 8 s/sample). With the aid of high-resolution MS, the

performance of the "dip-and-go" system can be further improved. The current mul-

tiplexed system is quite efficient for the analysis of compounds with low electrical

mobility, e.g. oligosaccharides and peptides, because they can be preconcentrated in

the mid zone and separated from matrix components; the clean-up for small metabo-

lites is still challenging since they may move together with the salts. We believe that

with further optimization this system has the potential to play a significant role in

accelerating chemical and pharmaceutical discovery.
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ABSTRACT: The worldwide increase in antimicrobial
resistance is due to antibiotic overuse in agriculture and
overprescription in medicine. For appropriate and timely
patient support, faster diagnosis of antimicrobial resistance is
required. Current methods for bacterial identification rely on
genomics and proteomics and use comparisons with databases
of known strains, but the diagnostic value of metabolites and
lipids has not been explored significantly. Standard mass
spectrometry/chromatography methods involve multiple
dilutions during sample preparation and separation. To
increase the amount of chemical information acquired and the speed of analysis of lipids, multiple reaction monitoring
profiling (MRM-Profiling) has been applied. The MRM-Profiling workflow includes a discovery stage and a screening stage.
The discovery stage employs precursor (PREC) ion and neutral loss (NL) scans to screen representative pooled samples for
functional groups associated with particular lipid classes. The information from the first stage is organized in precursor/product
ion pairs, or MRMs, and the screening stage rapidly interrogates individual samples for these MRMs. In this study, we
performed MRM-Profiling of lipid extracts from four different strains of Escherichia coli cultured with amoxicillin or amoxicillin/
clavulanate, a β-lactam and β-lactamase inhibitor, respectively. t tests, analysis of variance and receiver operating characteristic
(ROC) curves were used to determine the significance of each MRM. Principal component analysis was applied to distinguish
different strains cultured under conditions that allowed or disallowed development of bacterial resistance. The results
demonstrate that MRM-Profiling distinguishes the lipid profiles of resistant and nonresistant E. coli strains.

Annually there are over 1.2 billion health care visits in the
United States of which 12.6% result in ∼154 million

antibiotic prescriptions for bacterial infections.1 Urinary,
respiratory, and skin infections are most common.2 The top
pathogens responsible for 80% to 90% of infections are
Escherichia coli, Staphylococcus aureus, and Klebsiella pneumo-
niae, the latter two of which are part of the ESKAPE group of
pathogens which also include Enterococcus faecium, Acineto-
bacter baumannii, Pseudomonas aeruginosa, and Enterobacter
species.3−5 Infections are especially common in certain care
settings and patient populations where they cause high
recurrence rates and great severity of infections.6−8 Potential
infections are frequently treated prior to confirmation of the
presence of pathogens, leading to overprescription which is
strongly associated with the development of antibiotic-
resistance and may eradicate potentially commensal micro-
biome populations, resulting in dysfunction against future
pathogens.9−12 High rates of infection recurrence and the
emergence of pathogens with antimicrobial resistance are
found among patients with frequent antibiotic dosing.11,13,14

There therefore remains a need for rapid bacterial
identification to help suppress this process.
In current clinical settings, the identification of bacteria is

usually determined based on phenotype and/or genotype.
Culture-based phenotyping methods are commonly used in
clinical laboratories.15,16 Molecular diagnosis, including
sequencing of ribosomal genes,17 whole genome sequenc-
ing,18,19 and amplification methods,20 represents an alternative
strategy for bacterial typing. Current MS-based typing methods
are largely focused on the protein profile with an emphasis on
ribosomal proteins.16 In the past decade, matrix assisted laser
desorption/ionization coupled with time-of-flight mass spec-
trometry (MALDI-TOF MS) has been applied successfully
using relatively simple sample preparations to acquire finger-
print mass spectra and accomplish identification by database
searches.21−23 Several commercial platforms have emerged and
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profoundly changed the state of clinical testing. In addition,
tandem MS with or without liquid chromatography has also
been used with great success.24−26

Metabolomics, which covers a wide range of small molecules
but is not widely applied to bacterial identification, is an
appealing and emerging field of omics in biomarker discovery
by MS.27−30 Lipids are believed to play an indispensable
metabolic role in many essential biological processes. In
microorganisms, the diversity in structures and the complexity
of biosynthesis pathways of bacterial lipids enable bacterial
cells to adjust their lipid profiles in response to environmental
changes, including antibiotic treatment.31−33 Conventional
lipid pathway analysis involves extensive sample preparation
and complex protocols for the characterization of potential
lipid biomarkers.34,35 The unclear relationship between lipids
and molecular function further slows down the pace of
development of analytical methods. To accelerate exploratory
lipidomic discovery, a novel two-stage methodology, multiple
reaction monitoring profiling (MRM-Profiling), has been
developed as a diagnostic/distinguishing factor. It has
previously been tested on several model systems, including
Parkinson’s disease,36 polycystic ovarian syndrome,37 diet
compliance,38 colostrum uptake,39 atopic dermatitis,40 and
embryo metabolism.41 The results of MRM-Profiling have
proven to be broadly consistent with those from pathological
or clinical analysis.
Here we report a study on the feasibility of using MRM-

Profiling to differentiate lipid profile differences among
bacterial strains with different antimicrobial resistance. Lipid
extracts of bacteria were analyzed using electrospray ionization
MS (ESI-MS), screened by precursor ion and neutral loss
scans and discriminated using PCA. The experiments focused
on glycerophospholipids and sphingolipids. Statistical analyt-
ical methods, specifically the t test and ROC curves, provided
details as to which of the MRMs were most informative.
Additionally, lipid differences observed among bacteria treated
using various concentrations of amoxicillin and amoxicillin/
clavulanate indicated that lipid profiles are modulated by
environmental changes. The lipid composition of bacterial
lysates was found to allow discrimination between resistant and
nonresistant E. coli strains.

■ EXPERIMENTAL SECTION
Chemicals. All chemicals were purchased from Sigma-

Aldrich Co., LLC (St. Louis, MO) except that clavulanate was
purchased from Cresent Chemical (Bangladesh).
Bacterial Culture. Nonresistant E. coli strains (ATCC

25922, CDC AR-bank #0077, ATCC 4157) and resistant
strains with beta-lactam resistance gene CTX-M-14 or 15
(CDC AR-bank #0086, CDC AR-bank #0162, CDC AR-bank
#0151) were obtained from the ATCC or the CDC and FDA
antibiotic resistance isolate bank. Bacterial stocks, stored at
−80 °C until usage, were generated from tryptic soy broth
(TSB) (Becton Dickinson, Franklin Lakes, NJ) cultures
inoculated with a single colony taken from streak plate isolates
from the supplier’s stock on tryptic soy agar (TSA) (Becton
Dickinson, Franklin Lakes, NJ). Fresh bacteria were cultured
from stock by gentle scraping with a sterile implement off the
top of the stock and by streaking onto a fresh TSA plate for
single colony growth, which was incubated for 15 h at 37 °C. A
single colony was then restreaked onto a fresh TSA plate and
was incubated for 15 h at 37 °C. Bacterial titer was estimated
by resuspending morphologically similar colonies into 20 mL

of fresh TSB and by measuring optical density at 600 nm
(OD600) absorbance readings using a BioTek Synergy HTX
multimode plate reader (BioTek, Winooski, VT) with
McFarland standards (Scientific Device Laboratory, Inc., Des
Plaines, IL). Verification of culture concentrations was
performed with a 10-fold serial dilution in TSB; a 1.0 μL
loopful from each dilution was streaked onto BD BBL
Trypticase Soy Agar plates (Becton, Dickinson, and Co.,
Franklin Lakes, NJ), and colonies were counted after
incubation at 37 °C for 16 h.

Minimum Inhibitory Concentration Test. A standard
96-well plate-based minimum inhibitory concentration (MIC)
test was used to measure antibiotic efficiency of amoxicillin and
amoxicillin/clavulanate combination against bacteria in mono-
culture. After overnight growth on the corresponding culture
medium and OD600 measurement, MIC testing was performed
with cation-adjusted Mueller-Hinton broth. In a row of the
plate, 11 wells contained a starting culture at 5 × 105 cfu/mL
challenged with decreasing antibiotic concentrations delivered
by serial dilution (e.g., 128, 64, 32, 16, 8, 4, 2, 1, 0.5, 0.25, 0
μg/mL); the last well contained blank medium as a sterility
control. The lowest antibiotic concentration at which no cell
number increase was measured via OD600 after a 24-h
incubation was the MIC of the antibiotic for that bacterial
strain. All MIC tests were conducted in compliance with
Clinical Laboratory Standards Institute (CLSI) procedures of
clinical testing. The determined values of MIC for each strain
appear in Table S1 of the Supporting Information (SI).

Sample Preparation. Samples of specific types of bacteria
and MIC concentrations were taken from culture medium,
normalized to 107 cells/mL by OD600, and were lysed with
sonication. Lysate of bacteria was collected and stored at −80
°C. Lipid extraction was accomplished using the Bligh−Dyer42
strategy. After drying, lipid extracts were redissolved in
acetonitrile/methanol/300 mM ammonium acetate
(3:6.65:0.35, v/v/v) and transferred into autosampler vials
ready for analysis. The extract solution was diluted to 2.5 × 105

cells/μL in vial, which is equivalent to lipid extracts of 2 × 106

cells in each injection of 8 μL solution.
Multiple Reaction Monitoring Profiling. MRM-Profil-

ing is a two-stage MS methodology that benefits from various
scan modes in tandem mass spectrometryespecially PREC
and NL. In the discovery stage, PREC, NL, and MRM
methods are applied to representative samples, mostly focusing
on recognition of functional groups present in glycerophos-
pholipids, acyl-carnitines, ceramides, and acyl residues
containing different number of carbons with various degree
of unsaturation. Specifically, glycerophospholipids contain
glycerophosphate (PA), glycerophosphocholine (PC), glycer-
ophosphoethanolamine (PE), glycerophosphoglycerol (PG),
glycerophosphoinositol (PI), and glycerophosphoserine (PS).
The PREC and NL scans were used as sources of MRM
transitions, and these experimental data were supplemented by
MRM transitions deduced from data in the online lipid
database, LipidMaps. Altogether 32 NL scan methods, 33
PREC scan methods, and 13 MRM transitions, as listed in
Table S2 were used to survey representative samples from E.
coli strains CDC 0077 and CDC 0086 cultured without
amoxicillin. Experiments were carried out using a triple
quadrupole mass spectrometer, Agilent QQQ 6410 (Santa
Clara, CA), equipped with Agilent G1367A 1100 series
autosampler (Santa Clara, CA). Samples were introduced
into the mass spectrometer by direct flow injection ESI, i.e.,
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without chromatographic separation. The ESI voltage was
−3.5 kV. Dwell time was 25 ms. Collision energy (in
manufacturer’s unit) and other scan method details are in
Table S2. For each scan method, 8 μL of sample was injected
at a flow rate of 20 μL/min. After data acquisition, transitions
that were at least 30% higher in ion counts than blank samples
were selected. Other values of threshold or data filtering
concepts could have been employed but the trade-off between
chemical information and total instrument time required had
an effect on the next stage, therefore we chose to be
conservative to avoid losing chemical information. In addition,
since representative samples were used, which could not reflect
the scope of lipid profiles of all strains, keeping more
transitions is beneficial to retaining as much chemical
information as possible. In total, 2329 transitions, of which
1900 were in the positive ion mode and 429 in the negative ion
mode, resulted from the discovery stage. The distribution of
MRMs among different classes of lipids or functional groups
are shown in Figures S1 and S2 for positive and negative ion
modes, respectively. This list served as a pool of candidates for
building up MRM methods for the next screening stage.
Selected transitions were then arranged into 9 MRM methods
(7 in positive ion mode, 2 in negative ion mode) to investigate
individual samples using the same instrument parameters as
used in the Discovery stage. Given that the screening time for
each method is 3 min, this results in a total analysis time of 30
min to screen each sample.
Statistical Analysis. Raw data were processed using

Proteo-Wizard to extract the ion signals of each transition.
The lowest ion count was regarded as the noise level of
instrument. The cutoff for the screening stage data was chosen
as 3× noise intensity to remove uninformative transitions with
low ion intensities. The resulting data was represented as a
table of ion counts, in which columns were samples and rows
were features (MRMs in this case). t test, analysis of variance
(ANOVA), PCA, and ROC curves were calculated and plotted
using MetaboAnalyst. For PCA, ANOVA, and t test, the
original data were scaled by mean-centering and dividing the
individual intensities by the standard deviation of each MRM.
For the ROC curve, no scaling was applied and the area under

the curve (AUC) was calculated for each MRM. The cutoff
applied to the t test and ANOVA was a false discovery rate
(FDR) adjusted p-value (or q-value) of 0.05 throughout the
data processing.

■ RESULTS AND DISCUSSION

Lipid Analysis of Nonresistant Strains. Lipid analysis
was carried out for nonresistant strains (ATCC 25922 and
ATCC 4157) to investigate the effect of antibiotic application.
Both strains were cultured under five conditions: no
amoxicillin or amoxicillin/clavulanate, amoxicillin at half
MIC, amoxicillin at MIC, amoxicillin/clavulanate at half
MIC, and amoxicillin/clavulanate at MIC. MRMs were filtered
by ion counts and FDR adjusted p-value in ANOVA, and then
analyzed by PCA. Figure 1 shows the PCA scores plots of both
strains. In the PCA scores plot, each point represents an
individual lipid extract sample from the cultured bacteria and
the elliptical shaded area is the calculated 95% confidence
region for each group. In the case of ATCC 25922 as shown in
Figure 1(a) where 197 MRMs were used, bacteria treated with
amoxicillin or amoxicillin/clavulanate at MIC are well
separated along principal component (PC) 1 from bacteria
cultured at half MIC or without amoxicillin. PC1 and PC2
contribute 76% to the total variance. This separation can be
attributed to the nature and the amount of the antibiotic,
which leads to bacterial growth inhibition and hence the
observed changes in lipid profiles.
Similar separation due to treatment differences are observed

in the nonresistant strain ATCC 4157 in Figure 1(b). With the
same data filters, 157 MRMs were selected. PC1 and PC2
cover 74% of the entire variance observed. Different from
ATCC 25922, the group grown with amoxicillin at MIC
clusters away from the other groups on the PC1 dimension in
the score plot. Groups treated with amoxicillin/clavulanate
tend to overlap on PC1, while control and half MIC
amoxicillin are closer. The MIC amoxicillin/clavulanate
group is differentiated by PC1 to be closer to groups treated
with low concentration of amoxicillin, instead of merging with
the MIC amoxicillin group as in ATCC 25922.

Figure 1. PCA scores plots of nonresistant bacterial strains (a) ATCC 25922 and (b) ATCC 4157 after various antibiotic treatments. The color-
shaded areas are the calculated range with 95% confidence. Amoxicillin and clavulanate are abbreviated as Amox and Clav, respectively.
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Lipid Profile Differences Between Non-Resistant and
Resistant Bacterial Strains. The results of attempts to
distinguish nonresistant and resistant strains are promising.
The purpose of carrying out statistical analysis of different
strains exposed to the same treatment is to identify transitions
that are responsible for the separation between strains. Two
nonresistant strains (ATCC 25922 and ATCC 4157) and two
resistant strains (CDC 0162 and CDC 0151) were cultured
without amoxicillin or amoxicillin/clavulanate (as controls) or
with amoxicillin/clavulanate at half MIC. Transitions related to
acyl-carnitines were found to be inconsistent (data not shown)
and were removed from the statistics to better concentrate on
the pattern of significant phospholipid transitions. Initially, for
the control group, 86 MRMs were used for the statistical
analysis, from which 38 MRMs were then selected using the
FDR adjusted p-value in ANOVA. From the PCA scores plot
of these transitions shown in Figure 2(a), PC1 and PC2
contribute 57% to the total variance. The major separation
occurs along PC1. Statistical analysis was also carried out in
terms of distinguishing nonresistant and resistant strains by
regrouping samples into two sets. We note that, in cases where
no antibiotic stress was applied, resistant and nonresistant
strains can be well differentiated by PCA. Because PCA is an
unsupervised method, the PCA scores plot remains the same
regardless of the labels of each sample if the same set of data is
used so t tests and ROC curves can provide more insight into
the differences between strains. The t test results (Figure 2(b))
imply that 20 transitions, all of which show up in the 35 MRMs
in the previous analysis, are significant for the differentiation.
PC1 and PC2 take up 67% of the variance. ROC curves can be
used to determine important transitions that are potentially
characteristic for each set. As shown in Figure S3, there are
seven transitions with AUC above 0.9, including three from
saturated fatty acyl chain residues, two from PS, one from PE,
and one from PG. Transitions selected from each analysis and
their corresponding functional group or lipid class are
tabulated in Table S3.
Turning to antibiotic treated bacteria, after elimination of

transitions from acyl-carnitines and using the same data filter,
86 MRMs were left. ANOVA and t tests produced sets of 34

and 12 transitions with the same cutoff applied, respectively.
From the PCA results in Figure S4, transitions selected from
ANOVA do not provide perfect separation between ATCC
25922 and CDC 0162. Transitions from t tests offer similar
separation along PC1 and its first two PCs explain 82% of the
total variance. However, the number of features is fewer than
in the control set. Among the 12 significant MRMs, three
MRMs are found to have AUC above 0.9 from ROC curve,
including one from PE, one from 26:0 fatty acyl chain residue,
and one from PG, as shown in Figure S5. Details of transitions
from each analysis are listed in Table S4. Bacteria treated with
amoxicillin/clavulanate at half MIC and the controls have
similar lipid transitions determined to be responsible for the
separation.
Lipids associated with each MRM are postulated from the

characteristic PREC and NL scans, as tabulated in Table S5.
Although the exact structure of the lipids associated with each
transition could not be decided merely by the MS/MS
experiment, it is the pattern of the entire set of selected
transitions spread over nine methods that provides reliable
differentiation between strains from multiple classes of lipids.
The distribution among the lipid classes of the transitions
selected from t tests is shown in Figure 3. Application of

Figure 2. PCA scores plots of control samples (no amoxicillin or amoxicillin/clavulanate applied) using transitions selected from (a) ANOVA and
(b) t test. Color-shaded areas are the calculated range with 95% confidence.

Figure 3. Distribution of transitions selected from t test between
controls and sample treated with amoxicillin/clavulanate at half MIC.
“Saturated Chain” refers to the saturated fatty acyl chain residues.
“Unsaturated Chain” refers to fatty acyl chain residues with degree of
unsaturation ranging from 1 to 5.
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amoxicillin/clavulanate resulted in an increase in the number
of informative transitions in unsaturated fatty acyl chain
residues and a decrease in those in saturated fatty acyl chain
residues. The number of informative transitions from PS
dropped significantly after antibiotic treatment. Additionally,
the total number of significant transitions from glycerophos-
pholipids is larger when no amoxicillin or amoxicillin/
clavulanate are applied, implying that more glycerophospho-
lipids are detected. This is consistent with previous research.43

In spite of these successes at differentiation, samples containing
both resistant and nonresistant E. coli may be more difficult to
distinguish.
Different from exact mass searches in the database as is done

in proteomics, MRM-Profiling offers opportunity to investigate
changes in functional groups with more confidence. The low
resolution of the instrument and the use of direct analysis with
MRM methods means that it is still possible that isomeric ion
pairs exist. For example, PG (35:1) and PGo (36:1) have
monoisotopic masses with close values at 762.5411
(C41H79O10P) and 762.5775 (C42H83O9P), respectively. In
the MRM method, with NH4Ac introduced into the spray, the
ammonium adducts are predominant for PG, making the
corresponding transitions appear as 780.5 → 591.5 for both
molecules. Nevertheless, when analyzing a lipid extract, the
neutral loss of 189 from the headgroup in PG is what one
should focus on because both candidate ion pairs are PG.
Although the number of antibiotics types is limited in current
study, MRM-Profiling might be more sensitive and efficient
than existing methods as there are more lipid molecules per
cell and analysis of small molecules has advantages in ion
transmission and ionization efficiency. This preliminary study
has demonstrated the feasibility of distinguishing bacterial
strains by carrying out MRM-Profiling to characterize lipid
patterns.

■ CONCLUSIONS
We have demonstrated that MRM-Profiling can be applied to
distinguish four different strains of E. coli, including two
nonresistant and two resistant strains. Different strains are well
differentiated by PCA using significant MRMs acquired from t
test. This indicates that the lipid profiles not only serve to
characterize bacterial species, but they also change in resistant
strains compared to nonresistant strains and they are sensitive
to antibiotic challenge. Lipid biomarker candidates are also
determined, and this tool can help zeroing in on the
biomarkers most significant for the separation. On the basis
of previous studies in other complex biological systems, MRM-
Profiling could expedite and improve the identification of lipids
related with resistance, virulence, and viability. As such it will
help benchmark the gene pathway involved in the phenotypes
as a novel approach to identify unique resistance genes.
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Bocanegra-Garcia, V.; Guo, X.; Juaŕez-Enríquez, S. R.; Luna-Herrera,
J.; Martínez, C. M.; Guadalupe, A.-A. M. Imed Pub Journals 2015, 7,
1−10.
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Abstract: A multiplexed system based on inductive nano-
electrospray mass spectrometry (nESI-MS) has been devel-
oped for high-throughput screening (HTS) bioassays. This
system combines inductive nESI and field amplification micro-
electrophoresis to achieve a “dip-and-go” sample loading and
purification strategy that enables nESI-MS based HTS assays
in 96-well microtiter plates. The combination of inductive nESI
and micro-electrophoresis makes it possible to perform
efficient in situ separations and clean-up of biological samples.
The sensitivity of the system is such that quantitative analysis of
peptides from 1–10000 nm can be performed in a biological
matrix. A prototype of the automation system has been
developed to handle 12 samples (one row of a microtiter
plate) at a time. The sample loading and electrophoretic clean-
up of biosamples can be done in parallel within 20 s followed
by MS analysis at a rate of 1.3 to 3.5 s per sample. The system
was used successfully for the quantitative analysis of BACE1-
catalyzed peptide hydrolysis, a prototypical HTS assay of
relevance to drug discovery. IC50 values for this system were in
agreement with LC-MS but recorded in times more than an
order of magnitude shorter.

High-throughput, target-based screening has become
a staple of the drug discovery process.[1] The introduction of
robotic systems for sample preparation and plate handling
enables bioassays to be run in a fully automated fashion,
which allows assessment of the functional activity of small
molecule compound libraries[2] at scales in the order of
millions of compounds.[3] Optical detection formats such as
absorbance, fluorescence[4] and luminescence[5] are well-
suited to high-throughput screening (HTS) due to the rapid
nature of the measurement (ca. 10–100 ms/sample). Though
effective, not all bioassays are inherently suited to optical
detection due to labelling reactivity, interference of the
biological matrix and the emerging demands for intact
molecule bioassays.[6] For these reasons, mass spectrometry
(MS) is widely considered an attractive alternative to optical

detection methods for HTS bioassays,[1b] due to its inherent
selectivity, sensitivity and label-free characteristics. As
a result, a number of MS platforms have been applied to
screening of bioassays, including LC-MS at rates of ca. 0.5 to
8 min/sample,[7] RapidFire-MS at rates of ca. 6 to 8 s/sample,
MALDI-MS at a rate of ca. 0.3 s/sample[8] and, acoustic
droplet ejection MS at rates of 0.5 to 1 s/sample.[9] For the
above techniques, the sacrifice in separation increases the
HTS rate but can lead to loss of specificity and sensitivity in
bioassays; methods enabling both high-throughput and effi-
cient separation and analysis remain in high demand.

Nanoelectrospray ionization[10] (nESI) is highly sensi-
tive[11] and one of the most robust[12] sample introduction
methods used for MS-based analysis of biological samples.
The common implementation of nESI uses tapered emitters
pulled from glass tubes.[10] Nevertheless, the outstanding
analytical performance of nESI has not been exploited for
HTS analysis because the sample introduction step in nESI
has only been done manually. In recent years, our group has
developed inductive nESI which enables the ionization of
liquid samples using a remote electrode.[13] Inductive nESI,
better termed inductive picoelectrospray (pLmin@1 flowrate
of spray solvent, pESI) can perform reliable analysis from
small confined volumes including droplets[14] and single
cells[13c] with sensitivity down to the zeptomole level.[13b]

When either a static[13c,15] or alternating electrical field[13b] is
applied to initiate inductive nESI, the polarization of the
liquid causes the spatial separation of ions,[13c,16] allowing in
situ micro-electrophoresis. This effect becomes particularly
significant when: a) sample amounts are at the nanoliter level
and b) the electrical field applied to initiate inductive nESI is
also used to effect micro-electrophoresis. We hypothesize that
the combination of inductive nESI with high performance
micro-electrophoresis could constitute a promising approach
for HTS bioassays.

Herein, we establish the performance of a dip-and-go
multiplex system (Figure 1) for HTS bioassays based on
a combination of inductive nESI with field amplified micro-
electrophoretic cleaning. Inductive nESI enables the “dip”
method of sample introduction for samples of approximately
100 nL volume from a 96-well microtiter plate. The samples
are introduced into the emitters by simply immersing the
emitter tips into the sample solution, significantly decreasing
the time compared to traditional nESI techniques. To fit the
format of a 96-well microtiter plate, a 3D printed emitter
holder was used for simultaneous introduction of samples
from one row of the microtiter plate. We used a DC electrical
field to initiate inductive nESI and to perform micro-electro-
phoresis by simply modulating the electrical field strength.
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During the “dip” event we load three separate bands of
solutions with different electrical conductivity into the
emitter. This allows field amplification,[17] a method that can
dramatically increase the performance of micro-electropho-
resis. The high-performance cleaning process takes just 10 s
and is applied to the emitters in parallel, resulting in
a significantly improved and rapid sample clean-up process.
Subsequently, the emitters are subjected to inductive nESI
analysis. The emitter holder is moved in front of the mass
spectrometer to allow screening at a rate of 1.3–3.5 s/sample.
The total analysis time of one row of a 96-well microtiter plate
is ca. 2 min, comprised of ca. 10 s for sample loading, 10 s for
field amplification micro-electrophoretic cleaning, ca. 40 s for
inductive nESI analysis and 50 s for homing the device for
measurement of the next row. In order to evaluate the
performance of our multiplexed nESI system for application
to HTS bioassays we selected BACE1 as a prototypical
enzyme of relevance for HTS since it has been successfully
screened by mass spectrometry in the past.[18]

First, we used the multiplexed system to perform chemical
reaction screening of samples in a 96-well array to test the
basic analytical performance. As a test case, we investigated
substituent effects on the Claisen–Schmidt reaction, screening
multiple reactions to generate a Hammett plot. Reactions
between 6-hydroxyindanone and five benzaldehydes with
different substituents were examined in a 96-well plate in
a period of 30 minutes. The reactions are quenched using 10 X
methanol and, without chemical pretreatment, split into 5
rows for MS analysis. We dipped the emitters into the sample
wells for 5 seconds and then performed inductive nESI-MS

analysis at a rate of 1.3 s/sample (Figure S1 in the Supporting
Information). The high linearity of Hammett plot indicates
the good performance of the dip-and-go system in chemical
reaction screening.

For the bioassays, we examined the analytical perfor-
mance of inductive nESI with field amplification micro-
electrophoresis. Figure 2 compares analysis of the reaction

product peptide here designated as KTEEISEVNL and its
isotopically labeled internal standard (IS) KTEEISEVN(L-
13C7) (stoichiometry is 1:1) in different biological matrices
using fulL m/z scan mass spectra. Spectra obtained without
electrophoretic cleaning (left column) show strong ion
suppression effects leading to signal to noise ratios (SNR)
below 3. This is inadequate even for qualitative analysis. The
spectra obtained after 10 s of electrophoretic clean-up (right
column) by contrast show SNR of 17.7 and 5.4 in the reaction
buffer and in buffer with interfering peptides, respectively.
After clean-up, the ratio of KTEEISEVNL and IS remains 1:1
as expected, demonstrating the precision of the technique. An
LoQ of 150 nm was obtained for the KTEEISEVNL using full
scan MS at SNR > 10 (Figure S2). Plots of the calibration
curve acquired by full scan MS after clean-up MS demon-
strate a linear dynamic range from 150 nm to 4000 nm (R2 =

0.9950, Figure S3). The results of analyzing 1000 nm KTEEI-
SEVNL in diluted human serum are also encouraging. As
shown in full scan spectra, electrophoretic clean-up of human
serum sample shows SNR of 14.5 for the target peptide while
the peptide peaks are submerged under baseline without
cleaning. Ion isolation followed by a mass scan increased the
SNR from below 3 to 20–40 and also increased the signal
intensity 13.2 to 130-fold (Figure S4). We also interrogated

Figure 1. Instrumentation for dip-and-go multiplexed HTS bioassay.
The emitter holder has 12 channels which can hold 12 emitters
designed to fit the 96-well plate format. Step 1 is the “dip” step used
for sample introduction. The emitters are immersed into water, sample
solution and water in turn (the Figure only shows dip into sample
solution) to load the leading and trailing zones with pure water and
the mid zone with sample solution. In step 2 the holder is installed on
a 1D moving stage and subjected to 10 s electrophoretic cleaning. In
step 3, the emitters are moved into position for inductive nESI-MS
analysis.

Figure 2. Full scan mass spectra using inductive nESI analysis of
KTEEISEVNL (m/z 581.5) with internal standard KTEEISEVN(L-13C7)
(m/z 585.0) in different biological matrices with and without field
amplification micro-electrophoretic clean-up. Reaction buffer is 2 nm
BACE1 enzyme, 6 mm sodium acetate, 1.5% glycerol, 0.25% DMSO,
3 ppm Brij-27 and 1% formic acid.
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precision and carryover in high-throughput bioassays
(detailed discussion is available in the Supporting Informa-
tion). Briefly, the relative standard deviation was less than
15% at a scan rate of 2 to 4 s/sample (Figure S5). The
carryover between two measurements using the same emitter
was less than 2.5% (Figure S6). The above results demon-
strate the power of the dip-and-go multiplexed system in
bioassays.

Figure 3 shows the operating mode of field amplification
micro-electrophoresis. Figure 3a shows the formation of three
distinct sample and solvent zones before electrophoresis: the
highly conductive sample solution with its complex matrix
(zone 2) and the surrounding low conductivity leading (zone
1) and trailing (zone 3) zones of pure water. Electrophoresis
(on at 3 s, off at 12 s, Figure 3b) was performed by simply
changing the electrode voltage from zero to @5 kV and
maintaining this value for ca. 10 s. After electrophoresis (12 s
to 45 s, Figure 3b), the electrode voltage was changed to
+ 3 kV for inductive nESI analysis. The total ion chronogram
(TIC, Figure 3c) after cleaning is stable while the ion map
shows multiple extracted ion chronograms (Figure 3d). Three
typical zones appear after clean-up. Typical mass spectra
(Figure 3e) of zone 1 are very noisy; the spectrum of zone 2 is
very clean with the analyte peptides displaying very high SNR
and enhanced signal intensity, while the spectrum of zone 3
shows matrix peaks. These results are consistent with the
following proposed mechanism, based on our prior study of
this effect:[13c,16b,d] during electrophoresis (@5 kV voltage
applied to the electrode) a strong static electrical field in
the solution pulls small cations and positively charged
complexes into zone 3 (they show up later as the interference
peaks in the MS of zone 3); the initial negative potential also

pushes small anions into zone 1 so cleaning the analyte in
zone 2 of interfering negatively charged ions. By removal of
the high mobility ions from zone 2, a commensurate narrow-
ing of the bandwidth and preconcentration of weak electro-
lytes (e.g. peptides) within zone 2 will occur to compensate for
the decrease in conductivity. Since electrical field strength is
inversely proportional to conductivity,[17] an amplified elec-
trical field is created inside zones 1 and 3 which accelerates
the separation (additional discussion of the clean-up process
is available in the Supporting Information). This special field
amplification operating mode for micro-electrophoresis is
quite different from traditional field amplification capillary
zone electrophoresis,[19] in which the sample zone has much
lower conductivity than the surrounding buffer used for
electrophoresis. Indeed, this operating mode is generally not
achievable in traditional capillary zone electrophoresis
because buffer solution with good conductivity is needed to
control the Joule heating that limits performance in electro-
phoresis.[20] In the micro-electrophoresis driven by the
inductive static electrical field, the current is much
lower.[13c,21] Since the sample volume introduced by our dip-
and-go strategy is on the order of 100 nL, a low current
generates sufficient electrophoretic separation without exces-
sive Joule heating.

As an example of a prototypical HTS application, we used
our dip-and-go multiplexed system to determine the IC50 of
the well-characterized BACE1 inhibitor OM99-2 by following
BACE1 catalyzed hydrolysis of KTEEISEVNLDAEFRHDK
to KTEEISEVNL. We spiked 150 nm KTEEISEVN(L-13C7)
into the final assay as internal standard. Since the concen-
tration of the peptide product can be very low in highly
inhibited reactions, we used the MS/MS scan mode for

quantification and determination of
IC50. As shown in Figure 4a, for an
artificial solution with 1:1 ratio of
KTEEISEVNL:IS, we isolated ions
from m/z 578 to 588 and fragmented
them before recording product ion spec-
tra. Two pairs of product ions showing
a 1:1 intensity ratio for the 7 Da (singly
charged) mass difference appear: the
pair of m/z 246.2 and 253.2 and the pair
of m/z 561.3 and 568.3. As the ion pair
m/z 246.2 and 253.2 shows a very low
baseline and the very high SNR of 110,
this pair was used for quantification.
(The advantages of the product ion
spectrum vs. simple ion isolation are
shown in Figure S7.) Twelve samples
were prepared spanning 5-orders of
magnitude range of OM99-2 concentra-
tions in order to determine the IC50

against BACE1. These samples were
placed in 7 rows (7 replicates, 84 samples
in total) of a microtiter plate and
analyzed by dip-and-go analysis. Fig-
ure 4b shows a typical TIC as well as
EIC for the IS and target peptide from
analysis of one row of samples at a scan

Figure 3. Process of field amplification micro-electrophoresis. a) Ion migration in each step
(note that electroneutrality will be maintained over the whole solution volume including zones
1, 2 and 3 while each individual zone can have a net charge). b) Electrode voltage vs. time in
the process. c) TIC over course of the process. d) Ion map of the process. e) Typical mass
spectra from the three zones.
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rate of 3.5 s/sample. From left to right the inhibition is 100%
to 0. These seven measurements were normalized to plot the
IC50 curve shown in Figure 4c.

The IC50 curve determined by our dip-and-go multiplexed
system is consistent with that determined by an LC-MS
experiment performed specifically to allow this comparison
(Figure S8). The total measurement time of these 84 samples
by the dip-and-go method was only ca. 14 min while that for
LC-MS was 11 hours (8 min/sample).

In summary, we have developed a dip-and-go multiplexed
system that is suitable for HTS bioassays. This system uses
a novel “dip” sample loading strategy which can be combined
with inductive nESI to achieve HTS nESI analysis for the first
time. We have developed a new operating mode for field
amplification micro-electrophoresis in which small volumes
of reaction solution are (i) purified in situ and (ii) preconcen-
trated. This method enables accelerated sample clean-up and
ultra-high sensitivity HTS bioassays. The dip-and-go system
shown in this manuscript is a lab prototype; the process of
“dip” sample introduction is not fully automated; the voltage
control system should also be improved, and data processing
software needs to be developed. The screening rate of the
prototype is 1.3–3.5 s/sample and the total analysis time for 96
samples is ca. 16 min, representing a significant improvement
over the throughput of conventional LC-MS (several min per
sample) and competitive with typical “catch and elute” SPE-
MS systems used for current HTS bioassays such as the
RapidFire platform (ca. 8 s/sample). With the aid of high-
resolution MS, the performance of the “dip-and-go” system
can be further improved. The current multiplexed system is
quite efficient for the analysis of compounds with low
electrical mobility, for example, oligosaccharides and pep-
tides, because they can be preconcentrated in the mid zone
and separated from matrx components; the clean-up for small
metabolites is still challenging since they may move together
with the salts. We believe that with further optimization this

system has the potential to play a significant role in
accelerating chemical and pharmaceutical discovery.

Experimental Section
Claisen–Schmidt reaction: Reactions are performed at 100 mm with
equimolar reactants and 1.8m KOH. Reactions were quenched by
10 X dilution with methanol in 96-well microtiter plate. BACE1
reaction: 2.5 mL of diluted OM99-2 (in DMSO) was added to 4 nm
BACE1 enzyme in 300 mL of assay buffer consisting of 20 mm
NaOAc, pH 4.5, 5% glycerol, 0.001% Brij-27. The mixtures were
subsequently incubated for 30 minutes at ambient temperature.
Afterwards, the reaction was initiated by addition of 200 mL of
25 mm peptide substrate (KTEEISEVNLDAEFRHDK; 10 mm final
concentration) and incubated for 210 minutes at ambient temper-
ature. The reaction was quenched with 500 mL of quench solution
containing 2% formic acid and 300 nm KTEEISEVN[L-13C7] internal
standard. More detailed information is available in the Supporting
Information.
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