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ABSTRACT

Recently witnessed a great popularity of unobtrusive Visible Light Communication (VLC)

using screen-camera channels. They overcomes the inherent drawbacks of traditional approaches

based on coded images like bar codes. One popular unobtrusive method is the utilizing of

alpha channel or color channels to encode bits into the pixel translucency or color intensity

changes with over-the-shelf smart devices. Specifically, Uber-in-light proves to be an successful

model encoding data into the color intensity changes that only requires over-the-shelf devices.

However, Uber-in-light only exploit Multi Frequency Shift Keying (MFSK), which limits the

overall throughput of the system since each data segment is only 3-digit long. Motivated by

some previous works like Inframe++ or Uber-in-light, in this thesis, we proposes a new VLC

model encoding data into color intensity changes on red and blue channels of video frames.

Multi-Phase-Shift-Keying (MPSK) along with MFSK are used to match 4-digit and 5-digit long

data segments to specific transmission frequencies and phases. To ensure the transmission

accuracy, a modified correlation-based demodulation method and two learning-based methods

using SVM and Random Forest are also developed.
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CHAPTER 1. INTRODUCTION

Recently, device-to-device communication using visible channel gains great popularity due

to the widely use of screen and camera-equipped devices. A typical example is bar-code based

method that embeds information into 2D labels, which gains wide exploitation in daily life such

as the share of information or the tracking and classification of merchandises. In addition, many

works have also been conducted to improve bar-codes based methods to boost the throughput over

original media content. However, the capacity of bar-code based methods is limited due to the

small screen size and low camera. Under most of the conditions, they have to reduce the size of

codes to avoid influencing the normal viewing experience of audiences.

Due to the limitations of QR code, people tend to find new approaches in the field of

unobtrusive communications using visible channel. Typical instance include unobtrusive bar

codes[13] or embedding images/watermark into bar codes. However, the generation of such special

barcodes requires large time and space complexity, which means devices or facilities with high

CPU and GPU performance need to be exploited. Also, the cost of transmitting large amount of

data using such devices is large. Both of which limits the prevalent of such approaches.

Since QR code based methods have inherent limitations, some new approaches without

QR code are developed. Two typical examples are HiLight[7] and InFrame++[12]. Both of

them exploit the Persistence of Vision[3] characteristics of human visual system to ensure the

unobtrusiveness of communication using visible channel. Additionally, both of the approaches

embeds data as slight luminance differences over the color channel or alpha channel of a given

video. However, the system design and hardware requirements of Hilight limit the overall accuracy

and throughput of the model. For InFrame++, though it boost the throughput and accuracy by using

color channels as transmission channel, the system need to use high-level devices with a frame rate

of 120FPS as the transmitter and receiver, which is hard to be satisfied in daily life.

To overcome the limitation of high-end device, Uber-in-light [6] improves the structure

of HiLight and requires only over-the-shelf devices as the transmitter. Uber-in-light first divides

input streams into 3-bit long data units, each unit is mapped to a specific transmission frequency,

which is encoded as periodic luminance differences on red and blue color channels of the frames

in a given video. The receiver uses cameras with a frame rate of 30FPS to capture the video,
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detecting small luminance changes that cannot be perceived by human eyes and extracting it as

continuous signals by calculating the differences on color channels of adjacent frames. Finally

a cross correlation-based scheme is developed for demodulation, which compare the extracted

signals with 8 templates representing 8 different frequencies used during transmission to recover

the original bit stream. The proposed model reached an accuracy of more than 90%. However,

Uber-in-light only exploit frequency during transmission to specify different signals and each

signal can only present a 3-digit long data segment, which in turn influences the overall throughput

of the model. In addition, the cross correlation method can only distinguish signals with different

frequencies, limiting its practicality under complex conditions.

As a result, we developed a novel visible light communication model using only basic

transmission and receiver devices. The new model is motivated by Uber-in-light. Like previous

works of Inframe++ and Uber-in-light, we encodes signals into small pixel luminance changes on

the original color channel of video frames. To overcome the limitation of the throughput using

MFSK, we exploit both Multi-Frequency Shift Keying (MFSK) and Multi-Phase Shift Keying

(MPSK), which enables signals carrying 4-digit or 5-digit data segments. Since signals in our

work differ in phases, demodulation method used in Uber-in-light is not available. To ensure the

robustness and accuracy of the demodulation process, we developed a modified correlation-based

demodulation method that can distinguish signals with different phases. To solve the limitation of

demodulation efficiency using correlation method, we also exploit some up-to-date learning-based

approaches to better classify signals with different frequencies and phases. The contributions of

this thesis can be concluded as follows:

• We developed a novel VLC model that exploits small changes in the color channels that

cannot be sensed by human eyes to convey data. We extend the length of each transmitted

bit unit by using Multi-Phase Shift Keying along with Multi-Frequency Shift Keying. Thus

the overall throughput is boosted since more bits are transmitted using longer data segment.

• We developed an improved correlation-based demodulation method. Traditional demod-

ulation method based on cross-correlation can only distinguish signals with different

frequencies and it cannot be used when MPSK is used. By improving the calculation method,

our improved scheme can distinguish signals with the same frequency but different phases.
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• Aside from basic correlation-based method, we also exploit learning-based method in the

demodulation part to ensure the robustness of our new VLC model. We collected around

400k training data and trained two classification models using Support Vector Machine

(SVM) and Random Forest (RF). Experiments show that our learning-based methods

performed better comparing with correlation-based method.

The structure of the thesis is as follows: In Chapter II we mainly introduce related

works in the field of VLC, especially screen-camera-based VLC methods. In Chapter III, we

give some background information and the general overview of our new communication system.

Next, we describe the detail of our proposed system in Chapter 4, which include modulation and

demodulation parts. We then evaluate the performance of the new model by a series of experiments

under different conditions in Chapter 5. Finally, the conclusion of our work is in Chapter 6.

11



CHAPTER 2. RELATED WORK

The use of visible channel as the carrier to transmit data makes Visible light communi-

cation (VLC) receive increasing exploitation and research attention in recent years due to the

convenience and relatively low-cost. Generally, there are two types of VLCs: LED-based and

screen-camera-based. The former using the intensity of LED lights as the tool to modulate data

[2, 11]. The receiver will take photos of the transmitter to distinguish the states of each LED,

recovering the original data stream. The later encodes data into images or videos displayed on a

screen and use devices with camera to capture the image or frame, extracting data hidden inside

the media.

Due to the relatively low cost and high practicability, screen-camera-based VLC systems

has gained wide attentions recently. An intuitive approach is the use of visible coded images to

transmit data. Works like Lightsync[4] and Styrofoam[8] archived ideal performance the reliability

of transmission; Pixnet[10] can reach a relatively high throughput. There also exist some works

focusing on the security during transmission process like SBVLC[14]. Strata[5] and Bokode[9]

have high performance even at a relatively longer distance during transmission. Above all, VLCs

using visible coded images have relatively ideal performance on the throughput and accuracy of

transmission. Main drawback is that they need to spare space to display images with encoded data,

which has negative influence on the viewing experiences of the audiences.

As a result, unobtrusive screen camera communication emerges in order to deal with

the disadvantages in viewing experiences of systems using visible coded images. HiLight[7]

encodes data as slight luminance changes over the alpha channels in the frames of a given video.

However, the resolution of screen used to display the video and camera acting as the receiver

limit transmission accuracy and throughput of the system. Inframe++[12] is another example

that leverages subtle luminance changes on color channels of video frames to transmit data. The

changes cannot be perceived by human eyes due to the Persistence of Vision principle. Though

achieves relatively high accuracy and throughput, requirement of display devices with high frame

rate limit the practicability of the system.

Above all the unobtrusive screen camera communication models, Uber-in-light overcomes

the obstacle of devices[6]. It uses Multi-Frequency Shift Keying (MFSK) to match a specific

12



transmission frequency to a 3-digit long data segments and embedded the frequency as intensity

differences on color channels of video frames. The demodulation part first get the signals by

making subtractions on the color channels of adjacent frames. Then using a correlation-based

method to match each signal to a specific data segment, retrieving the original data stream.

However, Since only MFSK is used and the frame rate of receiver is limited to 30FPS, only 8

frequencies can be exploited as the transmission frequency, ranging from 7Hz to 14Hz due to the

limitation of Nyquist sampling principle, which restricts the overall throughput by limiting the

length of each data segment to 3-digit.
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CHAPTER 3. SYSTEM OVERVIEW

This chapter mainly focuses on the basic structure of the new VLC model. We first give

a brief introduction of the human visual system and the principle of color perception of cameras.

Then we introduce the system workflow of our new method.

3.1 Background

The overall luminance of a specific pixel on display screens is contributed by three different

color channels representing the primary colors of red, green and blue. By changing the percentage

of each primary color, we get different colors showing on the screen. Generally, the three color

channels are orthogonal to each other and cannot be perceived independently unless watching

at a close distance. Thus, human eyes can only get an assured color when watching the screen

under daily environments. On the contrary, digital cameras are equipped with CMOS, which are

aggregation grids of a large number of sensors that can sense the luminance of three color channels

independently. Thus small luminance changes on the color channels that cannot be perceived by

human eyes can be captured and recognized by cameras, ensuring the possibility to hide data in

the color channels.

Furthermore, in a given video, there exists a time correlation between two adjacent frames,

which means the content in adjacent frames usually have little differences, Thus the luminance of

the two frames can also be regarded as the same. Such facts further proves the possibility to extract

the encoded data hidden inside the intensity changes of the color channels.

Based on all the facts above, Inframe++[12] and Uber-in-light[6] were developed. Both

of them exploit small luminance changes over color channels to convey bit streams. However,

Inframe++ requires devices with a frame rate as higher as 120FPS as the transmitter and receiver,

which limits its practicability. Specifically, Uber-in-light needs only over-the-shelf devices with

a frame rate of 30FPS as transmitter and receiver. It is composed by modulation part and

demodulation parts. During modulation process, it first divides input bit streams into 3-digit long

data units and matches a specific transmission frequency ranging from 7Hz to 14Hz to each data

unit. Then, it embeds signal with given frequency into the periodic color intensity changes of

video frames. Uber-in-light exploit red and blue channels as the carrier of signals since these
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two channels have the least contribution to the overall luminance, ensuring the requirement of

unobtrusiveness. The system modifies the intensity of red and blue channels of the original video

frames with a small value of δ in an opposite manner, which means if the change on red channel

is δ , the change on blue channel is −δ accordingly. The goal of this manner is to ensure that

the signals can be extracted apparently during demodulation. To ensure the overall throughput,

Uber-in-light divide the screen used as transmitter into small grids to transmit data simultaneously,

each grid has the same number of pixels.

During demodulation, the receiver uses cameras with a frame rate of 30FPS to capture

the video, recognizing each grids before calculating the color intensity changes by subtract the

luminance of red and blue channels in two adjacent frames to get the hidden signals. Since the

modifications on red and blue channels are opposite to each other, the result of the subtraction

doubles the small change value of δ , ensuring that the extracted signal contents enough features

of frequency. Finally, a cross-correlation-based method is used to compare the received signals

with templates to get the transmission frequency, mapping it to a specific data unit to recover the

original bit streams. Main drawback of Uber-in-light is that it only exploit signals with different

frequencies as the transmission tool, limiting the overall throughput since only 8 frequencies can be

used due to the requirements of Nyquist sampling principle and each data unit is restricted to 3-bit

long. In addition, the cross-correlation demodulation method requires large amount of calculation

times, reducing the overall efficiency of the system.

3.2 System Flow

Our proposed model includes a transmitter (i.e., screen) and a receiver (i.e., camera). The

system flow is shown in Figure 3.1. Generally, there are two main tasks. The first is modulation,

which divides input streams into transmission units with certain length and encodes them into

video frames. The second is demodulation, which use cameras to capture the video with encoded

data and exploit demodulation algorithms to extract them.

Given an input bit stream, the transmitter will first modulate these bits. Uber-in-light only

exploits multi-frequency shift keying, where the input stream is divided into 3-digit long data units

and each unit is matched with a specific transmission frequency ranging from 7Hz to 14Hz. Our

improvement in modulation is that aside from MFSK, we also use Multi-Phase Shift Keying to
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improve throughput, which means in addition to a specific transmission frequency, each data unit

is also mapped with a given transmission phase. As a result, 3-digit long data unit is not enough

since it can only demonstrate 8 categories and more digits are needed for signal data units to

represent phases, thus improve the overall throughput comparing with Uber-in-light by extending

the amount of transmitted bits for each unit. Our improved model can generate 4-digit and 5-digit

bit units, which represent 8 transmission frequencies along with two or four transmission phases

respectively. Each unit will be matched to a specific frequency and phase, which is the important

information to be exploited to generate transmission signals using luminance changes on the color

channels. Comparing with single MFSK, MFSK along with MPSK greatly improved the channel

capacity due to the extension of each data segment. Then, as in some previous works[6, 12], we

make small modifications on the intensity of color channels to encode data. Red channels along

with blue channels are exploited as the carrier during transmission since they together contribute

less than 30% to the overall luminance. We modified the luminance of the red and blue channels

according to the signals in an opposite manner (if δ is used for red channel, then −δ is used

for blue channel and vice versa). In addition, We generate synchronization waves by modifying

the intensity of green channel in respect to the frequency of the transmitted signals to ensure the

stability of the transmission as well as the requirement for unobtrusiveness.

During demodulation, the receiver will use camera to capture the video frames with data

hidden inside. The receiver will then recognize each color channel on all transmission grids and

detect the intensity differences. Traditional cross-correlation method mainly compare the signals

with templates representing different frequencies[6]. However, such correlation-based method

cannot distinguish signals with differences in phase since signals with the same frequency but

different phases will get the same correlation value with the template. Also, the comparison

will take large amount of calculation time, if 8 frequencies are used during transmission, the

system has to complete 8 comparisons for each signal, resulting in a decrease in the overall

efficiency of the whole system. To solve the first problem of the limitation in the classification

of multi-phase signals of cross-correlation, we first developed a modified correlation method that

can distinguish both different frequencies and phases. To deal with the relatively low efficiency

of correlation-based methods, we next trained a classification model using some popular machine

learning methods to improve the overall accuracy and robustness of identifying the frequency and
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phase information hidden inside the intensity differences of color channels in video frames before

mapping those signals to corresponding data units to recover the transmitted data stream.

Figure 3.1. Demonstration of System Flow
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CHAPTER 4. SYSTEM FLOW

We mainly introduce the detailed work flow and principles of our new model during this

chapter. In the basic work flow, the input bit stream is divided into data unit with certain length,

each unit is matched to a specific frequency and phase. We then use the frequency and phase to

embed signals into video frames by modifying the intensity of red and blue channels periodically.

The slight intensity changes on specific color channels will be captured and recognized by the

receiver side using both improved correlation-based method and learning-based frequency/phase

estimation algorithms, extracting the original input streams.

4.1 Multi-Frequency and Multi-Phase Shift Keying Modulation

At the transmitter side, we first divides the inputted bit stream into short data units. In

Uber-in-light, the length of each unit is set as 3-digit since it uses 8 transmission frequencies.

In our new model, since phase is also exploited during transmission, 3-digit long bit segment is

not enough. Thus, we use 4-digit data unit for 2-phase MPSK and 5-digit data unit for 4-phase

MPSK. Then, a specific signal pattern including a specific transmission frequency and phase will

be associated to each bit segment.

We first map a specific frequency to each data unit. The last 3 digits of the data segment are

associated with a specific frequency. Gray code is used since two adjacent frequencies only differ

in one bit, which lowers the influence of noise and interference. To fulfill the Nyquist sampling

principle, we choose 7Hz to 14Hz as the modulation frequency range[6].

To increase the overall throughput, we also exploit MPSK in our system that give each

data segment a specific phase along with the frequency. As is discussed above, MFSK method can

only handle 8 different data symbols, which represent 8 specific transmission frequencies and each

symbol is only 3-digit long. With the import of MPSK, we can improve the system throughput by

expanding the range of symbols as well as the length of each data unit. We use the first digit in

4-digit data units and first two digits in 5-digit data units to demonstrate the phase information. To

alleviate the possible influence of interference, we ensure that two successive phases have enough

distance between each other and gray code used in MFSK is also exploited. Generally, we use ±π
2
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for 4-digit data unite and ±π
2 , π and 0 for 5-digit data units. The detailed mapping to frequencies

and phases of each bit unit is demonstrated in Table 4.1 and Table 4.2.

Table 4.1. Bit Segment-Frequency Mapping with Gray Coding(4-digit symbol)

First digit Phase Last 3 digits Frequency (Hz) Last 3 digits Frequency (Hz)

0 π/2 000 7 001 8

1 -π/2 011 9 010 10

110 11 111 12

101 13 100 14

Table 4.2. Bit Segment-Frequency Mapping with Gray Coding(5-digit symbol)

First 2 digit Phase Last 3 digits Frequency (Hz) Last 3 digits Frequency (Hz)

00 π/2 000 7 001 8

01 -π/2 011 9 010 10

11 π 110 11 111 12

10 0 101 13 100 14

As in some previous works[6, 12], we make modifications to the intensity of color channels

to hide data inside the video frames. Generally, each color channel does not have the same

contribution to the overall luminance. Red channel and blue channel have a contribution of

21.26% and 7.22% respectively while green channel along has the highest contribution to the

overall luminance of 71.52%. Since red and blue channels contribute less comparing with green

channel, we tend to modify the intensity of them to make sure that the overall luminance differences

between frames cannot be perceived by human eyes. We then introduces a small parameter of δ as

the modification value on the red and blue channels. The modifications on these two channels is in

an inverse manner (if δ is used for red channel, then −δ is used for blue channel and vice versa)

to ensure the robustness of the signal extraction. The overall luminance changes is kept at a low

level of 0.4304 * δ , which ensures the requirement of unobtrusiveness. In addition, since devices

used as transmitter and receiver are not specifically designed for data transmission, we also exploit

the green channel as the synchronization channel to ensure the stability of the transmission. The
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generation of the synchronization wave is the same as the encoding of data, where we modify the

intensity of green channels in respect to the frequencies of the transmitted signal.

4.2 Correlation-based Multi-phase Demodulation Scheme

The detail of our demodulation scheme is demonstrated in Figure 4.1. The information of

the original signal is embedded in the video frames, thus we need to first extract those signals before

further decoding works. To ensure the overall throughput, the screen is divided into multiple grids

with same size performing parallel data transmission. Thus, the first step is to identify different

grids using a specific camera calibration methods [1]. Then the receiver get the intensity value of

each color channels in a specific transmission grid. Finally, for two adjacent frames Fk and Fk+1,

we calculate the color intensity changes between them. For a specific pixel at point (x,y), the

color intensity is (Rk,Gk,Bk) at Fk and (Rk+1,Gk+1,Bk+1) at Fk+1. We calculate the subtraction

of (Rk+1,Gk+1,Bk+1) - (Rk,Gk,Bk) to get the color differences on two adjacent frames on the

given pixel. The overall color intensity differences between two adjacent frames is achieved by

calculating the average value of (Rk+1,Gk+1,Bk+1) - (Rk,Gk,Bk) on all the pixels in a given grid.

The final color intensity differences is defined as D = δB − δR, since the modifications of the

intensity of red and blue channels are inverse to each other, this doubles our modification value of

δ in signal color channel, ensuring that the extracted signals contain enough features. We finally

assume D as a point in the received signal. The system keeps calculating the intensity changes

using the method above on the video stream and finally we achieve a continuous signal set with

each segment represents a specific bit symbol (e.g. 1001, 1000, 0011...).

The demodulation part in Uber-in-light exploit a cross-correlation-based method to identify

signals carrying different data segments, which calculates the cross-correlation value between the

received signals and a series of templates of the standard signals. However, such method can

only distinguish signals with different frequencies since phases with different phases but same

frequencies will get the same correlation value. Since our new method uses MPSK, we first

developed a modified correlation method that can handle signals with different phases. Given a

specific signal, we first use the tradition cross-correlation method to get the frequency. Supposing

the signal is xi, i = 0,1,2, ...,n and the template is yi, i = 0,1,2, ...,n, the cross-correlation value

can be denoted by Σn
i=0, j=0(xi ∗ y j). We calculate this value between the signal and all templates
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demonstrating 8 frequencies to find the highest correlation value, which is the frequency of the

given signal. Then, we exploit a new formula to find the phase. Still denoting the signal and

template as xi, i = 0,1,2, ...,n and yi, i = 0,1,2, ...,n respectively, the Multi-phase correlation value

is calculated by Σn
i=0(xi∗yi). Since we already get the frequency of the given signal, this calculation

is done between the signal and templates with all the phases we used but share the same frequency

as the given signal.

4.3 Learning-based Demodulation Scheme

The modified correlation-based method is an easy way to make demodulation. However,

such method requires large amount of calculation. For each signal, the system need to compute

8 correlation values to find the frequency and 2 as well as 4 values to find the phase for 4-digit

and 5-digit data unit respectively, which means such approach is not efficiency enough. Thus, we

proposed to use up-to-date learning-based method to train a classification model to map the signals

into corresponding bit symbols. To ensure the robustness of the training process, we first collected

large number of signals achieved by the calculating of color intensity changes as the training set.

Totally, we used 200k training signals for each bit symbol length (4-digit and 5-digit long). The

training data is collected under different grid size, video contents and distance, covering a wide

range of conditions to ensure the robustness of the final classification model.

Since our system exploits only over-the-shelf devices, the low frame rate results in the

relatively short length of each signal segment, which is not enough for the training process. As

a result, we extend the information in training set by adding more features. We totally selected 3

features for each signal segment in the training set, including Fast Fourier Transformation (FFT),

self-correlation and mean. Generally, FFT can extract the hidden frequencies information of a

given signal while self-correlation demonstrate the self-similarity pattern of a wave and can extract

phase information. mean value can also demonstrate phase information since waves with different

phase but same frequencies have different mean values. Two popular machine learning methods

are exploited: Support Vector Machine (SVM) and Random Forest (RF). SVM is a basic learning

algorithm with relatively simple structure and fast calculation speed. Though originally developed

to deal with 2-class classifications, SVM is also widely used in multi-class classification tasks.

Random Forrest is a popular algorithm used in classification based on decision tree with ideal
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performance in multi-class classification tasks. To better classify signals representing different

frequencies and phases, we trained two models for each method, one is used for the classification

of frequencies and the other is for the distinguishing of waves with same frequency but different

phases. After we get the trained model, during demodulation process the extracted signals will

be first inputted into the frequency classification model to get the transmission frequency before

fitting into the phase classification model with a specific frequency to distinguish the transmission

phase.

Figure 4.1. Demodulation process using both correlation and learning-based method
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CHAPTER 5. PERFORMANCE EVALUATION

In this chapter, we mainly evaluate the performance of our new VLC system. Since the

light intensity change δ over red and blue channels in our model is set as δ = 0.8, which is the

same as Uber-in-light, we assume that the requirements of unobtrusiveness is fulfilled since the

evaluation of perception is already conducted in Uber-in-light[6]. We mainly evaluate the accuracy

and throughput using videos with various contains under different distance and grid sizes.

5.1 Prototype Implementation and Evaluation Method

The prototype of our new model contains transmitter and receiver sides, both are

implemented by C++ and OpenCV library. A bit stream and a video are inputted to the transmitter,

the transmitter divides it into data segments with certain length according to how many phases

are used during transmission. Then the transmitter embeds the data by modify the intensity of the

red and blue channels of the frame in respect to the mapped frequency and phase. The processed

video with hidden data inside is then played at the screen with a frame rate of 60FPS. The receiver

using over-the-shelf cameras with a frame rate of 30FPS to capture the frames, locates the screen

and transmission grids before extracting the color intensity changes and generating the signals

by calculating the differences on color channels. The training set of the learning-based signal

classification model is also collected by the receiver side and the learning-based model as well

as the training process are implemented by Python and Scikit-learn library. During real-time

transmission, our system will perform real-time playback with a frame rate of 60FPS, which is used

in our experiments to ensure that the receiver get enough features for each signal. Meanwhile, the

receiver extracted signals from the RB-channel and fit them into the trained classification model

concurrently to extract the embedded bit stream.

To completely evaluate the overall performance of our new model, we defined two

metrics: accuracy and throughput. Accuracy means the percentage of correctly transmitted bits

and throughput demonstrated the amount of correctly transmitted bits during one second. To

demonstrate our new model‘s improvements comparing with Uber-in-light, we also conduct some

experiments to compare the new model‘s performance with the experiment results of Uber-in-light.
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5.2 Experimental Evaluation

5.2.1 Experimental Setup

The default settings of our experiments are set as follows. The devices used is the same as

in the experiment part in Uber-in-Light[6], with a Lenovo screen as the transmitter and a Samsung

Tablet as the receiver. All experiments were done in typical office environments during daytime.

Under default settings, the receiver is 40cm away from the transmitter, which is a common distance

when people using devices to take photos or videos. A same bit stream is generated by the system

for all the experiments as the input data to ensure the consistency. For each experiment condition

setting, we tested both 4-digit data symbol and 5-digit data symbol, which further classify 8FSK

signal into 2PSK and 4PSK signal respectively. All videos with embedded data are played with

720p HD resolution and a frame rate of 60FPS in full screen mode. The tests are done using

three demodulation methods: modified MPSK correlation method, SVM classification model and

Random Forest classification model. In general, correlation-based method achieves the lowest

performance in transmission accuracy and throughput due to the interference on the screen. Both

SVM and RF increase the overall accuracy and throughput comparing with correlation but the

improvement using SVM is only around 1%, this is because SVM is not originally designed for

multi-class classification tasks. Random Forest achieves the highest performance since it is a

robustness algorithm for classifications with more than two categories. The detailed experiment

results is clarified as follows.

5.2.2 Performance using different videos

Different video contents may influence the overall performance of our model since videos

with dynamic scenes tend to content more frame changes and interference while static videos

are much more stable for data transmission. We totally tested 6 types of videos with both

dynamic and static contents. Video types we used include TV drama, sport scenes, scenery clips,

desktop operation, game recording and static pictures, covering a wide range of hue, contrast

and conversion patterns of frames. We totally recorded 20 1-minute long videos for each video

types and we get the result by calculating the average value of them. Figure 5.1 demonstrates

the average accuracy and throughput. In our experiments, Random Forest method achieves the
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highest accuracy, around 93% for all videos, approximately a 3% and 5% increase comparing with

modified correlation method for 4-digit and 5-digit symbol respectively. SVM, in contrast, only

has a 1% increase in accuracy. Static videos has the highest transmission accuracy while the lowest

accuracy is achieved by game videos due to its highly dynamic content. Due to the use of MPSK,

our method greatly improves the overall throughput, which are around 1.1Kbps and 1.3Kbps using

RF method for 4-digit and 5-digit symbol respectively. We also compare the overall throughput

of the new model with Uber-in-light. As is shown in the throughput part of Figure 5.1, the use of

MPSK greatly improves the overall throughput, which reaches an average value of around 1.1Kbps

and 1.2Kbps for 4-digit and 5-digit data segment respectively. Uber-in-light, in contrast, only

has an average throughput of around 0.8Kbps. Comparing with Uber-in-light, our model gains

37% and 62% increase in throughput for 4-digit and 5-digit data unit respectively under default

experiment settings.

(a) Accuracy. (b) Throughput.

Figure 5.1. Performance using different types of video as data carrier.

5.2.3 Performance under different grid sizes

We then examine the influence of grid size, which is set as ranging from 240K pixels

to 2.4K pixels per grid in our experiments. For each grid size, we test 20 different videos, of

which half are static videos and the other half are dynamic ones. For a screen with given size,
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larger grid size means fewer pixels in each grid, which in turn makes it hard for the receiver to

identify the slight color intensity changes. Thus makes the transmission process more susceptible

to interference and the overall accuracy will degrade. On the other side, due to the increase in the

number of parallel transmission channels, the overall throughput will increase accordingly. The

overall accuracy is demonstrated in Figure 5.2 and the throughput is shown in Figure 5.3. RF

method consistently outperforms SVM and modified correlation method with around 3% and 5%

improvement in accuracy for 4-digit and 5-digit data segment respectively. For 4-digit data unit,

RF method can still keep an accuracy of around 90% and 95% for dynamic and static videos using

the smallest grid size (which leads to the throughput of 3.5Kbps and 3.7Kbps respectively). For

5-digit data unit, the accuracy of 4-digit and 5-digit data segment under the smallest grid size using

RF method are 82% and 85%, with the throughput of 4Kbps and 4.3Kbps respectively. Also,

comparing with Uber-in-light, our model achieves higher throughput under all grid sizes, with the

highest throughput of 3.5Kbps and 4Kbps for 4-digit and 5-digit data segment respectively while

Uber-in-light only has a throughput of around 2.7Kbps under the smallest grid size of 2400 pixels.

The results prove our new model‘s robustness under different grid sizes.

(a) Dynamic scene. (b) Static scene.

Figure 5.2. Accuracy with different grid sizes.
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(a) Dynamic scene. (b) Static scene.

Figure 5.3. Throughput with different grid sizes.

5.2.4 Performance under different distances between screen and camera

We next study the performance of our system under different distance between the

transmitter and receiver. We totally test 4 distances in the experiment: 40cm, 60cm, 80cm and

100cm. The result is shown in Figure 5.4. Generally, for a given transmission grids, longer distance

will shrink its size on the receiver side and more inference will also emit, making it harder for the

receiver to recognize color intensity changes. As a result, as the distance increase, the accuracy of

our new method decreases for all three demodulation methods used. Random Forest method still

keeps the highest accuracy of 77% and 72% at the distance of 100cm for 4-digit and 5-digit data

segments respectively, a 2.5% and 4.5% increase than correlation method. The improvement of

accuracy using SVM comparing with correlation method is still at a low level of around 1%. For

throughput, our new model keeps an average value of more than 1Kbps and 1.1Kbps for 4-digit and

5-digit data segments respectively when the distance increases while Uber-in-light only achieves a

throughput lower than 0.9Kbps.
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(a) Accuracy. (b) Throughput.

Figure 5.4. Performance under different distances between transmitter and receiver.
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CHAPTER 6. SUMMARY, CONCLUSION, AND RECOMMENDATIONS

In this thesis, we present a new screen-camera-based VLC system motivated by some

previous works like Uber-in-light or Inframe++. In addition to Multi-Frequency Shift Keying,

we exploit Multi-Phase Shift Keying to extend the length of each data unit to be transmitted,

thus increasing the capacity of each signal. To ensure our system‘s robustness in demodulation,

we develop a modified correlation-based method as well as learning-based methods on receiver

side as the tool to distinguish signals with different frequencies and phases. A SVM model and

a Random Forest model are trained using more than 200k data to classify signals and RF-based

model performed better with 3% and 6% increase in overall transmission accuracy in 4-digit and

5-digit data symbols respectively comparing with correlation-based demodulation method. Also,

our system achieves an average throughput of 1.1kbps and 1.3kbps for 4-digit and 5-digit long

data unit, a 37% and 62% increase comparing with the 0.8kbps throughput in Uber-in-light under

default experiment environments.
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